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Foreword

This book discusses some of the critical security challenges facing the ever-evolving net- 
working technologies of today. Chapter 1, 5G Technologies, Architecture and Protocols, 
presents the main elements in 5G core networks, security in 5G mobile networks, 5G  
radio access technology, frame structure, network virtualization,  and slicing in 5G, which 
are the key areas of study in 5G technology. Chapter 2, Scope and Challenges of IoT and 
Blockchain  Integration,  focuses on the pros and cons of the integration of both the tech-
nology and existing platforms that are based on the alliance of IoT and blockchain plat-
forms like Ethereum, Hyperledger, Lisk, and Slock.it, which are also explained along with 
their full functionality. Chapter 3, Data Communication and Information  Exchange in 
Distributed IoT Environment based on IoT as a paradigm based totally  on the internet that 
contains many interconnected technologies like radio frequency identity and Wi-Fi sensor 
and actor networks, to exchange data. Chapter 4, Contribution of Cloud-Based Services 
in Post-Pandemic Technology  Sustainability  and Challenges, focuses on the contribution 
of cloud technologies in agriculture, weather forecasting, medical image analysis, security, 
ICT, and entertainment, along with future application and utilities. This chapter also cov- 
ers the various applications and tools used by different industrial areas supported by cloud 
computing. Chapter 5, Network Security in Evolving Networking Technologies: Develop- 
ments and Future Directions, specifically  relates to the network system’s security, privacy, 
integrity and availability of data information  in the system. The challenge of network pro- 
tection persists across all levels of the data network,  and the purpose of network security 
is to protect the secrecy, transparency, integrity,  stability,  usability  and auditability  of the 
network.  Chapter 6, The State of CDNs Today and What AI-Assisted CDN Means for the 
Future, points out the drawbacks of CDN, such as distributed  denial  of services attacks 
(DDoS),  which are a serious concern for CDN. Chapter 7, Challenges and Opportunities 
on the problem of the concept of smart cities, which is the need for better technologies to 
improve the system’s data transfer, the research gap there is a problem  of trust as massive 
amounts of the private data of users are at stake, with hackers trying to gain access to it. 
Chapter 8, Role of IoT in Smart Homes and Offices, discusses the concept of smart of- 
fices and homes, which are a part of the smart building environment structure. The role 
of IoT and cloud computing in establishing communication amongst smart devices is also 
discussed. It further  discusses the components of each technology  and the areas of appli- 
cation along with covering  future aspects and limitations. Chapter 9, Role of IoT in the 
Prevention of COVID-19, discusses the challenge currently  facing the world, which is how 
to stop the expansion of the COVID-19 virus as the world is now facing the third wave of the 
disease, against which  the WHO is regularly updating all of us to take precautions against. 
To prevent the spread of the virus, individuals testing positive for the disease should be 
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placed in isolation. Many countries are currently affected and the entire world is taking pre-
cautions against it by using the various methods as per the guidelines issued by the WHO. 
Chapter 10, Role of Satellites in Agriculture, provides critical reviews of the role of satellites 
in agriculture and how big data analysis can give amazing results; hence, contributing to the 
national economy. Further, the advantages and disadvantages along with the challenges that 
lie ahead are discussed and how the future of these technologies will help the agricultural  
sector. Chapter 11, Search Engine Evaluation Methodology, discusses how the evaluation  
concept is a key technology which is used to make continuous and smooth progress in 
the direction of constructing a better search engine. In the search engine evaluation pro-
cess, the search engine’s performance is measured in respect to its efficiency and effective-
ness. Chapter 12, Synthesis and Analysis of Digital IIR Filters for Denoising ECG Signal on 
FPGA, focuses on the conversion of MATLAB code of different designed IIR digital filters 
for demising ECG signal into Verilog code using HDL com- mand line interface. Spartan-6 
FPGA (XC6SLX75T  with 3FGG676 package) is used as a target device. Chapter 13, Neural 
Networks and Their Applications,  discusses how our brain has ten billion cells, which are 
correspondingly  called neurons, that process informa- tion as electric signals.

In closing, we wish to express our sincere thanks to all the authors for their valuable 
contributions to this volume. Without their cooperation and eagerness to contribute, 
this project would never have been successfully completed. All the authors have been  
extremely cooperative and punctual during the submission, editing, and publication process 
of the book. We express our heartfelt thanks to Martin Scrivener of Scrivener Publishing 
for his support, encouragement, patience, and cooperation during the entire process of  
publishing this volume. We would surely be failing in our duty if we do not acknowledge  
the encouragement, motivation,  and assistance that we received from those in India. 
While it will be impossible for me and my team to mention the name of each of them, the  
contributions of our reviewers have been invaluable in making  this volume  as error-free 
as possible. Last but not the least, we would like to thank all members of our respective 
families for being the major sources of our motivation, inspiration and strength during the 
entire time it took to publish this volume.

Kanta Prasad 
Sharma Shaurya 

Gupta Ashish Sharma 
Dac-Nhuong Le 

January 2023
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Preface

In an age of explosive worldwide growth of electronic data storage and communications, 
effective protection of information  has become a critical requirement. Especially when 
used in coordination with other tools for information security, cryptography in all of its 
applications, including  data confidentiality, data integrity,  and user authentication, is the 
most powerful tool for protecting information. While the importance of cryptographic 
technique, i.e., encryption, in protecting sensitive and critical information and resources 
cannot be overemphasized, an examination of the technical evolution within several indus-
tries reveals an approaching precipice of scientific change. The glacially  paced, but inevi-
table convergence of quantum mechanics, nanotechnology, computer science, and applied 
mathematics, will revolutionize modern technology. The implications of such changes will 
be far reaching, with one of its greatest impacts affecting information security. More spe-
cifically, modern cryptography. With the exponential growth of wireless communications, 
the internet of things, and cloud computing, and the increasingly dominant roles played 
by electronic commerce in every major industry, safeguarding the information  in storage 
and while traveling over the communication networks is increasingly becoming the most 
critical and contentious challenge for technology innovators. The key prerequisite for the 
sustained development and successful exploitation of information technology and other 
related industries is the notion of information security and the assurance that operations 
and information  systems are protected by ensuring their availability, integrity, authenti-
cation, non-repudiation, information confidentiality and privacy. While it is true that 
cryptography has failed to provide its users the real security it promised, the reasons for 
its failure has not much to do with cryptography as a mathematical science. Rather, poor 
implementation of protocols and algorithms has been the major source of the problem.  
Cryptography will continue to play a leading role in developing new security solutions 
that will be in great demand with the increasing bandwidth and data rate of next-genera-
tion communication systems and networks. New cryptographic algorithms, protocols and 
tools must follow up in order to adapt to the new communication  and computing tech-
nologies.  New security mechanisms should be designed to defend against the increasingly  
complex and sophisticated attacks launched on networks and web-based applications. In  
addition to classical cryptographic  algorithms,  approaches like chaos-based cryptogra-
phy,  DNA-based cryptography, and quantum cryptography will increasingly play import-
ant roles. However, one must not forget that today’s fundamental problems in security are 
not new. What has changed over the decades is the exponential growth in the number of 
connected devices, evolution of networks with data communication  speed as high as tera-
bits per second, at least in the near field, massive increase in the volume of data communi-
cation  and availability of high-performance hardware and massively parallel architecture 
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for computing and intelligent software. As the security systems design becomes more and 
more complex to meet these challenges, a mistake that is committed most often by security 
specialists is not making a comprehensive analysis of the system to be secured before mak-
ing  a choice about which security mechanism to deploy. On many occasions, the security 
mechanism chosen turns out to be either incompatible with or inadequate for handling the 
complexities of the system.

Kanta Prasad 
Sharma Shaurya 

Gupta Ashish Sharma 
Dac-Nhuong Le

January 2023



xxv

Acknowledgments

First of all, we would like to thank all our colleagues and friends for sharing our happiness 
at the start of this project and following up with their encouragement when it seemed too 
difficult to complete. We are thankful  to all the members of Scrivener Publishing, especially 
Martin Scrivener and Phillip Carmical, for giving us the opportunity  to write this book.

We would like to acknowledge and thank the most important people in our lives, our 
parents and partners, for their support. This book has been a long-cherished dream which 
would not have become a reality without the support and love of these amazing people,  
who encouraged us with their time and attention. We are also grateful to our best friends for 
their blessings and unconditional love, patience, and encouragement.

Kanta Prasad 
Sharma Shaurya 

Gupta Ashish Sharma 
Dac-Nhuong Le





xxvii

Acronyms

3GPP 3rd Generation Partnership Project
4G Fourth Generation
4GT Fourth Generation Techniques
5G Fifth Generation
6LoWPAN IPv6 over Low-Power  Wireless Personal Area Networks

ABE Attribute-based Encryption
AES Advanced Encryption Standard
AHP Analytical Hierarchy Process
AI Artificial intelligence
AMPS Advanced-Mobile Phone System
AMQP Advanced Message Queuing Protocol
ANN Artificial Neural Network
API Application Programming Interface
AR Augmented Reality
AR/VR Augmented Reality and Virtual Reality

BDA Big Data Analytics
BDMA Beam Division Multiple Access
BLE Bluetooth Low Energy
BNN Biological Neural Network
BNS Bi-Normal Separation
BSS Business Support System

CBDM Component-Based Development Model
CCT Cloud Computing Technology
CCSP Cloud Computer Service Provider
CDMA Code-Division Multiple Access
CDMS Code Division Multiple Access
CDN Content Delivery Network
CERT Computer Emergency Response Teams
CIO Chief Information Officer
CI Consistency Index
CLEF Cross Language Evaluation Forum
CMMI Capability Maturity Model Integration
CN Core Network



xxviii Acronyms

CoAP Constrained Application  Protocol
CPM Concurrent Process Model
CR Consistency Ratio
CSA Cyber Security Agency
CSCM Cybersecurity Challenges Model
CSS Cascading Style Sheets

D2D Device-to-Device
DaaS Data as a Service
DB Database
DC2M DevOps’ Culture Challenges Model
DCG Discounted Cumulative Gain
DCM Divide and Conquer Model
DCPS Data-Centric Pub-Sub
DDS Data-Distribution Service
DDoS Distributed Denial of Service
DES Data Encryption Standard
DevOps Development and Operations
DLRL Data Local Reconstruction Layer
DMM Distributed Mobility Management
DNS Domain Name System
DoS Denial of Service
DDoS Distributed Denial of Service
DTLS Datagram Transport Layer Security
DVB Digital Video Broadcasting
DX Digital Transformation

E2E End-to-End
ECC Elliptic Curve Cryptography
e-CF e-Competence Framework
EDGE Enhanced Data Rate for GSM Evolution
EVM Ethereum Virtual Machine

FBMC Filter Bank Multicarrier
FCM Fuzzy C-Means
FFN Feedforward Network
FIRE Forum for Information Retrieval Evaluation
FP Function Point
FPGA Field-Programmable  Gate Array
FPR False Positive Rate
FTC Feature Transition Charts

GSM Global System for Mobile Communication
GIS Geographic Information System
GUI Graphical User Interface



Acronyms xxix

GPU Graphics Processing Unit
GPS Global Positioning System

HCI Human–Computer Interaction
HTTP Hypertext Transfer Protocol
HR Human Resource

IaaS Infrastructure as a Service
IBE 1Identity-Based Encryption
IBFD In-Band Full-Duplex
ICT Information and Communications Technology
IDC International Data Corporation
IDM Intrusion Detection Manager
IDS Intrusion Detection System
IMS IP Multimedia Subsystem
IoE Internet of Everything
IoT Internet of Things
I/O Input/Output
ISO/IEC International Organization for Standardization/International 

Electrotechnical Commission
IT Information Technology
ITU International Telecommunication Union

KGS Key Generation Server
KNN k-Nearest Neighbor
KPI Key Performance Indicators
KSI Keyless Signature Infrastructure

LAN Local Area Network
LED Light Emitting Diode
LMS Least Mean Square
LSE Least Square Estimation
LTE Long-Term Evolution

M&A Measurement & Analysis
MD5 Message Digest 5
MES Manufacturing Execution System
MHT Merkle Hash Tree
MIH Media Independent Handover
MIMO Multi-Input Multi-Output
ML Machine Learning
MOOC Massive Open Online Course
MQTT Message Queuing Telemetry Transport
MSE Mean Square Error
MVF Mean Value Function
MVC Model View Controller



xxx Acronyms

NCS Non-Cognitive Skills
NCSF Non-Cognitive Skills Framework
NFC Near-Field Communication
NFV Network Feature Virtualization
NFV-MANO Network Feature Virtualization Management and Orchestration
NGMN Next Generation Mobile Network
NMT Nordic Mobile Telephone
NPS Net Promoter Scores
NSSI Network Slice Subnet Instance

OFDM Orthogonal Frequency-Division Multiplexing
OSI Open Systems Interconnection
OSS Open-Source Software
OS Operating System
OTT Over-the-Top
OWASP Open Web Application Security Project

P2P Peer-to-Peer
PaaS Platform  as a Service
PIC Programmable Microcontroller
PIO Population, Intervention, and Outcome
PPC Pay-per-Click
PU Perceived Usefulness
PUF Physical Unclonable Function
PV Planned Value

QA Quality Assurance
QoS Quality of Service

RAD Rapid Application Development Model
RAT Radio Access Technology
RAN Radio Access Network
RC4 Rivest Cipher 4
RF Radio Frequency
RFC Request for Change
RFID Radio Frequency Identification
RM Risk Management
RPM Rapid Prototyping Model
RNG Random Number Generator
RSA Rivest-Shamir-Adleman
RTT Round-Trip Time
RT-PCR Real-Time Polymerase Chain Reaction

SaaS Software  as a Service
SBA Service-Based Architecture
SBR Security Bug Reports



Acronyms xxxi

SDN Software-Defined Networking
SEO Search Engine Optimization
SHA Secure Hash Algorithm
SOA Service-Oriented Architecture
SPSS Statistical Package for Social Sciences
SQL Structured Query Language
SME Small and Medium Enterprises
SMS Short Message Service
SV Schedule Variance
SVM Support Vector Machine
SLR Systematic Literature Review
SSE Sum of Squares Error
SSL Safe Socket Layer
SWIPT Simultaneous Cellular Data and Power Transfer

TACS Total Access Communication System
TCP/IP Transmission Control Protocol/Internet Protocol
TCO Total Cost of Ownership
TLS Transport Layer Security
TSP Traveling  Salesman Problem

UDP User Datagram Protocol
UMTS Universal Mobile Telecommunications System
URL Uniform Resource Locator

VR Virtual Reality

XML Extensible Markup Language
XMPP Extensible  Messaging  and Presence Protocol
XP Extreme Programming
XSS Cross-Site Scripting

ZKP Zero Knowledge Proof

W3C World Wide Web
WBS Work Breakdown Structure
WiMAX Worldwide Interoperability for Microwave Access
WSM Win-Win Spiral Model
WAN Wide Area Network
WSN Wireless Sensor Network
WWW World Wide Web
WWWW World Wide Wireless Web



1

5G Technologies, Architecture and Protocols

Shweta Bondre1, Ashish Sharma1, Vipin Bondre2

1 GH Raisoni College of Engineering, Nagpur, India
2 Yeshwantrao Chavan College of Engineering, Nagpur, India
Email: shweta.kharat@raisoni.net,ashishk.sharma@raisoni.net, vdbondre@ycce.edu

Abstract
The term “5G” refers to the fifth generation of mobile technology. With each passing

day, this field of telecommunications has seen a number of changes, from the first genera-
tion to 2.5G, and from 3G to 5G, with better efficiency. This growing mobile technology
revolution is transforming our daily lives, including how we chat, work, learn and so on.
The fifth generation network provides affordable mobile internet access at very high speed.
The study aims to shed light on fifth generation technology network architecture and pro-
tocols. The development of the world wide wireless web (WWWWW), wireless networks,
actual wireless and complex ad hoc world in the fifth century are all being studied. The 5G
technology is based on voice-over IP technologies that provide users with a high level of
call volume and data transmission. The ability to connect to and switch between various
wireless networks at the same time is one of the main characteristics of the 5G mobile
network. The main elements in 5G core networks, security in 5G mobile networks, 5G
radio access technology, frame structure, network virtualization, and slicing in 5G are the
key areas of study in 5G technology.

Keywords: 5G, wireless technology, network architecture and protocols

Evolving Networking Technologies.
By Kanta Prasad Sharma et al. Copyright © 2023 Scrivener Publishing

1



1

5G Technologies, Architecture and Protocols

Shweta Bondre1, Ashish Sharma1, Vipin Bondre2

1 GH Raisoni College of Engineering, Nagpur, India
2 Yeshwantrao Chavan College of Engineering, Nagpur, India
Email: shweta.kharat@raisoni.net,ashishk.sharma@raisoni.net, vdbondre@ycce.edu

Abstract
The term “5G” refers to the fifth generation of mobile technology. With each passing

day, this field of telecommunications has seen a number of changes, from the first genera-
tion to 2.5G, and from 3G to 5G, with better efficiency. This growing mobile technology
revolution is transforming our daily lives, including how we chat, work, learn and so on.
The fifth generation network provides affordable mobile internet access at very high speed.
The study aims to shed light on fifth generation technology network architecture and pro-
tocols. The development of the world wide wireless web (WWWWW), wireless networks,
actual wireless and complex ad hoc world in the fifth century are all being studied. The 5G
technology is based on voice-over IP technologies that provide users with a high level of
call volume and data transmission. The ability to connect to and switch between various
wireless networks at the same time is one of the main characteristics of the 5G mobile
network. The main elements in 5G core networks, security in 5G mobile networks, 5G
radio access technology, frame structure, network virtualization, and slicing in 5G are the
key areas of study in 5G technology.

Keywords: 5G, wireless technology, network architecture and protocols

Evolving Networking Technologies.
By Kanta Prasad Sharma et al. Copyright © 2023 Scrivener Publishing

1



2 5G TECHNOLOGIES, ARCHITECTURE AND PROTOCOLS

1.1 Evolution of Wireless Technologies

Wireless-based networks will continue to develop in a number of respects now and in the
coming future to address new demands and threats. New technology elements, such as
high-speed packet communication and long-term growth, will be launched as part of the
development of existing cellular-based networks. Mobile wireless networking has pro-
gressed from analog voice calls to modern emerging technologies capable of providing
high-quality mobile broadband networks with end-user data rates of several megabits per
second over wide regions. The immense advances in the potentiality of mobile communi-
cation networks, along with the introduction of advanced models of mobile devices, such
as smart phones and tablets, have resulted in a proliferation of emerging mobile network-
ing technologies and an exponential increase in network traffic. Our vision for the future
is a connected society with free access to information and data that is accessible to all at
all times.

New technology elements must be investigated for the evolution of already available
wireless-based systems in order to achieve this vision. Existing wireless systems, such
as Wi-Fi, HSPA and 3GPP-3rd Generation Partnership Project, LTE technology will in-
corporate emerging technology elements to better meet future needs. In comparison to
current 4G LTE networks, the ultimate aim of the upcoming 5G wireless networking is to
have comparatively high download rates, very low latency, significant increases in base-
station reliability and significant improvements in expected quality of service (QoS) for
consumers. Broadband data consumption has grown at a rapid rate because of recent tech-
nology and networking in the context of internet of things (IoT) programs, smart mobiles,
autonomous cars, smart home connectivity and augmented reality devices, etc.; therefore,
in order to support the most recent applications, the system’s bandwidth must be signifi-
cantly expanded. This advancement could be made possible by the use of a modern spec-
trum and higher data volumes.

The history of wireless network technology is given below [1] and is depicted in Fig-
ure 1.1.

Figure 1.1: Evolution of wireless technologies.

EVOLUTION OF WIRELESS TECHNOLOGIES 3

In terms of range, spectral quality, mobility, and data rate, it reflects the progression of
wireless technology generations. It also shows that circuit switching is used in 1G and 2G
technologies, and both circuit and packet switching is used in 2.5 Generation and 3 Gen-
eration, and packet switching is used in the subsequent generations from 3.5 Generation to
now, i.e., 5 Generation. Following is an overview of the emerging wireless technologies:

1G: In the early 1980s, the first generation was announced. It has a 2.4 kbps max-
imum data limit. Total Access Communication System (TACS), Advanced Mobile
Phone System (AMPS) and Nordic Mobile Telephone (NMT) were among the top
subscribers. It has a number of drawbacks, including reckless handoff, insufficient ca-
pacity, lack of security and poor voice associations as voice calls are kept and played
in radio towers, increasing the risk of uninvited eavesdropping by 3rd parties [2].

2G: The second generation was launched in the late 1990s. In second-generation
mobile phones, digital technology is used. The first second-generation system, Global
Systems for Mobile Communications (GSM), was used for voice communication and
had a data rate of up to 64 kbps. Because radio signals are low in power, 2G mobile
handset batteries last longer. E-mail and Short Message Service (SMS) are among the
services it offers. IS-95, Code Division Multiple Access (CDMS) and GSM were all
important systems [2,3].

2.5G: It usually utilizes a second-generation cellular infrastructure that provides Gen-
eral Packet Radio Services (GPRS) and other technologies not available in 2G or
1G networks. A 2.5G method, in contrast to a 2G method, uses packet switching
in addition to circuit switching. It supports data rates of up to 144 kbps. The key
2.5G technologies were Enhanced Data-Rate for GSM Evolution (EDGE), GPRS,
and Code-Division Multiple Access (CDMA) 2000 [2,3].

3G: In late 2000, the third generation was introduced. It transmits data at a speed of up
to 2 Mbps. High-speed broadband connectivity is paired with internet protocol-based
applications in 3G technology (IP). In addition to transmission rate, an additional
upgrade was made to retain QoS. The 3G technology was distinguished by additional
features such as worldwide roaming and improved speech quality. The only downside
of to 3G mobile sets is that they use considerably more electricity than 2G units.
Furthermore, 3G network services are more costly than 2G network plans [2,3]. Since
3G includes the introduction and use of Wideband Code-Division Multiple Access
(WCDMA), Code-Division Multiple Access (CDMA) 2000 and Universal Mobile
Telecommunications-Systems (UMTS) technologies, emerging technologies such as
Evolution-Data Optimized (EVDO) and High Speed Uplink/Downlink Packet Access
(HSDPA/HSUPA) have produced a 3.5G wireless generation which is an intermediate
between 3G and 4G.

3.75G: Fixed Worldwide Interoperability for Microwave Access (WiMax) and Long-
Term Evolution (LTE) are the promise of mobile communication networks. Fixed
WiMAX and LTE will supplement network bandwidth by allowing a large number
of users to connect to high-speed networks like peer-to-peer data sharing, on-demand
streaming, and composite Web services. An additional spectrum is now available,
allowing operators to operate their networks more compliantly and with greater cov-
erage and capacity at a lower cost [2,4].

4G: The 4G standard is considered a descendant of the 2G and 3G standards. World-
wide Interoperability for Microwave Access (WiMAX), in collaboration with Mo-
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bile WiMAX, the 3rd Generation Partnership Project (3GPP), is now standardizing
Long-Term Evolution (LTE), advanced as a long-term 4th Generation standard. A
4G framework enhances existing connectivity networks by providing a comprehen-
sive and reliable IP-based solution. Data, multimedia and voice can be delivered to
customers at all times and in all places, and at even higher data speeds than previous
generations. Multimedia messaging service (MMS), high-definition TV content, digi-
tal video broadcasting (DVB), video chat and mobile TV are some of the applications
that are being improved to use a 4G network [1,4,5].

5G: With the exponential growth in customer demand, 4G can be rapidly replaced
by 5G by using advanced access technologies such as non- and quasi-orthogonal or
filter bank multicarrier (FBMC) multiple access and beam division multiple access
(BDMA). To understand the idea behind the BDMA technique, consider the situa-
tion of a base station interacting with mobile stations in which every cellular mobile
station is given an orthogonal beam, and the BDMA method splits the antenna beam
according to the positions of the mobile stations to provide various accesses to the
mobile stations, thus increasing power [6]. Based on recent trends, it is widely be-
lieved that 5G cellular systems must overcome six issues that 4G cellular networks
cannot successfully address: greater bandwidth, higher data rate, lower end-to-end
latency, higher data rate, lower cost, large device connectivity and consistent quality
of experience provisioning [7,8]. In mobile technology, a 5G network is thought to
be the peak of cellular networking. Cell phones are useful for a variety of activities in
addition to messaging. Both previous wireless devices have made it easier to commu-
nicate and share data, but 5G adds a different dimension to the experience, turning it
into a true smartphone experience.

Table 1.1: Evolution of wireless technology.

1.2 5G Cellular Network Architecture

Figure 1.2 shows a schematic diagram of the broadband and mobile interoperability of the
device architecture for 5G mobile systems. In the infrastructure, there is a user terminal

5G CELLULAR NETWORK ARCHITECTURE 5

(that plays a significant role in modern design) as well as a variety of independent, au-
tonomous radio connectivity technologies. Inside each terminal, any of the radio access
technologies is viewed as an IP link to the outside internet world. Each radio access tech-
nology (RAT) should, however, have its own radio interface in the mobile station. For
example, if we wish to bind to four different RATs, the mobile terminal would require four
different access-specific interfaces, all of which must be active at the same time for this
architecture to function.

Figure 1.2: Functional architecture for 5G mobile networks.

The first two OSI layers (data link layer and physical layer) define the radio access tech-
nologies that enable users to connect to the internet by QoS support, which is based on the
access technology. The network layer sits on top of the OSI-1 and OSI-2 layers in today’s
networking environment, and it is IP (Internet Protocol), either IPv4 or IPv6, regardless of
the equipment used for radio connectivity. IP’s goal is to ensure that sufficient control in-
formation in the IP header is available to ensure proper routing of IP packets belonging to
specific device links/sessions between client applications and servers located anywhere on
the internet. Packet routing should be done in compliance with the user’s defined policies.
On the internet, sockets are used to provide connections between clients and servers. In-
ternet sockets are the endpoints for data transfer flows. Each web socket is a one-of-a-kind
combination of a local network communications port and IP address, a target communi-
cations port and IP address, and a transport protocol. End-to-end communication using
the internet protocol is required between the client and server in order to lift the neces-
sary internet socket, which is uniquely decided by the client and server’s application. This
means that the destination IP address and local IP address should be set and unchanged in
the case of interoperability between heterogeneous networks and vertical handover among
radio technologies. When these two conditions are set, when a smartphone user is present
on at least one end of the network, the internet connection should have end-to-end han-
dover clarity. An IP interface is provided for each radio access technique that the user has
access to in order to connect to the relevant radio access. Each IP interface in the terminal
has its own IP address, netmask, and network parameters for IP packet routing. Chang-
ing the access technology means changing the local IP address in a regular inter-system
handover. The socket is then changed by changing some of its parameters, resulting in the
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socket being closed and a new one being opened. This means that the connection will be
terminated and a new one will be created. To address this shortcoming, a new layer will be
responsible for the abstraction stages of network access technology to upper layers of the
protocol stack. In this work, the authors implement a control mechanism in the functional
design of the networks, which operates in full synchronization with the user terminal and
offers network abstraction functionality and packet routing based on the most appropriate
radio access technology, to allow the functions of implemented clarity and control or direct
routing of packets via the most appropriate radio access technology [9].

1.2.1 5G E2E Network Architecture

The 5G end-to-end network architecture is depicted in Figure 1.3 below, which outlines the
5G E2E network. However, by switching from “4 Generation” to “5 Generation”, the E2E
structural design of the “5G” network becomes even more essential since the base station
is no longer the key bottleneck [10,11]. Scalable data exposure governance and access
management systems are used to provide facilities for data analysis, collection, distribution
and abstraction on a shared network where data can be accessed by device entities at all
levels.

The architecture of Huawei’s end-to-end network built for 5G is represented in Fig-
ure 1.3.

Figure 1.3: Architecture of end-to-end network in 5G [11].

1.2.2 Network Slicing Architecture

Network slicing helps you run several dedicated networks on a single platform, which is
a very powerful process. Network slicing is an example of the idea of easily and cost-
effectively operating multiple logical networks as essentially autonomous business pro-
cesses on a single physical infrastructure. It is a 5G cutting-edge technology that can build
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several types of virtual networks, tailored to meet different specifications for various use
cases. Network slicing architecture provides a number of independent service-level ar-
rangements to satisfy the requirements. A network slice is divided into two types: CN
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network slicing can also be divided into vertical slicing and horizontal slicing.

1.2.3 NFV Management and Orchestration

Virtual network functions (VNFs) can be reassigned and deployed to share the infrastruc-
ture’s virtual and physical resources, ensuring scalability and performance requirements.
Telecom Service Providers (TSPs) will easily launch new and elastic services as a part of
this [14,15]. Services, NFVI, and NFV management and orchestration (NFV-MANO) are
the three key components of the NFV architecture, as seen in Figure 1.5.
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Figure 1.5: ETSI-NFV architecture [16].

Virtual network functions (VNFs): A collection of VNFs which can be developed in
one or more virtual machines is referred to as a utility. In some cases, VNFs can be
executed in virtual machines built into operating environments or directly on hardware;
in these cases, native hypervisors or virtual machine monitors are used to manage them.
The OSS, as well as the business support system (BSS), is a general management system
that assists operators in deploying and managing a variety of E2E telecommunications
networks (e.g., problem troubleshooting, renewals, billing, ordering, etc.). The attention
of the NFV requirements is on integration with current OSS/BSS systems [17].

NFVI: Both hardware and software capabilities that make up the NFV ecosystem are
covered by NFV infrastructure. NFVI covers network access to locations such as data
centers and public or private hybrid clouds. The virtualization layer, which sits just
above the hardware and abstracts the physical resources, provides storage, encoding,
and networking for VNFs. A current virtualization layer, such as a hypervisor, can be
used in an NFV implementation with simple features that simply removes hardware
devices and transfers them to the VNFs.

NFV-MANO: The orchestrator, virtualized infrastructure managers, and VNF man-
agers make up NFV management and orchestration. These blocks offer the features
needed for management tasks such as provisioning and initialization of VNFs. The
orchestration and life-cycle management of physical and software devices that allow
infrastructure virtualization, as well as the life-cycle management of VNFs, are the
responsibilities of NFV-MANO. It also includes databases for storing data and data
models that describe function, facility, and resource implementation and life-cycle
properties. The specification also defines interfaces for coordination between the dif-
ferent components of the NFV-MANO, as well as integration by traditional network
management systems (e.g., OSS and BSS) to make it easier to execute all NFs and
functions on legacy equipment [17,19].
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1.2.4 NGMN Envisioned 5G Design

The NGMN Alliance (Next Generation Mobile Networks Alliance) envisions an archi-
tecture based on the design principles that takes advantage of the hierarchical separation
of software and hardware, along with the programmability provided by NFV and SDN.
The 5G-architecture is a native “SDN/NFV” architecture that covers all features of the 5G
framework, including equipment, (mobile/fixed) networks, network features, value sup-
porting functionality, and all management functions. This architecture is illustrated in
Figure 1.6.

Figure 1.6: 5G architecture [20,21].

Access nodes, wearables, cloud nodes, CPEs, 5G devices, phones, networking nodes,
and machine-type modules and associated links make up the infrastructure resource layer
of a fixed-mobile converged network. As a result, 5G devices are included in the con-
figurable infrastructure resource. The resources are visible to higher levels as well as the
end-to-end management and orchestration organization through related APIs. Monitoring
output and status, as well as settings, are all required features of such an API.

The business enablement layer is a modular architecture building block library that
contains all network functions available, including functions realized by software modules
that can be downloaded from a registry and implemented at the desired location, as well as
a collection of configuration parameters for particular network components, such as radio
access.

The business application layer has specific software and facilities used by the provider
verticals, enterprise or third parties on the 5G network. You can build dedicated network
slices for an application or map an application to existing network slices using the end-to-
end control and orchestration entity’s interface.
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1.3 5G Energy Efficiency

In comparison to current 4G systems, the current 5G structure suggests that energy con-
sumption can be reduced by ten percent to extend battery life, in addition to lowering the
power consumption desired for wireless base station antenna and client devices [22]. En-
ergy consumption is now a key component in the design of communication networks, and
networks are being developed based on this factor [23]. Due to technical advances, inter-
net traffic nowadays is growing every day, and as a result, the “round-trip time” latency
of the data packets is increased in the network [24], which is becoming a more important
problem in relation to energy prices on 5G networks. In the telecommunications industry,
cell systems are the primary cause of increased energy consumption [25]. Rapid electricity
usage is a significant barrier to reaching green environmental goals and lowering device
costs. Heterogeneous networks are a recent development that is growing in popularity as a
way to improve coverage, availability, and resource efficiency in the upcoming 5G network
[26]. The variety of connected gadgets will be ten to a hundred times greater than it is in
the network today, and traffic levels will be even higher than they are now. The network’s
electricity use is a key factor in lowering the total cost of ownership (TCO), which includes
the network’s environmental effects (see Figure 1.7).

Figure 1.7: 5G energy efficiency.

There are some factors that contribute to the 5G network becoming an energy-efficient
system in the coming future [27,28], a few of which are given below.

1.3.1 Full Duplex

The 4G mobile network heavily relies on orthogonal frequency-division multiplexing (OFDM)
as a technology for physical layer [30] as a result of its higher band consumption and heavy
fading potential [29]. The physical layer of 5G mobile connectivity, on the other hand, is
said to have higher demands for scalability, stability, durability, bandwidth performance
and robustness [31]. Specialized signal processing electronics now allow full-duplex net-
work communications at the same frequency [32]. For the following purposes, full-duplex
wireless networking enables transmitting and receiving on the equal frequency spectrum at
the exact time of “radio,” as it is one of the candidate techniques outside of 5G and wire-
less networks. The advantages include the potential for increased bandwidth and improved
spectrum performance. Nonetheless, one of the main problems of absolute duplex tech-
nology is preventing strong self-interference [33]. The author of [34] introduced a 5G and
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higher technology that incorporates huge multi-input multi-output (mMIMO) and in-band
full-duplex (IBFD) technology. With the same time-frequency resources, IBFD mMIMO
can accommodate a significant number of uplink and downlink consumers, massively in-
creasing system energy [31]. Because of the huge rise in the number of antennas, IBFD
mMIMO will decrease the complexity of the base station design [35]. The authors sug-
gested the IBFD mMIMO architecture as a central breakthrough to promote easy progress
towards future 5G and higher networks [29,36] because of these favorable circumstances.

1.3.2 High Network Data Rate

The 5G networks provide more information and have lower packet latency [37]. They will
leave the network linking among the base station and the client disabled for a long period
of time. Longer sleeping modes are possible because of these idle hours. Since extraor-
dinarily fast data rates can be given for cellular smartphones, “millimeter-wave telecom-
munication” is a promising technique for potential 5G wireless networks [38]. The writers
proposed the use of millimeter wave telecommunication technologies for D2D commu-
nication over the network in [39-41]. The authors in [42] propose a space division mul-
tiplexing technology that would maximize bandwidth capability while lowering energy
consumption for higher data speeds.

1.3.3 Dense Small Cell Deployment

To attain uninterrupted coverage in city areas and shape a 5G ultradense wireless network,
a substantial number of small cells must be deployed [60]. Small cells come in a number
of sizes based on how they are classified:

1. Femtocells

2. Picocells

3. Microcells

Small cells can be linked to the network’s core by a remote radio header or a cen-
tral base station, which can be wireless or wired. This reduces the distance among the
user and the base station, lowering the transmission power required to overcome the no-
path, particularly in an indoor environment, boosting uplink and downlink communica-
tions’ energy efficiency. Dense small cell deployment is needed to increase signal power
and offload macrocells [43]. Furthermore, unregulated small cell deployment may result
in uncontrolled cell shapes, leaving network operators with little control over small cell
placement [44]. Through using small cells, both indoors and outdoors, we will provide a
cost-effective, simple method to the network capability issue created by the huge rise in
cellular mobile traffic. The introduction of small cells with a limited radius is expected to
increase spectrum and network performance [45].

1.3.4 Massive MIMO Antennas

Cellular network energy consumption is becoming particularly critical for mobile network
providers [46] because it has an important economic and environmental effect on next-
generation broadband networks, such as the 5G network [47]. The 5G network will almost
certainly be hundred a times quicker than the present 4G network. Trying to meet this
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willing target using ideal models and processes from existing programs is impractical and
would almost inevitably result in an energy crisis with serious environmental and financial
implications. Huge MIMO will improve the performance of wireless transmission sys-
tems’ bandwidth by more than 10 times [48]. Any automated and hybrid precoding plans
have been highlighted in [49] to increase the energy efficiency of MIMO communication.
These innovations are expected to satisfy the demands of rising data rates by using the
space domain more efficiently. Massive MIMO is a cutting-edge advancement over exist-
ing MIMO technologies. The basic aim of cutting-edge technologies is to distinguish the
benefits of MIMO for a broader variety of applications by increasing throughput, spectrum
efficacy, and energy consumption while reducing the multifaceted nature into a precoder/i-
dentifier [50]. Huge “multi-input multi-output (MIMO)” is a new technique that extends
the MIMO technique [51,52]. The simultaneous wireless information and power transfer
(SWIPT) technology developed by the authors [53] aims to increase energy efficiency.

1.4 Security in 5G

The new 5G wireless networks will have better coverage, significantly increased quality of
service (QoS), low latency, and extremely fast data rates. 5G will also offer ultra-reliable
and inexpensive wireless connectivity to cellular handheld devices and cyber-physical net-
works, as well as a wide variety of modern devices connecting to the internet of things
(IoT), universal M2M, and ultra-reliable and affordable broadband access to cellular hand-
held devices and cyber-physical systems [54]. The protection of 5G is becoming more
important because of the probable position of 5G and its effect on our lives. As a result,
significant steps are expected to guarantee the reliability of the 5G network infrastructure,
its customers, and the 5G network itself [55]. On the other hand, 5G would require the
advancement of all network elements, such as central and control networks, as well as all
protocol levels from radio to applications [56]. As a consequence, protection could be
compromised anywhere (see Table 1.2).

Table 1.2: 1G to 4G security mechanism.

According to the International Telecommunication Union (ITU) [57], security features
are logically divided into separate architectural components by a security architecture. This
enables a systematic procedure for E2E service security, which aids in the planning of
current network security assessments and the implementation of new security results. The
security design for 5G has been described as follows:

5G APPLICATIONS 13

i) Security of network access: A collection of security parameters that allow user tools
to securely authenticate and access network devices. System protection necessitates
the monitoring of “3GPP” and “non-3GPP” contact networks, as well as the transition
of security contexts from the SN to the user equipment.

ii) Network domain security: It has a number of security features that allow network
nodes to share signaling and user-level data in a safe manner.

iii) User domain security: Allows users to view user equipment in a safe way, which
protects them.

iv) Application domain security: Applications (from both the customer and vendor do-
mains) will easily exchange messages thanks to encryption software.

v) Service-based architecture (SBA) domain-security: The security functions include
network element registration, discovery, and authorization, as well as the security of
service-based interfaces.

vi) Security visibility and configurability: This involves letting the user know if the pro-
tection feature is turned on.

1.5 5G Applications

1.5.1 Rapid Data Transmission

The 5G network is defined by its high broadband speeds and smart networks. A 4G fea-
ture film takes about eight minutes to download; with 5G, in less than five seconds, people
would be able to do so. Multimedia television, high-resolution and 3D content, robotics,
social networking sites, augmented reality, advanced manufacturing, driverless vehicles
and other technologies can all benefit from increased network speed. Not all data must
be transferred simultaneously across the billions of computers that will be connected.
Some systems require real-time communication, while others can be shared during off-
peak hours. In the 5G world, networks must be able to handle data traffic in real time and
make split-second decisions [60]. Scientists predict that in this connected world, a much
higher proportion of digital information of 35% will be used compared to the previous 5%
[61]. Wireless technology research is now looking into a number of possibilities for a fu-
ture wireless network. The upcoming 5G system should prioritize high-speed connectivity
and low-latency specifications. You can stream 8K or ultra-3D videos in a fraction of the
time thanks to 5G, which has 40-times higher quality than 4G [62,63].

1.5.2 5G Flexibility for Smart Mobility

In the context of 5G heterogeneous wireless networks, particularly vehicle networks, we
intend to combine the MIH paradigm with DMM approaches in the future. Additional
parameters, such as vehicle speed, network size, latency and the likelihood of failure to
produce, should be cautiously considered in this kind of network defined by a great agility
environment [64]. The 5G transportation infrastructure includes everything from tradi-
tional road/route planning to new autonomous driving technologies (connected vehicles)
and smart-transport sharing. Road management, incident avoidance, secure navigation,
fuel conservation, emission reduction and price reduction are all advantages of smart mo-
bility [65,66].
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be transferred simultaneously across the billions of computers that will be connected.
Some systems require real-time communication, while others can be shared during off-
peak hours. In the 5G world, networks must be able to handle data traffic in real time and
make split-second decisions [60]. Scientists predict that in this connected world, a much
higher proportion of digital information of 35% will be used compared to the previous 5%
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and low-latency specifications. You can stream 8K or ultra-3D videos in a fraction of the
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intend to combine the MIH paradigm with DMM approaches in the future. Additional
parameters, such as vehicle speed, network size, latency and the likelihood of failure to
produce, should be cautiously considered in this kind of network defined by a great agility
environment [64]. The 5G transportation infrastructure includes everything from tradi-
tional road/route planning to new autonomous driving technologies (connected vehicles)
and smart-transport sharing. Road management, incident avoidance, secure navigation,
fuel conservation, emission reduction and price reduction are all advantages of smart mo-
bility [65,66].



14 5G TECHNOLOGIES, ARCHITECTURE AND PROTOCOLS

1.5.3 5G in Smart Cities

In the near future, 5G technology will connect the world, from the largest megacities to the
tiniest internet of things, in an ever online fashion. Smart homes, smart cities and the IoT
will all be merged into one big cohesive infrastructure as a result of this linked hierarchy
[67]. Researchers have looked at smart cities and self-organizing networking policies for
5G wireless networks. Smart cities rely on 5G to allow widespread M2M communications,
but the network is completely oblivious to the data that is flowing through it. Furthermore,
5G is expected to bring together a variety of connectivity networks, significantly enhancing
the reliability of the communication network and making knowledge exchanges between
heterogeneous systems and services faster [68]. In smart cities, the tactile internet will
provide a platform for measuring, monitoring, recording, and scaling smart devices in
physical or virtual reality [69]. The tactile internet’s main characteristics are ultra-low
latency, reliability, and connection quality, which make it more advanced in 5G [70].

1.5.4 5G Augmented Reality

In current years, augmented and virtual realities have begun to benefit from video stream-
ing technologies and cellular networks’ high-speed capacities. Constraints like bandwidth
and latency, on the other hand, prohibit us from achieving “high-fidelity telepresence” and
advanced virtual and augmented reality technologies. Fortunately, all developers and engi-
neers are mindful of these challenges, and 5G networks have been designed to support us
in moving to the next generation of user interfaces [71]. The internet of things and wire-
less internet are the two major industry drivers for potential cellular networking growth,
which will offer a broad variety of possibilities for 5G. In the 5G age, there will be a wide
variety of technologies, including augmented and virtual reality, wireless networking, e-
Health networks, and car driving, among others [72,73]. Despite the network demands
of emerging technology audiences like augmented and virtual reality, there is too much
excitement and anticipation for the launch of “5G” network technologies. Smartphone
augmented reality and virtual reality (AR/VR) is predicted to be among the first wave of
5G applications. The global AR market is predicted to reach $114 billion by 2021, accord-
ing to the ABI Report, while the global virtual reality industry is about to reach $65 billion
at the same time [71]. Users may provide immersive interactions with both AR and VR;
however, they need connectivity that can guarantee high-quality 360° video, low-latency
two-way communications, and effective localization. Because of 5G, those drills will be
possible on consumer electronics, remotes, and handheld devices, resulting in a multitude
of novel instructional scenarios [74-80]. The internet of things and device-to-device net-
working are two examples of conventional and digital technologies that 5G networks aim
to serve.

1.6 Conclusion

In this study we analyzed numerous aspects of the future “5G” network and addressed sev-
eral architectures which are based on it. 5G networks can link everything together, from
a person to the internet, from a basic sensor device to a sophisticated self-driving system,
from embedded sensors in all types of hardware to autonomous vehicles, from an airplane
to smart businesses and cities. In comparison to today’s network, the 5G network has sig-
nificantly higher network capacity, lower latency, and significantly higher bandwidth. It not
only has the potential to change people’s lives, but it also has the potential to save them by

CONCLUSION 15

improving emergency care and reducing traffic accidents. Prior to the commercialization
of 5G technology, it is critical to continue to improve network capability. In this chapter
we covered the evolution of 5G wireless technology, architectures, energy efficiency in 5G,
5G security and extensive uses of 5G technology in our daily life.
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2.1 Introduction

As human society continues to advance in the modern world, there continues to be expo-
nential development in the modern electronic system. Wireless communication has played
an important role in developing a new generation of technology. It has produced posi-
tive results that have increased suitable electronic devices for so many required areas, and
has also boosted the production cost and the quality of the products, which are producing
positive results in correspondence to the new technologies. The emerging IoT technology
has unfolded in a set of technologies, such as wireless sensor network (WSN) and radio
frequency identification (RFID), whose accelerated mechanism are sensor based, which
allows them to communicate across the internet.

Currently, the IoT is used as an electronic device for smartwatches to smart shoes to
calculate the number of steps walked. The IoT expresses itself in various parts of society’s
development format and has a range of applications which complete several general and
personal needs of society. It has played a mid-way role in the development of smart cities,
turning normal houses into smart houses by providing automation to the electric grid sys-
tem. Various research has shown that the number of connected devices will be 22 to 50
million by 2021. The IoT is a live visualization of a connected world where data plays a
very important role in the communication between the devices. With the huge expansion
of the new IoT technology, IoT comes with several issues. The IoT runs on a sequential
mechanism and multiple protocols that helps to reduce the multifariousness in its regu-
lar functioning but the complex multifariousness in new IoT technology is reducing its
adaptability in some areas of implementation.

Apart from this problem, the biggest issue occurring day by day is IoT data being com-
promised each day due to its centralized system. The IoT is being used by both government
and private sectors, which store personal information by various means and for various
purposes. The centralized IoT technology has recurring flaws and the personal informa-
tion included in various functions of the IoT can be compromised easily. There are several
solutions that can provide security to IoT services. Blockchain is one of these solutions,
which not only provides security but also enhances the current IoT systems.

Infrastructure protocols of blockchain technology are a solution for issues in the IoT.
Bitcoin is supported by a protocol infrastructure that ensures that the required information
is stored and can be used when needed, like a ledger which stores information that can
be obtained only when required. Blockchain technology protocol infrastructure allows a
transaction to be verified by several blocks present in the blockchain.

The revolutionary assurance factor that blockchain has developed has made it useful in
the critical private and government sectors, which are adopting IoT technologies.

In this chapter, we will cover the alliance of IoT and blockchain, including the advan-
tages and disadvantages of this alliance between private and government sectors. The cen-
tralized system of IoT and Blockchain previously described in this chapter are very impor-
tant in terms of understanding the role of blockchain in IoT. There are various blockchain
platforms for IoT and various applications that are useful from the integration of this tech-
nology.

2.2 Literature Review

Dorri et al. [1] have proposed an IoT architecture which is lightweight and totally new and
mainly focuses on security and privacy. This is totally based on blockchain technology.
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The example of smart homes was shown with the help of this architecture, which neglects
the weight of the IoT with the help of blockchain and maintains critical functions of smart
homes, including security and privacy features in the background. The suggested planning
is hierarchical, with an overlay network that consists of the juncture of a smart home; cloud
storage is used for data transaction.

Gupta et al. [2] have proposed a positive approach to a secure healthcare system with
the help of blockchain, which will provide a secure and safe health record system in which
consumers are the owners of their own records. Their system proposes a mechanism for
storing just metadata from the records (includes personal data) in the blockchain. Further-
more, they explain the main advantage of this system in keeping the digital records in the
healthcare industry at a very large scale with the help of blockchain. The real data and
personal information are stored in a universal cloud and consumers have access to the data
they are the owner of. And information that plays a key role in their treatment is stored in
blockchain information like patient identity, visit id, and provider id.

Reyna et al. [3] did a complete analysis of the issues which will arise on the integration
of IoT and blockchain. They also present several methods to integrate both the platforms
and how they can be applied at an industrial level. They categorize their work by exploring
IoT systems like smart home and smart car, and how blockchain can be applied to them to
enhance their security. They also explain several marketplaces for the integration of IoT
and blockchain and which types of opportunities they can generate at an industrial level.

Conoscenti et al. [4] explain several IoT security concerns in detail and how blockchain
can solve the issue of its flaws being exploited by using blockchain as countermeasures.
Furthermore, the integration of both technologies is presented, and how it can not only
provide various security options but can also help several IoT services to run flawlessly.

Christidis and Devetsikiotis [5] classify several blockchain technologies and their do-
mains and analyze the advantages and disadvantages of blockchain being introduced to
IoT. They propose different sets of ideas like the use of a blockchain and interplanetary
file system for regularly updating IoT services. This paper also describes the use of smart
contracts and how they are set up in the marketplace by using various IoT platforms where
IoT services can earn money by providing their resources.

Jentzsch [6] describe the first-ever IoT blockchain integrated platform known as Slock.it,
which was developed by a blockchain platform known as Ethereum. The functionality of
this system represents how real-world physical objects can be controlled by blockchain
and IoT integrated services. This paper also explained how smart services can be rented
for usage and payments can be done directly without the use of a third party.

2.3 Internet of Things and Its Centralized System

Kevin Ashton, MIT’s Executive Director of Auto-ID Labs, coined the phrase “Internet of
Things” in 1999, although it took at least another decade for the technology to catch up
with the vision. In simple terms, it can be defined as objects (physical) or the set of devices,
and the set can be defined as any required smart network that can be of the building (smart
home), the vehicle (smart vehicle) and various other sets; and in the IoT, these devices
interchange data with the help smart circuits, wires, software and connectivity tools, and
these systems are fully automated so that the IoT is totally independent of humans for their
functions.

Moreover, IoT technology extends to perform and add functions of data exchange in
automatic technology like automation data transfers, home automation, robotics, and many
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more. The most recent IoT technology to have aggressively evolved are wireless sensor
network (WSN), smart barcodes, intelligent sensing, RFID, NFCS, and cloud data storage.

The current IoT system involves a central client/server system which is used for identifi-
cation and keeps all the devices connected; however, this centralized system of IoT restricts
its widespread use. Decentralizing the existing IoT system will be the precise decision that
will help to increase the reach of IoT in many ways. That’s where blockchain plays an
important role.

In IoT, different devices are connected to the internet and they communicate by various
automated sensors and data analyzed from the IoT ecosystem. There are various meth-
ods through which these devices maintain the connection or get connected to the internet.
The methods can be networking nodes, servers, or smart and normal computers. Several
researchers have given various architecture models for IoT, but there is a common IoT
architecture which is approved and proposed by ITU.

The centralized IoT architecture is composed of three layers, as shown in Figure 2.1.

Application layer and service support

Network layer

Device layer

Figure 2.1: IoT refrence model and architecture.

2.3.1 Application Layer

The application layer contains relevant IoT applications commonly used in the functioning
of applications. This layer is at the forefront of various automated programs like healthcare,
smart cities, connected cars, and smart electrical grid system. All the bigger infrastructure
of IoT goes through the application layer.

2.3.2 Network Layer

As the name suggests, the network layer is used to provide internet connectivity services
to the local area and wide area networks such as routers, firewalls, and gateways. It also
provides a platform for interconnection communication between the smart devices which
can be further used as a remote control for smart devices such as smartphones. Every
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device which is connected through IoT requires internet connectivity and the work of the
network layer is to provide that connectivity.

2.3.3 Device Layer

In an open system interconnection (OSI) model, the device is similar to the OSI model
architecture of the network. Control of the smart object is handled in the device layer by
the controllers. All the smart objects in the device justify their connection through several
endpoints. Devices receive and send a variety of information. The current IoT framework is
a centralized server/client model in which all devices communicate through the centralized
system; however, this restricts the widespread large-scale use of the IoT.

A decentralized system will play an important role in the expansion of the IoT and
will secure several of the IoT services which are vulnerable in a centralized system. The
decentralized system will not only ensure the IoT’s security, it will bring various useful
changes to the IoT architecture.

2.4 Blockchain Technology

Blockchain technology is a recent technology which provides efficiency in securing online
transactions (it can be of any type); in technical terms we can say it is a secure framework
for digital interconnections. However, since this new technology has only recently been
introduced on the market, it is being adapted day by day for use as stand-alone technology
or integrated with other technologies like IoT and artificial intelligence.

An exact definition of blockchain does not exist. But in simple and precise terms we can
say it is a technology that keeps records in the form of a ledger with the help of databases of
any digital interactions between two or more parties, devices, servers, etc. Each transaction
is verified by the people involved in the interaction and by other frameworks of blockchain.

There are two important elements in blockchain:

1. Transactions: Important actions that are generated by the participants in the interac-
tion of the blockchain environment.

2. Blocks: Blocks ensure that records of the transactions are kept in a correct and se-
quential manner in the form of a ledger.

2.4.1 Characteristics of Blockchain

Blockchain has may attractive features which will help to resolve several problems of the
IoT services. These features are listed below and shown in Figure 2.2.

Immutability: The key feature of blockchain is an immutable ledger. Databases and
services which are centralized are prone to various data theft and attacks if one node
of the system is down, which can bring down the whole centralized system that is
totally dependent on a third for the security of the information. But the decentralized
system of the blockchain includes a special immutability feature which ensures that
once the transaction is recorded and approved it can’t be tampered with or revert back.

Decentralization: Blockchain decentralizes everything. There is no single center sup-
port in the blockchain and every node in the network is totally independent, so a
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The application layer contains relevant IoT applications commonly used in the functioning
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smart cities, connected cars, and smart electrical grid system. All the bigger infrastructure
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As the name suggests, the network layer is used to provide internet connectivity services
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can be further used as a remote control for smart devices such as smartphones. Every
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device which is connected through IoT requires internet connectivity and the work of the
network layer is to provide that connectivity.

2.3.3 Device Layer

In an open system interconnection (OSI) model, the device is similar to the OSI model
architecture of the network. Control of the smart object is handled in the device layer by
the controllers. All the smart objects in the device justify their connection through several
endpoints. Devices receive and send a variety of information. The current IoT framework is
a centralized server/client model in which all devices communicate through the centralized
system; however, this restricts the widespread large-scale use of the IoT.

A decentralized system will play an important role in the expansion of the IoT and
will secure several of the IoT services which are vulnerable in a centralized system. The
decentralized system will not only ensure the IoT’s security, it will bring various useful
changes to the IoT architecture.

2.4 Blockchain Technology

Blockchain technology is a recent technology which provides efficiency in securing online
transactions (it can be of any type); in technical terms we can say it is a secure framework
for digital interconnections. However, since this new technology has only recently been
introduced on the market, it is being adapted day by day for use as stand-alone technology
or integrated with other technologies like IoT and artificial intelligence.

An exact definition of blockchain does not exist. But in simple and precise terms we can
say it is a technology that keeps records in the form of a ledger with the help of databases of
any digital interactions between two or more parties, devices, servers, etc. Each transaction
is verified by the people involved in the interaction and by other frameworks of blockchain.

There are two important elements in blockchain:

1. Transactions: Important actions that are generated by the participants in the interac-
tion of the blockchain environment.

2. Blocks: Blocks ensure that records of the transactions are kept in a correct and se-
quential manner in the form of a ledger.

2.4.1 Characteristics of Blockchain

Blockchain has may attractive features which will help to resolve several problems of the
IoT services. These features are listed below and shown in Figure 2.2.

Immutability: The key feature of blockchain is an immutable ledger. Databases and
services which are centralized are prone to various data theft and attacks if one node
of the system is down, which can bring down the whole centralized system that is
totally dependent on a third for the security of the information. But the decentralized
system of the blockchain includes a special immutability feature which ensures that
once the transaction is recorded and approved it can’t be tampered with or revert back.

Decentralization: Blockchain decentralizes everything. There is no single center sup-
port in the blockchain and every node in the network is totally independent, so a
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failure in one node doesn’t compromise the whole system. Even though a centralized
system assures scalability and strength by utilizing the resources from every single
participating node, the chances of failure are greater in a centralized system.

Anonymity: Blockchain system provides anonymity to every single user pre- and
post-transaction. It has a unique key for every single participant in the interaction
which is not easily accessible by any means, so it provides complete security to data
and the information on the transactions that have been done in the digital interface
through blockchain.

Increased Capacity: The most attractive feature of blockchain is to provide increased
capacity from normal storage in the centralized systems. Thousands of computers and
servers working together are more powerful than a centralized system.

Figure 2.2: Characteristics of blockchain.

2.4.2 Working Mechanisms of Blockchain

Being a new technology, blockchain continues to evolve day by day and as it is evolving it
is solving all the problems of modern technologies such as important data-driven decisions,
data theft issues, and anonymity issues.

For storing all the information, blockchain uses several blocks which are recorded in
databases with various assurances like immutability, anonymity, data protection, and many
more. When the new transaction is performed in the blockchain the sender notifies every
single node in the blockchain through disposals of various communication channels. For
the validation of the transaction, nodes keep it in the ledger as a record.

The validation of the transaction is run by performing pre-planned checks on the actions
of the transactions. Miners are special nodes in the network which collect some or all
the available data from the transaction pools. Block header plays an important role in
finding the proper proof of the transaction, and for this the whole block is mined and
the variable data is extracted, which will be used for determining the authenticity of the
transactions. In other words, this whole process is cryptographic in nature and runs on
continuous calculations and data transfers. Since mining requires a lot of processing, the
individuals who perform the mining process use dedicated software.

Every new block created has a timestamp that is shared between all the nodes in the
network. After every node receives the block and its transaction is validated, that block
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is added to the ledger. When a high number of nodes receive the blocks in the network it
becomes an unchangeable part of the blockchain. Every block stores a metadata value of
the previous block so every block has a signature of the previous block. That’s how all the
blocks are linked together, creating a chain called a blockchain.

2.4.3 Example of Blockchain Transactions

We have four nodes (W, X, Y, Z) that want to transfer the cryptocurrency bitcoin using the
blockchain technology. In this process, there will be no intermediate third party to help
in the transaction process, which is the idea of decentralization. Therefore, there will be a
direct transfer of bitcoin between W and X.

Figure 2.3: Example of blockchain technology.

In Figure 2.3, we can see that if W wants to send 10 bitcoins to X then an individual
transaction is created which is verified by each node; in the same manner, if X wants to
send 20 bitcoins to Y, again each transaction is verified by each node in the ledger. All the
transactions are chained together in what is called a distributed ledger because the recorded
ledger is distributed across all the nodes in the network, which is taken as a validation for
the transactions.

2.4.4 Need for Blockchain Technology

Various sources have accepted the fact that the IoT has many vulnerabilities. Today, there
are 5 billion devices which are connected to the IoT and the numbers are predicted to grow
by 29 million to 75 million by 2023. From these numbers we can deduce that there will be
a continuous production and flow of data for IoT functions. Therefore, some fundamental
issues need to be addressed before moving on to the bigger issues of theft and security
because every big issue is related to small vulnerabilities. In this section, we will discuss
several IoT issues and blockchain as a solution to those problems.

One issue that the IoT faces with a distributed architecture with a centralized system
is that every node in the process can be easily compromised. A common attack on these
systems is distributed denial of service (DDoS); and in a centralized distributive network
if multiple devices are compromised then it can easily shut down all the systems.



26 SCOPE AND CHALLENGES OF IOT AND BLOCKCHAIN INTEGRATION

failure in one node doesn’t compromise the whole system. Even though a centralized
system assures scalability and strength by utilizing the resources from every single
participating node, the chances of failure are greater in a centralized system.

Anonymity: Blockchain system provides anonymity to every single user pre- and
post-transaction. It has a unique key for every single participant in the interaction
which is not easily accessible by any means, so it provides complete security to data
and the information on the transactions that have been done in the digital interface
through blockchain.

Increased Capacity: The most attractive feature of blockchain is to provide increased
capacity from normal storage in the centralized systems. Thousands of computers and
servers working together are more powerful than a centralized system.

Figure 2.2: Characteristics of blockchain.

2.4.2 Working Mechanisms of Blockchain

Being a new technology, blockchain continues to evolve day by day and as it is evolving it
is solving all the problems of modern technologies such as important data-driven decisions,
data theft issues, and anonymity issues.

For storing all the information, blockchain uses several blocks which are recorded in
databases with various assurances like immutability, anonymity, data protection, and many
more. When the new transaction is performed in the blockchain the sender notifies every
single node in the blockchain through disposals of various communication channels. For
the validation of the transaction, nodes keep it in the ledger as a record.

The validation of the transaction is run by performing pre-planned checks on the actions
of the transactions. Miners are special nodes in the network which collect some or all
the available data from the transaction pools. Block header plays an important role in
finding the proper proof of the transaction, and for this the whole block is mined and
the variable data is extracted, which will be used for determining the authenticity of the
transactions. In other words, this whole process is cryptographic in nature and runs on
continuous calculations and data transfers. Since mining requires a lot of processing, the
individuals who perform the mining process use dedicated software.

Every new block created has a timestamp that is shared between all the nodes in the
network. After every node receives the block and its transaction is validated, that block

BLOCKCHAIN TECHNOLOGY 27

is added to the ledger. When a high number of nodes receive the blocks in the network it
becomes an unchangeable part of the blockchain. Every block stores a metadata value of
the previous block so every block has a signature of the previous block. That’s how all the
blocks are linked together, creating a chain called a blockchain.

2.4.3 Example of Blockchain Transactions

We have four nodes (W, X, Y, Z) that want to transfer the cryptocurrency bitcoin using the
blockchain technology. In this process, there will be no intermediate third party to help
in the transaction process, which is the idea of decentralization. Therefore, there will be a
direct transfer of bitcoin between W and X.

Figure 2.3: Example of blockchain technology.

In Figure 2.3, we can see that if W wants to send 10 bitcoins to X then an individual
transaction is created which is verified by each node; in the same manner, if X wants to
send 20 bitcoins to Y, again each transaction is verified by each node in the ledger. All the
transactions are chained together in what is called a distributed ledger because the recorded
ledger is distributed across all the nodes in the network, which is taken as a validation for
the transactions.

2.4.4 Need for Blockchain Technology

Various sources have accepted the fact that the IoT has many vulnerabilities. Today, there
are 5 billion devices which are connected to the IoT and the numbers are predicted to grow
by 29 million to 75 million by 2023. From these numbers we can deduce that there will be
a continuous production and flow of data for IoT functions. Therefore, some fundamental
issues need to be addressed before moving on to the bigger issues of theft and security
because every big issue is related to small vulnerabilities. In this section, we will discuss
several IoT issues and blockchain as a solution to those problems.

One issue that the IoT faces with a distributed architecture with a centralized system
is that every node in the process can be easily compromised. A common attack on these
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Here, blockchain plays an important role in decentralizing this centralized IoT technol-
ogy, making every node functionality independent. There is a very smooth mechanism of
verification of every digital interaction which happens in the network inside the node.

The IoT technology is widely used in various sectors of private and government ser-
vices. Therefore, because this technology is used so much, the issue of its vulnerability to
attacks can cost time, money, and everything else connected to IoT services.

Another issue is the integrity of data in IoT technology [7]. Since the IoT totally runs
on decision support systems, a timely decision is made with the help of the analyzed and
processed data from the sensors. Thus, it is very important to secure the system from
the insertion of the injection attacks which will falsify the decision-making framework
of IoT. For proper functioning of automated IoT systems, such as vehicular networks,
automated manufacturing industries, and smart grids that process data in real time, which
make decisions based on data from sensors, the downtime of sensors can result in critical
situations.

Blockchain can play a very important role in providing security in terms of end-to-end
encryption while data is processed from sensors to the function of automation objects.

2.5 Integration of Blockchain and IoT Technology

The IoT has been transforming modern technologies with the optimal manual capacity
to make them part of the fastest growing models of the technological era. Processing
and obtaining data at meta-human levels, this technology changes the picture by inventing
various fast pathways which have improved the management and quality of social life in
terms of digitalization.

Currently, the functionality of IoT technology has been supported by cloud computing
for analyzing and processing data which is used for real-time processing.

Cloud computing is a centralized way of providing services with a single framework
acting as administrative support. Centralized architecture has so many vulnerabilities and
issues which compromise data in terms of transparency. Participants in this process of
using IoT services have no information on how securely their submitted data is being pro-
cessed for digital interaction.

As previously discussed in prior sections of this chapter, we can see that two promising
integrated technologies, cloud computing and the IoT, are vulnerable to so many threats.

Blockchain can help IoT in providing sharing services that can be trusted. Informa-
tion can be provided in a reliable way and can be traced for its secure packet to travel
through the network. The original source of data can be identified and cannot be changed
or tampered with, which enhances its security.

For instance, in a food distribution system where the IoT is used to ensure security
by monitoring and tracing several food packets, the proper function of traceability of the
data must be shared between trusted persons who are sponsoring and managing the food
safety events. Distribution of food and securing it involves many steps like manufacturing,
treatment, distribution, and feeding; and remembering all these events are monitored in a
digital manner and if there is a vulnerability at any point then it will compromise the whole
automated chain of the food distribution system which is powered by the IoT. Here, if
data is manipulated, the manipulated wrong information can easily be provided in place of
the correct information, which will disrupt the whole automated food distribution system,
which will affect so many things and will compromise so many lives directly and indirectly.
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The use of blockchain technology in modern IoT technologies is not just reliable, it
also provides various security features, which in scenarios like food distribution will come
in handy for providing high-end security features like personal key verification for every
person who is accessing the databases and end-to-end insertable encryptions. Blockchain
will not only help solve several issues concerning the IoT, it will also play an important
role in improving the IoT technology while they are being integrated.

But this new technology also needs improvements. It doesn’t matter whether the new
technology on the market is solo or integrated, it will always come with several advantages
and disadvantages. In the coming sections, we will look at how these two technologies
integrate themselves.

2.5.1 Interactions of IoT and Blockchain Integrations

The two major technologies of the IoT and blockchain are integrated for solving various
issues of the IoT. For proper interactions, the blockchain should have access to the underly-
ing layers of IoT which are directly rooted in the centralized system of the IoT. In addition
to this, there are vast possibilities of how IoT can be integrated with blockchain.

There are mainly three approaches to how IoT can be integrated with the blockchain
technology (see Figure 2.4):

1. IoT-IoT

2. IoT-Blockchain

3. Hybrid approach

Figure 2.4: Interactions between blockchain and IoT.

2.5.1.1 IoT-IoT
This interaction of IoT-IoT could be the fastest for security and fast interaction between

the IoT and several IoT devices. IoT devices are required to discover important nodes for
communications, which is known as a routing mechanism. Here the blockchain will be
used for data storage and part of the data will be stored in the blockchain. This approach is
reliable and secure for local digital transactions of the data and can be used in the transfer
of big bunches of the data blockchain in the background, which will keep the record in the
form of a ledger.
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The use of blockchain technology in modern IoT technologies is not just reliable, it
also provides various security features, which in scenarios like food distribution will come
in handy for providing high-end security features like personal key verification for every
person who is accessing the databases and end-to-end insertable encryptions. Blockchain
will not only help solve several issues concerning the IoT, it will also play an important
role in improving the IoT technology while they are being integrated.

But this new technology also needs improvements. It doesn’t matter whether the new
technology on the market is solo or integrated, it will always come with several advantages
and disadvantages. In the coming sections, we will look at how these two technologies
integrate themselves.
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The two major technologies of the IoT and blockchain are integrated for solving various
issues of the IoT. For proper interactions, the blockchain should have access to the underly-
ing layers of IoT which are directly rooted in the centralized system of the IoT. In addition
to this, there are vast possibilities of how IoT can be integrated with blockchain.

There are mainly three approaches to how IoT can be integrated with the blockchain
technology (see Figure 2.4):

1. IoT-IoT

2. IoT-Blockchain

3. Hybrid approach

Figure 2.4: Interactions between blockchain and IoT.

2.5.1.1 IoT-IoT
This interaction of IoT-IoT could be the fastest for security and fast interaction between

the IoT and several IoT devices. IoT devices are required to discover important nodes for
communications, which is known as a routing mechanism. Here the blockchain will be
used for data storage and part of the data will be stored in the blockchain. This approach is
reliable and secure for local digital transactions of the data and can be used in the transfer
of big bunches of the data blockchain in the background, which will keep the record in the
form of a ledger.
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2.5.1.2 IoT-Blockchain
This interaction involving blockchain will act as a gateway for every interaction, which

will enable the permanent record of the interaction. Every interaction in this type will
ensure the traceability of the data and all data is stored in the form of a ledger, which
also ensures the anonymity of the data. Recording every single transaction will require a
larger infrastructure, larger bandwidth, and more data interpretation tools, which will be a
challenge to these two integrating technologies.

2.5.1.3 Hybrid Approach
In a hybrid approach, there would be a direct sharing of IoT devices, with only a part

of the data and interaction taking place in IoT. The biggest challenge in this interaction is
choosing importation interactions which will pass through blockchain and a run-time also
should be decided for them. This technology is totally based on the real-time scenario so
both technologies can be used in the best possible way; therefore, we can benefit from the
integration of both the technologies. Moreover, the hybrid interaction will provide a lot of
benefits and improvements to IoT technology.

Devices are used in a very limited manner in the IoT deployment. Resources are ex-
tracted from the end nodes and they have the responsibility of forwarding the data collected
from the sensors to the upper layers. Blockchain integration with IoT comes with certain
advantages like there being various keys generated for the purpose of anonymity, which are
provided to the gateways of blockchain. These keys are plausible in terms of traditional
deployment. But the deployment of gateways comes with few benefits because databases
are used more frequently for executing the applications and tasks. However, an unsecured
database comes with a lot of vulnerabilities and will cost the same amount of money and
time that can be used to deploy hybrid and several other approaches to secure the frame-
work of the IoT technology.

2.5.2 Blockchain Platforms for IoT

Blockchain technology can be identified as a technology that is not constant; and even
though it keeps evolving and changing on a daily basis, it continues to have a great effect
on modern industries. Since the platforms related to blockchain are high in number, all the
platforms cannot be analyzed and monitored. In this section, we will discuss the popular
and adaptable platforms of blockchain for IoT. Ethereum [8] is a platform where smart
contracts are used with the support of the blockchain. Ethereum runs on the functionality
of blockchain with a built-in programming language (solidity). Another built-in feature of a
virtual machine is called an Ethereum virtual machine (EVM). This integration provides an
opportunity to invest and adopt this technology as an integration into the other technology.
Currently, Ethereum is used as the most popular format for developing applications for
IoT. The definition of smart contracts can be told in a simple manner where companies and
their products can publish their policies and measures taken to react to certain changes.

There is an open-source platform for blockchain-related development known as Hyper-
ledger. In Hyperledger, there is a fabric known as a Hyperledger Fabric, a blockchain with
sets of permission that don’t support cryptocurrency but has platform support for commer-
cial implementations like IBM’s blockchain platforms [9]. It also provides a platform for
online membership and consensus using different components from the platforms. By us-
ing general-purpose computer languages this integrated platform can be used to build dis-
tributive applications. IBM’s Bluemix platform eases the integrations of IBM’s blockchain
with other technologies. Food traceability with IoT is a project run on this platform.
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There is an underdeveloped platform named HDAC, which is an IoT contract with M2M
interaction platform based on blockchain. The HDAC systems use a public and private
blockchain network and tag every transaction with a quantum number for more secure
interactions. This platform should be more widespread and open for the public and private
sectors because of its advanced security features.

Lisk is another platform for IoT-integrated blockchain technology. It has a decentralized
system with sidechains into the integrated platforms which give the choice of using mul-
tiple cryptocurrencies or multiple integrated cryptocurrency systems such as bitcoin and
Ethereum. Lisk creates an adaptable environment for blockchain services, and end-users
directly use this platform because of its ability to create and deploy decentralized distribu-
tive applications. Currently, Lisk technology is integrated with IoT’s chain of things to
look up the possibility of extended security which can be provided to the IoT.

Litecoin [10] platform is similar to bitcoin but is a lot faster; the transaction speed in
bitcoin is 10 minutes and the transaction speed of Litecoin is 2.5 minutes. Proof of the
transaction provided by Scrypt, a security feature based on an intensive password key.
Litecoin also requires less computational power to operate and hence also results in fewer
nodes being used, which makes this platform more efficient and suitable for integration
with IoT.

The Quorum [11] platform was developed for privacy in financial industries. The im-
plementation of this platform is done with the use of Ethereum, which provides secure
transactions with the help of permissions when the transactions are in transit. Crypto-
graphic methods are used for data privacy and contract privacy. Recently, this platform
was integrated with Zerocash technology to observe and attain all the information on the
transactions which are taking place in the live window.

2.5.3 Advantages of Integrating IoT with Blockchain

The advantages of integrating IoT with blockchain are described below and shown in Fig-
ure 2.5:

Figure 2.5: Advantages of integrating IoT with blockchain.
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Publicity: Blockchain has an individual block that stores every transaction in the form
of a ledger so there is total transparency in the interactions and the participants who
are in the interaction. Each participant has an individual private key which provides a
secure and private way to prevent the data breaches and integrity of the privacy.

Decentalization: To add the transaction into the interface it must be verified by the
participants for their approval before being added to the ledger. No single authority
approves the transactions. There is just one rule, which is that every participant in the
interface has to approve the transactions. This generates a massive amount of trust in
the participants and the system interface [12]. This system will come in handy for use
in IoT because IoT functions on a centralized system and a single point of failure can
bring down the entire system; however, the decentralized system will help to secure
the IoT from failures and threats.

Resiliency: Each node has its data copied in its own ledger which contains all the
transactions which were made in the digital interface of the blockchain network. So,
blockchain has the ability to stand against various cyber threats, and even if a single
node is compromised the whole system will be up and running and the threat can be
neutralized in the background. Information sharing needs will be improved in IoT
systems, but it raises other issues like processing and storage.

Security: IoT runs on numerous untrusted parties; in other words, it is a heterogeneous
network. Blockchain has the ability to provide security from untrusted parties; simply
put, all IoT nodes should be able to withhold any kind of malicious attack.

Speed: The distribution of transactions in the blockchain is very fast across the net-
work and can be processed anytime and anywhere. The integration of IoT and blockchain
will bring this ability to the IoT services and will also speed up the IoT frameworks
with better interaction. Moreover, due to the blockchain’s decentralized system, the
dependency on centralized systems will not be a big issue.

Cost Saving: Due to the centralized structure, IoT requires high maintenance and in-
frastructure that includes large server farms, communication, and networking equip-
ment which is expensive, and the cost will keep increasing more and more as IoT
devices continue to be added day by day. Blockchain is a correct solution for the
centralized structure of IoT.

Immutability: The main advantage of blockchain technology is an immutable ledger.
Once the ledger saves the data which is verified by several sources, altering and tam-
pering with the data is almost impossible [13,14]. As a result of these integrated
technologies, the immutable ledger will provide a framework for several IoT services.
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2.5.4 Challenges of Blockchain and IoT Integration

The challenges of blockchain and IoT integration are given below and shown in Figure 2.6:

Figure 2.6: Challenges of blockchain and IoT integration.

Scalability: The peculiar function of blockchain requires it to function on higher
nodes, due to which a scalability dilemma arises; and if this issue remains in the pic-
ture then blockchain technology will also move towards the centralized composition.
This is a very alarming and serious issue because IoT networks contain a substantial
number of nodes and the integration will nearly come to a standstill.

Processing Power and Time: Power and processing time is needed to encrypt all the
devices with blockchain. IoT systems have multiple kinds of devices that run on the
multiple different configurations with different computing capabilities, all of which
can’t run on the same algorithm at the required speed. This configuration of IoT
calls for securing IoT with blockchain. Blockchain has to adapt according to every
configuration that is configured for the devices in IoT. This will increase the applied
processing power and storage, and ultimately, it will increase the cost of this inte-
gration. For the purpose of cost reduction, this integration is placed in the first place
only.

Storage: The main benefit of blockchain is that it is a decentralized system, which
negates the need for a central system to record the transactions and device id’s. The
ledger of the blockchain is stored in the node itself [15]. With the increasing num-
ber of nodes for distributive ledger, the ledger sizes will also increase for IoT nodes
because the blockchain will use the IoT nodes only in a more secure and hybrid in-
tegration. As we have explored earlier, IoT runs on less computational resources and
storage capacity [16].

Lack of Skills: The blockchain technology is new and it keeps changing and readjust-
ing. So, there are very few people with complete knowledge and skills in blockchain
and its domains, especially the growing domain of cryptocurrency. There are a large
number of people who don’t understand how blockchain works. On the other hand,
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IoT technology exists everywhere, so it is very difficult to deploy the integration of
both technologies without public awareness.

Legal and Compliance: Being a new technology, blockchain has many abilities that
help to the other new technologies in the form of integration around the globe. More-
over, since its usage will increase the echoing of its presence, its capabilities will
increase, making it even more useful in the developments of mankind.

But since this technology doesn’t have a functionality code to follow, there is no gov-
erning body for it, which raises the issue of trust for many manufacturers and service
providers. Take the bitcoin blockchain-powered cryptocurrency, for example, which is
banned in many countries due to various issues that sound more alarming when criminals
use bitcoin for their purposes. If we take into account all that we know, this problem can
act as a major barrier for the integration of blockchain, not just with IoT but with every
other new technology.

2.5.5 Applications of IoT-Blockchain Integration

The applications of IoT-Blockchain integration are given below and summarized in Ta-
ble 2.1.

Table 2.1: IoT-blockchain applications.

Application Classification Platform

LO3 Energy Energy microgrid Ethereum
Aigang Insurance network for IoT assets Ethereum
MyBit Investment in IoT devices Ethereum
Aerotoken Sharing airspace market for drone navigation Ethereum
Chain of Things Identity, security Ethereum
Chronicled Identity, data provenace and automation Multiplatform
The Modum Data integrity for the supply chain Multiplatform
Twin of Things Sharing and machine economy Multiplatform
Blockchain of Things Secure connectivity between IoT devices Multiplatrorm

LO3 Energy [17] is an energy microgrid that is being used in Brooklyn (USA), which
is assisted by blockchain system for its functioning. Other countries, like Germany
and Australia, also use LO3 Energy. Storing electrical energy and generating it in a
localized group is referred to as a microgrid. Its main function is to establish coor-
dination with a broader power grid with the help of P2P decentralized systems. This
system is developed for a community marketplace to support other projects with the
same mechanism. It is the first blockchain platform for energy-based usage. It comes
with enhanced security allowance for direct transit of energy sales among the partic-
ipants, by allowing the device at the edge of the grid. The measurement of energy
production is done by a hybrid device that is placed where LO3 provides services at
a localized level and data is collected which is forwarded in the network for observa-
tions.
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Aigang: A special autonomous network that provides insurance for IoT assets, Aigang
uses Ethereum to issue policies for the assigning of smart contracts. The use of
Ethereum here provides security because it performs risk assessments and claims of
the insurance automatically. Aigang has its own virtual currency known as AIX.
Aigang offers several investment options at a certain risk level while providing po-
tential gains on the other hand. The main aim of this integrated tech is to provide
insurance policies with automation with the help of smart contracts.

MyBit [18]: The aim of MyBit is to build an ecosystem of data-sharing services.
Several people can share their owned IoT assets (e.g., drones, smart cars). A new in-
vestment option with an cutting-edge financial model is open to the public. Ethereum
is used here for several automation processes. When these IoT assets do well in the
marketplace, the owners receive their gains according to the ownership stake they
have on several IoT assets. For monitoring all the ecosystems in a proper sequential
manner, a centralized system is used. The platform justifies different IoT asset types
and several IoT devices are linked to the assets; after the installation they send and
receive information through various APIs. Oracle is used to connect devices to the
network.

Aerotoken [19]: This system is created for low altitude commercial drones. The
system is used in real-time automated navigation and property-access authorization.
It is a solution for accessing properties via drone in a shared airspace environment.
It creates a lot of marketplace opportunities in shared environments and also solves
the major problem of getting permission for drone operations. The owners of the
property provide their respective airspace through smart contracts through blockchain;
owners are paid on a temporary basis only for providing the airspace. Ethereum smart
contracts are used to develop this ecosystem.

Chain of Things [20]: This is a combined blockchain integrated IoT hardware solution
enabled by Maru, a blockchain-IoT integrated research lab. The main role of this
application is to provide devices a digital identity when they are first introduced to the
market to provide security. There are three major projects in the Chain of Things:

– Chain of Security: Its main aim is to provide security to IoT through blockchain.

– Chain of Solar: Functions on connecting solar panels through blockchain to store
the produced energy for various applications and the same data can also be cali-
brated for research purposes.

– Chain of Shipping: It provides and manages security for shipping, loading, and
logistics industry. For monitoring data, automated data logging devices are used
which monitor, store, and send the data to the main framework of the network.
This application is also developed on Ethereum in terms of the concept of proof.

Chronicled [21]: This system was created with one goal in mind, to provide the se-
curest ecosystem of IoT with its supply chain. This format has developed several
IoT equipment and virtual projects which have cryptographic property. This platform
runs on multiple platforms, like Quorum, Ethereum, and Hyperledger, and is done by
coordinating multiple blockchain servers at once.

Modum [22]: This platform’s main aim is to improve security and provide data in-
tegrity for physical products in order to enhance the supply chain processes. It has
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tegrity for physical products in order to enhance the supply chain processes. It has
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been designed to work with multiple blockchain platforms. It stores and senses the
environmental conditions during shipments. It has also been used for the distribu-
tion of medical equipment and products. The data from the sensors are approved by
Ethereum smart contracts. This is how the functions of tagged sensors are used, which
is directly linked to the mobile application ownership, which is directly linked to the
sensors. At the end an automated recorded ledger analyzes the collected data after the
reception of the shipment.

Twin of Things [23]: This platform ensures the ownership of the IoT objects we
use every day. It is developed by riddle and code. The combination of blockchain
and cryptography creates a digital identity that is used for hardware devices and all
the physical devices in the network. The interaction between these devices includes
several transactions that can perform under full secrecy due to the blockchain mecha-
nism. For enabling the device in the blockchain node, a highly secure crypto-chip is
provided, which is used in the form of adhesive non-removable NFC tag. An android
application is developed for carrying out the blockchain transactions to register the
unique and tamper-proof identity of the chip. After proper validation, it becomes part
of the node and can interact with other devices in the network.

Blockchain of Things [24-30]: This is an integrated platform of IoT and blockchain,
more simply known as the industrial integrated IoT, which is integrated for the se-
cure and open gateway of communication. It has a Catenis web service layer for
rapid blockchain integration combined with an end-to-end encryption. This platform
is adaptable in several other platforms of blockchain-like platforms like Ethereum,
Hyperledger, etc.

2.6 Conclusion

When modern technologies are integrated they always bring many things to the table,
some of which are controversial due to their disadvantages. We have seen the potential
of blockchain, which even without a proper governing structure is powerful enough for
handling several cryptocurrencies around the world. Blockchain is part of the near fu-
ture because things are getting digitalized at a very great pace, so there is no doubt that
blockchain is here to stay.

Blockchain platforms also have some major issues which can collide with the issues of
IoT. Proper consideration should be given when implementing an integration of IoT and
blockchain and their various domains. There is no doubt the IoT technology is fragile.
There are several other technologies, such as artificial intelligence, which can be used to
countermeasure the flaws of IoT. However, the use of blockchain not only provides security
to the IoT, it totally revolutionizes it.

Blockchain raises major legal and compliance issues which cannot be ignored, even if
we neglect other issues concerning integrated IoT and blockchain. These legal and com-
pliance issues will remain the biggest challenge and will cause many problems in the in-
tegration of both IoT and blockchain. Blockchain must have a governing body or admin
support that can monitor not just the blockchain technology and their domains, but can
also monitor the integration of blockchain with IoT and other technologies. A governing
body of blockchain will give it a chance to be used in wide-ranging areas of domains and
technologies for many purposes that can be useful in the face-paced growth of modern
technologies.

CONCLUSION 37

When integrating blockchain with several domains of the IoT for cost-saving and to
attain some advantages, the risk of implementation should not be overlooked. The inte-
gration of both the technologies should be properly analyzed as to what pros and cons the
integration would bring to the modern world and how it will affect the fast-paced growth
of the new technologies around us.

In the coming days, blockchain will revolutionize the services and domains of the IoT,
and the integration of both technologies should be addressed properly. The integration of
both technologies can make the infrastructure of our digital lives easy and secure. After
combining these two technologies, we have seen various applications that are smooth and
beneficial to mankind in so many ways. IoT has been used in so many different sectors of
governments around the world but it comes with several flaws due to its centralized system.
The use of blockchain has improved and improvised several IoT services and domains but
the integrated use of IoT-blockchain is mainly used for business purposes like smart con-
tracts, secure flow of cryptocurrencies and many more. However, this integration should
be used more in the health and defense sectors. The integration of both IoT and blockchain
can revolutionize healthcare sectors with IoT’s automation and capacity to sense the en-
vironment; and the secured features of blockchain can be used in critical domains of the
healthcare industry.

The medical supply chain is one of the most important things in today’s world and
COVID-19 has tested every medical system all around the world. The integration of IoT
and blockchain can play a key role in the medical and pharmaceutical industry in the future.
Blockchain and IoT can be used to share secure research in the medical field and at a time
of crisis around the world, the IoT will provide the data and blockchain will authenticate
it, which will help to countermeasure pandemics like COVID-19.

However, for blockchain to function properly, it should be authorized or must have a
governing body because this technology doesn’t have any legal and compliance require-
ments. Therefore, various blockchain platforms, like cryptocurrency such as bitcoin, are
used by criminals, which raises the issue of trust and blocks this technology from testing
its potential.

For all the new technologies, security is a must-have option. The integration of IoT
and blockchain has shown how a integration between two new fast-growing technologies
can make a big difference. The same idea of implementation should be applied to other
new technologies in the form of integration with new technologies, such as artificial in-
telligence, machine learning, and nanotechnology, but the integration should be done with
proper analysis. The integration of new modern technology can be a game changer in terms
of the modern development of mankind. The integration of modern technologies might be
a possible solution to the many issues we are facing each day.
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42 DATA COMMUNICATION AND INFORMATION EXCHANGE IN DISTRIBUTED IOT ENVIRONMENT

3.1 Introduction

The IoT is a paradigm based totally on the internet that contains many interconnected
technologies like radio frequency identity and Wi-Fi sensor and actor networks to ex-
change data. Agencies, organizations, and small and medium-sized businesses have ob-
served enormous changes in recent years, extending from the regular size of corporations
to the universal growth of initiatives and other projects on a mass level.

Globalization plays an essential role in increasing the complexity of project initia-
tives. The progression of information technology and the IoT is imparting new resolutions,
equipment, and is assisting IT programmers and testers in operations of various disciplines
in different situations [1,2].

The present requirements for improved mechanisms to monitor and manage many ar-
eas, and the continuing research in the field of IoT, have led to the advent and creation of
multiple systems like smart home, smart city and smart country. We can find IoT services
[3] in two different architectures; one is centralized and the other is distributed. It should be
noted that the centralized approach works where the entities acquire and process informa-
tion centrally, while in the distributed environment, entities exchange data and information
at the edge of the network system or topology in a dynamic manner.

There may no longer be a trendy definition of the technologies used in IoT environment;
in fact, it depends on the real-time access. Nowadays, the IoT sets the latest trends in
accessing verified and reliable information and data analysis statistics [18-33]. In fact,
all scientists and researchers have come up with some meaningful definitions of the same
technology, as well as all the business persons and company owners who have provided
extraordinary capabilities and particularities.

Madakam et al. [3] have given the possible definition of IoT as “An open and com-
prehensive network of intelligent objects that have the capacity to auto-organize, share
information, data and resources, reacting and acting in the face of situations and changes
in the environment.”

This chapter will not only help you recognize the dissimilar challenges [19, 20] and
security threats in the internet of things environment and cloud system but also help you
increase your knowledge about different interesting characteristics and strengths. In this
chapter we present the main idea behind data communication and information exchange
[33] issues and challenges in IoT environment with their possible solutions.

The Beginning of IoT
The IoT was undoubtedly discussed and described by Ashton in 1999 [3]. One can

understand IoT as an interconnected set of different things like humans, data, information,
tags, etc., which is found, processed and available over the internet and able to communi-
cate and respond all over the world. The basic idea behind IoT is to get meaningful data or
information about the environment in order to know, control, understand, and act on it [2].

At present, the IoT concept is being explored like anything else. It covers various dif-
ferent technologies, standards and services which communicate with this digital world and
process information over the internet [3,4]. A typical IoT environment consists of various
smart devices and systems that interact with each other over the internet to process informa-
tion on the same or different platforms to fulfill a common goal. The IoT platforms deploy
various different communication architecture and processing units and topologies based on
their final requirements. For example, the IoT system explores the properties and controls
the capabilities of wireless networks. It also plays a vital role in data communication and
exchange in centralized as well as distributed environments [3].

IOT TECHNOLOGIES AND THEIR USES 43

As previously mentioned, the World Wide Web (WWW) has shifted from its conser-
vative perception (that allows client server technology and serves as network connections
with various different users) to covering the methods for connecting the physical world to
the virtual one. Researchers refer to this concept and perspective as the Internet of Things
(IoT) [12].

Because the IoT is established on the perception of smart objects or smart things, it
is important to deliver a perfect description of “smart things,” sometimes called “smart
objects.” For instance, according to Miorandi, smart objects are accessible as physical
things that are acknowledged by specific features that rely on an identifier [12].

Their ability to be recognized and reply to any incoming signals is negligible and can
be identified by the address and name. Smart objects have the capability to both compute
and detect physical things like heat or light, and also simulate action.

The various technologies related to the IoT environment are shown in Figure 3.1.

Figure 3.1: Various technologies related to the IoT environment.

3.2 IoT Technologies and Their Uses

3.2.1 How WSN Works

Wireless sensor networks (WSNs) [14] or Wi-Fi sensor networks take a brand new hy-
pothesis of real-time entrenched structure with other prospective systems in our everyday
existence wherein conventional substructure totally based on network is almost infeasible.
The sensor device [28,31] includes a transceiver, a tiny implanted processor, current sup-
ply, interface unit and a space storage unit used for collecting information of the real-time
processing data and send it to the data access controllers [6,8].

3.2.2 Communication with RIFD-Enabled Devices

Radio frequency identification (RIFD) is a form of wireless communication [4,5] that in-
corporates the use of electromagnetic or electrostatic coupling with radio frequency (RF),
which is basically used for identifying the objects, smart things, living things, etc. [8,11].
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3.2.3 WWW - Things on the Web

Smart objects are part of World Wide Web (W3C), which is also an essential part of the 
Internet of Things environment. Nowadays, the internet utilizes the concept of “Web of 
Things” and Web 2.0 technologies, which make use of various scripting languages like 
Java and Ajax XML. For example, Ajax plays a vital role in Web 2.0 [9] and is used 
to overcome the latency between the web server and client [29]. Unlike Web 1.0, it is 
a simplex communication (one-way communication system) and only provides read only 
data on the web, whereas Web 2.0 works in full duplex mode (two-way communication 
system) and provides both read only and writable content on the internet [10].

Currently underway, Web 3.0 is likely to be introduced soon. It is a concept where 
all the data and information can be accessed or stored in a systematic manner and this 
information can be understood by both the human and the machine. A leading example of 
Web 3.0 is a virtual shopping mall.

3.3 Centralized vs. Distributed Approach

These days, the international cloud continues to be extended and has taken many forms. 
From the virtual partitions on mainframes to virtualization, cloud services and cellular 
technology, the cloud is composed of diverse systems and approaches. We begin with 
centralized systems as they are thoroughgoing and easy to describe [7].

Centralized architectures are generally those systems that use the traditional client-
server technology in which one or more than one end user or node are at once connected 
to a significant server. This is the most usually used form of topology in most of the orga-
nizations and companies where the client node sends the data request to the server and in 
turn it receives the information (see Figure 3.2).

Figure 3.2: A centralized system in IoT environment (CN = Client Node).

Wikipedia, a free online encyclopedia, is a best fit example in this case. Remember
that when we request that a server (which has big data to analyze) retrieve the desired
information which the client node is looking for, we actually need a centralized information
server. Suppose someone is really scared and wants to fetch the full information on the
COVID-19 pandemic and its causes. Then, in a simple way they may send the request to
the server of Wikipedia (located in Virginia, USA), which then replies with the searched
articles and information based on the search criteria by the client node. Now, one can get
the idea that the Wiki database system is a Server Node and the use is Client Node.
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3.3.1 Centralized System and Its Physiognomies

We can characterize a centralized system as having a few important characteristics, which
are very fundamental and easy to understand.

Global clock: As we know, the architecture of a centralized system consists of a node
called a server or master node and various interconnected clients nodes, generally
called a slave or end user. These client nodes are synchronized with the help of a
global clock, sometimes called a central clock.

Central unit: Each centralized system should have at least one central unit which is
used to control all other units or nodes in the system, which are interconnected with
the server.

Server failure dependency: This is one of the important characteristics of a centralized
environment where a client’s nodes have dependency on server node. Once a server
node has fallen down or failed, no one can communicate with the other because central
or server failure causes the entire system to fail.

Scaling in centralized system: Typically two types of scaling are possible; one is
vertical scaling and the other is horizontal scaling. In centralized mode only vertical
scaling is possible at server node. However, there is a limit to scaling up vertically.

3.3.2 Advantages

Physically secure: Client server architecture in centralized node offers ease of physical
security. Due to its location the client node is very much unyielding in the system, which
makes it easy to provide security to the server.

Allows use of dedicated resource: One of the main advantage of a centralized system is
dedicated resources for each client, e.g., HD, memories, virtual space, etc.

Cost effective: At a certain limit it seems to be very cost-effective for small business
organizations, as a centralized system has only one server, which is again a cost-effective
system, since more servers are more expensive.

Random update is very easy: When a random update needs to be done, it’s an easy task
because there is only one system that needs to be updated, which is only the server. No
client machine needs to be updated.

Detachment of client node is very easy: In centralized system technology the detach-
ment of any client node is very easy, all that needs to be done is to disconnect it from the
server.

3.3.3 Disadvantages of Centralized System

Network connectivity is essential: The centralized system has only one server or central
node for data fetching and processing. In this scenario, network connectivity is very essen-
tial.

Data backup: Data backup in centralized node is very risky because once the server
node fails than one can lose the data immediately.
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3.4 Distributed System Architecture

In distributed systems [25], each user makes their own selection. The performance of
the system is the cumulative selections of the discrete system and nodes. The idea of a
distributed IoT [26] has a wide range of diversity. Don’t forget that it is one of the feasible
techniques which could push the nightmare of the IoT into the physical world. In the last
few years, scientists and researchers have come forward with various studies in the field of
distributed IoT architecture and environment. Let us take an example of Ning and Liu [30],
which provides a new horizon and views based on a new hybrid system called U2IoT that
consists of two subsystems. One is called Unit IoT, and the other is known as Ubiquitous
IoT, which includes various other different Unit IoTs (see Figure 3.3).

Figure 3.3: Distributed architecture in IoT environment.

For instance, metadata is data that contains data about other data, which is exactly the
key feature of the Google search engine system. When a search request is generated by
the client on Google server, hundreds of computer systems work on it and generate every
possible data about the data which is actually being searched for by the client node. For
the client, it seems to appear on his/her single system, but in actuality, multiple computer
systems work together on this single request, which is returned as searched query.

3.4.1 Advantages of Distributed System Architecture

Physically secure: Client server architecture in distributed mode offers ease of physical
security. Because each client has their own server node, it is very much unyielding in the
system; thus, it is easy to provide security to the server [26].

No global/central lock: In distributed mode each user or node is an autonomous node
and does not depend on other nodes, and therefore they have different autonomous clocks
that they run and track.
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Peer-to-peer: One of the best advantages of a distributed system is that all nodes partic-
ipate with each other and work towards a common goal.

More than one server/central unit: In this mode every system is treated as a server;
therefore, in case of system failure, we have the chance to access data or information from
any other server or node which is available to access and listen to the commands.

Scaling in distributed system: Typically, two types of scaling are possible; one is vertical
scaling and the other is horizontal scaling. In distributed mode, both types of scaling are
possible at server node. There is no limit to scale up vertically or horizontally [25].

Low latency compared to centralized system: We all know that the distributed system
environment has low latency because of its very high geographical range. Therefore, it
takes much less time to get a response compared to centralized systems, which take a little
more time to get a response.

3.4.2 Drawbacks of Distributed System Architecture

Challenging to detect failure: The distributed system has multiple servers or central nodes
for data fetching and processing. In this scenario, if a failure occurs in network connectivity
it is very difficult to determine, and therefore rectify, the node that has actually failed.

Security challenges in distributed systems: Though conventional studies on safety in
the IoT environment are still at the beginning stage, there should be a significant body that
analyzes the prevailing challenges and feasible protection methodologies. However, in the
current research, publications are mainly used to provide an introductory part of generic
issues without the consideration of other issues like data communication and information
exchange in distributed environment [25, 26]. To know about the specific security issues of
a distributed system that works in an IoT environment one should know about the necessity
of analyzing the risks associated with distributed IoT principals over various safety threats.

In order to evaluate the associated risks and security threats, we need to know about the
significant experiments in the strategy and implementation of safety mechanism. These
studies also point out the specific issues related to data communication and information
exchange in distributed IoT environment. As we know, in the world of IoT security the
major challenge for researchers and scientists is how to restrict the successful deployment
of distributed principals in an IoT world.

It is now a known fact that IoT architecture reacts with a projected population of mil-
lions of smart things on the WWW, which defiantly interact with each other and are called
artifacts [8]. Now all these communications must somehow be protected. However, this
task is a very complicated and difficult one. Examples of some previously explained secu-
rity challenges and threats are explained below:

Smart connectivity: IoT devices and sensors that are related and communicated with
each other through the WWW and IoT environment might also want to update their
developments, which in turn should be projected onto the adjustments of neighboring
environments. The IoT [1, 2] is a new dynamic and intelligent infrastructure that can
analyze the calculated data and make the desired selections to enhance and change
itself by changing features of the connected devices to accommodate the surrounding
environments’ amendments. The IoT era is an intelligent and smart era that facilitates
all smart devices [1, 2] that are connected with each other to update themselves and
are consistent with modifications within the neighboring environment [9]. As a result,
smart objects and intelligent devices can be manufactured if smart infrastructure is
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nicely designed to deal with the collected and processed information from various
smart objects or devices efficiently, to make the required decisions.

High privacy and security: The key idea behind the use of the internet of things is
to have smart devices that communicate with millions or billions of devices over the
entire real world. To achieve a high level of security and protection is a very big task
for IoT [7].

3.5 Data Communication Taking Place in Distributed IoT Environment

3.5.1 Internet of Things (IoT) Protocol

The technical communication between smart objects, Wi-Fi sensors, wireless devices,
servers and many other user applications, runs with the help of a new platform called IoT
platform. All of these are also the necessary components of IoT. To enable communication
between smart objects, sensors, Wi-Fi-enabled devices and networks actually requires a
protocol suite. These protocols are especially designed and developed for IoT-like envi-
ronments. Three of the following protocols are useful for data communication during IoT
distributed enlivenment.

3.5.2 Constrained Application Protocol (CoAP)

This protocol is used for the HTTP model and was designed to translate HTTP in restrictive
device and network environments. The constrained application protocol (CoAP) [15,17]
depends on the user datagram protocol (UDP) for making communication between the end
points secure. The main advantage of UDP is that it transmits data to multiple hosts while
using retaining communication and minimum bandwidth. However, the architecture of
HTTP supports communications between applications in the form of request and response.
The main objective of CoAP is controlling the message services and marking all messages
as “confirmable” and “non-confirmable” [11].

3.5.3 Message Queuing Telemetry Transport (MQTT)

The message queuing telemetry transport (MQTT) protocol is the most effectively used
and adopted protocol suite in the IoT environment. Telemetry transport (TT) is a very
lightweight type messaging protocol. This protocol is especially designed for smart de-
vices which are battery operated. This protocol works on top of TCP/IP and is especially
designed for unreliable data transfer. Message queuing telemetry transport is based on
subscriber and publisher model, where the publisher is responsible for collecting the data
and sending this information to all subscribers with the help of a mediation layer (see
Figure 3.4).

The MQTT protocol provides three types of services in this mode, which is called qual-
ity of service (QoS):

At most once: This is one of the fastest modes without confirmation.

At least once: This service ensures that the message is diverted at least once. But this
service is not restricted on duplicates.

Exactly once: This is the most reliable service.
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Figure 3.4: The MQTT protocol.

3.5.4 Wi-Fi

A Wi-Fi communication [15, 25, 30] held between two smart devices is able to transmit
wireless signals from computer systems, routers, hubs, mobile phones, etc. This protocol
provides internet connectivity [32] in terms of public or private connection within a home
or office or within a wide range of areas. These devices which connect with Wi-Fi con-
nection can connect within a certain range. A Wi-Fi hotspot is another way to connect
with nearest Wi-Fi devices. In an IoT system, Wi-Fi uses radio frequency to broadcast
information at some particular frequencies of up to 5 GHz channels.

3.5.5 Zigbee

The specialization of Zigbee-based communication [27] networks is minimum power con-
sumption and minimum throughputs which ranges up to 250 kbps at the 100 meters be-
tween nodes. Zigbee communication networks include applications like sensor networks,
personal networks, etc. They are easy to install and maintain. They implement healing grid
topology and easily scale a huge number of nodes.

3.5.6 Extensible Messaging and Presence Protocol (XMPP)

This protocol was developed by Jabber open source community in 1999. It was developed
for real-time messaging services and communication. This is another IoT communication
protocol based on XML languages that allows real-time exchange of messages between
two or more subscribers.

3.5.7 Data Distribution Service (DDS)

This is another protocol that deals with IoT. Originally designed by Object Management
Group, it was initially based on publish-subscribe technology. For getting reliable, high-
performance, real-time M2M communication, DDS protocol-enabled technology is used
in IoT devices to manage big data [13]. The architecture of data distribution services
protocol is supported by a data-centric pub-sub (DCPS) layer and data local reconstruction
layer (DLRL).

3.5.8 Advanced Message Queuing Protocol (AMQP)

This is an open standard protocol designed in 2003 specially dedicated to financial services.
This protocol is used in messaging features, queuing, routing and security specification.
The most technological use of AMQP is in robust communication prototypes.
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Figure 3.4: The MQTT protocol.
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two or more subscribers.

3.5.7 Data Distribution Service (DDS)

This is another protocol that deals with IoT. Originally designed by Object Management
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performance, real-time M2M communication, DDS protocol-enabled technology is used
in IoT devices to manage big data [13]. The architecture of data distribution services
protocol is supported by a data-centric pub-sub (DCPS) layer and data local reconstruction
layer (DLRL).

3.5.8 Advanced Message Queuing Protocol (AMQP)

This is an open standard protocol designed in 2003 specially dedicated to financial services.
This protocol is used in messaging features, queuing, routing and security specification.
The most technological use of AMQP is in robust communication prototypes.
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3.5.9 Smart Home and IoT Applications: An Example

Now, if someone is considering playing with IoT environment and technology they, must
interact with IoT applications. When we think about IoT application, the first thing that
comes to mind is “Smart Homes” and the unique example of this is known as “JARVIS,”
which is a truly automated system based on artificial intelligence that is owned by the
famous Mark Zuckerberg (see Figure 3.5).

Figure 3.5: How a smart home works in IoT environment.

3.5.10 IoT Services, Machines and Applications

The IoT has found applications in several areas like manufacturing, healthcare, transporta-
tion, and smart cities and homes. This review focuses on manufacturing execution systems
(MES) and sensor-based modeling of manufacturing systems, and therefore the recent de-
velopment and application of IoT technologies within the manufacturing domain.

3.5.11 Sensor-Based IoT Services

Advanced sensing ends up as the large amount of information inhabiting ERP, MES, and
PCS. Currently, a big quantity of information already exists within the manufacturing do-
main; however, it isn’t absolutely used for period method watching, fault designation, and
performance improvement. Realizing the total potential of MES and advanced sensing de-
pends on the event of recent methodologies to extract helpful options and patterns from
the information, then exploit the new data to alter good production. Here, we tend to
categorize sensor-based manufacturing information processing and management into four
specific areas as follows:

Visualization of data

Feature extraction and image pattern recognition

Sensor data fusion

3.5.12 Application in IoT Environment

Two basic applications have received increasing attention over the past 10 years. Above all,
industrial IoT has yielded the quickest increase over the past three years. The IoT provides
the following applications:

Cloud-based applications on IoT platform.

CONCLUSION 51

Application systems related to cyber security.

3.5.13 Future of IoT in a COVID-19 Pandemic

In the event that COVID-19 spreads throughout the entire world again, artificial intelli-
gence (AI) might help businesses efficiently plan for supplies while also assisting in the
prognostication of consumers’ desires, which have become practically predictable. Chat-
bots may provide customers with help around-the-clock, making them a “must-have” dur-
ing sequestration. The need for the creation of algorithm-based moderators of posts and
visual content on social networks may help machine learning gain more acceptance.

Internet of things (IoT) gadgets change how computers, cellphones, and other devices
are connected to the internet. They have a variety of sensors, built-in technology, and
deliberate programming put into them [31-33].

IoT devices are primarily components of smart cities, smart homes, wearable technol-
ogy, safety monitoring, and waste management. With the help of this technology, India
may be able to identify and cure people’s health issues even before any symptoms manifest.
Furthermore, it may be possible to use much more personalized techniques for prescribing
medications and administering therapies. There were close to 30 billion IoT devices in the
middle of 2019 and 2020 [24], and statista.com predicts that number would rise to 30.73
billion by the end of 2020 and to 75.44 billion by 2025 [34,35].

Figure 3.6: A global business data platform. (Source: www.statista.com)

Some of the major dangers to this continuing trend are lack of security, absence of
universal international compatibility, and a manageable decrease in manual chores. At the
same time, the IoT provides sensible management and automation, saves cash and time,
and will offer a much better quality of life (see Figure 3.6).

3.6 Conclusion

The data communication and data exchange in IoT environment presents various advan-
tages to customers and has the potential to alter the basic ways in which customers use
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technology. In the future, the IoT will probably meld the virtual and physical worlds in
ways which are presently hard to grasp.

From a security and privacy perspective, the expected pervasive introduction of sensors
and devices into presently intimate areas, such as homes, cars, and even the body with
wearables and ingestibles, pose explicit challenges. Even though we continue to share
observations regarding aspects of our lives more and more, we seemingly still need privacy.

Employees can still enforce laws, educate customers and businesses, and have inter-
action with client advocates, industry, academics, and different stakeholders concerned
within the IoT to market acceptable security and privacy protections. At the same time,
we have a tendency to urge any self-regulatory efforts on the IoT, besides the enactment of
knowledge security and broad-based privacy legislation.

There is plenty of analysis on many alternative areas involving the IoT. Many researchers
have proposed many alternative sorts of variations of protocols and ways to authenticate
the IoT, which makes it terribly difficult to spot the most effective resolution. Therefore,
there are structured tips within the kind of standardization so as to interconnect every kind
of device, protocol, application, etc. Developing standards or solutions has to be asso-
ciated with open supply protocols and ways so as to draw in wide acceptance and use.
We hope that by attempting to explain how such a standard should be produced and what
requirements are necessary, we have laid the groundwork for future research in the area.

The IoT has continued to expand over the last three decades. Data communication in IoT
distributed environment is always a typical task when transferring information within smart
devices. The IoT is being used to perform tasks in most branches of industry, including
the financial, healthcare, automotive and transportation industries, and is still expanding its
range. This is the reason why data communication is a critical task in the IoT environment
and why data exchange is now necessary for most reliable and effective communication.
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Abstract
In view of the COVID-19 outbreak, many companies and education systems have en-

abled their own online mode of working and making their resources available online on
their local servers. There is a need to move the entire information and communication
technologies (ICT) infrastructure to cloud with the same capability and performance. In
a pandemic, users are exposed to various risks due to unsafe network or using public net-
work for confidential tasks. So, the cloud computing environment plays a very significant
role in the security and service availability. In this chapter, the contribution of cloud in
all major industrial domains is the focus. Specific tools and services available on cloud
for addressing dedicated industrial issues are helping in business automation in the era of
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4.1 Introduction

Cloud computing encompasses remote servers, that host software and/or virtual infrastruc-
ture and provide them as services to clients over the internet, which can then be accessed
and controlled using the web or an API. This model of computing originated in the late
20th century with mainframe computers and early VM operating systems, but the term
cloud computing, in today’s context, has been around for about a decade. While referring
to cloud, one tends to speak about the public cloud. Public cloud generally provides daily
used services like email, storage, etc., which can be accessed using the web or a specific
application. These services are mostly free and sometimes include infrastructure as well.
Private cloud is usually owned by larger corporations and companies for in-house net-
working and communication; thus, does not share its resources with other tenants. A large
chunk of the management of the provided services is done by their employees. A private
cloud can also be remotely managed by some cloud service provider, but the resources are
not shared with anyone. With the advent of technology and the growth in the demand for
cloud-based services, public cloud was not very trustworthy amongst the clients for sharing
sensitive data and private cloud lacked versatility. This saw the emergence of the hybrid
cloud. Hybrid cloud uses parts of both public and private cloud to provide infrastructure,
platform, and software as services. Many mega giants across several sectors use hybrid
cloud to provide services which range from entertainment to security.

The coronavirus (COVID-19) pandemic adversely affected the entire world in the spring
of 2020. It brought the daily operations of industries across the globe to a standstill. Due
to governments urging people to stay indoors, there was a surge in demand for services
provided over the internet. From the delivery of medicines and food to educational insti-
tutes and multinational companies, web-based services were demanded across all sectors.
Cloud-based services saw a major spike which eventually changed how this technology
was viewed and used. A considerable amount of data was generated, and these service
providers provided a speedy service to quickly tackle it [1]. Major growth and evolution of
the Fourth Industrial Revolution (Industry 4.0) was seen during this time. It saw a major
development in manufacturing technologies and its gradual shift to automation and data
exchange over the internet. Cloud computing along with other emerging technologies like
IoT, AI and HCI paved the way for this. Factories under this revolutionary phase utilized
machinery supported by remote connections like Wi-Fi and other sensory devices. They
further formed an essential part of the network which is connected to remote workstations
that can observe, predict, plan, and control the entire production process and its progress.
Hence, these industries used smart manufacturing processes for making essential goods
during and after the pandemic, like disposable medical equipment and other items to miti-
gate the crisis in the healthcare sector [2, 3].

The post-pandemic era saw a rise in the intervention of technological and other engi-
neering methods in a wide arena. Cloud services as solutions spread from the IT industry to
almost every sector. It saw several industries migrating from traditional methods and net-
works to cloud technologies and adopting cloud services: either as clients or providers. Be
it for educational purposes, research or governance and administration, cloud technology
gradually seeped into our everyday lives. With various service models, cloud aided in pro-
viding solutions to a multitude of customers to address various issues, globally. Though it
is insurmountable to mention the outreach of cloud-based solutions, these few sectors saw
a steep rise in demand for the aforementioned.

Agriculture has long evolved from the days of farming crops and rearing livestock for
personal consumption and/or for small monetary gain. In fact, the agriculture sector is
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a major income source for many nations across the world. Technological advancement
and scientific research have aided in the development of the agricultural industry. Rural
development both economically and socially is extremely dependent on the outreach of the
agricultural division. Along with cultivation of crops and rearing of livestock, agriculture
also includes irrigation, pre- and post-processing, biotechnology, and other environmental
impacts. Cloud-based solutions to aid this sector include cloud-based software for farm
management to remotely control the various processes included in the long line of growing
crops by an administrator [4]. The quantity of data for storing and processing and learning
from them to take correct decisions regarding farming of crops has paved the way for
researchers to develop new solutions based on designing cloud-based software services
[5]. Cloud storage in this arena took a major spot as old methods of storing these IoT-
related data were unfruitful. Cloud-based big data analytics (BDA) and IoT thus have an
important role in the further R&D space regarding smart agriculture [6].

Public health and healthcare have been a major concern of governments for several
decades. Though healthcare is made accessible to the entire population of a country, pub-
lic health is a major concern. While healthcare envelopes the overall health and other
medical status of a person, public health ensures clean drinking water, proper sanitation,
and other hygiene facilities for the populace. The pandemic brought about a major revolu-
tion in the use of cloud-based services in these fields. While patient databases were created
to track their medical history and health status, departments of public health surveyed wa-
ter sources, constructed sanitation facilities and also educated people about its importance.
Though several technologies were used to attain the aforementioned, cloud-based services
were used extensively. Be it for databases, online resources, technical solutions, meetings
or even research methods, these services came a long way to aid these departments to thrive
in the wake of this unforeseeable circumstance. All necessary information was proposed to
be stored and made available from where users could access it via the web, helping in mak-
ing quick, real-time decisions regarding various diseases and treatments. This technology
was suggested to be incorporated with blockchain, etc., to fulfill the needs of ICUs at var-
ious levels [7]. Cloud IoT in this sector can further bring about major changes, drastically
improvising and leading to its continuous and systematic development [8]. For instance,
the Salesforce Care solution was introduced specifically for the frontline workers to con-
tinue to fight the COVID-19 virus [9]. Cloud IoT can also be used to get patient information
via sensors or other medical devices, then send it to the cloud for storing, processing, and
managing information and keeping it as HER for specific usage [8,10,11].

Cloud computing has uplifted information technology to higher limits by offering busi-
nesses the background for storing data of flexible capacity which can further be scaled to
match their elastic demand and supply, further decreasing their capital expenditure. How-
ever, it also comes at the cost of efficiently managing its security [12]. Cloud computing
has unique attributes that require risk assessment in areas such as data integrity, recov-
ery, and privacy, and an evaluation of legal issues in areas such as e-discovery, regulatory
compliance, and auditing [13]. Security worries begin as apps start running outside of the
specified firewall and inch towards the public domain. A huge amount of data is gener-
ated around the globe each day. Data security and privacy are major concerns. Though
the service providers ensure the security of the clients’ data, people mostly prefer storing
their essential and important data in their personal workstation. Clients prefer private cloud
over public cloud for security concerns as well. A lot of literature has been published to
overcome security breaches and cloud service providers are working on the enhancement
of this feature. Increasingly, letting a third-party auditor authenticate the reliability of the
information stored in the cloud for the client is being practiced [14]. To get effective data
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dynamics, a better Proof of Retrievability model [14] by modifying the classic Merkle
Hash Tree (MHT) construction for block tag authentication has also been proposed [15].

Industry 4.0 is expected to impart profound changes to the configuration of manufactur-
ing companies with regards to what their value proposition will be and how their production
network, supplier base and customer interfaces will develop [16]. Amenities and services
in the post-COVID era are hugely dependent on technology. Automation (industrial) refers
to the processing of information and controlling the entire process remotely, without hu-
man interference. A target to meet every unit time is set for the machines and they are
programmed accordingly to get results. Extensive use of IT, and other related technologies
like cloud computing, is seen in these sectors to detect, optimize, control, and regulate the
entire manufacturing process. Several huge, high-power-consuming machines with a huge
range of functionaries are used in these sectors and the demand for them is steeply in-
creasing [17]. These have a high production capacity and can be functioned by technicians
remotely to achieve the desired outputs. The growth of automation in industries, use of
cloud computing in it and in the provision of services and its maintenance is highly talked
about. Several technologies are being introduced which revolve around them. It has made
it very important to seamlessly integrate the various sectors of the process as a whole and
cloud technology plays a significant role in this.

With the governments imposing lockdown and stay indoor protocols across the globe
due to the pandemic, offices and educational institutions saw a shift to work from home and
study from home techniques from the regular in person attendance. This saw the legisla-
tive, executive, and judicial branches of governments adopt specific work cultures. While
hearings and meetings were conducted over video calls, all paperwork shifted to digital
platforms. This saw a massive demand for cloud services for storage and documentation.
Handwritten paperwork across the governmental departments, administrative offices and
education institutions have become negligible in the post-COVID era. This also saw a
huge rise of the amount of data generated each day, number of services accessed and used
simultaneously, number of technologies shifted to cloud platforms for the ease of access,
and higher security for the aforementioned. Educational institutions saw teachers taking
classes over the web. Assignments, tests, and other academic work were created, assigned,
completed, and submitted using various online services. Several cloud service providers
also extended their services at a reduced rate for students and introduced other “work from
home” offers. Over the years, the development of urban areas has seen a growth in urban
population. This has given rise to the smart city concept to enhance the potential of city-
level governance [18, 19]. The smart city concept consists of technologies like IoT using
sensors, processors, actuators, vehicles, mobiles, etc., to collect data and AI technologies
to analyze, understand, and draw conclusions from that data to further predict trends for
the improvisation of planning, governance, and administration [20-23]. All these data col-
lected encompass various big data methods and are stored, shared, and accessed using
several cloud services.

There was a huge shift in the entertainment and media industry due to the effect of
COVID-19. With people staying indoors mandatorily, cinema halls and theaters did not
open to the public for quite some time, and a lot of productions were released in OTT
platforms and other streaming websites. Theater and musical events were streamed live
whereas movies and videos were launched online. This contributed to a large amount of
this content being stored in the cloud for easy, fast, and safe access mostly on a subscription
basis. Music, videos, news, theater performances, musicals, games, seminars, discussions,
and interviews mostly contributed to the rise of using cloud-based services in the entertain-
ment and media sector. Streaming apps and websites gained massive popularity and so did
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the cloud services which encompassed them. The food industry almost came to a standstill
during the onset of this pandemic. But this issue was also resolved by using safe delivery
methods. People preferred delivery and takeaway to dining out and this stopped the food
industry from spiralling further down the financial pole.

Cloud services also collaborated with other ICT arenas, including but not limited to
IoT, AI, ML, data analytics, robotics, business intelligence, and HCI, post pandemic. The
Cloud of Things (cloud computing with IoT), also referred to as CloudIoT, saw some major
new developments post pandemic which are expected to disrupt both the current and future
internet [24]. While CloudIoT is predicted to create more business opportunities, it also
possesses more threats and privacy concerns [25]. Providing quality service using CoT is
another issue that has been widely talked about [26]. It is not entirely plausible to conclude
the effects and usage of cloud-based services, its growth and a future path in and after the
NCov era, but it is fair to state that cloud-based services have permeated across sectors and
industries and brought about a revolution in how and where technology is used, thereby
changing every aspect of our day-to-day lives.

4.2 Cloud-Based Solutions

4.2.1 Information and Communications Technology

IoT and CoT: The internet of things revolutionized the way the internet was used in our
daily lives. It became an immersive experience and shifted our perspective of how we use
it. From just viewing the internet as a means to access the world wide web and use its lim-
ited services, IoT ushered in the phase of technological remolding. With cloud technology
taking off, the internet of things combined with the former to what we now call the Cloud
of Things or simply CloudIoT. This amalgamation ushered in a variety of new technolo-
gies, services, challenges, and issues [25]. Moreover, it brought in “things” as a service
to the previously four separate service sectors [25]. While several cloud service providers
have shown exceptional promise, only a few are famously known and used. Several other
new technologies have been created or are being developed, some of whose literature has
been reviewed and summarized in Table 4.1.

4.2.2 Artificial Intelligence and Machine Learning

The shift to cloud-based platforms saw an evolution of easily available AI-based services
with a focus on ML tools. Though these sectors overlap several of the arenas, visualiza-
tion tools specifically for image processing and development tools for coders saw a major
evolution with respect to ICT. Cloud-based image processing services provide high-quality
images which are used across several industries [37]. With development and research shift-
ing to a computational process with a huge amount of data available for research purposes,
cloud-based developer tools have become a robust way for people from across the globe to
come together and collaborate easily over the internet [38]. Some of the existing pioneers
in these technologies which gained popularity post pandemic are listed below in Table 4.2.
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60 CONTRIBUTION OF CLOUD-BASED SERVICES IN POST-PANDEMIC TECHNOLOGY SUSTAINABILITY AND CHALLENGES

Table 4.1: Information and communications technologies.

Table 4.2: Artificial intelligence and machine learning technologies.

CLOUD-BASED SOLUTIONS 61



60 CONTRIBUTION OF CLOUD-BASED SERVICES IN POST-PANDEMIC TECHNOLOGY SUSTAINABILITY AND CHALLENGES

Table 4.1: Information and communications technologies.

Table 4.2: Artificial intelligence and machine learning technologies.

CLOUD-BASED SOLUTIONS 61



62 CONTRIBUTION OF CLOUD-BASED SERVICES IN POST-PANDEMIC TECHNOLOGY SUSTAINABILITY AND CHALLENGES

4.2.3 Data Analytics and Business Intelligence

Cloud services have been a major aid in businesses and enterprises shifting their work
online. These services are spread across a range of sectors in the domain of data analyt-
ics and business intelligence. There has been a demand for cloud-based storage services
from both academicians and industrialists due to its effectiveness at a fairly low cost [69].
Cloud storage has gained enough prominence for the concept of Storage as a Service to
emerge [69]. Apart from the traditional cloud services of data storage and ensuring se-
curity, these services encompass multiple tools, which on integration help enterprises to
overcome a multitude of problems. From addressing customer grievances to automated
production lines, messaging services and virtual agents, cloud services have expanded to
dominate the entire business space. Customers who avail such services judge the quality of
services based on various criteria [64]. Studies have concluded that these criteria change
over the years [64]. Hence, it is not erroneous to state that several of the cloud service
providers which gained prominence during the 2020 pandemic were due to the unforeseen
circumstances and the tilt of customer demand to certain aspects of those amenities. Use
of microservices has been proposed keeping in mind the requirements of security and pri-
vacy concerns of the enterprises and the users [65]. Blockchain-based data management
services have also been researched, along with their benefits and limitations [66].

Table 4.3: Data analytics and business intelligence technologies.

It cannot be asserted that the cloud services listed in Table 4.3 gained prominence post
pandemic, but it is necessary to note that the need for the migration to cloud became more
apparent [67]. There was a high demand for CSPs and lesser capabilities to accommodate
the demands [67]. All major and minor providers saw an upsurge of the demand for their
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cloud services. Listed in Table 4.3 are such businesses which provided their services as
solutions in the sector of data analytics and business intelligence.

4.3 Impact of Industry 4.0 in the Cloud Computing Industry

Industry 4.0 is yet to have an agreed upon single definition [83] but it is mostly referred
to as the Fourth Industrial Revolution, which will bring about widespread digitalization.
A considerable transformation of the lifestyle and work culture is predicted by researchers
apace with sustainable opportunities for growth and development. Economic sustainability
for enterprises is predicted to take a forefoot in the change that enterprises will encounter
[83]. New technologies will assist in improvising efficiencies and investment in those will
be advantageous [84]. But most of these technologies which have been recently developed
to aid Industry 4.0 are intended for bigger corporations and large-scale industries [85].
Small- and medium-scale industries do not greatly benefit from these, either due to the
lack of funds for availing these technologies and services or due to these industries not
being targeted by the former. This is where cloud technology erupted to hold a strong
grasp of their needs with its property of scalability. Cloud service providers offered their
amenities at various scales and plans. With the process of rapid shifting to the online
platform the cloud industry became an accessible in-demand tool at the time of change and
gained massive popularity.

Cloud technology has assisted various other ICT industries to bring forth innumerable
solutions in many fields. Most of these technologies have supported the shift to Industry
4.0 standards and regulations. Apart from ICT-centric organizations, other domains have
gained from the convergence of technologies with cloud. Healthcare has cloud-dependent
AI-based tools for speedy detection of diseases, IoT-powered labs, online data storage and
reservation systems amongst others. On the other hand, agriculture has become a great
contributor to the economy with the introduction of smart agricultural methods, most of
which rely on several cloud-based technologies and services. The entertainment industry
saw a rise in OTT platforms and a demand for them. It is noteworthy to mention that almost
all these OTT service providers engage CSPs for an enormous amount of data storage.
Cloud has thereby become the lead technical service provider in terms of demand, usage,
and economic acquirement.

Smart sustainable manufacturing has become the central theme of Industry 4.0. Intri-
cate networks which can also be managed remotely are used extensively in this process to
oversee the workings and make the entire process accessible and transparent. Automated
autonomous machines, including robots, are preferred over human workforce due to their
continuous placid working capacities all around the clock. Automated processes also de-
crease the production time, monetary involvement, and direct supervision. They can be
easily programmed to achieve the desired result with a small slot for errors. Industry 4.0 is
expected to yield a great number of benefits, including but not limited to efficiency of busi-
nesses and its associates, quality of products and services, and flexibility of operation and
conduct [86]. AI and IoT technologies which allow real-time transfer of data through cloud
and other such networking techniques form the centerpiece of Industry 4.0 from a technical
point of view [86]. Industry 4.0 also includes a great deal of human-machine interaction.
Recruiters have fallen back on scientific, research-based technicalities for the recruitment
of the workforce and resort to subsequent analysis of their behavior and conduct based on
several such theories [87].
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To summarize, Industry 4.0’s central hub consists of four specific targets: To achieve
greater connectivity allowing the ease of data transfer based upon which enterprises de-
velop solutions and conduct business, this further results in a transparent arena of infor-
mation sharing leading to a growing trust between the producer and the consumer in turn
increasing the scale of business, which further demands secure models of communication
which is achieved using cloud technology and other cyber security measures and finally
includes superior technical support due to the “globally available network” and promotes
decentralized resolutions [88-92].

4.3.1 Agriculture and Forestry

We have long moved on from the days when agriculture conjured up images of the plough
and the crowbar in our minds. Now, agriculture involves heavy machinery, complicated
remotely controllable devices, automated sensors and other techniques which results in
an exceptionally high yield and fetches tremendous profits. These days technological ad-
vancements are seen being considerably implemented in agriculture and forestry (see Ta-
ble 4.4).

Table 4.4: Exceptional contributions of cloud computing in the agriculture and forestry
arenas.

Cloud technology has been the foremost ICT tool which has greatly influenced the
technological influenced practices in the aforementioned areas. Cloud and IoT, which is
also referred to as CoT or CloudIoT, has shown promise in several of the methods using
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both of these, including sensors and actuators which can be controlled remotely or can
be automated in accordance with various external factors, including weather, soil quality,
plant health, etc.

Livestock tracking and management services are also provided by CSPs. Timber track-
ing has also been talked about in the woodcraft industry. Fisheries and other related de-
partments extensively use cloud technology for storing the collected data and for other
monitoring tools. Forest fires, deforestation, and illegal habitation in protected areas can
also be monitored with real-time updates with the use of various cloud services. Cloud
has thereby helped evolve a rigid system with inflexible methods and laborious monitoring
and management, to a well-equipped process, and developing these industries and assisting
in their rise in the economic sector. Mentioned in Table 4.4 are some of the exceptional
contributions of cloud computing in the agriculture and forestry arenas.

4.3.2 Entertainment, Media, and Hospitality

The recent pandemic saw a steep rise in the demand for OTT platforms. With nation-
wide lockdowns, people were tied to their homes, which led to a demand for the in-home
services of the entertainment and media industry. Most of them use cloud for storage of
their curated content. Many small news agencies emerged during the duration of the out-
break with limited capital and investment and the scalable cloud storage models were the
best way to go. With travel slowly resuming, the hospitality industry took a great deal of
safety measures for their guests, including cloud-based menus, passkeys, etc., which were
widely introduced and used. Some of the emerging technologies in these fields are listed
in Table 4.5.

Table 4.5: Emerging technologies in the entertainment, media, and hospitality arenas.

4.3.3 Robotics and Automation, Manufacturing and Maintenance

Most of the finished goods we as consumers purchase and use are made in semi-automated
industries. Several of those processes are done by robotics. These advancements in man-
ufacturing and maintenance have reduced the involvement of manpower, in turn reducing
risks, errors, and production time. Some of the emerging cloud-based technologies in
product manufacturing and maintenance are listed in Table 4.6.
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Table 4.6: Emerging cloud-based technologies in product manufacturing and maintenance.

4.4 Significance and Impact of Cloud in the Pandemic Outbreak

As previously mentioned, the cloud computing industry has contributed to a great extent in
various fields. It has meted out the demand for storage and security along with providing
up-to-date technology at an affordable price. This industry has evolved into a flexible space
wherein it can accommodate small businesses to big multinational corporations. Cloud has
significantly contributed to the healthcare and data management sectors during and post
pandemic. From solutions for patients to solutions for corporations during these trying
times, cloud technology has done it all. It is also necessary to mention that cloud has
amalgamated with multiple sectors, including ML, AI, robotics, IoT amongst others. CoT
has gained exceptional prominence and has provided many solutions to problems deemed
critical after the pandemic outbreak.

4.5 Conclusion and Future Directions

Cloud has not only assisted in shifting the manufacturing process to an online remotely
controllable platform but has also contributed greatly to business automation. The fanfare
regarding Industry 4.0 has grown since its introduction and this has seen a surge in the
demand for a new generation of automation systems [125]. Several factories are making
crucial adjustments in their industries in preparation for the wave of change that the con-
cept of “factories of the future” has brought [126]. Cloud computing technology (CCT)
is a revolutionary new way of leveraging the power of the internet to provide software
and infrastructure solutions to businesses around the world [127]. Be it for live feeds or
remotely accessible information regarding the entire production line, clients of cloud tech-
nology have got it all at their fingertips. Cloud came as a boon during the pandemic when
global lockdowns were in place. This saw a trend of working remotely and collaborations
across the globe. Once the benefits of integrating cloud in their businesses were realized,
multiple businesses shifted to it. The four emerging technologies of AI, blockchain, cloud
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and data analytics together show great promise in digital business transformations [128].
Studies have shown that the aforementioned ABCD hybridization has a wide reach in di-
verse applications across a variety of vertical sectors in the post-pandemic era [128-130].
Thus, cloud technology is seen to be a front-runner in matters of business automation and
it has significant potential and scope to further revolutionize the way we do business post
pandemic.
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5. López-Riquelme, J. A., Pavón-Pulido, N., Navarro-Hellı́n, H., Soto-Valles, F., & Torres-
Sánchez, R. (2017). A software architecture based on FIWARE cloud for Precision Agricul-
ture. Agricultural Water Management, 183, 123-135.

6. Rajeswari, S., Suthendran, K., & Rajakumar, K. (2017, June). A smart agricultural model by
integrating IoT, mobile and cloud-based big data analytics. In 2017 International Conference
on Intelligent Computing and Control (I2C2) (pp. 1-5). IEEE.

7. Vaishya, R., Haleem, A., Vaish, A., & Javaid, M. (2020). Emerging technologies to combat the
COVID-19 pandemic. Journal of Clinical and Experimental Hepatology, 10(4), 409-411.

8. Kuo, M. H. (2011). Opportunities and challenges of cloud computing to improve health care
services. Journal of Medical Internet Research, 13(3), e1867.

9. Javaid, M., Haleem, A., Vaishya, R., Bahl, S., Suman, R., & Vaish, A. (2020). Industry 4.0
technologies and their applications in fighting COVID-19 pandemic. Diabetes & Metabolic
Syndrome: Clinical Research & Reviews, 14(4), 419-422.

10. Gachet, D., de Buenaga, M., Aparicio, F., & Padrón, V. (2012, July). Integrating internet of
things and cloud computing for health services provisioning: The virtual cloud carer project. In
2012 Sixth International Conference on Innovative Mobile and Internet Services in Ubiquitous
Computing (pp. 918-921). IEEE. DOI: 10.1109/imis.2012.25.
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Abstract
More than one computer system interconnected through wired or wireless links forms a

network. Apart from a variety of networking protocols, networks broadly use client-server
or peer-to-peer architecture for linked devices to communicate with each other. A network-
ing subgroup includes network security. It necessitates safeguarding the network architec-
ture that links the network’s core to the network’s edge. Network protection includes the
implementation of IT security protocols and the deployment of network applications and
hardware to protect the network, its infrastructure, and all of its traffic against unwanted
cyberattacks, to defend against unauthorized access to all IT assets and resources avail-
able through the network, and to ensure that approved users have adequate access to all IT
assets and resources in order to work effectively. The rapid expansion of the computer net-
work infrastructure provides customers with excellent convenience as well as new security
challenges. The topic of network protection typically consists of network infrastructure
security and data security. It specifically relates to the network system’s security, privacy,
integrity and availability of data information in the system. The challenge of network pro-
tection persists across all levels of the data network, and the purpose of network security
is to protect the secrecy, transparency, integrity, stability, usability and auditability of the
network.
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5.1 Introduction

Communication networks are used for a range of applications to transmit important and
sensitive knowledge. As a result, individuals who plan to steal or exploit information or
to interrupt or kill the structures that store or transmit it, are called to attention. The rapid
growth of computer networks, especially the advent of the internet, is increasingly common
and widespread for all kinds of information applications. However, all types of information
that could be secretly exploited, captured, tampered with or destroyed by attackers for a
variety of reasons are exchanged and processed in the public communication network,
resulting in immeasurable damages. Network security services are primarily expressed in:
unauthorized entry, claiming to be legitimate users, data loss, internet listening and network
usage for virus transport, etc. With the increasingly prevalent issue of network protection,
whether the network security problem can be solved has become one of the primary factors
preventing network growth. The topic of network protection typically refers to network
infrastructure security and data security. Network infrastructure protection is designed to
deter illegal threats, access and degradation of the system, while data security is specifically
intended to avoid misuse or illegal copying of private and sensitive data [1].

It is important to include highly technical functionality in a successful security policy.
Protection, however, must start with more mundane concerns that are often overlooked:
for instance, reducing physical access to houses, spaces, computer workstations, and tak-
ing into account the “messy” facets of human conduct, which can make any security pre-
cautions ineffective. In communication networks, the need for protection is not new. For
example, in the late nineteenth century the American undertaker Almon Strowger realized
that he was losing sales to his rival because the telephone operator was wrongly diverting
calls from the recently bereaved to his competitor. Therefore, he developed a switching
system that led to the first automatic telephone exchanges being implemented in 1897.
This allowed users to use rotary dialing to make their own contacts to signal the appropri-
ate destination.

Any of the key challenges involved in maintaining a fair degree of resistance to network
threats will be studied here. Such attacks are organized and deliberately aimed, while oth-
ers, arising from eavesdropping operations, may be opportunistic. Network security risks
are increasingly evolving as vulnerabilities are found in both existing and newly installed
programs, and solutions are needed to address those threats. Instead of comprehensive ac-
counts of existing technologies, the research in this chapter can give you an insight into the
more enduring network security concepts. The aim of this chapter is to identify some of
the factors impacting network and data communications security and their consequences
for users, and to implement some specific types of security services and their components,
and to explain how they are used in networks.

Network security is a concern that has escalated due to the network’s self-configuring
and decentralized existence. Wireless sensor networks, mobile ad-hoc networks and vehic-
ular ad-hoc networks are three types of ad-hoc networks. Because of the dissimilar kinds
of active and passive attacks in the network, malicious nodes may enter the network. The
passive kind of attack one in which the network output is not compromised by malicious
nodes. The active type of attacks are those in which malicious nodes decrease the efficiency
of networks in terms of different parameters. The different forms of active attacks that re-
duce the network are the black hole, wormhole, sinkhole, Sybil, etc. Different techniques
have been proposed in recent times to detect malicious nodes from the network. In recent
years, data protection methods and intrusion prevention mechanisms have been proposed
to enhance the protection of the network. Stable channel establishment algorithms, which
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are Diffie-Helman, RSA, etc., are the field of research in network security that improves
network security.

Network protection is the means by which such protocols and procedures prohibit any
unwanted connection to a computer network. Network protection appears to include cer-
tain ways in which only approved users can access the network’s data. Users are granted
a special network access ID and password. In major organizations and entities, network
protection is used to protect the network against any intrusion by third parties.

This chapter primarily details network security solutions, including authentication, data
protection technology, intrusion detection system (IDS), and advanced network technol-
ogy. Every network user has a network security problem, so we can place a high priority
on network security, try to deter aggressive attacks and ensure network security.

5.2 Background on Attacks, Security Services and Challenges

5.2.1 Types of Attacks Possible on Network

A network assault is an attempt to obtain unauthorized access to an entity’s network in
order to steal data or engage in other destructive activity. As many individuals depend
on the internet for different educational, personal and social tasks, the internet is today’s
world. The network relies on connectivity, data sharing, and company dealings or the
whole exchange and business sector. Since the internet will connect networks to the whole
world, certain people can try to hurt and disrupt these networks on a regular basis for
various reasons. These intruders violate privacy by breaking into machines connected to
the internet, either to gain access to data or to make it inoperable. In the face of a range
of evolving ongoing network attacks and the threat of additional destructive future attacks,
network security has featured prominently in the scope of computer networking. Passive
and active attacks are two major attacks possible on the network.

Passive Attack: Attackers gain access to a system and are able to detect or intercept
sensitive data, but they leave the files unaffected.

Active Attack: Not only can attackers obtain unauthorized entry, but they also alter
content, either removing, encrypting or otherwise damaging it.

The following are popular threat vectors that can be used by attackers to infiltrate your
network.

Unauthorized Entry: Unauthorized access refers to attackers who gain access to a
network without first receiving authorization. Unauthorized access attacks can be
caused by weak passwords, a lack of security against social engineering, previously
compromised accounts, and internal risks.

DDoS Attack: Attackers build botnets, which are vast fleets of compromised ma-
chines that are used to deliver fake traffic to servers or network. A DDoS attack can
occur at the network level, such as by sending massive numbers of SYN/ACC pack-
ets to overwhelm a server, or at the program level, such as by running complex SQL
queries to put on a database.

MIM Attack: The man-in-the-middle attack entails attackers intercepting traffic be-
tween your network and external sites or inside your network. If communication
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protocols are not encrypted or attackers find a way to exploit encryption, they will
intercept data being exchanged, collect user passwords, and hijack user sessions.

Injection Attacks with Code and SQL: Often websites accept user inputs without val-
idating or sanitizing those inputs. Attackers will then fill out a form or make an API
call with malicious code instead of the intended data values. The code is run on the
computer, allowing attackers to gain access to it.

Escalation of Privilege: If an intruder has gained access to your network, they will
use privilege escalation to extend their scope. Horizontal privilege escalation applies
to attackers obtaining access to additional, nearby networks, while vertical privilege
escalation refers to attackers gaining a higher degree of rights over the same systems.

Insiders Threats: Malicious insiders with exclusive access to corporate networks will
make a network highly insecure. Insider threats are difficult to detect and protect
against because attackers do not need to access the network to cause damage.

Some common network attacks are:

1. Virus: A virus is not self-executing; it allows the user’s presence to infect a computer
and spread throughout the network. An example of this is an email with a malicious
link or attachment. When a receiver opens the attachment or clicks the link, the
malicious code is allowed, bypassing the device’s security controls and rendering it
inoperable. In this case, the customer inadvertently corrupts the device.

2. Malware: Without the support of the user, a worm can enter a device. An attacker
on the same internet connection can send malware to that application when a user
executes a vulnerable network application. The application may accept and execute
the malware from the internet, thus creating a worm. This is much more successful
than other forms of malicious content.

3. Worm: A worm can access a computer without the user’s permission. When a user
runs a compromised network program, an attacker on the same internet connection
may deliver malware to that application. The application can accept and execute
malware downloaded from the internet, resulting in the spread of a worm.

4. Phishing: The most common form of network attack is phishing. This entails sending
emails from well-known tools or banks, as well as instilling a sense of urgency in
customers to encourage them to act quickly. The email could contain a malicious link
or attachment, or it could allow confidential information to be shared.

5. Botnet: Malicious ransomware has infiltrated this private data network. The hacker
controls all of the computers on the network without the user’s knowledge. Each
machine on the network is known as a zombie because it is used to spread and infect
a vast number of machines or as instructed by the attacker.

6. DoS Attack: A denial-of-service attack is a large-scale interference that destroys the
victim’s network or whole IT infrastructure, rendering it unavailable to lawful users.
A DoS attack causes a device’s system to become overwhelmed, preventing it from
responding to service requests. A DoS attack is similar to a DDoS attack in that
it targets the device’s networks, but it’s initiated from a large number of other host
computers that have been infected by attacker-controlled malicious software. DoS
attacks include the following:
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a) Connection Flooding: By forming a large amount of TCP connections at the bat-
tered server, the intruder bogs down the host. The network is blocked by these
bogus links and made inaccessible to legal users.

b) Vulnerability Attack: This involves sending a few well-crafted posts to the vulner-
able device or software running on the intended server, to the point that the host
fails, stops or worsens the service.

c) Bandwidth Flooding: The attacker prevents valid packets from reaching the server
by transmitting a flood of packets. The packets sent are of such a large size that
some are unable to bind to the target.

7. Distributed DoS Attack: This is a complex version of a DoS attack that is much more
difficult to detect and defend than a DoS attack. In this attack, the attacker uses several
compromised systems to target a single targeted system for DoS attacks. The DDoS
assault leverages botnets as well.

8. Man-in-the-Middle Attack: This attack occurs when someone sits between you and
the other person’s conversation. By standing in the middle, the intruder captures, mon-
itors, and effectively controls the touch. For example, as data is transmitted from the
network’s lower layer, the computers in that layer are unable to choose the recipient
with which they exchange data.

9. Packet Sniffer: When a passive receiver is placed within the wireless transmitter’s
range, a copy of each transmitted packet is captured. These packets can include con-
fidential information, essential and critical information, trade secrets, and other in-
formation that can pass through a packet receiver when flying over it. The packet’s
receiver would then serve as a sniffer, sniffing all of the transmitted packets that en-
tered the package. The best defense against packet sniffers is cryptography.

10. DNS Spoofing: Hacking a computer involves corrupting data from the domain name
system (DNS) and then loading it into the resolver’s cache. This helps the name server
to return an incorrect IP address.

11. IP Spoofing: This practice of using a false source address to inject packets into the
internet is one of the ways to impersonate someone else. Anti-IP spoofing can be
aided by end-point authentication that ensures the assurance of a response from the
location we’ve decided.

12. Compromised Key: An attacker gains unauthorized access to secure communication
by using a stolen key. A key is a hidden number or code that enables the sender or
receiver to read confidential information without being notified. When an attacker gets
access to a key and uses it to extract information, it is referred to as a compromised
key.

5.2.2 Security Services

Any measure taken to protect the privacy and usability of data and networks is referred
to as network security [3]. It encompasses both software and hardware. Connection to
network infrastructure and facilities is regulated by effective network security. It identifies
and restricts a wide range of attacks, preventing them from scattering or accessing the
system. Security risks like personal data drip and economic espionage, identity fraud,
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and contamination of sensitive information networks have recently sparked widespread
interest in the media and community. In general, computer network and information system
protection shall have the following services [3]:

Confidentiality: This confirms that knowledge is inarticulate in the circumstance that
it is accessed by unauthorized person, systems, or organizations.

Integrity: This ensures that the evidence has not been tampered with, either inadver-
tently or deliberately, by a third party.

Authentication: This ensures that the data source is who it claims to be.

Non-Repudiation: This confirms that the message’s authorship cannot be disputed in
the prospect.

Availability: This ensures that the device facilities are accessible to legitimate cus-
tomers.

Privacy: This ensures that customer’s characteristics are untraceable and unidentifi-
able based on their behavior and activities within the framework.

Several cryptographic tools have been established to alleviate various security extortions
and ensure that the above-mentioned security services are provided. Table 5.1 shows some
of the approaches being practiced.

Table 5.1: Security services and approaches.

5.2.3 Challenges

Recent IT skills are now becoming accustomed to increasing the consistency of the con-
sumer service as well as the efficiency of essential applications in a number of fields.
Communication networks allow the advancement of a wide range of technologies, includ-
ing smart houses, hospitals, smart cities, smart grids and other manufacturing applications.
Despite these challenges, communication networks’ involvement as a critical component
of the fundamental framework for distributing such delicate applications creates new pri-
vacy and security concerns.
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The complexities of implementing network safety in emerging network structures and
facilities are outlined and clarified in this section, as seen in Figure 5.1.

Figure 5.1: Security challenges.

High Mobility: Implementing safe security systems, from integrated actuators and
sensors from human bodies to smart cars, is a huge obstacle. Considering mobil-
ity in increasingly complex settings where network topology transitions often makes
security solution implementation more difficult.

Resource Restrictions: Most growing policies that participate in current networks,
like embedded sensors and wearables, have limited memory, processing, and battery
capacity. Since most cryptographic techniques are computationally costly, modify-
ing them to guarantee a high degree of protection whilst reducing energy usage is a
difficult and severe problem.

Scalability: As the population’s dependence on network-connected technology grows,
the amount of smart devices continues to rise on a regular basis, creating yet another
additional significant scalability problem for security solution growth.

Heterogeneity: In a distributed networked environment, heterogeneity of connectiv-
ity protocols and information system architectures is a key problem in protecting the
ecosystem. Connection between servers and sensor nodes or CPU items from numer-
ous applications (which are varied in terms of calculation units and supply frequen-
cies) is typically done over the internet, where communication mediums, networks,
and protocols are all varied and devise different protection configurations. The va-
riety of organizations participating in emerging networks creates a huge surface for
assaults on all of them (e.g., DDoS attacks are unavoidable). As a result, designing
(creating) an integrated protection approach that operates in heterogeneous environ-
ments is incredibly difficult.

5.3 Evolution of Network Security Strategies

The development of network security techniques is a product of the pervasive interconnec-
tivity between computers, users, and scattered networks (i.e., an interactive environment,
like the Internet of Things). In the networked ecosystem, conventional defense techniques
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(creating) an integrated protection approach that operates in heterogeneous environ-
ments is incredibly difficult.

5.3 Evolution of Network Security Strategies

The development of network security techniques is a product of the pervasive interconnec-
tivity between computers, users, and scattered networks (i.e., an interactive environment,
like the Internet of Things). In the networked ecosystem, conventional defense techniques
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as an alternative protecting a particular point within the system are becoming inadequate.
Furthermore, some traditional security principles and best practices are inadequate in cop-
ing with the ecosystem’s emerging security issues.

The standard security foundations of transparency, secrecy, and availability have all
changed together with security techniques. However, it is becoming increasingly neces-
sary to move beyond these standards in order to meet new requirements related to the
physical climate, fitness, and safety. The inclusion of many integrated devices and utilities
in the environment necessitates resolving crucial issues such as physical protection, disas-
ter mitigation for smart or driverless vehicles, business continuity, wired HVAC systems,
and online medical devices like infusion pumps and pacemakers, as well as interconnected
city networks. Adopted technology policies dynamically incorporate certain security func-
tionalities to meet the current security standards in order to mitigate emerging security
threats.

Table 5.2 demonstrates further fields that are able to be integrated to improve the secu-
rity in the current interacted ecosystem through simple security criteria.

Table 5.2: Additional evolving security requirements.

Functionality Description

Proof of identity Recognizing the risk level and current situation

Safety Mitigating vulnerabilities and risks by implementing mitigation measures

Finding Anomalies and events detection

Response Response to events, prevention, and upgrades

Recovery Continuous improvement over the life cycle

5.4 Different Evolving Security Approaches

In general, crucial problems, including resource restrictions and scalability, are still in-
convenient in complex and contemporary networks, including vehicular networks, where
the environment shifts frequently. Several portions of knowledge about the expedients’
positions, battery-operated capacities, the amount of adjacent entities, and so on are often
clustered together in the background. These pieces of data can be significant and there-
fore critical in improving safety, and they can also be used to design further modularity
and security that is mindful of its surrounding strategies without relying on cryptographic
methodologies. Consider the case of authenticating a single IoT computer A using a com-
plicated cryptographic algorithm. It’s often fascinating to avoid authenticating machine A
with a cryptographic algorithm since it wants ample resources to complete the dense cryp-
tographic methods and, as a consequence, saves its sequence when it’s in a secure zone. It
could be beneficial to consider other data correlated with system A in order to classify it
deprived of relying on cryptographic policies. The details could include the period of its
most recent authentication, A’s venue, A’s owner, and so on.

Figure 5.2 depicts the classification of evolving security approaches in the network.
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Figure 5.2: Different emergent security approaches.

5.4.1 Conventional Approaches

This classification includes cryptographic-based policies created specifically for the IoT,
which is an evolving model that connects a variety of electronic policies and services. The
main emphasis is on ensuring privacy, secrecy, and service accessibility. We need crypto-
graphic mechanisms to protect data exchanged between objects in an emerging networked
ecosystem from malicious hackers. As a result, only authorized users are permitted to
view encrypted data. Cryptographic tools provide data confidentiality; however, in extreme
cases, these trappings are inadequate or even incongruous in plans with limited resources.
This is due to the nature of cryptographic procedures which necessarily want a proportion
of computation and storage.

In a networked ecosystem, maintaining privacy is essential because data generated by
smart objects is highly sensitive and inextricably linked to users’ daily lives. The primary
objective of privacy methods is to guarantee that the following standards are met:

Inconspicuousness: This assures that a third party cannot distinguish the person’s
identity from that of other people in the organization.

Unlinkability: This is the inability to conceal the individual’s identity among the data
they generate.

Untraceability: This is the inability to trail activities and statistics emanating from a
system individual’s behavior.

The secrecy policies aim to protect delicate data while also introducing devices to con-
ceal users’ characteristics so that invaders are unable to track their actions.

Finally, one of the main intelligence services is the availability of network systems
and services, which must be shielded against malicious assaults (like DoS or DDoS) or
unintentional failures. The consequences of a breach of availability are commonly severe,
ranging from financial losses (for example, in manufacturing systems) to safety issues
(for example, in transportation schemes). Furthermore, guaranteeing availability has been
a difficult job because attackers can disrupt the system by exploiting a wide variety of
weaknesses at various levels (i.e., cryptographic algorithms, network design, software,
etc.).
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Most traditional security policies rely on central trusted organizations (i.e., in central-
ized environments) to ensure proper operation of security services.

5.4.2 Confidentiality Approaches

5.4.2.1 Symmetric-Key Encryption
In symmetric-key encryption the message is encrypted using a key, and the converted

messages may be decrypted using the same key, making it easy to use but less secure.
Using symmetric encryption algorithms, data is transferred in a way that cannot be read by
someone who does not have the secret key to decode it. The algorithm reverses its behavior
after the message has been delivered to the intended recipient who has the key, restoring
the message to its initial and understandable state. A special password/code or a random
string of letters or numbers produced by a protected random number generator may be used
by both the sender and the receiver as the secret key (RNG). The symmetric keys needs to
be generated using a RNG that is accredited according to industry standards, such as FIPS
140-2, for banking-grade encryption.

It therefore necessitates a secure method of passing the key from one party to the next.
By forcing each system entity to exchange cryptographic secrets with a whole other sys-
tem’s entities, symmetric key strategies include anonymity. Symmetric centered crypto-
graphic policies are beneficial in terms of effectiveness (due to the fact that they require
less computation) and ease of implementation in hardware platforms. In reality, AES, DES,
3DES, IDEA, Blowfish, RC4, and RC5 are only a few examples. Despite the fact that sym-
metric key strategies save time and money, there are concerns regarding key management
and scalability. The main distribution strategies used are either probabilistic or determin-
istic. To develop a full secure connectivity coverage in deterministic policies, each entity
must form a protected link with all entities. While sharing a locked key of respective node
in the network with all nodes is not guaranteed in probabilistic key distribution, nodes
distribute keys to their neighbors based on certain probabilities, establishing secure routes
among all units in the network.

5.4.2.2 Asymmetric Encryption
For encryption and decryption, asymmetric encryption employs a mathematically linked

pair of keys: a public key and a private key. If the public key is used for encoding, the
secrete key associated with it is used for decoding; if the private key is used for encoding,
the public key associated with it is used for decoding. The sender and receiver are the two
contributors in the uneven encryption workflow; each user has their own set of public and
secrete keys. The source must first obtain the destination’s public key. The sender then
encrypts the plaintext (normal, readable text) with the destination’s public key, resulting in
ciphertext. The ciphertext is then sent to the recipient, who uses their private key to decrypt
it and convert it to plaintext. One sender cannot read the communications of another sender
due to the one-way environment of the encryption job, even though both have the receiver’s
public key.

Traditional asymmetric strategies require the authority to issue certificates to different
system users and rely on public keys. It incorporates cryptosystems such as RSA, DSA,
NTRU, and ECC, among others. Scalability, mobility, and key management effectiveness
are the main benefits of asymmetric strategies. However, in terms of energy consumption,
these techniques are ineffective for constrained devices. Although it requires further mem-
ory space for storing the keys, NTRU uses a much less computational uneven approach
centered on the shortest path problem within a lattice [4].
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5.4.2.3 Attribute-Based Encryption (ABE)
This is a promising modern cryptographic primitive for solving the issue of safe and

fine-grained data exchange as well as decentralized access control. Via a policy admittance
mechanism that defines relationships among attribute sets accustomed to encrypt records,
attribute-based encryption (ABE) familiarizes a communicative way to manage private
records accessibility. A key generation server (KGS) generates a private key for each valid
user within the ABE scheme based on their attributes. A public key is often accustomed to
encrypt records depending on a predefined plan. A legal user may only decrypt records if
it possesses the attributes required by the regulation regulation; either a key policy ABE or
ciphertext policy ABE may be used.

Key-Policy ABE: A significant class of ABE is key-policy attribute-based encryption
(KP-ABE), in which ciphertexts are labeled with sets of attributes and private keys
are paired with access mechanisms that govern which ciphertexts a user can decrypt
[5]. KP-ABE has a lot of uses in data sharing on untrustworthy cloud servers. In
most current KP-ABE systems, though, the ciphertext size increases linearly with the
number of attributes contained in ciphertext. In KP-ABE, the records owner generates
an entry erection A and encrypts the records with a series of features I. The consumer
must then provide the characteristics that satisfy the access structure A in order to
decode the ciphertext. In this way, a user may extract the private key for decoding the
ciphertext [6].

Ciphertext-Policy ABE: Data owners can exchange encrypted data using cloud stor-
age with authenticated users while maintaining access control policies confidentiality
using ciphertext-policy attribute-based encryption (CP-ABE) with private access con-
trol policy. However, a method to prohibit consumers from gaining successive access
to a data owner’s limited number of data items that raise a conflict of interest or whose
mixture is vulnerable has yet to be investigated [7]. The encryption in CP-ABE is
based on the admittance erection A. User A is only valid if he or she has a package of
enough features I to satisfy the admittance erection (policy A) that has been added to
the ciphertext [8].

5.4.2.4 Identity-Based Encryption (IBE)
This is a form of public-key encryption where the public key of a user is some unique

information about the identity of the user (like an email address) and a reliable third-party
server estimates the private key from the public key [9]. There’s no reason to exchange
public keys until you’re able to share secure data in this way. The sender would quickly
produce a public key and encrypt the data with the receiver’s unique identifier. With the
support of a trustworthy third-party server – the private-key generator – the recipient will
produce the corresponding secret key (PKG). To use this encoding scheme, initially the
PKG releases a principal public key and holds the principal secret key that corresponds
(known as principal key).

Anyone can generate a public key equivalent to an identity by merging the principal
public key with a well-known unique value given the principal public key (like an email
address). To get the equivalent secret key, the owner of the individuality that produced the
public key interacts with the PKG, which generates the corresponding secret key using its
master secret key. Conversely, it necessitates the involvement of a reputable third party –
the PKG.

Identity-based security tools effectively cope with scalability and intricacy by using an
unforgeable series related to the user’s identity (such as the consumer’s phone number,
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email address, and so on) as the public key for data encoding, eliminating the need for
certificates. The IBE approach is costly and consumes resources, and is not well suited
for an emerging networked environment with a large number of devices that are resource
constrained.

5.4.3 Privacy Approaches

5.4.3.1 Data Tagging
By associating bits of information (websites or images, for example) with tags or key-

words, data tagging helps users to manage information more effectively. A non-hierarchical
keyword or phrase assigned to a piece of information is called a tag (such as digital im-
age, internet bookmark, or computer file). This type of metadata aids in the description
of a product and enables it to be found again by browsing or scanning. Depending on the
scheme, tags are selected informally and individually by the item’s producer or viewer.
The metadata that diverse data shares determines how well it can link and merge (even
though it’s co-located in the same data lake or cloud repository). Data tagging is just one
facet of this, but it’s a critical one.

Data tagging protects the anonymity of record flows by adding external identifiers, re-
ferred to as annotations, to record flows, allowing reliable computing institutions to interact
with private data flows, hiding the identity of those responsible for the data [10]. However,
depending on the size of the data, tagging mechanisms can experience computing issues.
To demonstrate the ability to apply the tagging contrivance for programmable microcon-
troller (PIC) beneath restriction, the authors presented lightweight code models devoted to
resource-constrained systems in [11].

5.4.3.2 Zero-Knowledge Proof (ZKP)
Data can be tested using zero-knowledge proofs (ZKPs) without disclosing the data.

As a result, they have the ability to transform the way data is stored, used, and traded.
A “verifier” and a “prover” are allocated to each transaction. The prover tries to show
anything to the verifier using ZKPs without asking the verifier something more regarding
the thing. The prover shows that they can compute anything without disclosing the input
or the computing procedure by supplying the final result. The verifier, on the other hand,
just knows about the performance.

A true ZKP must meet three criteria:

1. Completeness: It must persuade the verifier that the prover believes what they claim
to know.

2. Soundness: If the knowledge is incorrect, it cannot persuade the verifier that the
prover’s information is correct.

3. Zero Knowledge(ness): It can tell the verifier little more [12].

Zero-knowledge proof (ZKP) is a useful tool for ensuring the protection of users’ iden-
tities. The ZKP allows one party (prover) to validate any property to another revelry
(verifier) by confirming its knowledge ownership without revealing it [13]. This idea
is extremely useful in designing security mechanisms while preserving the integrity of
users’ data and resources. An assessment of certain ZKP protocols on ECC for resource-
constrained devices was proposed in [13], which centered on the discrete logarithm prob-
lem. When ECC (having key length of 1024) is compared to RSA (for the same standard
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of security configuration), the results show that ECC (having key length of 1024) takes far
less time and memory to execute. Notably, for small message sizes, the energy required
for contact is negligible. Nonetheless, message fragmentation induces overloading within
ZKP protocols above a certain threshold.

The k−anonymity model is considered a records holder such as the hospital or the
bank that has a private database of person explicit, field structured records. Let’s say the
owner of the records wants to exchange a copy of it with scholars. How does a data owner
issue a copy of their secret data that provides empirical assurances that the data subjects
cannot be re-identified while the data is kept private? The approach involves a structured
security paradigm called k−anonymity, as well as a series of implementation policies. If
the information for each person found in the release cannot be separated from at least k−1
individuals whose information also appears in the release, the release offers k−anonymity
security [14]. The k−anonymity security paradigm is notable because it acts as the base for
the real-life systems Datafly, k−Similar and µ−Argus, which all have privacy guarantees.

It is another theoretically promising approach for ensuring data protection in quickly
emerging network systems, including IoT requests. Consider the case of a table containing
a series of homogeneous data (including personal details such as ages, phone numbers,
addresses, and so on). If the table field is a record of data that belongs to a single person,
by shielding the owner’s confidential details, the “k−anonymity” prototypes aim to hide
each record inside the table and make it blurry from at tiniest k − 1 records in the similar
table [14]. The k−anonymity paradigm is often used in cloud and big data systems to
secure the privacy of records streams provided by various users. Several attempts have
been made to integrate k−anonymity prototypes in IoT implementations [15-17].

5.4.4 Availability Approaches

The DoS/DDoS defense mechanisms, for example, IP traceback approaches, are powerful
mechanisms for detecting IP flooding and DoS attacks in real time on IP-based networks
like the internet [25]. The distributed denial of service (DDoS) attacks have emerged as
one of the most serious threats to computer network availability. In the internet, it’s a
tough challenge to tackle. Enhancing the stability of global network infrastructure is a
necessary consideration in preventing a DoS attack. We discovered that the majority of
methodologies focus on spotting and cleaning attack traffic close to the object. One of the
most serious threats to network service providers and legal clients is a DDoS attack. At-
tackers are often looking for new ways to get into networks. The majority of protocols are
vulnerable to DoS attacks. As a result, we must formulate an efficient automated approach
to deter DDoS attacks by updating hardware and patching program vulnerabilities.

These approaches are primarily focused on improving the security of IP-based lightweight
protocols that are mainly developed as variants of standard TCP/IP conventions in the
emerging interacted environment, such as the internet of things. 6LoWPAN, DTLS 9 and
IPv6 Routing Protocol for Low-Power and Lossy Networks (RPL) are just a few of the
protocols commonly used to help safe end-to-end information sharing among the IoT de-
vices while maintaining integrity and confidentiality [18]. These conventions, however, are
not premeditated to protect against typical IP-centered DoS/DDoS attacks. Several safety
resolutions have been researched in order to boost the RPL-centered 6LoWPAN routing
protocol and the DTLS-centered transport layer’s robustness and security against DoS at-
tacks. IP routers and IoT gateways play the most critical function in current solutions,
reviewing and evaluating envelopes in order to track malicious activity and take effective
action [19].
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of security configuration), the results show that ECC (having key length of 1024) takes far
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Conversely, many security improvements of 6LoWPAN-centered IoT and RPL archi-
tectures are suggested at the network TCP/IP layer, especially at the routing side. The
European ebbits project [20] proposed an interface to protect IoT devices based on 6LoW-
PAN from tampering and jamming attacks as well as DoS attacks [21,22]. They assisted
in the development of an intrusion detection manager (IDM) that defends restricted de-
vices from DoS attacks. They also have an intrusion detection system (IDS) architecture
for monitoring 6LoWPAN packets, which raises warnings in the event of any misbehavior.
The IDS works in promiscuous mode.

Artificial intelligence (AI)-based techniques, such as artificial neural networks (ANN),
play a prominent role in the development of an effective intrusion detection system (IDS).
For example, the authors of [23] looked at the usage of ANN in IoT to detect DOS attacks.
They tested two forms of ANNs to see which one was more suitable for use as an IDS
in emerging networked systems such as multilayer perceptron using normal weights and
multilayer perceptron using limited weights. The findings show that while both ANN
strategies decrease false positive recognition during the training phase, they ingest a lot of
space, reducing their suitability in an environment with limited devices. Other researchers
[24] looked at the possibilities of using Accumulative sum DDoS attack recognition in the
context of emerging networks like IoT. The key goal of the cumulative sum (CUSUM)
procedure is to perceive variations in the statistical process as record streams are generated
in real time. DDoS is observed by network traffic analysis and computational computing.
The algorithm constantly manages data and, in the end, detects variations that are related
to some misbehavior in network traffic.

The author proposed [26] a novel artificial neural network-based approach to detect
malicious network traffic that could be used in deep packet inspection-based intrusion de-
tection systems. The proposed classification methodology is durable, reliable, and precise,
according to the author. The innovative approach to malicious network traffic detection
presented in this study has the ability to greatly increase the usefulness of intrusion detec-
tion technologies used in both standard network traffic analysis and network traffic analysis
for cyber-physical systems like smart grids.

5.4.5 Modern Approaches

This group includes encryption strategies that are entirely focused on newly developed
techniques rather than existing cryptographic technologies. In comparison to traditional
methods, they are more suited to dealing with scalability problems. The ideas in this group
are, on the whole, decentralized. Examples of two promising technologies are given below.

5.4.5.1 Software-Defined Networking (SDN)
This is a new networking architecture that separates network access from the data plane

[29]. In a modern data center, it will make the system directly programmable, more ver-
satile, and active to sustenance virtualized storage and server. Through decoupling and
conceptualizing the control and records planes, SDN allows modular integration and ad-
vancement of modern networking applications. It has significantly altered the definition of
networked services and the way they are designed and operated, as well as lowering the
barricades to entry for different service providers. It is thought to be a likely alternative
because of its size and diversity. Network administration is logically central in a software-
driven controller in a standard SDN environment, while network devices such as switches
can be called forwarding devices that can handle traffic based on specified flow tables [28].
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With the support of predefined standards, the controller will customize these forwarding
machines.

OpenFlow (OF) is the first unified communications protocol among the resistor layer
and the structure layer in an software-defined networking (SDN) setting. It allows the
centralized controller to manage switches without having to show any system source code
[27]. In other words, it helps network managers to view and change physical and virtual
switches and routers directly.

Consequently, SDN implementation in combination with network feature visualization
(NFV) will improve resource usage in constrained devices within an advanced networked
ecosystem. As a result, SDN offers a range of options for tackling some of the emerg-
ing problems of scalability, security, reliability, and QoS in a more scalable and effective
manner [30].

The authors of [31] contributed a modern multi-domain SDN-centered IoT design that
serves all networks with or deprived of infrastructure. They also developed a scattered
security architecture to coordinate security policy across various SDN domains. The pro-
tection model grid, which is designed to address security heterogeneity problems, resolves
tension issues caused by the execution of security policies through several realms. As a
result, each SDN controller drives security policy within its field and coordinates through
further SDN controllers outside the domain.

Challenges: The SDN-based technology approach mostly tackles security challenges
in unified architecture activities.

As a result, centralized SDN controllers become particularly vulnerable to attacks. The
biggest problem here is that centralized SDN controllers must be defended against emerg-
ing popular attacks like DDoS. Scalability problems arise when dealing with the vast quan-
tity of policies in the essential data plan system. Furthermore, the southbound line between
the data strategy and the SDN controller is a challenge to network performance reliability.
For example, sited integrity issues within the OpenFlow protocol were discussed in [32].

In extremely complex settings, such as vehicular networks, where multiple messages
are swapped between network topology and devices change frequently, a centralized SDN
approach is ineffective. SDN techniques can take a long time to enforce security policies
and configurations in such environments.

Real SDN strategies are more suited to certain implementations and work more effec-
tively with problems such as quality of operation and heterogeneity. Nonetheless, in the
majority of instances, their clustered architecture limits scalability.

5.4.5.2 Blockchain Technology
Blockchain technology has gained a lot of interest as a result of the success of bitcoin

and other cryptocurrencies. It is a clever mix of many techniques, including peer-to-peer
networks, distributed consensus protocols, cryptographic systems, smart contracts, dis-
tributed databases and game theory. It essentially facilitates mutual transactions between
organizations (peer-to-peer design without relying on a central reliable server). It offers a
decentralized method of establishing trust in economic and social activities, and hence has
the potential to transform the future of commercial dealings, as well as the way computing
and cooperation are carried out. Furthermore, there is no need for individuals to trust one
another in order for it to function. It is almost impossible to challenge completed transac-
tions once they have been authenticated using this technology. There are emerging security
technologies that researchers have brought to light for the intent of mitigating safety threats
in growing networks and facilities by offering security functionalities like data privacy, ac-
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cess management, and so on. In blockchain-based applications, a consensus process is
used to reach an understanding about how to add or verify a data block.

Following are some vibrant examples of blockchain implementation within an emerging
networked ecosystem:

1. IoT Blockchain Coalition (Guardtime based and Intrinsic ID based): Intrinsic ID is
a company that offers cryptographic keys to authenticate surrounded devices using
a technology called a physical unclonable function (PUF), which is mostly used to
secure confidential activities like expenses and information related to government.
Guardtime’s objective is to provide a safety solution that is based on the keyless sig-
nature infrastructure (KSI) technology which includes a flexible blockchain result
[33].

2. Chronicled: It is a recent business that offers blockchain-based applications. Its main
emphasis is on addressing security issues, especially the authentication and recogni-
tion of IoT products. They claim that due to its tamper-resistant feature, blockchain
could address a range of current security issues, especially now, where existing secu-
rity tools like barcodes and QR codes can be easily forged.

In the advancement of networking services, blockchain technologies will offer certain
benefits in the security domains [33]. Following are several blockchain structures that can
be used to improve the safety of emerging system services:

Transaction Security: All transactions are signed by the node before being submitted
to the blockchain network, and they must be authenticated and checked by sappers.
The dealings on the blockchain are nearly difficult to falsify or modify after they have
been validated. This includes any evidence of traceable activities inside the system.

Decentralization: Blockchain is favored as an effective encryption strategy within the
environment due to the open architecture of emerging network systems and utilities.
By preventing single points of failure, scalability accomplished by blockchain de-
centralized infrastructure will boost protection and increase toughness against DoS
attacks.

Pseudononymity: Blockchain aliases provide unlinkability between info and the iden-
tities of participating nodes. In blockchain, nodes are classified using shared keys.

Challenges: Despite the above-mentioned blockchain advantages, there are still a num-
ber of obstacles to overcome in order to implement blockchain technologies in current
networks. Here are a few of the difficulties:

1. Computing and storage problems: Miniaturization of computers within an emerging
networked environment limits capacities when it comes to storage and computation.
As a result, the blockchain must be tailored to resolve the computing and storage
concerns in order to meet the security needs of emerging networking technologies
and services. The issue of adaptability is resolved in [33] by a proof-of-work (PoW)
implementation, in which a new application layer is introduced solely to mask the
blockchain information. In this way, machines with limited resources in a networked
environment will engage without having to compute the PoW.

2. Time latency: If the same transaction confirmation cycle of 10 mins of the bitcoin-
blockchain is implemented within emerging networking schemes and services, real-
time applications may face security issues.
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3. Scalability problem: Cisco estimated that there would be more than 20 billion linked
IoT artefacts on the Internet by 2020 [34]. Despite the phenomenal popularity of the
bitcoin blockchain, which has seen an unprecedented increase of customers over time,
blockchain technology cannot assure scalability within a networked environment, in-
cluding the internet of things.

4. Bandwidth usage: It is important to validate each of the devices’ transactions gener-
ated bandwidth consumption problems due to the large amount of transactions caused
by various devices in the interacted ecosystem.

5. Anonymity: Though it is difficult to deduce a person’s identity from their pseudonym
using blockchain transactions, this does not guarantee a truly anonymous transaction.
This is because the peers in blockchain use pseudonyms that can be traced [35].

5.4.5.3 Blockchain with SDN
Even though SDN environments are similar, blockchain uses distributed controllers to

increase the robustness of the system against single socket failure. The device layer and
control plane can be condensed as two enormous components (referred to as the controller
and application component) based on the specifications, where specific security protocols
can be applied to provide protection. In the data plane, blockchain technologies can be
customized to help improve the protection of multiple forwarding devices and distributed
controllers. It is critical to design the configuration of programs, controllers, protection
mechanisms, and related interactions in order to apply the interface.

DistBlockNet is a distributed IoT architecture introduced by Sharma et al. [36], which
incorporates SDN and blockchain technologies. To counter threats, they created many
protection measures such as the OrchApp and Shelter modules. The standard architecture
of blockchain-centered SDN, referred to as DistBlockNet [36-40], will inherit many aids
from both blockchains and SDN, including adaptability, availability, stability, scalability
and protection.

While the combination of blockchain and SDN currently faces various security prob-
lems and concerns, they will complement each other in a number of realistic situations,
either by adding SDN to blockchain or blockchain to SDN examples. More research on
how to boost the safety and efficiency of blockchain-based SDN could be done in the fu-
ture.

Challenges: Attackers may attempt to breach the network’s security, credibility, and
availability through leveraging SDN vulnerabilities. However, as a new concept, blockchain
has a number of flaws that need to be addressed in reality, and it could become a tempting
option for cybercriminals.

There remains a tremendous need to organize effective security measures to secure
blockchain-based SDN against multiple threats due to various issues and challenges. It’s
also a smart idea to go with a private chain to make it more challenging for attackers. It is
essential to deploy adequate protection measures and enforce safety policies such as flow
and traffic management, policy compliance, and DoS defence to secure blockchain-based
SDN in combative settings.

5.5 Discussion

In complex IoT contexts, meaning is crucial for properly solving security issues. Overall,
the solutions in this group effectively satisfy efficiency criteria, including power consump-
tion, computation, memory use, and service quality. These strategies, however, are less
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developed in the literature than other strategies, particularly in the sense of IoT. As a re-
sult, further technical activities should be directed toward filling the void and improving
emerging technologies by using the context in which IoT devices emerge.

Despite the fact that many of the security issues confronting digital transformation are
fresh, they can also be addressed by combining validated best practices with the introduc-
tion of a stronger security architecture. In order to protect highly distributed environments,
high-speed authentication combined with monitoring is necessary. Internal segmentation is
also intended to control and defend remote storage and interact by enforcing and organiz-
ing distributed and cloud-based security services that are capable of tracking and protecting
information and devices throughout the network environment. Protection must connect the
whole networked environment together. Security in emerging network structures and fa-
cilities necessitates automatic perceptibility from end-to-end points, as well as advanced
monitoring technologies and hazard intelligence-driven transposition of reactions to miti-
gate threats at device pace.

What’s needed is a framework-based, interconnected and dispersed security solution
that can protect the entire networked environment, improve and assure durability, and safe-
guard figuring assets, which can be done via an interconnected, coordinated, and automated
security infrastructure. This approach can efficiently track appropriate traffic, verify cre-
dentials and authentication, and enforce access control across the dispersed ecosystem.

5.6 Conclusion

A brief analysis of emerging network security techniques was presented in this chapter, as
well as their challenges. In addition, key techniques for protecting the network environ-
ment were proposed. Due to the complexity of operating systems and service, the evo-
lution of network security techniques will be a continuously growing and unpredictable
paradigm. To address the emergent threats inside this complex environment, it is impor-
tant to implement novel creative techniques and adopt the finest practices and standards in
order to strengthen network security. The task of network protection occurs at all levels
of the data network, and the aim of network security is to preserve the network’s privacy,
confidentiality, integrity, reliability, accessibility and auditability.
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developed in the literature than other strategies, particularly in the sense of IoT. As a re-
sult, further technical activities should be directed toward filling the void and improving
emerging technologies by using the context in which IoT devices emerge.

Despite the fact that many of the security issues confronting digital transformation are
fresh, they can also be addressed by combining validated best practices with the introduc-
tion of a stronger security architecture. In order to protect highly distributed environments,
high-speed authentication combined with monitoring is necessary. Internal segmentation is
also intended to control and defend remote storage and interact by enforcing and organiz-
ing distributed and cloud-based security services that are capable of tracking and protecting
information and devices throughout the network environment. Protection must connect the
whole networked environment together. Security in emerging network structures and fa-
cilities necessitates automatic perceptibility from end-to-end points, as well as advanced
monitoring technologies and hazard intelligence-driven transposition of reactions to miti-
gate threats at device pace.

What’s needed is a framework-based, interconnected and dispersed security solution
that can protect the entire networked environment, improve and assure durability, and safe-
guard figuring assets, which can be done via an interconnected, coordinated, and automated
security infrastructure. This approach can efficiently track appropriate traffic, verify cre-
dentials and authentication, and enforce access control across the dispersed ecosystem.

5.6 Conclusion

A brief analysis of emerging network security techniques was presented in this chapter, as
well as their challenges. In addition, key techniques for protecting the network environ-
ment were proposed. Due to the complexity of operating systems and service, the evo-
lution of network security techniques will be a continuously growing and unpredictable
paradigm. To address the emergent threats inside this complex environment, it is impor-
tant to implement novel creative techniques and adopt the finest practices and standards in
order to strengthen network security. The task of network protection occurs at all levels
of the data network, and the aim of network security is to preserve the network’s privacy,
confidentiality, integrity, reliability, accessibility and auditability.
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Replicating the network content in several strategically selected locations has become

very popular because of its quality of experience. The content delivery network (CDN)
brings data closer to the clients by deploying servers at the network edges, which even-
tually reduces the bandwidth constraint, packet loss and delay in response while gaining
the clients confidence. Currently, Facebook, LinkedIn, Instagram and other social media
are choosing OTT platforms that use CDN to cope with the increasing content demand,
which used to be a major challenge before CDN. The first part of the chapter identifies
the challenging areas involved in CDN on which its entire performance depends, namely
server placement, content placement, request routing and load balancing. The second part
of the chapter focuses on how artificial intelligence (AI) and machine learning (ML) are
changing CDN. CDN keeps on using cutting-edge technologies to optimize response time
with a disruption-free content delivery. The third part of the chapter emphasizes the role
of emerging AI-based CDN during the pandemic, where the entire world shifted towards a
virtual existence. Finally, the fourth part points out the drawbacks of CDN, as distributed
denial-of-service (DDoS) attacks are a serious concern for CDN. Security problems along
with how to address them are also discussed in this chapter.

Keywords: Content delivery network, surrogate placement, artificial intelligence, clus-
tering technique, load balancing, fuzzy CDN, DDoS attack

Evolving Networking Technologies.
By Kanta Prasad Sharma et al. Copyright © 2023 Scrivener Publishing

97



6

The State of CDNs Today and What
AI-Assisted CDN Means for the Future

Darothi Sarkar 1, Rana Majumdar2, Dac-Nhuong Le3

1 Institute of Engineering & Management, Kolkata, India
2 Sister Nivedita University, Kolkata, India
3 Faculy of Information Technology, Haiphong University, Haiphong, Vietnam
Email: darothisarkar@rediffmail.com, rana.majumdarwb@gmail.com, nhuongld@dhhp.edu.vn

Abstract
Replicating the network content in several strategically selected locations has become

very popular because of its quality of experience. The content delivery network (CDN)
brings data closer to the clients by deploying servers at the network edges, which even-
tually reduces the bandwidth constraint, packet loss and delay in response while gaining
the clients confidence. Currently, Facebook, LinkedIn, Instagram and other social media
are choosing OTT platforms that use CDN to cope with the increasing content demand,
which used to be a major challenge before CDN. The first part of the chapter identifies
the challenging areas involved in CDN on which its entire performance depends, namely
server placement, content placement, request routing and load balancing. The second part
of the chapter focuses on how artificial intelligence (AI) and machine learning (ML) are
changing CDN. CDN keeps on using cutting-edge technologies to optimize response time
with a disruption-free content delivery. The third part of the chapter emphasizes the role
of emerging AI-based CDN during the pandemic, where the entire world shifted towards a
virtual existence. Finally, the fourth part points out the drawbacks of CDN, as distributed
denial-of-service (DDoS) attacks are a serious concern for CDN. Security problems along
with how to address them are also discussed in this chapter.

Keywords: Content delivery network, surrogate placement, artificial intelligence, clus-
tering technique, load balancing, fuzzy CDN, DDoS attack

Evolving Networking Technologies.
By Kanta Prasad Sharma et al. Copyright © 2023 Scrivener Publishing

97



98 THE STATE OF CDNS TODAY AND WHAT AI-ASSISTED CDN MEANS FOR THE FUTURE

6.1 Introduction

The gigantic amount of data generated by internet traffic is a major concern for today’s
web-based world. Placing the entire data in a single server results in delay in response and
packet loss due to the bandwidth limitation. Therefore, CDN, an overlay network [1], has
evolved with the aim of placing the content near to the client’s proximity through content
caching at network edges [2]. It was introduced by Akamai as an MIT research outcome
[3]. The primary motivation behind this novel idea was to deliver the content with mini-
mum latency and almost 100% availability. The first generation CDN was introduced to
serve only downloadable files and static content. Similar to any other emerging technol-
ogy, CDN has also gone through various stages of evolution. The second generation CDN
incorporates dynamic content along with static. The third generation includes mobile data
and rich media in it.

A traditional CDN is a combination of replica placement, content caching, content de-
livery, request routing, load sharing and accounting infrastructure. A typical content de-
livery infrastructure consists of one or more servers which contain the original content.
These servers are termed as origin servers. The CDN service providers deploy a set of
replica servers (also called surrogates or edges) in geographically dispersed points of pres-
ence over the entire network identified strategically [4]. Upon receiving a client request,
the request routing infrastructure redirects it to an appropriate server without directing it
towards the origin. The selection of the server depends upon various parameters like dis-
tance between the server and client, data availability, network traffic, server load, etc. The
request routing component is also responsible for interacting with the distribution infras-
tructure to keep an up-to-date view of the content stored at the edges. The distribution
infrastructure is responsible for replicating the content from the origin to the caches and
ensures consistency of content at the edges. Maintaining client access logs and records
of the CDN servers’ usage is performed by the accounting infrastructure. This piece of
information is used for traffic analysis and usage-based billing. CDN architecture along
with its components is shown in Figure 6.1.

Figure 6.1: Content delivery network and its components.
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The CDN has a vast application area. Most of the businesses having online presence
tend to operate with CDN for all the services it provides like improved page load speed, re-
duced bandwidth consumption, handling high traffic, and load balancing between servers.
The efficiency of a CDN can be evaluated based on some performance parameters like
bandwidth, packet loss, latency, cache hit ratio, server utilization, CDN utility, etc. [3,5-6].
Sectors like advertising, mobile, media and entertainment, healthcare services, education,
online gaming, e-commerce, government, etc., are realizing the benefits of CDN. YouTube,
the most popular video generating site, was previously distributed by Limelight CDN, but
after its acquisition, Google is using its internal CDN along with Akamai [6,7]. Leading
CDN providers like Akamai and Limelight are distributing media for CNN and the BBC
[6]. Social content delivery network (S-CDN) is an extended version of CDN through
which huge content generated by social networking sites gets transmitted [7]. Recently,
Telco CDN has been launched by telecommunication service providers that are managed
by ISPs [8, 9].

This chapter has been divided into six sections. Section 6.1 introduces CDN and its
architectural component along with the application areas. Section 6.2 describes CDN and
its four major aspects and challenges. Section 6.3 considers CDN as an application area
of artificial intelligence and machine learning. The role of CDN during a pandemic is
discussed in Section 6.4. Section 6.5 identifies the security threats in CDN. Finally, Section
6.6 discusses the importance and need for CDN.

6.2 CDN and Its Challenges

The content delivery network (CDN) can be characterized by four major aspects, which
are replica server placement, content replication, request routing and load balancing.

6.2.1 Replica Server Placement

A CDN provider needs to be prudent enough to place the surrogates over the network as
efficiency of the network depends on the location as well as number of surrogates to a great
extent. The main objective of CDN is to place the content closer to the clients. But placing
too many servers increases the routing overhead as well as maintenance cost. So, optimiz-
ing the number of surrogates and identifying the best locations are an open research area
in CDN. Surrogate placement can be considered as an NP-hard problem as it does not have
any optimal solution [10]. A k−hierarchically well-separated tree (k−HST) and k−center
problem are two graph-based approaches that can provide an optimal solution for replica
placement [11]. But they aren’t very popular because of their high complexity. Instead, a
number of heuristic suboptimal replica placement algorithms have been introduced by sev-
eral researchers. These algorithms are widely used for their relatively low computational
complexity. These heuristic algorithms consider different optimization factors to improve
their network efficiency. A greedy algorithm is one of the simplest approaches from an
implementation point of view but its complexity is again a matter of concern [12]. In this
approach, there are generally M iterations and in the first iteration the communication cost
associated with all N potential sites gets analyzed and the node gets identified with the
lowest cost. In the second iteration, the same process gets repeated for N − 1 sites and
so on. A randomized algorithm is a similar type of approach where there are generally
10 iterations where in each iteration M sites randomly get selected out of N potential sites
and associated cost gets analyzed. The iteration with minimum cost out of 10 repetitions
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6.1 Introduction
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web-based world. Placing the entire data in a single server results in delay in response and
packet loss due to the bandwidth limitation. Therefore, CDN, an overlay network [1], has
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with its components is shown in Figure 6.1.

Figure 6.1: Content delivery network and its components.
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implementation point of view but its complexity is again a matter of concern [12]. In this
approach, there are generally M iterations and in the first iteration the communication cost
associated with all N potential sites gets analyzed and the node gets identified with the
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is finalized [12]. HotSpot and HotZone are two popular approaches which take network
load and traffic information under consideration to deploy surrogates in highly trafficked
generated areas [12, 13]. There are some topology informed strategies available for de-
ployment which generally sort all potential nodes in the network considering the network
pattern [11]. One such approach is the Constrained Mirror Placement (CMP) that was in-
troduced by the authors in [14], which considers the round-trip time (RTT). Max Fanout is
an approach which identifies K sites with maximum outgoing edges for placing the surro-
gates [15]. In Flow Count analysis, the traffic passes through individual nodes and selects
sites with maximum traffic flow as potential locations [16]. Another group of algorithms
applies different clustering techniques to deploy servers. To find the best locations, GeoIP
clustering technique applies subtractive and Fuzzy C-Means (FCM) clustering considering
geographical details, including latitude and longitude extracted through IP addresses from
the user log [17]. k−Means clustering is a popular approach used by several replica place-
ment algorithms. NetClust is an algorithm that uses k−means and optimizes the network
latency by an optimal matching between clients and servers [18]. A population-based clus-
tering is proposed in [19], which also applies k−means to find the best locations for edge
placement and also optimizes the number of servers based on cluster populations.

Table 6.1 shows different placement algorithms along with the parameters under con-
sideration and their optimization factors [4, 20].

Table 6.1: Replica placement algorithms along with their optimization factors.

Algorithm Parameters taken into consideration for Optimization Factors
designing the algorithm

Greedy Network pattern as a graph and communication cost Communication cost
Random Network pattern as a graph and communication cost Communication cost
HotSpot Traffic information and network load Latency, traffic load
HotZone Traffic information and network load Latency, traffic load
Max Fanout Network pattern and number of outgoing edges Average latency, traffic load
Flow Count Network topology and traffic passes through individual node Bandwidth, cross traffic
Constrained Mirror placement network topology and RTT RTT, cross traffic
GeoIP Geographical details including latitude and longitude Latency
NetClust Network position and latency Latency, Deployment cost
Population-based Cluster population Server utilization factor
clustering

6.2.2 Content Replication

Once the servers are placed, the next important question is how to place the content in the
surrogates. There are two standard ways by which content gets disseminated to the edges
from the origin; one is push based and the other one is pull based. In Pull-CDN, upon
receiving a user request, the surrogate retrieves the content from the origin and caches the
content for the future [11]. Pull-CDN is either cooperative or non-cooperative. Coop-
erative Pull-CDN redirects a request to nearby surrogates in case of cache miss whereas
non-cooperative directs the request to the origin server directly [21]. In Push-CDN, the
origin server pushes content to all the surrogates and in absence of any requested content
the server directs the request to the nearby replicas. As per the replication strategy, CDN
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follows either a full-site or partial-site approach [11, 22]. It can be interpreted from the
name itself that full-site replication means replicating 100% content to all surrogates from
the origin. On the other hand, a partial-site replicates selected content from the origin
server. This content selection depends on several factors introduced in several approaches.
Full-site replication is advantageous from an implementation point of view and also en-
sures almost 100% data availability. But the main drawback of this approach lies in the
large storage requirements and frequent content update. Any update in origin should be
reflected in all replicas. Partial replication on the contrary, replicates embedded objects as
they get updated infrequently. Based on the approaches for object selection, partial-site
replication gets divided into several categories. The content gets empirically selected by
the website administrator in an empirical-based approach which is a heuristic one [11].
The popularity-based approach places the most popular content in the edges based on the
statistics but it does not exhibit reliable performance as the popularity varies consider-
ably and also the same is not available for newly added objects [23]. Object-based is a
greedy approach where each content gets replicated in each server in the form of an object
maintaining the storage constraint [24]. The iteration which gives the best performance
gets selected. Instead of providing optimized performance, this approach is not adopted in
practice because of its high complexity. Cluster-based is another approach where the web
content gets replicated in clusters. Clusters are formed based on URL or user’s sessions
[25].

Table 6.2 shows the partial-site replication approaches along with their pros and cons.

Table 6.2: Partial-site replication approaches with their advantages and disadvantages.

Partial-site Advantage Disadvantage
replication Strategies

Empirical-based Easy implementation Uncertainty in choosing the right heuristics
Popularity-based Reduced latency Time consuming implementation, statistics are

for already existing content often not available for newly introduced content
Object-based High performance High complexity
Cluster-based Reduce client download time Deployment complexity

and the load on server

6.2.3 Request Routing

Request routing can be considered as a crucial CDN component as it is responsible for
directing the user request to the appropriate server, bypassing the traffic congestion in order
to optimize the download time and response time. Routing of user requests gets directly
impacted by content dissemination. Routing is easy in the case of full replication as there
is less chance of cache miss. But request routing plays an important role in partial-site
replication as hit ratio gets decreased in this approach. Request routing algorithms and
routing mechanism are two components of CDN request routing [26]. Routing algorithms
select an appropriate server against a client request and selected information goes to the
client via routing mechanism. Based on the approaches followed for routing, all the routing
algorithms have been divided into two broad categories: adaptive and non-adaptive request
routing [27]. Non-adaptive routing doesn’t consider the current network situation; rather it
uses some heuristics for selection of surrogates. The simplest one is to use a round-robin
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sures almost 100% data availability. But the main drawback of this approach lies in the
large storage requirements and frequent content update. Any update in origin should be
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replication gets divided into several categories. The content gets empirically selected by
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The popularity-based approach places the most popular content in the edges based on the
statistics but it does not exhibit reliable performance as the popularity varies consider-
ably and also the same is not available for newly added objects [23]. Object-based is a
greedy approach where each content gets replicated in each server in the form of an object
maintaining the storage constraint [24]. The iteration which gives the best performance
gets selected. Instead of providing optimized performance, this approach is not adopted in
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6.2.3 Request Routing

Request routing can be considered as a crucial CDN component as it is responsible for
directing the user request to the appropriate server, bypassing the traffic congestion in order
to optimize the download time and response time. Routing of user requests gets directly
impacted by content dissemination. Routing is easy in the case of full replication as there
is less chance of cache miss. But request routing plays an important role in partial-site
replication as hit ratio gets decreased in this approach. Request routing algorithms and
routing mechanism are two components of CDN request routing [26]. Routing algorithms
select an appropriate server against a client request and selected information goes to the
client via routing mechanism. Based on the approaches followed for routing, all the routing
algorithms have been divided into two broad categories: adaptive and non-adaptive request
routing [27]. Non-adaptive routing doesn’t consider the current network situation; rather it
uses some heuristics for selection of surrogates. The simplest one is to use a round-robin
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approach where all the client requests get distributed to all the servers in the network in
order to balance the load with a constraint of similar processing power for each surrogate.
But this approach doesn’t fit for a widely distributed network as client-server distance has
not been included as a performance metric [28]. Another non-adaptive algorithm ranks
all the servers based on the requests served by each so far and directs the client requests
according to that but taking client-server distance as an influencing metric [29]. There is a
non-adaptive algorithm that identifies the powerful servers based on the percentage of user
requests received by the servers and directs client requests according to that to achieve
better resource utilization [30]. Though non-adaptive algorithms are easy to implement,
they are only efficient when the heuristics are met.

Adaptive algorithms select the surrogates based on present system state, including some
factors like server load and network link congestion. Globule uses an adaptive approach
which selects the closest replica server in terms of network proximity [31] where the path
length gets updated periodically. Another such algorithm takes latency as a factor and
from the user access log it identifies which server has the minimum latency and accord-
ingly directs the user requests to that server [32]. Cisco DistributedDirector proposed an
adaptive algorithm which considers a combination of three different metrics like intra-AS
distance, inter-AS distance and end-to-end delay [30]. This algorithm has a drawback as it
introduced additional traffic because of the latency measurement technique.

The features for both adaptive and non-adaptive algorithms are compared in Table 6.3.

Table 6.3: Comparison between adaptive and non-adaptive request routing algorithms.

Features Non-adaptive request Adaptive request
routing algorithm routing algorithm

Approach Uses heuristics Considers current network status
Implementation Easy implementation Complexity gets increased with the
Complexity ability to adapt to an enduring situation.
Robustness Efficient only where the heuristics are satisfied. Exhibits high system robustness

6.2.4 Load Balancing

Load balancing is another very crucial aspect in CDN in order to enhance the QoS and
curtail the faults. Load balancing can be static or dynamic [33]. In static load balancing,
prior to the execution the processes are assigned to the processors as the processors’ per-
formance is determined before the execution starts [34]. Round robin, where the client
requests are evenly distributed to all the processors, is the simplest approach for static load
sharing but it performs well with the constraint that the number of processors should be
equal or more than the number of processes at any time [35]. Another such algorithm is
central manager algorithm, where a central processor decides the host for a newly created
process depending on the system load state information [36]. It may result in bottlenecks
because of interprocess communications for load state sharing between all the servers and
the central manager. According to the threshold algorithm, the server gets selected based
on the processor state, which can be characterized as one of three levels: underloaded,
medium and overloaded. This approach shows a significant disturbance in load sharing
when all the local and remote processors are overloaded and a newly created process has
to be assigned in an overloaded local server. In contrast, dynamic load balancing distributes
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the load during runtime. Central and local queue algorithms are standard ways of execut-
ing dynamic load distribution [37]. In the central queue algorithm, the cyclic queue in the
main host buffers all the client requests and whenever it receives a request for new activity
from any processor, it removes the first activity from the queue. Local queue algorithm
introduced a threshold parameter that defines the minimum number of ready processes as-
signed to each processor [38]. Some recently proposed approaches use several parameters
for highly dynamic distributed load balancing, which include fault rate, network load, re-
sponse time, periodical status exchange information, global and local energy consumption,
communication cost, etc. [39-41].

6.3 Importance of AI in CDN

All the aspects in CDN need some amount of intelligence to make a right decision. In
this regard, the flavor of AI and ML has been blended along with CDN. Use of machine
learning in CDN is an emerging open area to be explored. In replica server placment,
upon receiving a client request, the request has to be redirected to an appropriate surrogate.
To identify the right server, a number of algorithms have been proposed. In recent years,
because of the gigantic amount of data generated by the web traffic, it is infeasible to handle
them manually. This large amount of unstructured data can be transformed into a structure
through predictive modeling [19]. k−Means is the most well-known clustering algorithm
used widely for surrogate placement [42]. This clustering starts with random seeds with
the goal of dividing all N potential sites into K clusters with a constraint K << N . All N
sites are compared with each seed in terms of Euclidean distance and get assigned to the
cluster with the nearest seed. The mean for each K cluster gets recalculated and again the
same process gets repeated. The repetition stops once the mean values do not change or
the changed values are almost zero.

The entire algorithm can be summarized in Algorithm 6.1.

Algorithm 6.1 k−Means clustering
Input:

N: Number of all potential sites in the network;
K: Number of clusters;

Output: K number of clusters with their centroid positions and cluster members.
BEGIN

Step 1: Initialize the seeds for K clusters.
Step 2: Assign each N node to a cluster with lowest Euclidean distance between the

node and the centroid.
Step 3: The centroids of the clusters get modified.
Step 4: Steps 2 and 3 get repeated until the mean values do not change.

END

Apart from the k−means clustering, Fuzzy C−means (FCM) clustering is also used
to find the appropriate locations for deploying servers [17]. FCM is applicable when the
number of surrogates is known beforehand and this approach provides better results with
overlapped data sets. On the contrary, subtractive clustering is used to find the deployment
locations where the number of surrogates depends on the influence range given as an input
to the algorithm [17].
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Replication strategies are generally designed to place the content in close proximity
to the client requesting it. CDN provides high content availability mostly because of its
highly effective content distribution and replication strategy. The replication strategy min-
imizes content retrieval delay and user latency, optimizes the available bandwidth, and
limits the amount of internet traffic [43]. Clustering technique has been implemented in
content replication, which has already been discussed in the previous section. To sim-
plify the replication, clustering can be leveraged to make groups of content based on their
popularity in specific time and space [23, 44]. Deep learning is also used to determine
the importance of any particular document for any specific site. Statistical learning can
be applied to decide the replication degree of the internet content based on the popularity
prediction. Video on demand predicts the replication videos by ranking them based on
their hotness. Support vector machine (SVM) can be used to classify the Internet content
as popular or non-popular. Non-popular content means their access pattern does not get
changed with their request process. On the other hand, the access curve gets increased
with time for popular content. Reinforcement learning is an area of machine learning that
makes suitable sequences of decisions by interacting with the environment [44]. This re-
inforcement learning has been adopted in CDN to dynamically learn the optimal number
of duplications for a particular content [45]. Even RL has been proposed as a choice for
automating CDN parameters by Google, Microsoft, Facebook, etc. [46-48]. The effec-
tiveness of CDN also depends on the cache organization. In case of a cache miss when
a surrogate redirects the request, a crucial decision needs to be made by the server itself
as to whether to admit the content and cache; also, which content to evict in the case of
a full cache with no extra room. Cache organization is done with RL-Cache, which uses
reinforcement learning (RL) to efficiently process requests and make admission decisions
with minimum computational overhead [49].

Fuzzy CDN is an emerging concept in CDN as it helps to select a surrogate for a partic-
ular user request considering the critical issue called load balancing [50]. Unlike Boolean
logic, fuzzy logic can make decisions based on intermediate values between true and false.
Fuzzy logic can be used to implement adaptive routing algorithms as it considers the status
information being exchanged between the surrogates. Different network parameters, such
as queue size, service time and round-trip time (RTT), can be realized using the member-
ship functions for the input. These input functions are transformed into output membership
functions through fuzzy rules. The Wang-Mendel algorithm can be used to generate incon-
sistent fuzzy rules [51]. Fuzzification can also be done on other parameters like bandwidth,
hard disk and connectivity, and the replica server with the highest fuzzy decision value is
considered as the most suitable replica server to serve the client request [52, 53]. Fuzzy-
based dynamic load balancing minimizes server load, network latency and packet loss for
selecting an appropriate surrogate over the network [54].

6.4 Pandemic and CDN

In March of 2020, life came to a stop. That is when the COVID-19 pandemic started driv-
ing decisions on how we live, work, interact, and learn, i.e., our existence was completely
driven by this virus.

In the month of December in the year 2020, the first official human COVID-19 infection
was reported in Wuhan, China [51]. On March 11, 2020, the World Health Organization
(WHO) declared that the COVID-19 outbreak was a pandemic. By April, 2020, almost
90 countries with more than half of the world’s population imposed a lockdown to reduce
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community spreading. A single protocol was followed all over the world – social dis-
tancing – to bring down the death toll. Nations adopted two preventive measures – social
distancing and quarantine – to restrict the movements of their populations by forcing them
to stay at home. This isolation guideline led us to a virtual existence, both personally and
professionally. Suddenly this unprecedented lockdown put a big question mark over our
education, health, tourism, construction, aviation, transportation, agriculture, etc. In other
words, the whole world economy was faced with the biggest challenge ever.

On March 24, 2020, the Government of India declared a nationwide lockdown which
affected the entire education system the most. To counterattack the damage caused by
the pandemic, educational institutes all over the world went to digital platforms as an
alternative solution. Since then, digital education is becoming more popular and is being
combined with traditional classroom teaching. This hybrid mode is gaining importance in
the National Education Policy released by the Union Government. After the USA, India
has risen to become the second largest market for Massive Open Online Courses (MOOCs).

For many, the world became the four walls of their homes. Due to the prolonged quar-
antine and lockdown, the entire global population is facing a severe social crisis. The
prolonged stress due to social isolation has had a serious effect on mental health, result-
ing in psychological problems such as depression, frustration, and anxiety. Though this
virus has affected every segment of the population, young adults and children are more
prone to develop these anxiety symptoms because of the sudden change in their lifestyle.
The spread of COVID-19 forced most of the companies worldwide to lock their offices,
resulting in an increase of those working from home. Children were unable to participate
in outdoor games and enjoy school life, and were confined to rooms. Young adults started
facing the problem of loneliness as they became disconnected from their friends, family,
and co-workers, which has had an effect on their socioemotional well-being. This entire
scenario has led us towards virtual existence. Educational institutes all over the globe have
come up with digitized education, and due to the confinement there has been a surge in
watching TV and consumption of online streaming.

As the demand for the popular digital platforms Zoom, DropBox, and Netflix has gone
up, due to lockdown-related supply chain issues, they needed to scale up their facilities
for uninterrupted service through CDN. The CDN service providers have identified the
changes in the traffic pattern during the recent lockdown: the traffic decreased on cam-
puses and in office areas while it went up in residential areas [52]. The CDN is essential
for handling the surge in demand for video streaming [53]. Netflix is a leading Ameri-
can over-the-top content platform that provides subscription-based streaming service [54].
Netflix has 209 million subscribers, including 72 million in the United States and Canada
as of July 2021, which significantly increased during lockdown [55]. The key factor behind
the success of Netflix is that it distributes most of its content through Open Connect CDN.
Along with the risk to life, COVID-19 has also magnified the risk level of internet services
because of their dependency on remote connectivity to a great extent. This external depen-
dency provides more opportunities to the bad actors to monetize DDoS attacks, which will
be discussed in detail in the next section.

6.5 Security Threats in CDN

Besides all the advantages provided by CDN, it also has some disadvantages. The primary
concern for CDN is obviously the cost to be paid to the third-party network provider for
server deployment and maintenance. Another matter of concern is loss of control due to the
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content provider having to hand over the control of their own website to a third party, which
means providing all business-related information to the service provider. This particular
aspect of CDN can result in a serious security breach.

Denial of Service (DoS) attacks, particularly Distributed Denial of Service (DDoS) at-
tacks, are considered one of the major threats in today’s internet [60]. A DDoS attack is
a malicious attempt to disrupt the regular traffic of a targeted website by overwhelming
requests from a botnet [61]. This attack results in huge economic loss as it has a direct
impact on the victimized organization’s reputation [62]. Any organization having an on-
line presence can become the victim of this threat. Handling this security threat is very
crucial in CDN, as CDN providers have the main aim of serving the customer with almost
no delay. Therefore, it is not only important to protect the data but also ensure optimal
CDN availability by navigating the malicious attacks [63]. Standard CDN is considered to
protect their customers from layer 7 DDoS attack [64]. CDN can absorb this attack with
almost negligible effect with the help of a number of servers and vast resources scattered
all over the globe.

Another aspect of CDN security is to provide data protection. Edges in CDN cache the
content to optimize the delay. But caching sensitive content to all the servers increases the
probability of hacking. Instead, replicating only static and publicly available data mini-
mizes the threat to a great extent [65]. Popularity of content results in information leakage,
which leads to compromising users’ privacy and revealing business-specific confidential
information to untrusted CDN providers. Searchable encryption (SE) can be used to en-
crypt the objects and the request to the objects [66].

Blockchain is a decentralized ledger of records, called blocks, which are connected via
cryptography. It was initially introduced for cryptocurrency known as bitcoin [67]. This
emerging technology can be applied in CDN to provide security to the CDN customers.
Blockchain-based CDN (B-CDN) provides a decentralized and secured platform for the
users to connect with content providers [68-70]. The B-CDN is a network consisting of a
chain of blocks which is responsible for validating and adding new blocks to the network
and also authenticating both content providers and users. The users benefit from the secu-
rity aspect as they are represented by virtual identity, which helps the user with a single
registration when asking for services from different content providers.

6.6 Conclusion

In this chapter, we focused on the importance of emerging technology content delivery net-
works. The chapter identified the architectural components of CDN along with all major
challenges involved in making decisions in all aspects. It was pointed out that the key areas
of server placement, content placement, request routing and load balancing have attracted
researchers for enhancing the efficiency of the entire system. Several server placement
algorithms, content caching techniques, request routing approaches and load balancing
schemes were analyzed along with their pros and cons. How CDN keeps on using cutting-
edge technologies of AI and ML to optimize its response time with a disruption-free con-
tent delivery was also discussed. Next, there was a discussion of how CDN plays a very
important role during pandemics by providing exhaustive support behind almost all the
digital platforms and helps us in our virtual existence. Finally, we identified the drawback
of CDN from a security perspective and how CDN can protect its customer and content
from malicious attacks. From the current scenario and vast application domain it can be
concluded that CDN is an unparalleled solution for today’s digital world.
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Abstract
With the idea of new developing technologies and the rapid change in our technical en-

vironment, there is a need for smarter, more efficient technology to keep up with the needs
of today’s world. Thus, the idea of smart cities has come into being. The purpose of this
chapter is to promote the idea of building a smart city and providing a framework for future
development of the same. We are moving towards a more futuristic world where everything
is connected and done over the internet, which will create more network dependency.

The problem with the concept of smart cities is the need for better technologies to
improve the system of data transfer to address the problem of trust in the system, as massive
amounts of people’s private data is at stake with bad actors trying to hack the system to
gain access to it. There is also the problem of the massive amounts of data produced in
smart cities, so there is a need to provide a framework to efficiently store all the data.

These problems can be solved with the help of technologies such as blockchain and
cloud computing. Cloud computing can be seen as a way of sharing resources offering
compute, storage, databases, and network services that can be used on a larger scale. Cloud
computing stores massive amounts of data, it can also be used to share and transfer data be-
tween networks in a cloud, it is cost-effective, and you can also retrieve lost data or backup
data when needed. Despite cloud computing being so great, it also has its own drawbacks.
The problem of security in cloud storage is ever-increasing; since cloud storage, central-
ized systems have been a major target for hackers and data breaches, and the data in the
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cloud can be tampered with and accessed by unauthorized users. If data is being trans-
ferred through the cloud it can be intercepted during transmission because of the problem
of encryption. These problems can be solved as well as the system being improved and
made faster with the help of blockchain.

Blockchain is a database or ledger that is shared across a network. The ledger is en-
crypted so that only people who are authorized can access the data. Blockchain will de-
centralize the data stored, which will improve the security of the data immensely. If a
hacker targets a single block in a node, it will not have much effect and will continue to
function. Block chain works by breaking the data into smaller chunks, and the chunks are
distributed in a way that even if the network is down the data will still be available. While
a file is being shared it is broken into smaller pieces and sent in a way that the file transfer
is quicker. The files are encrypted using a cryptographic hash table and each individual
shard or part of the file is also encrypted, making the security even tighter. With the help of
blockchain, the storage of files will become much cheaper and more secure. A framework
is provided to manage and secure the data acquired from IoT devices through encryption
using Advanced Encryption Standard (AES) algorithm and storing the data in a private
or public cloud depending on the data; and then decrypting the data and sending it to the
users who requested the data or for further analysis. This chapter provides a framework
for a smart city storage and security model and can be used as a prototype model for future
development in the field.

Keywords: Smart city, blockchain, cloud computing, advanced encryption standard,
network management, security

7.1 Introduction

The world is changing and the future is now. We are moving into a more futuristic world
in which there are newer and more innovative designs that are created to improve our
daily lifestyle and the efficiency of work that we do with the help of machines. In the
futuristic world there will be connections everywhere, devices connected the majority of
the time, machines cleaning the cities and many more advancements that help us achieve
the goal of a smart city. Smart cities are the future, and as we implement more and more
technologies into our lives there is a need for better security as well as a place to store all
of the massive amounts of data that is being produced every day. This chapter discusses
network management, blockchain, and cloud computing and their uses in a smart city. It
also aims to implement the concept of blockchain for security, which will help secure the
massive amounts of data produced in the smart cities. Cloud computing will help solve the
problem of storing the data and provide the required/necessary space requirements needed
for a smart city to increase its overall effectiveness and efficiency.

7.2 Literature Review

This literature review is divided in three sections from a network management point of
view. Section 7.2.1 talks about smart city and various issues like network management
and data storage. Section 7.2.2 talks about blockchain technology and its challenges in
network management and other issues like smart contract, smart healthcare, and security
frameworks. Section 7.2.3 is all about cloud computing and security challenges, and big
data. From a smart city point of view, network management is a challenge and this has
been covered in the following three sections of this literature review.
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7.2.1 Smart City and Network Management

7.2.1.1 IoT Uses and Applications
A smart city focuses on using the new generation of technologies that are being made

for all parts of our lives. With the help of sensors and other IoT devices, we can improve
the quality of hospitals, railways, power grids, bridges, roads, tunnels, buildings, water
systems and much more throughout the world with the connection of IoT devices over a
network. Smart cities can integrate, process, and store the data of IoT with cloud comput-
ing and supercomputers [1].

What does a smart city do? A “smart city” is defined by IBM as the use of informa-
tion and communication technology to sense, analyze, and integrate core systems’ key
information in running cities. At the same time, a smart city can intelligently respond to
different kinds of needs, including daily work, environmental protection, public safety and
city services, industrial and commercial activities [2].

Following are some of the steps being taken towards the goal of a smart city using the
examples of Singapore and Dubai:

1. In Singapore, the government aims to make improvements to the economy by col-
lecting data digitally through sensors linked with aggregation boxes. Tools are also
being developed to create a dynamic 3D city model as well as a joint data platform,
to simulate a smart city environment.

2. In Dubai, there is a plan to digitalize all government services, like communications,
electricity, and economic benefits. A lot of the services provided by the government
are already digitalized and accessible in an app called DubaiNow. There are already
police stations where you can pay fines or report cases without needing to talk to a
person.

7.2.1.2 IoT Infrastructure for Smart Cities
The internet of things (IoT) refers to interconnected objects, sensors, software, and many

other technologies connected in a network that are able to transfer and manage data without
the need for human effort. For a smart city to work properly it uses all types of different
IoT devices. Jin et al. [3] have mentioned that IoT is the key enabler for smart cities, which
can be classified into three domains (Figure 7.1):

Figure 7.1: IoT for smart city.

Network-Centric IoT: The concept of IoT can be looked at in two ways: “Internet”
based and “Object” based. The internet-based architecture will be more of the services
used through the internet while the data is contributed by the objects [3]. In the object-
based architecture [4], the smart objects will take the main control.

1. Sensing paradigm: There are mainly three main sensing paradigms (Figure 7.2):
RFID, WSN and crowd sourcing.
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cloud can be tampered with and accessed by unauthorized users. If data is being trans-
ferred through the cloud it can be intercepted during transmission because of the problem
of encryption. These problems can be solved as well as the system being improved and
made faster with the help of blockchain.

Blockchain is a database or ledger that is shared across a network. The ledger is en-
crypted so that only people who are authorized can access the data. Blockchain will de-
centralize the data stored, which will improve the security of the data immensely. If a
hacker targets a single block in a node, it will not have much effect and will continue to
function. Block chain works by breaking the data into smaller chunks, and the chunks are
distributed in a way that even if the network is down the data will still be available. While
a file is being shared it is broken into smaller pieces and sent in a way that the file transfer
is quicker. The files are encrypted using a cryptographic hash table and each individual
shard or part of the file is also encrypted, making the security even tighter. With the help of
blockchain, the storage of files will become much cheaper and more secure. A framework
is provided to manage and secure the data acquired from IoT devices through encryption
using Advanced Encryption Standard (AES) algorithm and storing the data in a private
or public cloud depending on the data; and then decrypting the data and sending it to the
users who requested the data or for further analysis. This chapter provides a framework
for a smart city storage and security model and can be used as a prototype model for future
development in the field.

Keywords: Smart city, blockchain, cloud computing, advanced encryption standard,
network management, security

7.1 Introduction

The world is changing and the future is now. We are moving into a more futuristic world
in which there are newer and more innovative designs that are created to improve our
daily lifestyle and the efficiency of work that we do with the help of machines. In the
futuristic world there will be connections everywhere, devices connected the majority of
the time, machines cleaning the cities and many more advancements that help us achieve
the goal of a smart city. Smart cities are the future, and as we implement more and more
technologies into our lives there is a need for better security as well as a place to store all
of the massive amounts of data that is being produced every day. This chapter discusses
network management, blockchain, and cloud computing and their uses in a smart city. It
also aims to implement the concept of blockchain for security, which will help secure the
massive amounts of data produced in the smart cities. Cloud computing will help solve the
problem of storing the data and provide the required/necessary space requirements needed
for a smart city to increase its overall effectiveness and efficiency.

7.2 Literature Review

This literature review is divided in three sections from a network management point of
view. Section 7.2.1 talks about smart city and various issues like network management
and data storage. Section 7.2.2 talks about blockchain technology and its challenges in
network management and other issues like smart contract, smart healthcare, and security
frameworks. Section 7.2.3 is all about cloud computing and security challenges, and big
data. From a smart city point of view, network management is a challenge and this has
been covered in the following three sections of this literature review.
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7.2.1 Smart City and Network Management

7.2.1.1 IoT Uses and Applications
A smart city focuses on using the new generation of technologies that are being made

for all parts of our lives. With the help of sensors and other IoT devices, we can improve
the quality of hospitals, railways, power grids, bridges, roads, tunnels, buildings, water
systems and much more throughout the world with the connection of IoT devices over a
network. Smart cities can integrate, process, and store the data of IoT with cloud comput-
ing and supercomputers [1].

What does a smart city do? A “smart city” is defined by IBM as the use of informa-
tion and communication technology to sense, analyze, and integrate core systems’ key
information in running cities. At the same time, a smart city can intelligently respond to
different kinds of needs, including daily work, environmental protection, public safety and
city services, industrial and commercial activities [2].

Following are some of the steps being taken towards the goal of a smart city using the
examples of Singapore and Dubai:

1. In Singapore, the government aims to make improvements to the economy by col-
lecting data digitally through sensors linked with aggregation boxes. Tools are also
being developed to create a dynamic 3D city model as well as a joint data platform,
to simulate a smart city environment.

2. In Dubai, there is a plan to digitalize all government services, like communications,
electricity, and economic benefits. A lot of the services provided by the government
are already digitalized and accessible in an app called DubaiNow. There are already
police stations where you can pay fines or report cases without needing to talk to a
person.

7.2.1.2 IoT Infrastructure for Smart Cities
The internet of things (IoT) refers to interconnected objects, sensors, software, and many

other technologies connected in a network that are able to transfer and manage data without
the need for human effort. For a smart city to work properly it uses all types of different
IoT devices. Jin et al. [3] have mentioned that IoT is the key enabler for smart cities, which
can be classified into three domains (Figure 7.1):

Figure 7.1: IoT for smart city.

Network-Centric IoT: The concept of IoT can be looked at in two ways: “Internet”
based and “Object” based. The internet-based architecture will be more of the services
used through the internet while the data is contributed by the objects [3]. In the object-
based architecture [4], the smart objects will take the main control.

1. Sensing paradigm: There are mainly three main sensing paradigms (Figure 7.2):
RFID, WSN and crowd sourcing.
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Figure 7.2: Different sensing paradigms.

– Radio-frequency identification (RFID): This technology can automati-
cally identify the object to which the tags are connected by receiver via
radio waves. RFID works in a similar way as barcoding but in this case,
RFID does not have to be in the line-of-sight of the device, whereas bar-
code scanners need optical scanners. RFID is used in many industries
like inventory management, ID badging, controlling access of restricted
areas and many more [5].

– Wireless sensor networks (WSN): These allow the collection, analysis,
processing and dissemination of information that is around in different
types of environments. WSN plays an important role in urban sensing
applications [3].

– Crowd sourcing: This is another paradigm which is also known as par-
ticipatory sensing. It plays a major role in the interaction between gov-
ernment and citizens through advancements in smartphone technology
[3].

2. Addressing scheme: An object can be identified uniquely, which is of major im-
portance for the success and growth of IoT. This will allow the many devices that
exist in a smart city to be controlled remotely

Cloud-Centric IoT: To be able to integrate the ubiquitous urban sensing and smart
city applications, and to show the potential of cloud computing, the sensing service
providers can join the network and share their data in the cloud, analytical tool de-
velopers can provide their software tools, and computational intelligence experts can
provide their machine learning and data mining tools to convert the data into useful
knowledge. Cloud computing offers all these services as software or platforms, and
the cloud is able to integrate all the needs of ubiquitous computing by providing the
needed storage which can be scaled and the resources for a new business model as
well.

Data-Centric IoT: It is not unusual for a smart city to hold massive amounts of data
when main devices in an IoT network are connected. Data-centric IoT makes sure that
all areas of data flow, such as collection, storage and processing, and visualization of
data is possible.

1. Data collection: A generalized framework for the collection of data is needed to
effectively exploit spatial and temporal characteristics of data [3], both the data
collected by sensors as well as data collected from mobile sensing infrastructures.
Other than common sensors, such as RFIDs and WSN, participatory sensing is
another upcoming sensing paradigm, where people instead of sensors take on the
role of collecting the data as well as sharing of the sensory data [6]. Since it uses
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people rather than sensors this will reduce the cost of buying expensive sensors to
measure the environmental data, but it is difficult to judge the quality of the data
acquired by the people. So, there is a need to certify privacy as well as the trust of
data collected [3].

2. Data management and processing: Acquiring information that is meaningful from
the raw data that is collected is very important. It usually involves pre-processing
of the data and event detection [3]. Events can be detected in time frames. For
a smart city, when an event happens, it is necessary to know how the algorithms
work to check and compare data on a large scale of space and time. Then, to
take this data and further make the data into something we can use as information,
we need to use computational intelligence techniques such as genetic algorithms,
neural networks and evolutionary algorithms [7]. These techniques will help make
decisions which are automated, but due to the huge amount of data that is being
acquired and stored, the expiry and ownership of data is a problem. So, there
needs to be an energy-effective solution and a way to intelligently sort the data.

3. Data interpretation: The information of data in smart city applications needs to be
put in a form that can be interpreted by the user of the data. There are newer and
newer technologies that are being used to collect data and present it in a form that
can be visualized. An example of this is when we switched from CRT displays to
Plasma, LED and AMOLED displays which have allowed us to view the data and
better navigate the data.

7.2.1.3 Security Problems in Smart Cities
Due to the nature of resources of the devices used in a smart city, the smart city is open

to many security attacks. It is important to find out about these threats and what their
consequences might be and create an effective solution to them. A lot of research has
been conducted in this field, such as the Open Web Application Security Project (OWASP)
enlisting common security attacks, Computer Emergency Response Teams (CERT) provid-
ing graphical representation of potential vulnerabilities, and G Cloud presenting a series of
Cloud Computer Service Provider (CCSP) requirements [1, 8, 9]. (G Cloud is a framework
for cloud-based solutions that are put forward by the cloud service sellers, which is also
owned by Google.) The common threats can be classified as follows [10]:

Threats on Availability: Threats related to the resources being used by unauthorized
users.

Threats on Integrity: Threats related to the change to data that was not authorized by
either manipulation or corrupted information.

Threats on Confidentiality: Threats related to the disclosure of the data held or sensi-
tive information by the organizations to an unauthorized entity.

Threats on Authenticity: Threats related to users that are unauthorized gaining access
to the resources and sensitive information in those resources.

Threats on Accountability: These include denial of transmission or reception of a
message by the corresponding entity.

7.2.1.4 Data Storage Problems in Smart City
The main reasons for creating smart cities is to improve sustainability, to create effective
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1. Data collection: A generalized framework for the collection of data is needed to
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the raw data that is collected is very important. It usually involves pre-processing
of the data and event detection [3]. Events can be detected in time frames. For
a smart city, when an event happens, it is necessary to know how the algorithms
work to check and compare data on a large scale of space and time. Then, to
take this data and further make the data into something we can use as information,
we need to use computational intelligence techniques such as genetic algorithms,
neural networks and evolutionary algorithms [7]. These techniques will help make
decisions which are automated, but due to the huge amount of data that is being
acquired and stored, the expiry and ownership of data is a problem. So, there
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consequences might be and create an effective solution to them. A lot of research has
been conducted in this field, such as the Open Web Application Security Project (OWASP)
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ing graphical representation of potential vulnerabilities, and G Cloud presenting a series of
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owned by Google.) The common threats can be classified as follows [10]:

Threats on Availability: Threats related to the resources being used by unauthorized
users.

Threats on Integrity: Threats related to the change to data that was not authorized by
either manipulation or corrupted information.

Threats on Confidentiality: Threats related to the disclosure of the data held or sensi-
tive information by the organizations to an unauthorized entity.

Threats on Authenticity: Threats related to users that are unauthorized gaining access
to the resources and sensitive information in those resources.

Threats on Accountability: These include denial of transmission or reception of a
message by the corresponding entity.

7.2.1.4 Data Storage Problems in Smart City
The main reasons for creating smart cities is to improve sustainability, to create effective
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and efficient economic development, and to improve the overall quality of life. However,
these improvements do not come at a cheap price nor do they come in a perfect manner.
There will be many problems that we have to deal with, especially the problem of storage of
the massive amounts of data that the smart cities produce. Cities in the past have used video
surveillance as a tool to improve public safety, but a smart city will use these videos for
many different purposes, like traffic management, smart energy usage using heat sensors
and much more [11].

During these times of the internet of things, artificial intelligence, and virtual reality,
newer and better sensors are being developed as time goes on and there is a need to store
these massive amounts of data somewhere. These large volumes of data are known as big
data. Big data that is being received through the many devices needs a place in which the
data can be stored. There is also the problem of security of the data. This data needs to
be kept in a manner that is secure but at the same time can be shared throughout the city
whenever necessary. Smart cities have the ability to improve the workings of many areas
in almost every field of work and improve the quality of life; hence, it is necessary to find
a good storage solution to ensure that the workings of the smart cities go smoothly.

7.2.2 Blockchain and Network

7.2.2.1 Blockchain Technology
Blockchain is a peer-to-peer distributed ledger technology which records transactions,

agreements, contracts, and sales [12]. It was originally made in conjunction with cryp-
tocurrency to support it, and can be used for any transactions without the need for there
to be a middleman. The biggest advantage of blockchain is its decentralized system; any
attack has to compromise at least 51% of the systems to get past the hashing power of
the targeted network. So, we can say that it is very difficult to launch an attack against a
blockchain network [10].

Example: There are two entities, A and B, and the type of blockchain system we will
be using is for a parking system where A is paying a fee for parking to the landlord B. This
transaction is shown online as a block that includes information such as block numbers,
previous blocks, transaction records and proof of work; this block is shown to every entity
in the network. The other entities make sure that more than 50% of the entities approve the
block, and then and only then will the transaction be confirmed and go through. Then the
fee for the parking is transferred from A’s account to landlord B’s account [10].

7.2.2.2 Smart Contracts
There have been many blockchain platforms written in different computer languages

which have a certain set of rules; this is called a smart contract [13]. Smart contracts
are self-executing contracts because the terms of the contract between the buyer and the
seller are written in the lines of code. The agreement and the code are stored in a de-
centralized, distributed, blockchain network. The code takes control over the execution
and transactions, which are irreversible and trackable. Smart contracts allow secure and
trusted agreements and transactions to be carried out without the need for a legal system,
middleman, central authority, or any external mechanism [14].
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7.2.2.3 Security Framework
The security framework proposed by Biswas and Muthukkumarasamy [10] (Figure 7.3)

highlights how blockchains work with smart city infrastructure and how data travels from
the physical layer all the way to the applications.

Figure 7.3: Smart city security framework proposed by Biswas and Muthukkumarasamy
[10].

Physical Layer: In the figure shown above, smart city devices are equipped with sen-
sors and actuators which collect data and transfers it to the upper layer protocols.
Devices such as the Fitbit Acer and Nest thermostat are open to security attacks be-
cause of light security care and the access control mechanism [15]. The data that
is produced in smart devices does not have a single standard to follow, the vendors
are required to have agreed-upon implementation and communication standards to
overcome problems in smart devices as well as to implement cross-functionality [10].

Communication Layer: In this layer, smart city networks use different communica-
tion mechanisms, such as Bluetooth, Wi-Fi, 3G, and 4G, to exchange information
between systems. This is where the blockchain protocols need to be implemented
to provide security and privacy of the data that is transferred. The use of multiple
blockchains and blockchain access layers to provide application-specific functional-
ities to fix blockchain’s problem with existing communication protocols due to the
application varies from application to application [10].

Database Layer: In blockchain, a distributed ledger is a type of decentralized database
that stores records one after another. Each record in the ledger includes a time stamp
and a unique cryptographic signature. The transactions and the history of the ledger
are verifiable and auditable by any authorized users. There are two different types of
distributed ledgers (Figure 7.4) that are used [10]:
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Figure 7.4: Types of distributed ledgers.

– Permissionless: The main reason to use a permissionless ledger is that it is censorship-
resistant and transparent. This ledger has to maintain complex records that are
shared, and it takes more time to reach a consensus. They are more prone to
security attacks [10].

– Permissioned: It is recommended to use permissioned ledgers because they are
more scalable, their performance is better, and they have better security, especially
for real-time applications like traffic systems in a smart city [10].

Interface Layer: In this layer there are many smart applications that work with each
other to make decisions effectively. A smartphone application can allow you to con-
nect to your smart home and activate the air conditioner minutes before you enter the
home from a remote location. The applications need to be integrated properly; if not,
the application is prone to attacks [10].

7.3 Blockchain and Smart City

Blockchain can contribute a lot to smart cities. Some sectors in which blockchain can help
improve how a smart city works are given below.

7.3.1 Smart Healthcare

Healthcare centers carry huge amounts of data from patients that is transferred from health-
care providers to insurance companies. Since this data has a lot of private information about
the patient, there is a need for a high level of security and control over who can access the
data. With the help of blockchain technologies we can ensure the data integrity and the
swift exchange of the patient’s medical records. This also helps with adjudication of insur-
ance claims, as well as provides a high level of security and reliability, transparency, and
shared access to authorized users [11-16].

7.3.2 Smart E-Voting

There is a need for the government to move to an online system and adapt e-voting for
elections. E-voting provides convenience, accountability, and easier access to democratic
elections. In recent months, COVID-19 has also shed more light on the idea of online
voting, especially for public safety and a smoother democratic process. When used in
conjunction with blockchain, e-voting provides high authentication capabilities that allow
it to store the votes securely and offers more transparency to elections. With blockchain,
the cost of the election process will be lower, the election process will be more transparent,
and there will be less manipulation of voting data [16].
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7.3.3 Smart Logistics and Supply Chains

Blockchain can improve the performance of logistics and supply chain operations in smart
cities. It can simplify the logistics and supply chain processes of communication and infor-
mation exchange between the parties involved [17]. Blockchain can help the stakeholders
in the supply chain to efficiently manage the flow of goods and servers in the network. For
logistics, block chain contributes a solution for the coordination of documents, reduction of
processing times and approvals. Blockchain’s features improve the competitive edge that
supply chain industries have, reduce the costs of logistics, and reduce traffic congestion
within the city [16].

7.4 Cloud Computing and Challenges

7.4.1 Cloud Computing

Cloud computing is a new style of computing in which the size can be scaled and the
resources can be provided virtually though the internet. Cloud computing has become a
necessity in today’s world and a booming technology trend. It is beginning to reshape a lot
of information technology processes and the IT market itself. Cloud computing technology
uses various types of devices like personal computers, smartphones, laptops and personal
digital assistants to access programs, provide storage for massive amounts of data, and a
place to develop applications on a platform through the internet. There are many reasons
why more and more companies or organizations are starting to pick up cloud computing
services, some of which are the costs are low, services are readily available, and it is easy
to scale [18].

7.4.1.1 Architectural Components
Cloud service models are usually shown by a given cloud infrastructure [19], represented

in Figure 7.5. The architectural components of cloud service models are:

Figure 7.5: Architectural components of cloud service.

User and Front End: Service Customer

Kernel, Hardware, Facilities and Provider: Support IT Infrastructure
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resources can be provided virtually though the internet. Cloud computing has become a
necessity in today’s world and a booming technology trend. It is beginning to reshape a lot
of information technology processes and the IT market itself. Cloud computing technology
uses various types of devices like personal computers, smartphones, laptops and personal
digital assistants to access programs, provide storage for massive amounts of data, and a
place to develop applications on a platform through the internet. There are many reasons
why more and more companies or organizations are starting to pick up cloud computing
services, some of which are the costs are low, services are readily available, and it is easy
to scale [18].

7.4.1.1 Architectural Components
Cloud service models are usually shown by a given cloud infrastructure [19], represented

in Figure 7.5. The architectural components of cloud service models are:

Figure 7.5: Architectural components of cloud service.

User and Front End: Service Customer

Kernel, Hardware, Facilities and Provider: Support IT Infrastructure



120 CHALLENGES AND OPPORTUNITIES IN SMART CITY NETWORK MANAGEMENT THROUGH BLOCKCHAIN AND CLOUD COMPUTING

Cloud’s Services, Management Access, Mechanisms: Cloud-Specific Infrastructure

They are divided into:

Software as a Service (SaaS): Cloud consumers put out their applications in an envi-
ronment that allows them to host the service, which can be accessed through various
clients like web browser, PDAs, and many more by the application users. The users of
the cloud have no control over the cloud infrastructure. The cloud infrastructure uses
a multi-tenancy system architecture, which organizes a signal logical environment in
the SaaS cloud which allows optimization in terms of speed, disaster recovery, main-
tenance, and availability. Examples of SaaS are Google Mail and Google Docs [19].

Platform as a Service (PaaS): PaaS cloud provides cloud components and also can be
used for applications. Developers can build in a framework that is provided by PaaS,
and it can be used to build and customize applications. Networking and server-side
storage can be managed by a third-party enterprise and developers can focus on the
management of the applications. The platform can be used over the web, and the
developers will not have to worry about the operating systems, storage, updates for
the software, or the infrastructure. They can freely design and create their software.
This application can be scalable and can be shared throughout the cloud, and it is
sometimes called middleware. An example is Google AppEngine [20].

Infrastructure as a Service (IaaS): IaaS delivers cloud computing infrastructure through
virtualization technology which includes servers, storage, network, and operating sys-
tems. It is very easy to scale and the use of resources can be automated by computing.
It is available on-demand as a resource from third-party organizations, reducing the
cost of components so physical maintenance will not be needed. The cloud servers
are given to organizations through Application Programming Interfaces (API) or dash-
boards. IaaS clients have complete control over the entire infrastructure and can re-
motely access their servers and storage through a virtual data center in the cloud. An
example is Amazon’s EC2 [21].

Data as a Service (DaaS): DaaS provides the clients with data storage services, a
virtualized storage supply in a single cloud server. All data files are available to the
client through a network usually over the internet. It uses a cloud-based technology
that supports web services and service-oriented architecture; the data can be accessed
through different devices. Examples are Amazon S3 and Google Bigtable [22].

7.4.1.2 Cloud Computing Applications
Following are a few applications of cloud computing [23]:

Cloud computing enables organizations to procure dependable and secure data storage
centers.

Cloud computing allows data and resources like different equipment to be made eas-
ier.

Over the internet, the cloud provides the client with numerous services and nearly
infinite possibilities.

Cloud computing does not require purchasing high-end equipment and the services
of a cloud could be purchased from a third-party organization at a lower cost and are
easier to use.
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7.4.1.3 Six Computing Paradigms
These six computing paradigms (Figure 7.6) refer to how computers have evolved over

six different phases, starting with dummy terminals all the way to grid computing and now
cloud computing [24].

Figure 7.6: Six computing paradigms: From mainframe computing to internet computing,
to grid computing and cloud computing [24].

The above figure proposes six phases of computing paradigms; in phase 1, many users
shared powerful mainframes using dummy terminals [18]. In phase 2, PCs could work by
themselves as long as they were connected to a network and met most of the requirements
of the users. In phase 3, servers, laptops and PCs were connected in a local network so that
resources could be shared between the devices and the performance could be increased.
In phase 4, a local area network could be connected to another local area network which
would form a global network like the internet, which would enable remote use of the
applications and resources. In phase 5, through a shared computing system, grid computing
allowed the sharing of computer power. In phase 6, cloud computer further enables the
resources to be shared in a simpler and more scalable way. It may look as though the
mainframe computing and cloud computing are similar through these designs, but they are
different; mainframe computing provides finite computing power while in cloud computing
there is almost infinite power, and the storage can be scalable. The dummy terminals in
the mainframe computing act as a user interface, in cloud computing powerful PCs can
provide the necessary computing power and support for crashes.
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themselves as long as they were connected to a network and met most of the requirements
of the users. In phase 3, servers, laptops and PCs were connected in a local network so that
resources could be shared between the devices and the performance could be increased.
In phase 4, a local area network could be connected to another local area network which
would form a global network like the internet, which would enable remote use of the
applications and resources. In phase 5, through a shared computing system, grid computing
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7.4.1.4 Big Data, Cloud Services, and Blockchain
We live in an age of big data, where data is being collected from individuals and organi-

zations from all over the world on a very big scale, especially with IoT entering the picture
[25]. In modern society, data is everywhere; every second or even millisecond around the
world data is being transferred from one place to another [26]. There is great of demand
for a way to securely store big data with lower costs and higher efficiency [27]. The entry
of cloud computing on the scene has helped with the storage of the massive amounts of
data produced by the numerous IoT devices [28].

Liu et al. [29] suggested the idea of a blockchain-based Data Integrity Service (DIS)
framework where the data collected in cloud storage can be verified, and the data can be
decentralized with the help of blockchain for better security because of the cloud being
able to store massive amounts of data so securely, They also implemented DIS, which is
a smart contract where the information received through blockchain will be encrypted so
that unauthorized people will not have access to it. With the help of a smart contract, both
parties will be able to communicate with the data after the nodes are synchronized [29].
No one can terminate the service but the author. The cloud-based IMS [30], in comparison
to the blockchain proposed by Liu et al. [29], is efficient and reliable. (IMS is known for
IP Multimedia Subsystem, basically allows the transfer of data over wireless connections
and makes use of cloud services in the process.)

7.5 Research Methodology

Figure 7.7 represents how data will travel in a smart city environment, starting from the
IoT devices, storing the data in the cloud, and retrieving the data as needed through the
network or server.

Figure 7.7: Framework for cloud computing, blockchain, and network management in
smart city.

1. IoT Devices: Here, the IoT devices that collect data are put into two categories:

Private Data: IoT devices in the private data category collect data which will not
be available for viewing by the general public. To depict private data I have taken
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the example of a smart camera with a motion sensor. Smart cameras with motion
sensors are put in important places around the city, which enables us to control
the lights in that area though motion detection as well as to keep areas of the city
around banks, government buildings, etc., safe. The data that is provided in this
scenario, like security footage, cannot be shared with the general public and thus
will be stored in a private cloud.

Public Data: IoT devices in the public data category collect data that can be
viewed and used by the general public. To depict public data I have taken the
example of a smart watch, which shows us data on the temperature and climate;
and a GPS in which all data are available to the general public. The data that that
is provided here will be stored in a public cloud.

2. Base Station or Routers: The data received from the IoT devices will be delivered into
a cloud for sorting of the data, the base station will receive data from the IoT devices
and transmit them to the sorting cloud. The transfer of data is done wirelessly through
the internet via a 5G connection for increased speed and efficiency of data transfers.

3. Advanced Encryption Standard AES-256: The AES-256 algorithm is used here so that
the data received by the private IoT devices can be encrypted and stored in the private
cloud. AES is a symmetric block cipher; the same key is used for encryption and
decryption. I have gone with the AES-256 algorithm rather than AES-128 because:

a. In brute-force attacks, AES-256 is harder to crack than AES-128;

b. The key for AES-256 is larger, which is more secure;

c. Being bigger will require more computational power, but the extra security is
worth it.

Here, the data which is obtained is broken down into blocks. The blocks are then
encrypted using an AES-256 encryption algorithm, which will improve the security
greatly.

4. Hybrid Cloud: The hybrid cloud consists of two clouds, the public and the private
cloud. A hybrid cloud refers to an environment made up of mixed storage, computing,
and services. The public cloud can be used on the premises and the private clouds in
a data center. Data that is collected does not always belong in the public cloud, for
that reason I have taken a hybrid cloud [31].

Private Cloud: In the private cloud, only the private data is stored. The data stored
here is encrypted. If needed, the private cloud can access the data in the public
cloud, allowing the resources and data to be shared between them.

Public Cloud: In the public cloud, public data is stored. The data here is open data
and can be used and viewed by all. The public cloud can request data from the
private cloud only when it is requested and authorized.

5. AES Decryption Algorithm: The key to the earlier AES encrypted algorithm is stored
here. This algorithm will decrypt the data that is received from the private cloud, so
it is available for viewing by a request from authorized users.

6. Network or Server: The network or server is locked and is secured using a hashing
algorithm. In the hashing algorithm SHA256, SHA stands for Secure Hashing Al-
gorithm and 256 is the number of bits. This is a one-way algorithm which is mostly
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used for passwords. Network or data center owners can secure their data with a SHA
algorithm to provide extra security. Hashing of the data can also be used to check if
the data has been modified or changed by comparing the data to the original hash to
see if the data is intact.

In this framework we recommend using the SHA-256 algorithm rather than other
SHA algorithms because:

1) The only extra security provided by SHA-512 is collision resistance for the algo-
rithm, other than that, the SHA-256 hashing has the same infrastructure in which
the extra cost is not worth it.

2) SHA-256 algorithm is faster than SHA-0, SHA-1, SHA-3 algorithms as of now
[32].

3) SHA-256 has good security and uses the required bandwidth in a more efficient
way [32].

7. Users or Further Analysis: If the data which is requested is private data then there
will be a prompt that you will have to enter a password, while if public data is being
requested it will be freely transferred to the user [32-35].

7.6 Conclusion

This chapter showed that the key problems of a smart city are the storage and security of
data provided by the IoT devices. The chapter proposed a framework to solve these prob-
lems, with the help of cloud computing for data storage and blockchain for data security.

The provided framework would contribute a solution for the problem of security and
storage in a smart city, but does not address some other limitations that are present, some
of which are:

Cost incurred to fully utilize the complete model is a lot.

There is an issue of trust between the general public and the government, the people
may or may not feel comfortable with the government having access to their data.

If a private organization undertakes this model the government may restrict the work-
ing or operation of this infrastructure.

There is a need for more educated personnel in blockchain, cloud computing and
smart cities to maintain the working of this model.

This framework can be used as a base model for future developments in the field of
smart city and IoT devices. With the invention of better sensors, security models and
better ways to store data the creation of a smarter more connected world does not seem
so far away. The aforementioned limitations can be countered with more resilient security
models to develop the trust of people concerning their data, and the private and public
sectors working in unison for further investments towards creating a fully operational smart
city.
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8.1 Introduction

The digitization of the physical world and the obstacles in day-to-day life has opened up
more avenues in terms of research and innovation for researchers to make our daily lives
easier [1,2]. The important technologies are either a part of cloud computing or the inter-
net of things (IoT). Existing applications include those for use in smart home and office
scenarios. The key effort lies in the integration and control of the device services in a
smart environment. IoT is defined as a group of hardware electronic devices, which have
a particular IP address over an IP network that enables them to interconnect [3]. All these
devices are embedded with software, sensors and actuators for collecting and exchanging
data amongst themselves. Cloud computing is linked to the IoT as the connected devices
need to attain supplementary resources like storage and computing power from cloud in-
frastructure services [4-6]. Various settings for homes, offices, and others associated with
the IoT are presented in Table 8.1.

Table 8.1: Different IoT settings for smart homes, offices, etc.

S.No. Settings Purposes

1 Home Chore automation and security
2 Offices Security
3 Factories Operations and equipment optimization
4 Retail Enviromnents Automated checkout
5 Worksites Operations optimization/health and safety
6 Human Health and fitness
7 Outside Logistics and navigation
8 Cities Public health and transportation
9 Vehicles Autonomous vehicles and condition-based maintenance

8.2 Smart Building Constituents

A smart building has the following constituents which interact amongst themselves to im-
plement the concept of a smart city as a whole. Smart offices are environments which
are intellectual, integrated and context-sensitive [7-8]. These environments consist of sys-
tems which interact with humans in adaptive, dynamic and inconspicuous ways to sup-
port routine office tasks [9, 10]. These settings are established by scrutinizing contextual
data which is acquired by associated systems with the help of cameras or microphones
integrated into the office environment [10]. Users interact with their environments using
actuators which can be speakers, displays or automatic doors. The surroundings are quite
supple as they possess the required skill to change cohesive systems which are completely
based on composed analyzed contextual data [11]. Key dissimilarities amongst smart office
and home surroundings depend on the environments in which they are functioning along
with the set of devices in use for their specific purposes, and involves the concept of user’s
rights for access control in a very sophisticated manner.

Smart office surroundings are an exceptional sort of smart structure [12, 13] where there
are many kinds of smart building environments which involve optimization of energy and
resources in day-to-day lives. The organization of a smart building environment is shown
in Figure 8.1.
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Figure 8.1: Constituents of a smart building.

Services [14-16] provided by smart building environments involve the types of services
and objectives displayed in Table 8.2.

Table 8.2: Different amenities of a smart building.

Context Services Objectives

Water Management Energy Efficiency
Smart Building Parking System Cost Optimization

Fire/Smoke Detection and Alarm Safety Enhancements
Energy and Information Management Security Enhancements

Environment-specific services delivered by varied smart structure surroundings along
with their specific objectives are shown in Table 8.3.

Table 8.3: Services and goals of different smart building environments.

Smart Building Services Objectives
Environments

Smart Home Remote Control of Home Application Cost Optimization
Health Monitoring Energy Efficiency
Multimedia System Control Comfort

Smart Office Communication and Collaboration Systems Cost Optimization
Office Management System Energy Efficiency
Personal Digital Assistance Process Optimization

Time Management and Optimization
Employee Satisfaction

Smart School and Communication and Collaboration Systems Learning Process Optimization
University Information System and Services Motivational Learning for Students

Asynchronous Teaching Ease of Learning
Learning Anytime

Smart Hospital Patient Experience Service Cost Optimization
Patient Registration System and Service Energy Efficiency

Comfort
Process Optimization
Service Optimization
Increase in Patient Satisfaction

The foremost objectives of a smart structure are:

Energy and cost optimization



130 ROLE OF IOT IN SMART HOMES AND OFFICES

8.1 Introduction

The digitization of the physical world and the obstacles in day-to-day life has opened up
more avenues in terms of research and innovation for researchers to make our daily lives
easier [1,2]. The important technologies are either a part of cloud computing or the inter-
net of things (IoT). Existing applications include those for use in smart home and office
scenarios. The key effort lies in the integration and control of the device services in a
smart environment. IoT is defined as a group of hardware electronic devices, which have
a particular IP address over an IP network that enables them to interconnect [3]. All these
devices are embedded with software, sensors and actuators for collecting and exchanging
data amongst themselves. Cloud computing is linked to the IoT as the connected devices
need to attain supplementary resources like storage and computing power from cloud in-
frastructure services [4-6]. Various settings for homes, offices, and others associated with
the IoT are presented in Table 8.1.

Table 8.1: Different IoT settings for smart homes, offices, etc.

S.No. Settings Purposes

1 Home Chore automation and security
2 Offices Security
3 Factories Operations and equipment optimization
4 Retail Enviromnents Automated checkout
5 Worksites Operations optimization/health and safety
6 Human Health and fitness
7 Outside Logistics and navigation
8 Cities Public health and transportation
9 Vehicles Autonomous vehicles and condition-based maintenance

8.2 Smart Building Constituents

A smart building has the following constituents which interact amongst themselves to im-
plement the concept of a smart city as a whole. Smart offices are environments which
are intellectual, integrated and context-sensitive [7-8]. These environments consist of sys-
tems which interact with humans in adaptive, dynamic and inconspicuous ways to sup-
port routine office tasks [9, 10]. These settings are established by scrutinizing contextual
data which is acquired by associated systems with the help of cameras or microphones
integrated into the office environment [10]. Users interact with their environments using
actuators which can be speakers, displays or automatic doors. The surroundings are quite
supple as they possess the required skill to change cohesive systems which are completely
based on composed analyzed contextual data [11]. Key dissimilarities amongst smart office
and home surroundings depend on the environments in which they are functioning along
with the set of devices in use for their specific purposes, and involves the concept of user’s
rights for access control in a very sophisticated manner.

Smart office surroundings are an exceptional sort of smart structure [12, 13] where there
are many kinds of smart building environments which involve optimization of energy and
resources in day-to-day lives. The organization of a smart building environment is shown
in Figure 8.1.

SMART BUILDING CONSTITUENTS 131

Figure 8.1: Constituents of a smart building.

Services [14-16] provided by smart building environments involve the types of services
and objectives displayed in Table 8.2.

Table 8.2: Different amenities of a smart building.

Context Services Objectives

Water Management Energy Efficiency
Smart Building Parking System Cost Optimization

Fire/Smoke Detection and Alarm Safety Enhancements
Energy and Information Management Security Enhancements

Environment-specific services delivered by varied smart structure surroundings along
with their specific objectives are shown in Table 8.3.

Table 8.3: Services and goals of different smart building environments.

Smart Building Services Objectives
Environments

Smart Home Remote Control of Home Application Cost Optimization
Health Monitoring Energy Efficiency
Multimedia System Control Comfort

Smart Office Communication and Collaboration Systems Cost Optimization
Office Management System Energy Efficiency
Personal Digital Assistance Process Optimization

Time Management and Optimization
Employee Satisfaction

Smart School and Communication and Collaboration Systems Learning Process Optimization
University Information System and Services Motivational Learning for Students

Asynchronous Teaching Ease of Learning
Learning Anytime

Smart Hospital Patient Experience Service Cost Optimization
Patient Registration System and Service Energy Efficiency

Comfort
Process Optimization
Service Optimization
Increase in Patient Satisfaction

The foremost objectives of a smart structure are:

Energy and cost optimization



132 ROLE OF IOT IN SMART HOMES AND OFFICES

Ease and comfort

Enhancements in terms of security and safety

Hence, the diverse classes of smart constructions shown in Table 8.3 which improve
and augment the aforesaid facets. More specifically, smart building environments aid in
optimization of services and are paramount to client contentment overall. A completely
functional smart home or office implies that IoT should be ubiquitous and acceptable in all
junctions of a bounded area. In the case of homes and offices, a solo wireless access point
is not at all satisfactory; therefore, a feasible resolution is to either ramp up communication
control or to use devices which act as range extenders.

8.3 Concept of Smart Office Service Devices

Office hardware devices are incorporated into a mutual setting along with varied tasks
that require automation to create a situation for functioning of services being presented by
these devices. The automation of the devices in a smart office surrounding is depicted in
Figure 8.2.

Figure 8.2: Shared service devices in smart office.

Taking an example of smart office, workers control the hardware units either via Ama-
zon Alexa or a network calendar like Microsoft Outlook. A set of diverse instructions help
in controlling devices of the smart office. Calendar appointments scheduled for any room,
are responsible for triggering any action for the device (see Figure 8.3).

Figure 8.3: Smart office service device sharing.
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The proper procedure should be used to synchronize the device with the calendar so
that these devices can start up and shut down in an instant. Workers can define jobs in
their smart devices or regulate them straightaway via generating calendar appointments or
with the help of voice commands. Table 8.4 discusses some of the principal services and
systems for smart offices.

Table 8.4: Principal services and systems for smart offices.

System Short Description Objectives

Parking Concepts and systems to guide customers Comfort gain
Management in locating a parking space in a confined area Increase of customer satisfaction

Access Intelligent access control, Security enhancements
Control e.g., by face recognition.

Device Initial settings for devices, e.g., switch off lights Comfort gain
Management when nobody is in the room. Energy efficiency

Personalized public devices locate devices Cost optimization
closest to a certain user. e.g., a printer or scanner.

Communication Software tools and hardware devices for online conferences, Improvement of communication
Systems and Services showing the availability of users. and collaboration

Services Supporting communication between distributed users.

Collaboration Concepts for intuitive and collaborative input and output Improvement of collaboration
Systems interfaces services. Allows working together on

and Services documents with different kinds of devices.

Information Information services can be reached at any time Comfort gain
Services from anywhere by different flexible interaction concepts. Time optimization

Service for easy data access. Process optimization

Visitor Flexible, easy and comfortable concepts to guide visitors Comfort gain
Guidance within the office building, e.g., by automated doors. Increase in visitor satisfaction

Automated room allocation, e.g., locating an available Comfort gain
Room meeting room closest to a certain user or recommendation Cost optimization

Management of an available office that best fits the Time optimization
preferences of a certain user or group of users Process optimization

8.4 IoT in Smart Homes and Offices

The internet of things (IoT) is an assortment of smart devices and actuators along with
cell phones capable of sharing system assets together. Device alliance and harmonization
revolves around an actual network, and with the help of the internet is handled by servers
managing cloud database. Software distinct designs [15, 16] are responsible for config-
uring ACs, TVs, smartphones, iPads, lighting facilities, and traffic monitoring systems
which all constitute a device network or a network of devices. It even includes configuring
a home security system which is managed by cloud database servers and virtual networks.
Technologies involving software-defined architecture assist in energy management [17]
for devices in a real-world application scenario. The multilayer design of IoT architecture
provides a substantial right to the use of smart devices with a higher probability of device
usability, improved connectivity, remote monitoring of devices, and also aids in overall
network management of IoT hardware units.
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The IoT structure inculcates the idea of context awareness in addition to standards for
coordination of multiple users, distribution of network resources, and monitoring energy
consumed by varied networks, as shown in Figure 8.4.

Figure 8.4: IoT architecture for smart homes and offices.

The operative characteristics of context awareness encompass the following:

Classification of smart devices according to standard facility and enabling them to be
user friendly.

Smearing of the business rules means internal policy decision of any organization
depending on the services of the user. Smart healthcare applications encompass IoT
characteristics in sensors which are close to patients and therefore help in monitoring
the patients’ health to avoid any health threats.

Smart framework guarantees sophisticated functionality which is responsible for mon-
itoring customer mobility configurations and preserves the integrity and privacy of user
data. IoT incorporation involves unification of sensors with the benefit of image processing
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in the case of a framework suitable for smart homes [18]. Additionally, it allows synchro-
nization of the devices of all family members in a home. The sensors incorporate resource
sharing controlled by the centralized controller in a smart home environment. It empowers
synchronization between the devices along with sharing of network properties. Centralized
server is responsible for defining the serviceable characteristics of every device which is
based on the following:

Specifications

Priority

Energy resource.

In the case of a smart home [19], cognitive computing technology relies on practical
methodology for real-time situations. It sustains faults in multiple utility procedures in the
electrical power system for the smart home, which is depicted in Figure 8.5.

Figure 8.5: Smart home in conjunction with cloud server and third-party services.

Visual-based tracking systems, such as cameras, monitor the positions of inhabitants in a
smart room. Artificial intelligence (AI)-centered IoT context [20] relates to vision-centered
tracing structure, which identifies an individual on the basis of facial appearance in addition
to sentiment analysis. Context awareness allows users to arrange services in addition to
disclosing their location to cloud-native servers. Perceptual detection systems interpret the
environment for the aging and vision-impaired with well-timed alarms in adjacent zones
that alert them to any obstacles in their way when walking, and these signals are aired
through monitoring devices. IoT incorporation [20] involves the process of integrating
sensors having image processing ability. The device and network layer are embedded with
AI procedures and the adaptive application layer protocol controls and also synchronizes
adjacent surroundings.

8.4.1 Smart Environment Models

Smart environment models [21] effectively manage sensor nodes which are positioned at
numerous locations and are responsible for analysis of sporadic data besides addressing
concerns related to remote management of the network. A centralized controller is respon-
sible for managing devices, including sensors, surveillance cameras and RFIDs. Smart
home environment manages the overall energy use in the house, including the temperature
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Figure 8.4: IoT architecture for smart homes and offices.
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and air pressure, and accurate data are delivered on the user’s devices. The monitoring
system in smart home [22] architecture involves monitoring the connectivity of devices at
a physical layer. Visible light communication [23] powered by LED elements of sensor
nodes deliver consistent amenities which are aimed at enclosed surroundings. Information
management model [24] advances the interoperability of devices by means of categoriz-
ing user services besides describing the guidelines of data interchange through exterior
database. A 3D-enabled GUI is used in the case of multifaceted IoT smart environments
[24] and it contemplates the related perception rules for controlling IoT units. Smart lock
systems [25-26] have the authority to control electronic control devices besides communi-
cating with user smartphones or communication servers.

8.4.2 IoT Control Systems for Smart Home Devices

The IoT framework consists of associated units which enable amenities for inhabitants of
a smart household. It follows the client-server model, wherein the client is an inhabitant of
a smart household and with the help of a device like a smartphone can access the services
and server, which acts as an integrated component which is responsible for processing
requests of connected devices [27]. The IoT smart home structure has a client which panels
associated devices with the help of a smartphone.

Figure 8.6: Outline of an IoT-enabled household.

Figure 8.6 specifies the framework of an IoT-based smart household which performs the
following tasks:

Smart thermostat sensors record the temperature and are responsible for sending a re-
quest to the principal AC entity, in addition to regulating the surrounding temperature.
They are responsible for tracking weather conditions, then regulating temperature to
optimum levels.

Smart refrigerators, aided by cameras, classify foodstuff in addition to sending notifi-
cations to inhabitants of the smart household.

Smart air conditioners, aided by motion and infrared sensors, are equipped with fans
which help control their speed, which is completely based on the movements of the
inhabitants in a confined area or room.
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Smart fans and lights switch on automatically whenever a person enters a room. Sen-
sors logically control lighting in a smart household. Cameras recognize the presence
of inhabitants, and consequently the smart devices are triggered.

Smart TVs can send reminders to users about their favorite programs and can record
them for later viewing.

Smart water heaters are activated based on settings and choices specified by the user.

Smart IoT deployment into home components are well-ordered by a centralized server.
Server middleware facilities form the links amongst IoT smart home components [28].

Figures 8.7 and 8.8 show the flow of data between server and connected smart home-
based components. Event categorization is observed on the user’s smartphone. The server
is responsible for monitoring the state of devices, which can be either busy or idle, in
addition to planning events based on the user profile and conditions in the smart home.
Smart home-based devices optimize the use of resources in the smart home-based network.

A smartphone app helps the user identify the accessible devices present in a room. Iden-
tified controllable devices are displayed on the screen of a smartphone with their respective
features. A standalone application controls numerous sorts of devices in such a way to dim
lights or control the refrigerator thermostat. Scalability of systems is attained via the con-
figuration of an XML file stored locally, which also has a list of all devices which can be
discovered via commands or graphical user interface. The XML file provides the feature
of scalability; therefore, users need not recompile the governing application to add a novel
unit of the device [29].

Figure 8.7: IoT smart household components deployment with central server.
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Figure 8.8: Data exchange amongst IoT smart home devices and server.

8.4.3 Prevailing Designs in Smart Homes

Universally, the current home and office computerization systems are categorized accord-
ing to the following classes:

Lighting control systems.

Power on/off regulator switch for devices which are either remote or timer regulated.

Temperature control at some distance with the help of a remote control which imple-
ments the concept of temperature regulating systems.

Kitchen garden irrigation control systems.

Home-based safety, security and reconnaissance arrangements which involve remote,
native observation in addition to recording and alerting.

Automation systems with custom design.

Figure 8.9 shows a classic conventional home automation control system [30]. These
arrangements of device units collectively taken together have a limitation of purchasing ev-
ery individual control unit from a solitary benefactor. For operative controlling of all units
of devices in a household, the chief regulator core unit is managed by an app connected
by a smartphone. Numerous products on the market focus on computerization of lighting,
temperature control, management of entertainment-based devices and, lastly, the security
and safety systems [31-34].
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Figure 8.9: Custom home automation and control system.

8.4.4 Smart Home Constituents

Server: A server is a vital monitoring and managing system backed up by a database.
The server enables remote entry into connected smart devices. A smartphone directs
the request to the server, which validates the source node in addition to forwarding
the message to the target node. The server applies encryption procedures for ensuring
system security, in addition to denying unlicensed admittance to IoT framework.

Home Security System: This framework embraces the functionality for adding new
users, deleting existing users as well as enabling authorizations to legitimate users
for accessing varied services in a smart household. A home-based security system is
equipped with UV in addition to a thermal camera which recognizes any stranger in
an adjoining area, in addition to locking the door if any unauthorized person rings the
doorbell, and alerting the home inhabitants so they can decide whether to open the
door or not [35].

Smart Thermostat: In a smart home-based network it controls the temperature and
also regulates the crucial AC unit to ideal levels based on a particular room temper-
ature to the temperature outside the house. It guarantees that if there is no single
individual present in house, the associated smart hardware devices are switched to a
power saving mode for the purpose of saving energy.

Smart Air Conditioner: A smart air conditioner controls room temperature and also
regulates air outflow in the house. If any inhabitant needs to have cooling in any room
or specific area of the house, then the AC apertures start functioning for that specific
area. It routes the cool air to the essential location in addition to maintaining optimal
room temperature. Infrared sensors which are implanted throughout the smart home
are responsible for detecting the presence of inhabitants in the house, which results in
energy saving [35].

Smart TV: A smart TV is an in-house unit in a smart home-based system which is
linked to the central server and supports online video streaming. Inhabitants of the
smart home use a smartphone for supervising the playback and rostering favorite pro-
gram footage.
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Figure 8.8: Data exchange amongst IoT smart home devices and server.
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8.4.5 Cloud Topological Structure

This structure, which is based on the concept of a smart home, is a revision of the cloud
arrangement with the addition of smart home infrastructure and integration of middleware
services into the cloud management platform.

Enterprise Scale Public Cloud: It is very vital for the entire cloud architectural design
for ensuring that the cloud works efficiently without the support of a smart home.

Third-Party Cloud: Services delivered by enterprise-scale public cloud are essential.
Consequently, cloud architectural design permits a third party to deploy certain appli-
cations for specific users by implementing a platform-based architecture like Google
App Engine [36].

Smart Home Cloud: It is virtualized as a node at the home gateway layer. Various
nodes arrange themselves into clusters, which in turn form the constituents of smart
home-based cloud, which is a fragment of the entire cloud architecture that is quite
comparable to other clouds shaped by clusters of computers. Home gateway is a
momentous part of the smart home-based cloud-like computer operating system. It
covers services and provides methods for permitting devices outside the smart home
to utilize them, in addition to also being responsible for searching out resources and
facilitating communication amongst home appliances (see Figure 8.10).

Figure 8.10: Cloud architecture for smart home.

8.4.6 Smart Home-Based Cloud Architectural Design

A smart home-based cloud architectural design is established by considering the three
constituents of a smart home: infrastructure layer, platform layer, and service layer.

Infrastructure Layer: It is the lowest level in cloud design architecture which consists
of virtualized and physical assets. The virtualization component is responsible for
virtualizing resources which cloud can regulate and it further includes:

– Computational power

– Storing or storage space

– Network assets
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Platform Layer: It is responsible for managing resources and security module. The
resource management module schedules resources in addition to detecting the status
of system processing and also cataloging and eliminating components of a virtualized
smart house. The other component manages and guarantees reliability of cloud dis-
pensation plus guards the monetary privileges of third parties vending their services
[36-45].

Service Layer: It is responsible for providing services to third-party developers who
are responsible for crafting, in addition to deploying, applications and services which
are provided by application programming interfaces of the cloud platform.

8.5 Future Research Directions and Limitations of Smart Home-Based Tech-
nology

Remarkable studies are being carried out on ways of implementing smart home-based tech-
nologies, though they are still in the initial phase. Various complications and challenges
still require attention. The key challenges are:

Integration of power efficiency in IoT architecture for achieving remarkable perfor-
mance in the case of smart home-based devices.

Energy consumption models must be reliable with terms and conditions of smart
homes and offices.

Communicating devices should use protocols which are energy efficient with less
power intake.

Efficient cloud management with respect to power consumption.

Smart home-based technology will ultimately drive the ecosphere to sustainability, but
it needs to comply with laws and regulations in order to achieve better productivity for the
organization. Therefore, it is fairly valuable for society. The actual protagonists in this
are the home/organization front-runners who trust in ideologies of smart technology and
follow these moralities whilst making the businesses productive.

8.6 Conclusion

This chapter discussed the smart home and its functionality in an urban scenario, in ad-
dition to its constituents, the role of IoT in smart home and offices, the context of smart
buildings and their services being delivered, and the roles of service devices in any smart
office. Furthermore, the IoT architecture for smart homes and offices was discussed in con-
junction with cloud servers and third-party services. Lastly, it deliberated on contemporary
designs for smart homes, in addition to cloud topological structures existing in smart homes
and offices.
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Abstract
Today the challenge before the world is how to stop the expansion of the COVID-19

virus, as the world is currently facing the third wave of COVID-19, against which the World
Health Organization (WHO) is regularly updating all of us to take precautions. To prevent
the spread of the virus, individuals testing positive for the disease should be placed in iso-
lation. Many countries are currently affected and the whole world is taking precautions
by using the various methods as per the WHO guidelines. Crowded places, close-contact
settings, and confined, enclosed spaces with poor ventilation, and touching the same place
that multiple people have touched are the main causes of COVID-19 spreading. Nowa-
days, all the electronics components are moving toward atomization, which is completely
dependent upon the IoT. In this chapter, we will focus on the “touch” cause of expansion
with a deep study using the touchless technology concept of IoT sensor to address this
cause of COVID-19 spreading, for which various simple networking components are de-
tailed which can be used to perform many day-to-day electronics tasks remotely. The IoT
technology is an up-and-coming technology that can be more beneficial in this pandemic
environment. With the help of IoT networking components any device can be operated
remotely.
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9.1 Introduction

Today the most challenging problem in the world is how to protect each person against
COVID-19. On January 30, 2020, WHO declared COVID-19 a public health emergency
of international concern. To stop the spread of the virus, individuals testing positive for
the disease were placed in isolation. Discharge required clinical recovery with two nega-
tive sequential RT-PCR results within 24 hours, which was later updated to 10 days, after
symptom onset, plus a minimum of 3 days without symptoms for symptomatic patients and
10 days after a positive test for asymptomatic patients [1]. The COVID-19 pandemic made
us clearly aware of the major world challenges that we collectively face today [2]. Now the
crisis – whether economic, political, environmental or social, etc. – tends to hit the poorest
and weakest the hardest, laying bare the most acute societal and political weaknesses of
countries around the world.

Till date there is no vaccine available to permanently cure or permanently prevent
COVID-19 [3]. Most of the COVID-19 patients have mild to moderate symptoms, but
some of them progress to severe pneumonia and some eventually develop acute respiratory
distress syndrome, septic shock or multiple organ failure [4].

Discharge required clinical recovery with two negative sequential RT-PCR results within
24 hours, which was later updated to 10 days, after symptom onset plus a minimum of
3 days without symptoms for symptomatic patients and 10 days after a positive test for
asymptomatic patients [1]. Research analysis concluded that the patients with severe dis-
ease frequently had an increased IgG response, which was associated with a worse out-
come. The cause of antibody-dependent enhancement of SARS-CoV-2 infection is a ma-
jor concern. A potential pathogenic effect of antibodies targeted at severe acute respiratory
syndrome coronavirus 2 would be a major issue for vaccine development and antibody-
based therapies. Additional independent large cohort studies are needed to substantiate or
dismiss this possibility [4].

The clinical treatment is basically based on symptomatic management and oxygen ther-
apy, with mechanical ventilation for COVID-19 effected patients who are in respiratory
failure. Many antiviral drugs, such as nucleotide analogue remdesivir, are not approved for
COVID-19 treatment. Now we need a vaccine that will directly affect the virus to cure the
patient.

There is only one solution available, which is to follow the WHO guidelines for pre-
vention. On analyzing these guidelines, we find that the main basic cause of COVID-19
spreading is touching any surface randomly by various persons. As a solution to restrict the
spread, a touchless electric multipurpose board was made, which will successfully provide
the electricity supply for any electronic equipment without touching it. With this board,
anyone can operate the equipment from a safe distance without touching it, which works
as a barrier to the spread of COVID-19.

9.2 A Modern Era Problem

COVID-19, also known as coronavirus, is a newly discovered disease [3]. This new virus,
which was unknown before the outbreak began in Wuhan, China, in December 2019, con-
tinues to have a devastating effect on many countries.

Currently, there are some proper medicines or vaccines available for its treatment. The
elderly and others having any medical problems, such as cardiovascular disease, chronic
respiratory problems, diabetes and cancer, are more likely to develop serious illness. Since
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the COVID-19 virus spreads mainly through droplets of saliva or discharge from the nose
when any virus-infected person coughs or sneezes, it’s important to practice respiratory
etiquette. The graph below shows the number of COVID-19 cases in India confirmed
daily. The data is provided by a website analysis report [5].

Figure 9.1 shows that the growth in the number of patients is very high.

Figure 9.1: Growth in the number of COVID-19 patients in India.

Causes of COVID-19 [3]:

1. Contracting COVID-19 from others who are already infected.

2. It primarily spreads through small droplets from the mouth or nose , which are ex-
pelled when a patient with COVID-19 coughs, sneezes, or speaks.

3. It only is spread by someone who is infected and cannot develop automatically in any
human.

4. The virus that causes COVID-19 can land on surfaces; therefore, it’s possible to be-
come infected by touching those surfaces and then touching the nose, mouth, or eyes.

Precautions against COVID-19 [3]:

1. Regularly wash your hands or sanitize them.

2. Regularly sanitize a surface which is regularly used by a lot of people.

3. Regularly sanitize the equipment which is generally used by many people.

4. Maintain social distancing (at least 1 meter distance) between yourself and others.

5. Avoid touching eyes, nose and mouth.

9.2.1 Current Risk

On January 30, 2020, WHO declared COVID-19 to be a public health emergency of inter-
national concern. To prevent the spread of the virus, it was determined that everyone indi-
vidually testing positive for the disease should be placed in isolation. Discharge required
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clinical recovery with two negative sequential RT-PCR results within 24 hours, which was
later updated to 10 days after symptom onset plus a minimum of 3 days without symp-
toms for symptomatic patients and 10 days after a positive test for asymptomatic patients
[1]. Till date no vaccine is available to permanently cure or permanently prevent COVID-
19. Very few countries have sufficient and appropriate diagnostic capabilities and obvious
challenges exist to solve such outbreaks. Recent studies indicate that patients greater than
60 years of age are at higher risk than children who might be less likely to become infected
or, if so, may show milder symptoms or a asymptomatic [6,7].

Table 9.1 was created by Eka Kotebe Treatment Center in Ethiopia; the risk analysis
took into account several factors such as age, sex, etc. [8].

Table 9.1: Crude statistics relating to demographic risk factors for COVID-19 infection at
Eka Kotebe Treatment Center in Ethiopia, October, 2020

Table 9.1 shows the risk analysis or the risk level for every worker who was performing
duties in this pandemic situation. The main interaction was between health workers and
COVID-19 patients, which put them at risk. Other departments were also important in the
treatment of COVID-19 as they directly or indirectly interacted with COVID-19 patients.

A MODERN ERA PROBLEM 149

The table shows the data based on the study analysis of the Eka Kotebe Treatment Center
in Ethiopia in October 2020 according to their working hours, etc. [8].

Table 9.2: Multivariate logistic regression analysis of the relative effect of demographic,
IPC and types of exposure factors of COVID-19 infection at Eka Kotebe Treatment Center
in Ethiopia, October 2020.

9.2.2 Awareness by Social Media

In the current era, we know that the easiest and fastest way to broadcast any information
to the whole world is the social media platform. At the start of the COVID-19 pandemic,
people were using social media more than usual because they rely on news from online
sources to search for health information for themselves and their loved ones.

The use of media platforms (Whatsapp, Facebook, Linkedin, Instagram, etc.) has come
as a welcome relief during the ongoing COVID-19 global pandemic. It is thought that an-
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60 years of age are at higher risk than children who might be less likely to become infected
or, if so, may show milder symptoms or a asymptomatic [6,7].

Table 9.1 was created by Eka Kotebe Treatment Center in Ethiopia; the risk analysis
took into account several factors such as age, sex, etc. [8].

Table 9.1: Crude statistics relating to demographic risk factors for COVID-19 infection at
Eka Kotebe Treatment Center in Ethiopia, October, 2020

Table 9.1 shows the risk analysis or the risk level for every worker who was performing
duties in this pandemic situation. The main interaction was between health workers and
COVID-19 patients, which put them at risk. Other departments were also important in the
treatment of COVID-19 as they directly or indirectly interacted with COVID-19 patients.
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The table shows the data based on the study analysis of the Eka Kotebe Treatment Center
in Ethiopia in October 2020 according to their working hours, etc. [8].

Table 9.2: Multivariate logistic regression analysis of the relative effect of demographic,
IPC and types of exposure factors of COVID-19 infection at Eka Kotebe Treatment Center
in Ethiopia, October 2020.

9.2.2 Awareness by Social Media

In the current era, we know that the easiest and fastest way to broadcast any information
to the whole world is the social media platform. At the start of the COVID-19 pandemic,
people were using social media more than usual because they rely on news from online
sources to search for health information for themselves and their loved ones.

The use of media platforms (Whatsapp, Facebook, Linkedin, Instagram, etc.) has come
as a welcome relief during the ongoing COVID-19 global pandemic. It is thought that an-
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alyzing social media usage in the context of global health catastrophes like the COVID-19
pandemic should help disclose the global mental health toll. The US Census Bureau sur-
veyed more than 42% of people and identified symptoms of depression and higher anxiety
levels in December 2020, which was 11% higher than the previous year. The survey find-
ings reported by the Hazarika Commission on illegal migrants from Bangladesh to Assam
during the pandemic had results similar to those of COVID-19 mental stress worldwide.
When the COVID-19 global health crisis struck, a telephone service supported by the As-
sam Police of India studied 239 callers in April 2020 and found that 46% had anxiety, 22%
indicated depression symptoms, and 5% had suicidal thoughts. This was enough evidence
to convince the Government of Assam to launch a countrywide remote mental health tele-
phonic service to tackle mental health well-being. Physical activities could act as medicine
for noncommunicable diseases. After easing lockdowns and restrictions on social distanc-
ing in December 2020, the telephonic service collected the data of 43,000 people and found
that 9% of them had anxiety symptoms, 4% had depression, and more than 12% reported
stress related to the health crisis posed by the COVID-19 pandemic (see Table 9.3).

Table 9.3: Cases and mortality rate of countries most affected by COVID-19 as of February
23, 2022 (second wave).

The social media platform provides the content of social support to the public seeking
health information. For those suffering from health anxieties and medical conditions, social
media offers them the significant benefit of correct online information. Social support
explains the perception and practice of how social networks care for and value those within
the networks. It explains how social networks embed individuals into social obligations and
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communication networks. The most popular one is how the social network is supportive,
and localization of health through sports activities is also helpful [7].

9.2.3 Review of Current Solutions

As per the guidelines of WHO, each government is taking care of the citizens of their
respective nations. Some of these guidelines are [2,6]:

Install thermal scanners at the entry of government buildings as feasible. Mandatory
placing of hand sanitizers at the entry of government buildings. Those found having
flu-like symptoms may be advised to take proper treatment/quarantine, etc.

Meetings, if feasible, should be done through video conferencing.

Avoid non-essential official travel.

Undertake essential correspondence on official email and avoid sending files and doc-
uments to other offices, to the extent possible.

Ensure proper cleaning and frequent sanitization of the workplace, particularly of the
frequently touched surfaces.

Ensure regular supply of hand sanitizers, soap and running water in the washrooms.

9.2.4 Current Treatment

Coronavirus disease 2019 (COVID-19), a newly emerged disease caused by SARS-CoV-
2, has recently become pandemic. Most COVID-19 patients exhibit mild to moderate
symptoms, but some progress to severe pneumonia and some develop acute respiratory
distress syndrome, septic shock and/or multiple organ failure. Discharge requires clinical
recovery with two negative sequential RT-PCR results within 24 hours, which was later
updated to 10 days after symptom onset plus a minimum of 3 days without symptoms
for symptomatic patients and 10 days after a positive test for asymptomatic patients [1].
The clinical treatment is basically based on symptomatic management and oxygen therapy,
with mechanical ventilation for COVID-19 effected patients who are in respiratory failure.
Many antiviral drugs, such as the nucleotide analogue remdesivir, are not approved for
COVID-19 treatment. Now we need a vaccine that will directly affect the virus to cure the
patient [4].

To prevent the spread of the virus, individuals testing positive for the disease should
be placed in isolation, Discharge requires clinical recovery with two negative sequential
RT-PCR results within 24 hours, which was later updated to 10 days after symptom onset
plus a minimum of 3 days without symptoms for symptomatic patients and 10 days after a
positive test for asymptomatic patients. In addition to isolation, quarantine (“separation of
persons who are not ill, but who may have been exposed to an infectious agent or disease”),
measures were introduced. Individuals identified as contacts (e.g., providing direct care
without the use of personal protective equipment, having face-to face-contact within 1 m
>15 minutes) of laboratory-confirmed cases require 14 days of quarantine from the last
time they were exposed to the patient [1].
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Table 9.4: Demographics and clinical data for participants and COVID-19 status: isolated
and quarantined.

9.3 Technology

In this section, all the WHO guidelines were considered when working on the “touchless”
technology. According to the COVID-19 prevention guidelines, we should avoid touching
frequently touched surfaces without sanitizing our hands afterwards.

9.3.1 Touchless User Interface

This is the process of commanding the computer via body motion and gestures without
physically touching a keyboard, mouse or screen.

9.3.2 IR Sensor Working Principle

There are different types of infrared transmitters depending on their wavelengths, output
power and response time. An IR sensor consists of an IR LED and an IR photodiode;
together they are called a PhotoCoupler or OptoCoupler.
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IR Transmitter or IR LED: This is a light-emitting diode (LED) which emits infrared
radiations called IR LEDs. The radiation emitted by IR LED is invisible to the human eye
and looks like a normal LED (see Figure 9.2) [9].

Figure 9.2: Circuit diagram of IR sensor.

An illustration of an infrared LED is shown in Figure 9.3 below.

Figure 9.3: The infrared LED.

IR Receiver of Photodiode: Infrared receivers detect the radiation from an IR trans-
mitter. The IR receivers come in the form of photodiodes and phototransistors. Infrared
photodiodes detect only infrared radiation, not any other. Figure 9.4 shows an illustration
of an IR receiver or a photodiode [9].

Figure 9.4: The IR receiver or photodiode.

There are several types of IRs which can be differentiated on the basis of the wavelength,
voltage, package, etc. When used in an infrared transmitter-receiver combination, the
wavelength of the receiver should match with that of the transmitter.
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The emitter is an IR LED and the detector is an IR photodiode. The IR photodiode is
sensitive to the IR light emitted by an IR LED. The photodiode’s resistance and output
voltage change in proportion to the IR light received. This is the underlying working
principle of the IR sensor [9] (see Figure 9.5).

Figure 9.5: The working principle of the IR sensor.

When the IR transmitter emits radiation, it reaches the object and some of the radiation
reflects back to the IR receiver. The output of the sensor is defined by the intensity of the
reception by the IR receiver.

9.4 IoT Sensors and Board

A lot of sensors are available in IoT technology, some of which are shown below along
with there classification and uses.

Figure 9.6 lists the various sensors used in IoT. The most commonly used sensors are
listed below in detail.

Figure 9.6: Sensors used in IoT.

9.4.1 Arduino UNO Board

An Arduino UNO board is an open-source electronics platform which is capable of using
hardware and software. The board is able to read the input from different sensors and
produce the output according to the program code [10-13]. We can control the board or
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enable it to perform any task as per the instructions. There is a set of instructions uploaded
on the board in the form of a sketch.

Figure 9.7 shows the Arduino UNO board which is generally used in many IoT projects.

Figure 9.7: Arduino UNO board.

The Arduino board consists of 6 analog pins and 14 digital pins. The board also has
other pins, such as (5/3.3) V, which is used to supply current to the attached components;
and GND, which works as ground, Rx, Tx, etc. It has 32k of flash memory to store the
sketch. It also consists of a reset button to reset the board.

9.4.2 Arduino USB Cable

To upload any sketch on the board we have to connect the board with our system. This
connection can be established using the Arduino USB cable shown in Figure 9.8 [10,11].

Figure 9.8: Arduino USB cable.

This cable can also be used to provide the power supply to the board by computer.

9.4.3 Pulse Rate Sensor

The pulse rate sensor is a well-designed plug-and-play heart-rate for Arduino. To detect
live heart-rate data the sensor can be clipped onto the fingertip or earlobe and plugged right
into the Arduino. It also includes an open-source monitoring app that graphs your pulse in
real time. It consists of a 24-inch color-coded cable with (male) header connectors, which
makes it easy to embed the sensor and connect to an Arduino [8].

There are Velcro dots on the “hook” side which are also perfectly sized to the sensor;
these Velcro dots are very useful for making a Velcro (or fabric) strap that wraps around.
Transparent stickers are used on the front of the pulse sensor to protect it from oily fingers
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and sweaty earlobes. The pulse sensor contains 3 holes around the outside edge, which
make it easy to sew into almost anything (see Figure 9.9).

Figure 9.9: Pulse rate sensor.

9.4.4 IR Sensor

Infrared technology addresses a wide variety of wireless applications. In the electromag-
netic spectrum, the infrared portion is divided into three regions according to the wave-
lengths of these regions as specified [14,15] below:

1. Infrared region — 700 nm to 1400 nm

2. Mid infrared region — 1400 nm to 3000 nm

3. Far infrared region — 3000 nm to 1 mm

Infrared sensors are of two types: passive and active. The photo in Figure 9.10 shows
the physical appearance of the IR sensor [12,13].

Figure 9.10: IR sensor.

Generally, an infrared sensor is a device which consists of two parts: an emitter, to emit
IR rays, and a receiver, to collect the reflected rays. When an object intercepts these rays,
then the object is detected. This information is then sent to the Arduino, which further
processes it into digital output.
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9.4.5 Temperature Sensors

These are one of the commonly used sensors that measure the temperature or heat of a
given medium. These sensors use a number of methods to determine and quantify the
temperature of any object. Some of the temperature sensors require a physical contact
with the object while others do not require contact as they can detect liquid or gases that
emit radiant energy like a spike in heat or temperature. Highly sensitive semiconductors
available on the market are capable enough to monitor and display slight variations in
temperature (see Figure 9.11).

Figure 9.11: Temperature sensor.

9.4.6 Proximity Sensors

Proximity sensors are the best at detecting any type of motion. They are widely used in
applications such as security, safety, or efficiency. These sensors are used to avoid obstacles
when navigating a crowded place or any complex route and are the best possible sensor for
map building. Proximity sensors use electromagnetic radiation like radar signals to detect
motion or habitation. They are best used in many types of industry [10,14]. Retailers use
proximity sensors to detect the motion between a customer and a product in which he or
she is interested in order to send them special offers on their IoT devices. They also can be
used in parking systems, museums, airports, etc. (see Figure 9.12).

Figure 9.12: Proximity sensor.

9.4.7 Pressure Sensors

Pressure sensors are used for measuring the pressure of any type of gas or liquid. Pressure
sensors convert physical power into an electrical signal. They can also be effectively used
for measuring other variables like speed and altitude or other similar situations. Barometers
and pressure gauges are the pressure sensors commonly used in an IoT system. Barometers
are helpful in weather forecasting as they measure ambient air accurately. Pressure gauges
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are mostly used in industrial sites as they are good for monitoring pressure in closed envi-
ronments. Pressure sensors are the ultimate solution for IoT devices as they can be used in
various areas such as touchscreen devices, biomedical devices, automotive systems and in
the manufacturing industry. Micro pressure sensors are a type of small-size sensors for the
measurement of pressure. The first micro sensor was developed and used by industry in
a piezoresistive pressure sensor to reduce fuel consumption by maintaining a tight control
ratio between air and fuel and another is a disposable blood-pressure sensor to monitor the
corresponding status of the patient during operations. The available products on the market
are usually either piezoresistive or capacitive. Micro pressure sensors work on the principle
of mechanical bending of thin silicon diaphragm by the contact air or gas pressure. This
physical movement is converted into electrical output (see Figure 9.13).

Figure 9.13: Pressure sensor.

9.4.8 LCD Display

An LCD liquid crystal display (LCD) screen is an electronic display module that finds
a wide range of applications. The reason behind this is that LCDs are economical, eas-
ily programmable, have no limitations on displaying special and even custom characters,
animation and so on.

Figure 9.14: LCD display.

The LCD display is shown in Figure 9.14 [12,13,16]. The operating voltage of this LCD
is between 4.7V to 5.3V. It includes two rows where each row can produce 16 characters.
Its size is 16× 2. The utilization of current is 1 mA with no backlight.

9.4.9 Relay

A relay is an electrically operated switch that can be used to control the power supply of
the flow. It can be controlled by voltage as low as 5V provided by the Arduino pins [17].
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Figure 9.15: Relay.

As shown in the Figure 9.15, this relay module has one channel (blue cubes). There are
other models with two, four and eight channels. One side of the relay module is connected
to the Arduino board to control the relay module and another side is connected with the
main voltage or main supply that we want to control.

9.4.10 Power Supply

After uploading the sketch on the board, the board is ready to perform the task for which
the code is written but to do this we have to provide a power supply to the board. Any
Arduino board has two options for the power supply: using a USB cable and using an
external supply.

Figure 9.16: Power supply.

Figure 9.16 shows the external power supply which is used to provide the power to the
Arduino board without the use of a computer system.

9.4.11 Jumping Wires

A jumping wire is an electrical wire, or set of wires in a bunch, with a pin at each end
which is normally used to interconnect the components, internally or with other equipment
or components, without soldering [18-26].

There are three types of jumping wires:

Male to Male jumping wire.

Female to Female jumping wire.

Female to Male or Male to Female jumping wire.

Figure 9.17 show all three types of wires. The types of the wires are decided according
to the end pins.
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Figure 9.17: Jumping wires.

9.5 Use of IoT in COVID-19 Prevention

By analyzing the guidelines provided by WHO for the prevention of COVID-19, we focus
on touching the surface of an electric board and switches for various appliances.

The concept of the IoT is to make everything automatic so that it can be controlled
remotely and without touching it. The IoT has some properties which are very useful in
the prevention of COVID-19 as well as in stopping the spread of the virus.

As seen in the WHO guidelines, the main reason for the spread of the virus is touching.
By adhering to the touching concept than the chances and percentage of the virus spreading
will decrease.

Some benefits of using the IoT to stop the spread of COVID-19 are:

1. It works on touchless technology.

2. It is an automatic concept.

3. IoT can remotely control any machine.

4. There is no need for sanitization in touchless technology.

5. There is no risk of electric shocks.

The accompanying table compares the risk analysis of current technology with our tech-
nology, and this graph makes it simple to see that the COVID-19 guidelines are being used
by this board.
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CONCLUSION 161

Virus expansion is very low or we can say that it is approximately 0%. And it may also
have other benefits.

9.6 Conclusion

An Arduino circuit board can be used anywhere, including the home, office, school, uni-
versity, etc. One more advantage of this board is that it can be used with any electronic
equipment as it is not bounded. It has an electronic socket which can be used for various
appliances. It is also portable and not fixed in the board, thus it can be taken anywhere
while traveling. This switch can also be used by kids as it is touchless so there is no danger
of electric shock.

This is the latest technology and as it is touchless there is no need to periodically sanitize
the switch. The main utility of this concept is to prevent the spread of COVID-19 by using
electronic equipment generally used in the same area by various people.

There are some basic advantages of the switch:

It is portable so it can be used anywhere.

It can operate any electric appliance according to the relay capacity.

It is secure from coronavirus spread.

There is no risk of electric shock.

It does not harm children.

No sanitation is needed.

Table 9.5: Comparison of non-IoT and IoT.

Feature Non-IoT IoT

Electrick Shock 100 0
Coronavirus Spread 100 0
Use of Sanitization 100 0
User Friendly 50 100
Touching Issue 100 0
Current Need 0 100
Future Scope 0 100
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Figure 9.19: The comparison of non-IoT and IoT.
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166 ROLE OF SATELLITES IN AGRICULTURE

10.1 Introduction

The agriculture sector in India contributes about 16% to the GDP and is the third largest
contributor after the Services and Production sector. India is investing in the latest tech-
nologies to come up with new methods to increase the revenue of this sector.

One of the major technologies that is being widely used is the data from satellites using
multispectral and hyperspectral imaging [1]. The data from the satellites have been help-
ing in various fields of agriculture, viz. estimating the time of harvest, predicting in-season
yields, detecting and controlling pests and diseases, understanding water and nutrient sta-
tus, planning crop nutrition programs and taking decisions about in-season irrigations, etc.
The above-mentioned techniques and processes are not determined by directly looking at
the images and the data. Instead, an in-depth analysis must be done, which involves a lot
of techniques and processes.

After applying the processing techniques, the soil and crop conditions can be deter-
mined through leaf area analysis, mineral analysis, climate analysis, temperature varia-
tions, water quality, etc. Based on the results obtained, further analysis is carried out
and trends are realized which help make decisions on irrigation requirements, fertilizer re-
quirements, mixing of different crops to give optimum yield, forecasting the perfect time
for harvesting and cultivation, etc. These decisions, when applied to a particular area or
patch of land, are called precision agriculture.

Precision agriculture uses the latest technologies driven by satellites and remote sensing
which support precision agriculture. Precision agriculture focuses on a specific area rather
than considering the whole area since the texture, soil, humus, temperature, moisture con-
tent, etc., are not uniform throughout the same field; therefore, precision agriculture uses
the approach of working on those parameters area wise rather than as a whole; for exam-
ple, using fertilizer only where it is required rather than spraying it all over the field (see
Table 10.1).

Table 10.1: Comparison of satellite types.

Satellite Type Description

Open Data Satellites Data from these satellites are unclassified i.e. they are freely available for
everyone to use.

Commercial Satellites These satellites are used for civilian, government or non-profit use, they are not used
for military or any human space flight program.

Weather Satellites These satellites are used for collection information that is used for weather forecasting.
Geodesy Satellites These satellites are used to measure the form and dimensions of Earth,

the location of objects on its surface, its variations, etc.
Ocean Satellites These satellites are used to study oceans and can be used to survey oceanic life.

This not only helps in reducing the overall cost, but also using the inputs wherever
necessary helps to optimize harvest growth; hence, helps in making accurate decisions in
a timely manner. Decision-making plays an important role in the agricultural sector as the
time to cultivate, spray pesticides, fertilizers, etc., are to be decided accurately and untimely
inputs can make all the efforts in vain. The emerging advancements that encompass data
visualization, processing, and in-depth analysis aid the person on the ground in real time
in contrast to the decision being made solely on the experience and knowledge of farmers.

PROCESSING SATELLITE IMAGES 167

These technologies bless us with great benefits, viz. reducing cost, maximizing effi-
ciency, optimizing use of inputs (like seeds, insecticides, pesticides, etc.), determining the
correct amount of inputs needed; hence increasing the overall efficiency. This will help al-
leviate the huge challenges facing farmers as the climate and overall environment continue
to drastically change.

10.2 Processing Satellite Images

The big data from the satellites is is not ready for use due to its complexity and the inability
of a normal person to understand it. The images from the satellites are of very large size
and hence require computers with high computational and processing capabilities. Apart
from the high system requirements, the images must be processed before analyzing them
(see Figure 10.1).

Figure 10.1: Data processing.

Every object has the ability to absorb, reflect and transmit waves, and this property of
the objects is exploited and used in the remote sensing technology. These interactions of
objects are then analyzed in the microwave, infrared and visible light regions.

According to [2], the remote sensing systems include visible NIR (near-infrared) (0.4–1.5
mm) sensors for plant vegetation studies, SWIR (short wavelength infrared) (1.5–3 mm)
sensors for plant moisture studies, TI (thermal infrared) (3–15 mm) sensors for crop field
surface or crop canopy temperature studies, and microwave sensors for soil moisture stud-
ies.

The programs of MODIS (moderate resolution imaging spectroradiometer) (National
Aeronautics and Space Administration [NASA], Washington DC), Landsat (NASA and
United States Geological Survey [USGS], Reston, VA), European satellites such as SPOT
(SPOT Image, Toulouse, France), and Chinese satellites such as Ziyuan (China Center for
Resources Satellite Data and Application, Beijing, China) all provide products at different
levels more or less depending on different applications [2] (see Figure 10.2).



166 ROLE OF SATELLITES IN AGRICULTURE

10.1 Introduction

The agriculture sector in India contributes about 16% to the GDP and is the third largest
contributor after the Services and Production sector. India is investing in the latest tech-
nologies to come up with new methods to increase the revenue of this sector.

One of the major technologies that is being widely used is the data from satellites using
multispectral and hyperspectral imaging [1]. The data from the satellites have been help-
ing in various fields of agriculture, viz. estimating the time of harvest, predicting in-season
yields, detecting and controlling pests and diseases, understanding water and nutrient sta-
tus, planning crop nutrition programs and taking decisions about in-season irrigations, etc.
The above-mentioned techniques and processes are not determined by directly looking at
the images and the data. Instead, an in-depth analysis must be done, which involves a lot
of techniques and processes.

After applying the processing techniques, the soil and crop conditions can be deter-
mined through leaf area analysis, mineral analysis, climate analysis, temperature varia-
tions, water quality, etc. Based on the results obtained, further analysis is carried out
and trends are realized which help make decisions on irrigation requirements, fertilizer re-
quirements, mixing of different crops to give optimum yield, forecasting the perfect time
for harvesting and cultivation, etc. These decisions, when applied to a particular area or
patch of land, are called precision agriculture.

Precision agriculture uses the latest technologies driven by satellites and remote sensing
which support precision agriculture. Precision agriculture focuses on a specific area rather
than considering the whole area since the texture, soil, humus, temperature, moisture con-
tent, etc., are not uniform throughout the same field; therefore, precision agriculture uses
the approach of working on those parameters area wise rather than as a whole; for exam-
ple, using fertilizer only where it is required rather than spraying it all over the field (see
Table 10.1).

Table 10.1: Comparison of satellite types.

Satellite Type Description

Open Data Satellites Data from these satellites are unclassified i.e. they are freely available for
everyone to use.

Commercial Satellites These satellites are used for civilian, government or non-profit use, they are not used
for military or any human space flight program.

Weather Satellites These satellites are used for collection information that is used for weather forecasting.
Geodesy Satellites These satellites are used to measure the form and dimensions of Earth,

the location of objects on its surface, its variations, etc.
Ocean Satellites These satellites are used to study oceans and can be used to survey oceanic life.

This not only helps in reducing the overall cost, but also using the inputs wherever
necessary helps to optimize harvest growth; hence, helps in making accurate decisions in
a timely manner. Decision-making plays an important role in the agricultural sector as the
time to cultivate, spray pesticides, fertilizers, etc., are to be decided accurately and untimely
inputs can make all the efforts in vain. The emerging advancements that encompass data
visualization, processing, and in-depth analysis aid the person on the ground in real time
in contrast to the decision being made solely on the experience and knowledge of farmers.

PROCESSING SATELLITE IMAGES 167

These technologies bless us with great benefits, viz. reducing cost, maximizing effi-
ciency, optimizing use of inputs (like seeds, insecticides, pesticides, etc.), determining the
correct amount of inputs needed; hence increasing the overall efficiency. This will help al-
leviate the huge challenges facing farmers as the climate and overall environment continue
to drastically change.

10.2 Processing Satellite Images

The big data from the satellites is is not ready for use due to its complexity and the inability
of a normal person to understand it. The images from the satellites are of very large size
and hence require computers with high computational and processing capabilities. Apart
from the high system requirements, the images must be processed before analyzing them
(see Figure 10.1).

Figure 10.1: Data processing.

Every object has the ability to absorb, reflect and transmit waves, and this property of
the objects is exploited and used in the remote sensing technology. These interactions of
objects are then analyzed in the microwave, infrared and visible light regions.

According to [2], the remote sensing systems include visible NIR (near-infrared) (0.4–1.5
mm) sensors for plant vegetation studies, SWIR (short wavelength infrared) (1.5–3 mm)
sensors for plant moisture studies, TI (thermal infrared) (3–15 mm) sensors for crop field
surface or crop canopy temperature studies, and microwave sensors for soil moisture stud-
ies.

The programs of MODIS (moderate resolution imaging spectroradiometer) (National
Aeronautics and Space Administration [NASA], Washington DC), Landsat (NASA and
United States Geological Survey [USGS], Reston, VA), European satellites such as SPOT
(SPOT Image, Toulouse, France), and Chinese satellites such as Ziyuan (China Center for
Resources Satellite Data and Application, Beijing, China) all provide products at different
levels more or less depending on different applications [2] (see Figure 10.2).



168 ROLE OF SATELLITES IN AGRICULTURE

Figure 10.2: Example of precision agriculture. (Source: Satellite Applications Catapult,
UK)

Pre-processing: The data that comes in is in a raw form and has a lot of irregularities,
and the sampling is not very consistent and contains speckles and various other anoma-
lies. These irregularities can affect the data heavily and the result hinders accurate results.
Pre-processing includes several techniques like cleaning, integration, transformation, and
reduction. It is a common name for operations with images at the lowest level of abstrac-
tion. The aim of pre-processing is to improve the image data that suppresses the unwanted
distortions and enhances the image features which are important for further processing.

Recent studies [3,4] showed how precision agriculture may benefit from processing
imagery. Satellite imagery datasets became readily available by open access to NASA
Landsat in 2008 [5] and to ESA Sentinel satellites.

10.3 Product Levels of Satellite Remote Sensing Data

The normalized difference vegetation index (NDVI) is one of the attributes that is being
used to process the data into a usable form to predict the concentration of chlorophyll or
biomass, which can later be interpreted in many ways to determine various other factors.

10.3.1 A Brief Discussion and Review of Analysis Techniques

There are a lot of techniques that are being deployed for the purpose of analyzing im-
ages and the most popular among them are deep learning (DL), machine learning (ML),
(k−means, support vector machines (SVM), artificial neural networks (ANN), linear polar-
izations, wavelet-based filtering, vegetation indices (NDVI) and regression analysis [6-18]
(see Figure 10.3).

PRODUCT LEVELS OF SATELLITE REMOTE SENSING DATA 169

Figure 10.3: Remote sensing image processing, analysis and management flow.

10.3.2 Machine Learning

Machine learning is the scientific field that gives the ability to learn without being strictly
programmed [8]. The machine learning models are trained using training data and then
this trained model is used to analyze the new data that has to be tested. Based on the type
of learning, the machine learning tasks can be classified into two categories: supervised
and unsupervised learning.
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biomass, which can later be interpreted in many ways to determine various other factors.

10.3.1 A Brief Discussion and Review of Analysis Techniques

There are a lot of techniques that are being deployed for the purpose of analyzing im-
ages and the most popular among them are deep learning (DL), machine learning (ML),
(k−means, support vector machines (SVM), artificial neural networks (ANN), linear polar-
izations, wavelet-based filtering, vegetation indices (NDVI) and regression analysis [6-18]
(see Figure 10.3).
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Figure 10.3: Remote sensing image processing, analysis and management flow.

10.3.2 Machine Learning

Machine learning is the scientific field that gives the ability to learn without being strictly
programmed [8]. The machine learning models are trained using training data and then
this trained model is used to analyze the new data that has to be tested. Based on the type
of learning, the machine learning tasks can be classified into two categories: supervised
and unsupervised learning.
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Supervised learning: Here, both input and output data sets are available and the func-
tional relationships between the two are to be determined. This relation is achieved by
using regression techniques (the most popular are linear regression, logistic regression,
and stepwise regression). Also, Bayesian models (BM), which basically involve probabil-
ity, are used for accomplishing the task of supervised learning and determining the relation
between the input and output.

Unsupervised learning: Here, we only have the input data set and the underlying pattern
or useful information from the data set has to be extracted. One of the most popular appli-
cations of unsupervised learning is clustering, which enables grouping of closely related
data. The technique that is most widely used to cluster data is k−means.

Other models which are widely used to analyze the learning are instance-based models
(IBM), decision trees, artificial neural networks (ANN), etc. The deep ANNs or the deep
learning is an extremely potent area of ML which is widely referred to in a lot of journals.
It has gained its popularity in a short amount of time and has emerged as the pioneer in the
field of big data analysis (see Table 10.2).

Table 10.2: Comparison of machine learning algorithm types.

Types of Algorithms Description

Linear Regression It is used to estimate real values based on continuous variables such as cost
of house, upcoming taxes, etc. Eq: Y ax+ b.

Logistic Regression It is a classification algorithm used to assume discrete values, i.e., 0 or 1,
true or false, yes or no (used to predict events which have only 2 results).
Eq: odds = p

(1−p)
= probability of event occurring / probability of

event not occurring.
Decision Tree It is used for classification problems. In this process a problem is divided

into as many parts as possible in understandable terms.
Naı̈ve Bayes It is a theorem based on prediction of the features of a particular class,

which is considered unrelated to the presence of any characteristic.

Eq: P (c|x) = P (X|c)P (c
P (x)

kNN (k-Nearest neighbor) It is commonly used for classification problems. It stores all possible
conditions and groups new cases according to the votes by its k−neighbors.

10.3.3 Deep Learning

Deep learning, one of the most commonly used techniques, has gained momentum over the
past five years in the agricultural sector [9]. Deep learning presents the data in hierarchical
form, representing the convoluted deeper parts and making it easy to understand, thereby
increasing learning capabilities, performance and accuracy. Deep learning is the more in-
depth version of the machine learning model, representing the data in hierarchical form
through several levels of abstraction [8,9].

Deep learning has the ability to extract features from hierarchical compositions and can
solve problems in less time as compared to the existing techniques. The edge of dl over
others is because of the hierarchical composition that can be applied extensively and to
various types of data sets like video, audio, etc.

It has gained a lot of popularity particularly in the agricultural field for the above-
mentioned reasons and its flexibility (see Figure 10.4).
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Figure 10.4: Online farm management platform that exploits computer vision for crops.

Many research papers have shown the immense ability of ML to analyze data, such as
the time taken to do tasks manually, by using experiences which are not always reliable.
The approaches of training the models can give amazingly accurate results in less time.
According to [10], deep learning takes a longer time to train but the execution and testing
time is quite commendable with respect to other techniques. Below are a few cases taken
from research papers which show the wide-ranging features used to make predictions based
on crop observation.

1. Automatic counting of coffee fruits on a coffee branch using 42 color features in a
digital image illustrating coffee fruits [11].

2. Detection of cherry branches with full foliage using color digital images [12].

3. Identifying immature green citrus fruits under natural outdoor conditions using imag-
ing properties like coarseness, regularity, and granularity [13].

4. Estimation of grassland biomass using vegetation indices and spectral bands of red
and near-infrared imaging [14].

5. Prediction of wheat yield within-field variation using the normalized values of online
predicted soil parameters and satellite NDVI [15].

6. Rice development stage prediction and yield prediction using features like surface
weather analysis and soil physicochemical data with yield or development [16].

Also, diseases can be predicted using the above-mentioned features. There are papers
on weed detection too. The quality of crops has also been improved using the features
stated above (see Figures 10.5 and 10.6) [17].
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Table 10.3: Comparison of deep learning algorithm types.

Types of Algorithms Description

Backpropagation It is used for training feedforward neural networks for controlled learning;
it is also responsible for solving an expression for the cost derivative function.

Feedforward Neural Networks These are usually fully interconnected, which means that every neuron in
a layer is connected to every other neuron in the other layers.

Convolution Neural Network It is a method of combining two functions by multiplying them for
mathematical reasons; it calculates how many multiple functions
correspond with each other as they pass over each other.

AutoEncoders These are neural networks that are distributed directly and they also increase
the input strength at the output; they also have a layer of hidden code
that explains the model.

Generative Adversarial Networks These are the upcoming popular ML learning model for e-commerce
because of their skill in receiving, understanding and reconstructing visuals.

Figure 10.5: ML models with their total rate (observed in total 40 papers).

Figure 10.6: Total number of ML models in each subcategory of four main categories.
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The above models are largely employed in predicting weather conditions, and further,
determine many of their other associated features which help immensely in the prediction
of a lot of processes and decisions in agriculture. Here are a few cases:

1. Determining the soil texture, moisture content, soil temperature, etc., using technolo-
gies like ANN, SVM, IBM, KNN, etc.

2. Prediction of water bodies using satellite data (the results are more pronounced in
the case of large water bodies) and monitoring the quality of water using regression
techniques, ANN-based scenario generation, ELM/GRNN, MARS, etc.

3. Monitoring air content and dust using data from MODIS, Sentinel, etc.

10.4 Future Challenges

There are a number of challenges posed as well as we seamlessly flow across into the new
emerging technologies.

The data has to be reliable enough to make sure the efforts and capital do not go in
vain. This can only be ensured if the data from certified and government-regulated satel-
lites are used and are made available readily. The agricultural-related problems include
seed identification, soil and leaf nitrogen content, irrigation, water erosion assessment,
pest detection, herbicide use, identification of contaminants, diseases or defects on food,
crop-hail damage, and greenhouse effect. The monitoring and data analysis techniques ap-
plied to address these is similar to deep learning according to [18-20]. Furthermore, these
technologies have to be applied in livestock management as well at a much larger scale
than now (see Table 10.4).

Table 10.4: The tools website.

Name Website Free Access

USGS Earth Explorer https://www.usgs.gov/ YES
Sentinel Open Access Viewer https://scihub.copernicus.eu/ NO
NASA Earthdata Research https://search.earthdata.nasa.gov/search YES
NOAA Data Access Viewer https://coast.noaa.gov/dataviewer/#/ NO
Digital Globe Open Data Program https://www.digitalglobe.com/ecosystem/open-data YES
GEO Airbus Defense http://www.intelligence-airbusds.com/ YES
NASA Worldview https://worldview.earthdata.nasa.gov/ NO
NOAA CLASS https://www.bou.class.noaa.gov/saa/products/ YES
National Institute for Space Research https://www.natureindex.com/ YES
Bhuvan Indian Geo-Platform of ISRO https://bhuvan.nrsc.gov.in/bhuvan links.php NO
JAXA’s Global ALOS 3D World https://www.eorc.jaxa.jp/ALOS/en/aw3d30/index.htm NO
VITO Vision https://www.vito-eodata.be/PDF/portal/Application.html NO
NOAA Digital Coast https://coast.noaa.gov/digitalcoast/ NO
Satellite Land Cover https://www.isro.gov.in/ NO
UNAVCO https://www.unavco.org/ NO

The big data should be made available at a rapid rate and for this purpose, proper agri-
cultural data management organization should come into play with the aid and cooperation
of both private and government organizations. Also, the security of this data also poses
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a challenge. The management and organization of data should be done at different lev-
els, such as village, local, national and global levels, so that the data will be uniform and
consistent.

10.5 Conclusion

There is an immense ocean of information yet to be explored on the role of satellites in
agriculture, which has been a blessing in the agricultural field and has given rise to preci-
sion agriculture. The acquisition of resources still needs to be standardized and the network
speed at which data can be uploaded and downloaded still needs to be improved. Real-time
data feed should be made available and platforms should be available with high computa-
tional capabilities that could process the big data rapidly and in less time with efficiency.
Videos from the satellites should be made in real time so that the monitoring can also be
done in real time. The communication media between the satellites and the various other
sensors and systems should be efficient and optimized and their synchronization will give
great results. This will also lead to competition among organizations, which will eventually
lead to better outcomes in the near future (see Table 10.5).

Table 10.5: Comparison of communication media between satellites.

Satellite Description

RADARSAT To facilitate the management of resources (including farmland), marine surveillance,
ecosystem monitoring, ice monitoring, disaster management and mapping in Canada and
around the world.

SMAP To map soil moisture and freeze/thaw status.
SMOS To map sea surface salinity and monitor soil moisture on a global scale, thus contributing

to a better understanding of the Earth’s water cycle.
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11.1 Introduction

Today, it is a monumental process to judge the performance of information retrieval sys-
tems. As we know, some information retrieval systems that satisfy our minimum require-
ments are better than others. However, it is not an easy task to satisfy the needs and and
address the problems of each searcher.

These basic needs are quality content on web pages, information coverage, results rank-
ing and interface. Evaluation is a key technology for making continuous and smooth
progress towards constructing a better search engine. In the search engine evaluation pro-
cess, a search engine’s performance is measured in respect to its efficiency and effective-
ness. However, the effectiveness of a search engine is measured by how many retrieved
documents are relevant to the searcher’s needs. In w3 environment, effectiveness is af-
fected by various factors such as the evaluation algorithm used to sort the search results,
facilities to provide help for query formulation and techniques used to fix relevance score
to results. So with the help of various methods we can measure the engine’s effectiveness,
which is very important and often necessary. Here, we will focus on the effectiveness of
the search engine and less on its efficiency.

11.2 Performance Evaluation Forum

The objective of various evaluation forums is to enhance the performance of information
retrieval systems by providing large test collections of structured documents. These forums
provide us with an environment in which to test various information retrieval techniques
against standard benchmarks [1,2].

11.2.1 Text Retrieval Conference

The main objective of the Text Retrieval Conference (TREC) [3], which is co-sponsored by
NIST (US Government), is to support research in all communities involved in researching
information retrieval systems by providing the platform essential for large-scale evaluation
of text retrieval techniques.

The main purpose of TREC is:

To motivate research for IR with huge volume of data.

To increase interaction and communication among various organizations and govern-
ments of several countries by creating an open forum for the exchange of research-
oriented ideas.

To speed up new technology transfer into the whole world.

To encourage the development of new evaluation techniques for information retrieval
systems.

11.2.2 Text Retrieval Conference Tracks

Text Retrieval Conferences provide a large test collection of data called TREC tracks, to
find new areas for information retrieval research and create the necessary infrastructure for
these newly emerged areas using these tracks. The tracks that have been used in new areas
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of information retrieval research also provide a better environment for evaluation. Every
track is assigned some task by various teams of scientists. Evaluation of an information
retrieval system is usually done with the help of TREC queries. TREC tracks also help in
the research and development of multilingual and multimedia information retrieval.

The main objective of the TREC system is global and parallel testing. It provides an
updated document collection to participants.

The Cross-Language Evaluation Forum (CLEF) works on information retrieval for Eu-
ropean languages in both monolingual and cross-language contexts.

The forum for Information Retrieval Evaluation (FIRE) is conducted in coordination
with the Indian Statistical Institute, Kolkata. The objective of FIRE is to encourage re-
search work in South Asian language information access technologies. Evaluating the
performance of search engines is still a big issue in the research area of information re-
trieval.

On the basis of previous studies, we have categorized evaluation methods into two parts:

(1) Statistical methods

(2) Automatic methods

We can differentiate these two on the basis of page quality assessment. In the statistical
approach [4] of evaluation the judgments about page quality are collected with the help of
the searchers’ visions (see Table 11.1).

Table 11.1: Evaluation methods.

Statistical methods Automatic method

Precision Click-Through Data
Recall Eye Tracking
DCG
NDCG

11.3 Search Engine Evaluation Parameters

11.3.1 Precision

Precision [5] is the ratio of the total relevant records retrieved to the total number of irrel-
evant and relevant records against any query. Precision considers that the probability of
randomly selected and retrieved documents is relevant. The search information retrieval
system also presents the most relevant results at the top of the ranking system. Precision
measures the exactness of retrieving relevant documents in the information retrieval pro-
cess. It also measures how many documents are relevant in total retrieved web documents.
It does not worry if we are not retrieving all the relevant documents but we get penalized
if we are retrieving non-relevant documents from the web. A precision score of one means
that each record retrieved by a search engine was relevant but not 100 percent true (see
Figure 11.1).



178 SEARCH ENGINE EVALUATION METHODOLOGY

11.1 Introduction

Today, it is a monumental process to judge the performance of information retrieval sys-
tems. As we know, some information retrieval systems that satisfy our minimum require-
ments are better than others. However, it is not an easy task to satisfy the needs and and
address the problems of each searcher.

These basic needs are quality content on web pages, information coverage, results rank-
ing and interface. Evaluation is a key technology for making continuous and smooth
progress towards constructing a better search engine. In the search engine evaluation pro-
cess, a search engine’s performance is measured in respect to its efficiency and effective-
ness. However, the effectiveness of a search engine is measured by how many retrieved
documents are relevant to the searcher’s needs. In w3 environment, effectiveness is af-
fected by various factors such as the evaluation algorithm used to sort the search results,
facilities to provide help for query formulation and techniques used to fix relevance score
to results. So with the help of various methods we can measure the engine’s effectiveness,
which is very important and often necessary. Here, we will focus on the effectiveness of
the search engine and less on its efficiency.

11.2 Performance Evaluation Forum

The objective of various evaluation forums is to enhance the performance of information
retrieval systems by providing large test collections of structured documents. These forums
provide us with an environment in which to test various information retrieval techniques
against standard benchmarks [1,2].

11.2.1 Text Retrieval Conference

The main objective of the Text Retrieval Conference (TREC) [3], which is co-sponsored by
NIST (US Government), is to support research in all communities involved in researching
information retrieval systems by providing the platform essential for large-scale evaluation
of text retrieval techniques.

The main purpose of TREC is:

To motivate research for IR with huge volume of data.

To increase interaction and communication among various organizations and govern-
ments of several countries by creating an open forum for the exchange of research-
oriented ideas.

To speed up new technology transfer into the whole world.

To encourage the development of new evaluation techniques for information retrieval
systems.

11.2.2 Text Retrieval Conference Tracks

Text Retrieval Conferences provide a large test collection of data called TREC tracks, to
find new areas for information retrieval research and create the necessary infrastructure for
these newly emerged areas using these tracks. The tracks that have been used in new areas

SEARCH ENGINE EVALUATION PARAMETERS 179

of information retrieval research also provide a better environment for evaluation. Every
track is assigned some task by various teams of scientists. Evaluation of an information
retrieval system is usually done with the help of TREC queries. TREC tracks also help in
the research and development of multilingual and multimedia information retrieval.

The main objective of the TREC system is global and parallel testing. It provides an
updated document collection to participants.

The Cross-Language Evaluation Forum (CLEF) works on information retrieval for Eu-
ropean languages in both monolingual and cross-language contexts.

The forum for Information Retrieval Evaluation (FIRE) is conducted in coordination
with the Indian Statistical Institute, Kolkata. The objective of FIRE is to encourage re-
search work in South Asian language information access technologies. Evaluating the
performance of search engines is still a big issue in the research area of information re-
trieval.

On the basis of previous studies, we have categorized evaluation methods into two parts:

(1) Statistical methods

(2) Automatic methods

We can differentiate these two on the basis of page quality assessment. In the statistical
approach [4] of evaluation the judgments about page quality are collected with the help of
the searchers’ visions (see Table 11.1).

Table 11.1: Evaluation methods.

Statistical methods Automatic method

Precision Click-Through Data
Recall Eye Tracking
DCG
NDCG

11.3 Search Engine Evaluation Parameters

11.3.1 Precision

Precision [5] is the ratio of the total relevant records retrieved to the total number of irrel-
evant and relevant records against any query. Precision considers that the probability of
randomly selected and retrieved documents is relevant. The search information retrieval
system also presents the most relevant results at the top of the ranking system. Precision
measures the exactness of retrieving relevant documents in the information retrieval pro-
cess. It also measures how many documents are relevant in total retrieved web documents.
It does not worry if we are not retrieving all the relevant documents but we get penalized
if we are retrieving non-relevant documents from the web. A precision score of one means
that each record retrieved by a search engine was relevant but not 100 percent true (see
Figure 11.1).



180 SEARCH ENGINE EVALUATION METHODOLOGY

Figure 11.1: Precision

Where A is a collection of relevant records which are retrieved and C is the number of
irrelevant records; hence, the precision can be defined as:

Precession =
A

A+ C
× 100 (11.1)

or

Precession =
NumberoftheRelevantDocumentsRetrieved

TotalNumberofDocumentsRetrieved
× 100 (11.2)

11.3.2 Recall

Recall [6] refers to the ratio of the total number of relevant records retrieved to the total
number of relevant records available in the database.

Figure 11.2: Recall

Where B is the total number of relevant documents, so recall can be defined as:

Recall =
A

A+B
× 100 (11.3)

or
Recall =

NumberoftheRelevantDocumentsRetrieved

TotalNumberofRelevantDocuments
× 100 (11.4)

11.3.3 Problems with Precision and Recall

We concluded that precision and recall were the two criteria that have been mostly used
to evaluate the performance of information retrieval systems. But it is amazing that these
two measures also hold some problems. As noted earlier, object quality must be known
in advance in terms of binary judgments, either relevant or irrelevant, during the process
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of calculating precision and recall. Obviously, few objects can exist which are marginally
relevant or somewhat relevant. A few others may be closest in relevance and completely
irrelevant in the web. This problem is very complicated and completely depends upon
individual perception: what is relevant to one person may not be relevant to others.

Measuring recall is difficult because it is problematic to know how many relevant records
exist in a database.

11.3.4 Discounted Cumulative Gain

Discounted cumulative gain (DCG) is a metric that does not use binary decisions about the
quality assessment of web pages [7]. Instead, the graded relevance score is assigned to the
documents. DCG measures the usefulness or gain for a document based on its position
in the results list. DCG may be defined as the sum of the “gain” of showing a specific
document multiplied by “discount” of showing it at a particular rank when maximum rank
is fixed (Lets say n).

DCG =

n∑
γ=1

gainγ × discountγ (11.5)

“Gain” is defined as the relevance numeric score decided by the searchers and “dis-
count” defines the reciprocal dependency among the ranking.

Two assumptions are made in using DCG and its related measures:

(1) Highly relevant documents become more useful when appearing earlier in a search
engine result list (have higher ranks).

(2) Highly relevant documents are more useful than marginally relevant documents.

11.3.5 Normalized DCG

The results positions may vary, if different forms of a single query are submitted to the
search engines. Comparing a search engine’s performance for a set of queries cannot
be consistently achieved using DCG [8] alone, so the cumulative gain at each position P
should be normalized for queries. This is done by sorting documents of a result list by
relevance scores. The sorting is done in such a way that most relevant results get few
top positions in the retrieved citations list. This is called Ideal DCG. For a query, the
normalized discounted cumulative gain, or nDCG, is computed as:

nDCGp =
DCGp

IDCGp
(11.6)

The DCG values for all queries can be averaged to get a measure of the average perfor-
mance of a information retrieval systems’ ranking algorithm.

The statistical measures for the search engine’s evaluation are still used because these
measures provide accurate decisions about the page quality. The main disadvantage with
the statistical measures is their slow evaluation. The slow evaluation is not suitable for such
a large pool of documents because web objects require repeated evaluation for inverted
index updating and its maintenance.

Ranking search results effectively is a still unsolved problem in the field of the infor-
mation retrieval area of research. The existing measures that provide some help in this
direction, preliminarily focus on similarity between query terms and keywords of the web
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page. These measures also consider the whole page quality to compute numeric scores.
On the basis of these numeric scores the results are arranged to form the ranked list. In this
list, the result having the maximum numeric score is kept on the top while the result that
holds minimum numeric score is positioned on the lowest position in the list.

A search engine that updates its inverted index most frequently is considered good. For
this updating, quick judgments about the page quality are periodically required, which is
not possible manually. For the rapid collection of page quality-related judgments, searchers’
interactions with the web browser are examined.

There are two automatic approaches used to collect page quality-related judgments au-
tomatically:

(1) Click-through data collection

(2) Eye tracking method

11.3.6 Click-Through

Click-through is considered the most effective technique for collecting searchers’ judg-
ments about the usefulness of the web documents. In this technique, it is believed that the
total number of clicks-hits on a particular document is directly proportional to the useful-
ness of web documents. In other words, it is believed that the usefulness of the document
increases or decreases with the number of click-hits. In this technique of judgments col-
lection, the searchers are not required to perform additional tasks, the clicks-hits which are
naturally hit by searchers are used to calculate the usefulness of the web pages. Searchers
remain unaware of the hidden data collection. With the click-through data, the decisions
are collected from millions of users from all the geographical areas of the world, so the
chances of results being biased are removed. The biggest advantage with the click-through
data is its fast assessment nature. It starts the web-page evaluation as quickly as it gets up-
loaded on the web. This technique of users’ judgments collection does not require costly
and complicated infrastructure. This work can be implemented with a normal program or
through software.

11.3.7 Eye Tracking

Eye tracking approach is also popular for its usability in the area of performance evaluation
of search engines. It is an approach by which an individual’s eye movements are tracked
during the searching process. It is a bit of a difficult process because it requires some sci-
entific instruments which are costly and not easy to handle. With the help of this approach
the observer knows where a person is looking at any particular time on the monitor and the
sequence of eye shifting from one position to another.

We categorize eye movements’ action according to the various indicators of eye-related
behaviors like eye fixations and its position, action paths, eye dilation. Eye fixations pro-
vide important information to judge the relevancy level of any document during a web
search. Fixation refers to a continuous stable gaze for approximately 150-320 millisec-
onds. Pupil dilation is a measure utilized to indicate people’s arousal or interest in the web
page [9].

From the literature survey, we observed that over the past two decades researchers have
shifted their interest from the manual approach of page quality-related judgments collec-
tion to an automatic approach to page quality-related judgments collection. We tried to find
out the reasons for this change. We found that there are several advantages of the automatic
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approach over the manual approach used for collecting page quality-related judgments.
These advantages are summarized in Table 11.2.

Table 11.2: Statistical approaches vs. automatic approaches.

11.3.8 Coverage

A statistical sampling method for measuring overlap among search engines and their rel-
ative coverage has been developed. The two metrics proposed here are used to measure
the relative ratio of coverage and overlap only for the results of a given query. The metrics
are: number of unique hits, which measures overlap, and the relative number of returning
hits to total hits in a given domain, which measures a relative ratio of coverage for a given
query. These measures are comparable, in that they are applicable to comparisons of web
search engines.

11.3.9 Response Time

This is the time period that starts from the point of query submission till user gets a huge
list of response results. Response time is directly related to the activeness of search engines
and kept to a minimum as much as possible.

11.4 Factors Affecting Search Engines

11.4.1 Evaluation

How information retrieval systems carry out their search and select the relevant documents
corresponding to the submitted queries completely depends upon the system’s underlying
design philosophy. Searching the inverted index for web pages, meeting the query require-
ments referred to as “matching,” is typically a graded relevance search. Having determined
which subset of web pages meets the query requirements to some degree, normally a sim-
ilarity score is computed for the queries and documents. This similarity score is computed
with the help of an underlying algorithm. After computing the similarity of each web page
in the set of relevant documents, the information retrieval system presents an ordered list in
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which the documents are ranked according to the decreasing level of their relevance scores.
The sophistication of this ordered list again depends on the algorithm being used. So, the
underlying algorithm becomes a very important part of any search engine.

We mainly focus on four factors [5] that directly and/or indirectly affect the information
retrieval evaluation process. These factors are 1) query formulation, 2) user feedback to
web page, 3) w3 rules, and 4) web developers’ fake techniques.

11.4.2 Query Formulation

The utilization of information retrieval systems that help searchers locate the relevant in-
formation on the web are increasing with time. Such systems attract users with a need
for information or to enhance their current state of knowledge. Typically, searchers make
attempts to express this need with a set of query terms submitted to the search systems.
These query terms are compared to each object in the collection and a set of close match-
ing objects are retrieved. These objects may be completely relevant, partially relevant or
somewhat relevant. It is also possible that the system may retrieve objects without having
any relevant information at all.

Query reformulation [10] is an essential part of successful information retrieval. A
“query” is a collection of one or more searching keywords taken from the natural lan-
guage that include logical operators and modifiers. A “keyword” is basically a string of
characters without any space. It is quite amazing that very few searchers seldom use log-
ical operators and modifiers in their queries. In a study conducted in two search engines
named WebCrawler and Magellan, the author found that only 12% of the queries out of
2000 queries contain Boolean operators. Hoechstoetter and Koch presented an analysis
with the search engine Fireball [11]. The authors found that only three percent out of six-
teen million queries contained Boolean operators and only eight percent contained a phrase
operator. Silverstein et al. [12] verified that only a few percent of the queries included ad-
vance operators out of the total submitted queries. The information searching process has
four categories: problem analysis, query formulation, processing of query and evaluation
of result. Searchers are required to identify the problem and arrange the query so that it
meaningfully conveys the actual problem logically existing in their minds to the search en-
gines. We should take proper care during query formulation because a tiny mistake changes
the direction of the searching process. Most of the new users make mistakes during query
formulation; as a result they fail to obtain better results. Searchers must be aware of the
fact that the query does not uniquely identify a single web page in the collection. Instead,
several web documents may match the query with their own degree of relevance.

11.4.3 User Feedback to a Web Page

Information requirements can be dynamic and may change dramatically in gradual ways
in a search session. The rapid growth in web search traffic makes search activity logs
a more valuable source of information for understanding user perceptions which can be
used further for many practical tasks, including re-formation of rankings. Implicit user’s
feedback enables a search engine to judge the relevance level of available web pages on the
web efficiently at zero cost. This technique, which collects real-time data and judgments,
holds the promise of doing retrieval evaluation faster. This technique utilizes the user’s
behavior within a single web page, such as save, copy, print, add to favorites, hyperlinks
clicked, the amount of scrolling and mouse activity, to judge the relevance level. In explicit
user feedback method, experts’ judgments are required to fix the relevance status to web
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pages, which is a challenging task because it is too expensive to hire experts to collect
judgments for the search engine evaluation process and it is not guaranteed that the normal
searchers will agree with these judgments. Another major problem with experts’ judgments
is slow evaluation. So, it is not practically possible to use the experts’ judgments for the
evaluation of web pages in such a large and dynamic network “Web.” Explicit users’
judgments are the creation of a single person from a small group of people. Experts’ judge
the information, related to their area of knowledge or region. In implicit users’ feedback
of evaluation, the decisions from each searcher are considered to assign the final ranking
or position to web documents. This is not so in explicit feedback method of evaluation.

11.4.4 W3 Rules

There are billions of online websites running on the web for various organizations and
businesses across the world. It is the most popular, efficient, fast and cheapest medium
to promote a business. To compete with competitors, it is very essential to extend the
traffic potential of your website to be a leading online marketer. A web developer is an
important person that becomes partially responsible to hike the ranking of any website.
Web developers apply w3 rules for web-page designing. These w3 rules also play a major
role in marking a search engine as an effective information retrieval system because all
search engines take w3 rules of designing into consideration during ranking/indexing the
documents.

The various factors that play an important role in searching to compute the relevance
scores for web documents are listed below:

Content should be very powerful

Proper use of CSS

HTML coding validation

Proper use of hyperlinks

Proper use of meta tags (title, keywords, alt, description )

Proper use of site map or RSS feed

The selection of a domain name and its duration

Avoid broken links

On the medium of the internet, all the web pages are essentially converted into HTML.
The search engines visit and evaluate the web pages repeatedly, and assign them top po-
sitions which are designed with the w3 guidelines. When the HTML source code of any
web page follows all the w3 guidelines, it is known as strong HTML coding.

Few search engines are very popular in the search market, which satisfy the searchers in
very short span of time with the desired information. Anyone can raise the question of why
these search engines select the web pages which are not following the w3 guidelines and
present these pages to the searchers. The answer to this question is that some web pages
which are not built through the w3 rules also contain useful information, so these pages
cannot be ignored.
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11.4.5 Web Developers’ Fake Techniques

The Web is a single medium that can advertise your business across the world in a per-
manent way. But in order to use the advantages of the web in business promotion it is
required that the concerned documents should get a position in the top ten citations in the
landing page because most of the searchers prefer to visit only a few top citations. Often,
optimization of web documents is done to hike the rank of websites. Search engine opti-
mization (SEO) is the process of improving the visibility of a website or a web page for
search engines. Optimizing a website may include editing its content, HTML code and
associated coding to both to increase its relevance to specific keywords and to remove bar-
riers to the indexing activities of search engines. To optimize a website and hike the rank of
web pages, web developers use various fake tactics [12-15]. These tactics are listed below:

Use of fake keywords while page content does not match with these keywords at all.

Huge advertisement of any particular website to www so that a large group of people
can hit the citation, in order to popularize a particular URL.

Use of fake title.

Use of PPC (pay-per-click).

Words on black background.

Frequent submission of a particular URL.

Most of the text evaluation techniques are no longer adequate. It is observed that a
large number of practices, such as keywords spamming, are opted for by web developers
to promote the ranking of web sites. In this way, the relevant pages without optimization
are left behind as irrelevant web pages occupying top positions when these are optimized
with the fake techniques. A good search engine should be able to identify these types of
websites and penalize them by ranking them at the bottom.

Our idea is to develop a search engine evaluation algorithm that can judge the web
documents without considering their HTML codes. In other words, we are interested in
developing an algorithm in which the impact of HTML source code is not considered
during the evaluation of page quality. In this way, search engines will incorporate all the
web pages in their evaluation process, whether they are created with w3 guidelines or built
normally.

11.5 Conclusion

This research work explored the various methodologies and statistical measures that have
been used for better evaluation of search engines. It highlighted the various forums that
have been used and provided various data for better evaluation of search engines. The
automatic approaches, Click-through data and Eye tracking, were presented along with the
reasons as to why the automatic approach for page quality-related judgments collection is
considered superior to traditional approaches implemented in this research. In such a way,
search engines will incorporate all the web pages in their evaluation process, whether they
are created with w3 guidelines or built normally.
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Abstract
In recent years, field-programmable gate arrays have progressively become vital for cre-

ating the means for every type of digital system design due to their compact growth point
and lower expense. Moreover, their flexibility has enabled growth in the field and made
hardware compatible with runtime environment. This chapter focuses on a new, simple and
well-organized approach for synthesis design of optimal order IIR digital filters to reduce
noise in ECG signal on FPGA. A summary of its resource consumption (amount of slice,
slice flip-flops figure, number of 4-input LUTs, figure of bonded IOBs, number of BUFG
and DSP48A1 slice), the timing (smallest amount of input arrival time sooner than clock
[set-up time] and maximum output requisite period subsequent to clock [hold time] and
power consumed are presented after synthesis and simulation. This is achieved by conver-
sion of MatLab code of different designed IIR digital filters for denoising ECG signal into
Verilog code using HDL command line interface. Spartan-6 FPGA (XC6SLX75T with
3FGG676 package) was used as a target device. To estimate power consumed by digital
design, Xilinx Power Estimator tool is used. Furthermore, the complexity of a filter struc-
ture is also determined on FPGA platform for its suitability as a hardware efficient filter
design. The results suggest that the FPGA-based digital filter design reduces the com-
plexity and cost by reducing the number of multipliers and adders, which occupy a small
portion of the chip area and consume lower power than in MatLab, hence are suitable for
ECG portable devices.
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12.1 Introduction

Field-programmable gate arrays (FPGA) are prefabricated silicon chips that can be pro-
grammed electrically in order to design various types of digital systems [1]. They are a
low-cost solution with fast response to the market compared to application-specific inte-
grated circuit (ASIC), which generally uses a lot of resources, i.e., time and money, to
obtain a device. For altering needs, a sector of FPGA can be partly reconfigured while
the rest of an FPGA is still in a row. The design of FPGAs alters from seller to seller
and is characterized by arrangement, logic block content and routing resources. The de-
signers are inclined more towards FPGAs as modern architectures, with memory blocks,
embedded processors and digital signal processors (DSPs) being developed in FPGA.

IIR filters have been implemented on FPGA, and the structure has added compensation,
such as complete adaption in FPGA arrangement, which leads to the high throughput, fil-
tering algorithm, effectiveness of hardware utilization, achieving high accuracy rate. The
digital filters require many adders, multipliers and registers. Logical array can be used
to form the adders and multipliers. FPGA is a structured internal logic array with loaded
link resources, and it is more appropriate for hardware realization of digital filter. The
issues and fundamental challenges occur in programmable routing of circuit design and
architecture. Digital filter implementation on FPGA offers a superior performance by re-
ducing the complexity of filter structure, hardware requirements and enhancing speeds. An
application of general purpose multipliers is a conventional move. The performance of im-
plemented multipliers on FPGA architecture does not allow constructing high-performance
digital filters. Parallelism nature of FPGA provides improvement in speed, less resource
usage and low power consumption [3]. A large number of multipliers are required in the
implementation of digital filters in the hardware of FPGA which add the complexity in the
circuit. In digital filters the reduction of multipliers is the key to minimizing the complex-
ity of hardware. The goal is to implement IIR on FPGA by creating Verilog code, which
introduces innovation in design synthesis and analysis by HDL coders. Here the optimal
order IIR (Chebyshev I & II, Butterworth and Elliptic) filters are selected based on mean
square error (MSE) and signal to noise ratio (SNR) for denoising ECG signal in MATLAB
initially before implementation on FPGA [3].

The main challenge, however, is in using digital filters on hardware to achieve rapid
speed at low hardware costs. Therefore, it is imperative to choose operating methods and
tools carefully based on design specifications in order to save a lot of time and effort. The
use of digital filters on an FPGA shows how adaptable the method is and how it performs
better than more traditional methods, which can save a lot of time and work. The digital
filters implementation on FPGA illustrates that the approach is flexible and comparably or
superior to the conventional approach [4].

12.2 Literature Survey

With the advancement in very large-scale integration (VLSI), realization of digital filters
is done in ASIC circuits and FPGA platform. Researchers are actively working towards
an approach to design and execute digital filter algorithms made on FPGAs due to their
inherent advantages in their design technology.
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Chou et al. [4] provided a way to implement algorithms on digital filter based on FP-
GAs. Kuon et al. [5] reviewed and surveyed the development of programmable logic
devices and presented the fundamental programming techniques upon which programma-
bility is based, followed by the definition of the considerations learned from the study of
architecture. Ravikumar [6] carried out digital filtering with low pass FIR to filter the 50 Hz
coupled noise and other noises of high frequency. A Xilinx ChipScope was the tool used to
test the results and FPGA was used to run the logic with FPGA development board, Xilinx
Spartan-3 family. Islam et al. [7] proposed the architecture of a programmable digital IIR
filter-based Xilinx FPGA board. Dixit and Gupta [8] proposed the implementation and
simulation of IIR filter using Xilinx System Generator software and the Simulink environ-
ment in MATLAB on an FPGA. They suggested that the capability of the FPGA greatly
increases due to parallel processing and the speed of performance in the functioning of the
digital filter.

Kasetwar and Gulhane [9] offered a study on performance of adaptive power line inter-
ference canceler for ECG signals and least mean-square (LMS) algorithm recommended
for implementation of adaptive power line interference canceler. Pawar and Bhaskar [10]
used high-pass filtering of ECG signal and then implemented it on FPGA platform. Yadav
and Mehra [11] examined the cost performance of different IIR filters on the basis of im-
plementation which is designed for real-time application. The cost of implementation was
arrived at based on the filter order, multiplier, adder, and input samples. The implementa-
tion and synthesis of digital IIR filters on FPGA offer hardware utilization effectiveness,
high throughput and high rate of precise calculation [8, 12].

A study on ECG signal processing with FIR filter architecture using VHDL was re-
searched by Ravikumar [6] and Narsale et al. [12], and the same study using Verilog and
Xilinx was done by Jairath et al. [13], Vijaya et al. [14], Singh et al. [15], and Gaikwad
[16] to generate an HDL command for implementation of an inverse sinc filter on FPGA.
Kumar and Meduri [17] generated HDL code with distributed arithmetic architecture of
high order matched filter by using the same technique. A ModelSim 6.4a simulator was
used for the simulation of generated test benches of the optimal order filters. Studies in [6,
12, 14] reported simulation of FPGA-based design using ModelSim software. The present
work used ModelSim 6.4a to generate test benches for digital filters with optimal order for
denoising ECG signal. A series of Xilinx FPGA families such as Spartan-3, Vertex-4, and
Spartan-6, etc., are commercially available for synthesis of generated HDL code of digital
filter on FPGA.

Moschetta [18] proposed a novel configuration combining rotors and fixed winding to
gain efficiency and maneuverability at low speeds. Meftah et al. [19] modeled a surface
micro-mechanical accelerometer from a silicon MEMS accelerometer. Singh and Bansal
[20] used acoustic-based inspection methods for on-field screening of containers, which
hold high importance in the fields of security and defense. Zhang and Yao [21] proposed
a fuzzy Petri nets method for modeling and analyzing the reliability of a multi-state soft-
ware system. Wang et al. [22] presented a novel fetal ECG blind source extraction algo-
rithm based on blind source separation in noise. The algorithm used was discrete wavelet
transformation and moved the conventional time-domain signals to the wavelet-domain to
reduce the noise in FECG. Bhogeshwar et al. [23] used digital filter methods to deal with
the noise artefact in ECG signal and the research was carried out from the available MIT-
BIH arrhythmia database instead of taking real-time acquired signal from human object
as it was informal and a less time-consuming method [24]. As previously discussed, the
literature survey has shown that the high-end FPGA has a huge throughput advantage but
comes with hardware costs.
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tering algorithm, effectiveness of hardware utilization, achieving high accuracy rate. The
digital filters require many adders, multipliers and registers. Logical array can be used
to form the adders and multipliers. FPGA is a structured internal logic array with loaded
link resources, and it is more appropriate for hardware realization of digital filter. The
issues and fundamental challenges occur in programmable routing of circuit design and
architecture. Digital filter implementation on FPGA offers a superior performance by re-
ducing the complexity of filter structure, hardware requirements and enhancing speeds. An
application of general purpose multipliers is a conventional move. The performance of im-
plemented multipliers on FPGA architecture does not allow constructing high-performance
digital filters. Parallelism nature of FPGA provides improvement in speed, less resource
usage and low power consumption [3]. A large number of multipliers are required in the
implementation of digital filters in the hardware of FPGA which add the complexity in the
circuit. In digital filters the reduction of multipliers is the key to minimizing the complex-
ity of hardware. The goal is to implement IIR on FPGA by creating Verilog code, which
introduces innovation in design synthesis and analysis by HDL coders. Here the optimal
order IIR (Chebyshev I & II, Butterworth and Elliptic) filters are selected based on mean
square error (MSE) and signal to noise ratio (SNR) for denoising ECG signal in MATLAB
initially before implementation on FPGA [3].

The main challenge, however, is in using digital filters on hardware to achieve rapid
speed at low hardware costs. Therefore, it is imperative to choose operating methods and
tools carefully based on design specifications in order to save a lot of time and effort. The
use of digital filters on an FPGA shows how adaptable the method is and how it performs
better than more traditional methods, which can save a lot of time and work. The digital
filters implementation on FPGA illustrates that the approach is flexible and comparably or
superior to the conventional approach [4].

12.2 Literature Survey

With the advancement in very large-scale integration (VLSI), realization of digital filters
is done in ASIC circuits and FPGA platform. Researchers are actively working towards
an approach to design and execute digital filter algorithms made on FPGAs due to their
inherent advantages in their design technology.
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Chou et al. [4] provided a way to implement algorithms on digital filter based on FP-
GAs. Kuon et al. [5] reviewed and surveyed the development of programmable logic
devices and presented the fundamental programming techniques upon which programma-
bility is based, followed by the definition of the considerations learned from the study of
architecture. Ravikumar [6] carried out digital filtering with low pass FIR to filter the 50 Hz
coupled noise and other noises of high frequency. A Xilinx ChipScope was the tool used to
test the results and FPGA was used to run the logic with FPGA development board, Xilinx
Spartan-3 family. Islam et al. [7] proposed the architecture of a programmable digital IIR
filter-based Xilinx FPGA board. Dixit and Gupta [8] proposed the implementation and
simulation of IIR filter using Xilinx System Generator software and the Simulink environ-
ment in MATLAB on an FPGA. They suggested that the capability of the FPGA greatly
increases due to parallel processing and the speed of performance in the functioning of the
digital filter.

Kasetwar and Gulhane [9] offered a study on performance of adaptive power line inter-
ference canceler for ECG signals and least mean-square (LMS) algorithm recommended
for implementation of adaptive power line interference canceler. Pawar and Bhaskar [10]
used high-pass filtering of ECG signal and then implemented it on FPGA platform. Yadav
and Mehra [11] examined the cost performance of different IIR filters on the basis of im-
plementation which is designed for real-time application. The cost of implementation was
arrived at based on the filter order, multiplier, adder, and input samples. The implementa-
tion and synthesis of digital IIR filters on FPGA offer hardware utilization effectiveness,
high throughput and high rate of precise calculation [8, 12].

A study on ECG signal processing with FIR filter architecture using VHDL was re-
searched by Ravikumar [6] and Narsale et al. [12], and the same study using Verilog and
Xilinx was done by Jairath et al. [13], Vijaya et al. [14], Singh et al. [15], and Gaikwad
[16] to generate an HDL command for implementation of an inverse sinc filter on FPGA.
Kumar and Meduri [17] generated HDL code with distributed arithmetic architecture of
high order matched filter by using the same technique. A ModelSim 6.4a simulator was
used for the simulation of generated test benches of the optimal order filters. Studies in [6,
12, 14] reported simulation of FPGA-based design using ModelSim software. The present
work used ModelSim 6.4a to generate test benches for digital filters with optimal order for
denoising ECG signal. A series of Xilinx FPGA families such as Spartan-3, Vertex-4, and
Spartan-6, etc., are commercially available for synthesis of generated HDL code of digital
filter on FPGA.

Moschetta [18] proposed a novel configuration combining rotors and fixed winding to
gain efficiency and maneuverability at low speeds. Meftah et al. [19] modeled a surface
micro-mechanical accelerometer from a silicon MEMS accelerometer. Singh and Bansal
[20] used acoustic-based inspection methods for on-field screening of containers, which
hold high importance in the fields of security and defense. Zhang and Yao [21] proposed
a fuzzy Petri nets method for modeling and analyzing the reliability of a multi-state soft-
ware system. Wang et al. [22] presented a novel fetal ECG blind source extraction algo-
rithm based on blind source separation in noise. The algorithm used was discrete wavelet
transformation and moved the conventional time-domain signals to the wavelet-domain to
reduce the noise in FECG. Bhogeshwar et al. [23] used digital filter methods to deal with
the noise artefact in ECG signal and the research was carried out from the available MIT-
BIH arrhythmia database instead of taking real-time acquired signal from human object
as it was informal and a less time-consuming method [24]. As previously discussed, the
literature survey has shown that the high-end FPGA has a huge throughput advantage but
comes with hardware costs.
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12.3 Methods and Materials

This section discusses the methodology for execution of the FPGA-based optimal order
IIR digital filters for denoising ECG signal. The workflow chart of the methodology is
shown in Figure 12.1.

Figure 12.1: Workflow chart for synthesis of digital filters on FPGA.

12.3.1 Conversion of MATLAB Code into Verilog HDL

The first IIR digital filters were designed in MATLAB for denoising ECG signal and se-
lected optimal order filter based on signal SNR and MSE [3, 25-31]. In addition, their
structural complexity based on multipliers and adder in MATLAB was studied.

MATLAB command line is used to generate filter design HDL code and test bench
for a quantized filter using its property name and its value. All the properties have their
default values, which can be changed to customize the output. Filter Design HDL Coder
automatically creates Verilog test benches for quick simulation, testing, and verification of
the generated HDL code. Thus, synthesis of the design is taken out in Xilinx ISE 13.1 with
Xilinx Spartan-6 (XC6SLX75T) target device and the generated test benches are simulated
in ModelSim 6.4a software [32-35].
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12.3.2 Synthesis of Digital Filters on FPGA

The performance of digital filters on FPGA illustrates that the approach is flexible and
superior. After designing and selecting the optimal order digital filters based on MAT-
LAB, Xilinx 13.1 package with target device Spartan-6 (XC6SLX 75T) [33] is used for
synthesis of generated Verilog code of optimal order filter on FPGA. The workflow chart
of the synthesis process of Verilog code of optimal order IIR and FIR filters is shown in
Figure 12.1.

Figure 12.2: Workflow chart of design steps for synthesis and simulation of digital filters.
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The design properties of the project in the Design Window of Xilinx ISE are shown in
the snapshot Figure 12.3 [32].

Figure 12.3: Snapshot of design property window.

The source files (Verilog and test bench) of optimal order digital filters are added, which
are to be synthesized and simulated followed by setting the Process Properties options
under XST synthesis tool. After synthesis, the resource utilization summary in number
of slice flip flops, number of slices, number of 4-input LUTs, number of bonded IOBs,
number of BUFG and DSP48A1 slice for initial design and the timing summary in respect
to smallest amount input advent time earlier than clock (set-up time) and utmost output
requisite time subsequent to clock (hold time) for preliminary design, are captured and
displayed. From the details of resource consumption summary, the resources to be used
for the target FPGA are analyzed and from the reports in respect to delays (set-up and
hold time), maximum frequency and timing summary are also studied. The complexity of
filter structure is studied on FPGA platform in terms of macro statistics (adders/subtractors,
multipliers and registers). Then, the test bench of Verilog file is simulated using ModelSim
simulator.

12.4 Results and Discussion

The complexity of hardware for optimal order digital IIR filters structure is very large in
conditions of multipliers, adders and delays using MATLAB. A closing outline report on
the strengths, weaknesses, opportunities, and threats (SWOT) of difficulty of the structure
of optimal order filters is presented in Table 12.1 [3].
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Table 12.1: Summary of IIR filters structure information in MATLAB [3].

Furthermore, the design of optimal order IIR digital filters is synthesized and analyzed
in the present work.

Synthesis reports and simulation results of the traditional approach of designing IIR
digital filters are presented. The resource utilization summary (slice LUTs, number of
slice registers, bonded IOBs and BUFG/BUFGCTRLS, fully used LUT-FF pairs), macro
statistics summary (adders/subtrators, adder tree and registers), final registers and timing
summary (minimum period, maximum frequency, setup time, hold time), RTL schematic
digital filter, RTL diagram of internal structures, and simulation waveform and power es-
timation report (Xilinx Power Estimator User Guide UG440 (v13.4) January 18, 2012) of
optimal order Butterworth, Chebyshev II, Chebyshev I, and Elliptic digital filter are pre-
sented. Furthermore, hardware resources to be used in FPGA, complexity of filter struc-
ture, speed and total estimated power of the traditional approach of designed digital filters
are tabulated.

12.4.1 Butterworth Filter

The optimal order of Butterworth filter for making noise-free ECG signal is selected on the
basis of MSE and SNR and is 5 (see Table 12.1). Synthesis reports of Butterworth filter
after synthesis on FPGA are given in Figure 12.4 to Figure 12.9.

Figure 12.4: Device utilization summary for Butterworth filter.
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Table 12.1: Summary of IIR filters structure information in MATLAB [3].

Furthermore, the design of optimal order IIR digital filters is synthesized and analyzed
in the present work.

Synthesis reports and simulation results of the traditional approach of designing IIR
digital filters are presented. The resource utilization summary (slice LUTs, number of
slice registers, bonded IOBs and BUFG/BUFGCTRLS, fully used LUT-FF pairs), macro
statistics summary (adders/subtrators, adder tree and registers), final registers and timing
summary (minimum period, maximum frequency, setup time, hold time), RTL schematic
digital filter, RTL diagram of internal structures, and simulation waveform and power es-
timation report (Xilinx Power Estimator User Guide UG440 (v13.4) January 18, 2012) of
optimal order Butterworth, Chebyshev II, Chebyshev I, and Elliptic digital filter are pre-
sented. Furthermore, hardware resources to be used in FPGA, complexity of filter struc-
ture, speed and total estimated power of the traditional approach of designed digital filters
are tabulated.

12.4.1 Butterworth Filter

The optimal order of Butterworth filter for making noise-free ECG signal is selected on the
basis of MSE and SNR and is 5 (see Table 12.1). Synthesis reports of Butterworth filter
after synthesis on FPGA are given in Figure 12.4 to Figure 12.9.

Figure 12.4: Device utilization summary for Butterworth filter.
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Figure 12.5: Summary of macro statistics for Butterworth filter.

Figure 12.6: Register report for Butterworth filter.

Figure 12.7: Timing summary for Butterworth filter.

Figure 12.8: RTL schematic for Butterworth filter.
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Figure 12.9: RTL internal structure for Butterworth filter.

Test bench simulation result is given in Figure 12.10 and the power estimator report in
Figure 12.11.

Figure 12.10: ModelSim simulation result for Butterworth filter.

Figure 12.11: Power estimation for Butterworth filter.
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Figure 12.9: RTL internal structure for Butterworth filter.

Test bench simulation result is given in Figure 12.10 and the power estimator report in
Figure 12.11.

Figure 12.10: ModelSim simulation result for Butterworth filter.

Figure 12.11: Power estimation for Butterworth filter.
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After synthesis and simulation, all the reports are tabulated in Table 12.2 [25].

Table 12.2: Summary of resources for Butterworth filter.

12.4.2 Chebyshev-I Filter

The optimal order of Chebyshev-I filter for noise-free ECG signal is selected as order 3
(Table 12.1). Synthesis reports of Chebyshev-I filter after synthesis on FPGA is given in
Figure 12.12 to Figure 12.17.

Figure 12.12: Device utilization summary for Chebyshev-I filter.

Figure 12.13: Summary of macro statistics for Chebyshev-I filter.
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Figure 12.14: Register report for Chebyshev-I filter.

Figure 12.15: Timing summary for Chebyshev-I filter.

Figure 12.16: RTL schematic for Chebyshev-I filter.

Figure 12.17: RTL internal structure for Chebyshev-I filter.
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Table 12.2: Summary of resources for Butterworth filter.

12.4.2 Chebyshev-I Filter

The optimal order of Chebyshev-I filter for noise-free ECG signal is selected as order 3
(Table 12.1). Synthesis reports of Chebyshev-I filter after synthesis on FPGA is given in
Figure 12.12 to Figure 12.17.

Figure 12.12: Device utilization summary for Chebyshev-I filter.

Figure 12.13: Summary of macro statistics for Chebyshev-I filter.
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Figure 12.14: Register report for Chebyshev-I filter.

Figure 12.15: Timing summary for Chebyshev-I filter.

Figure 12.16: RTL schematic for Chebyshev-I filter.

Figure 12.17: RTL internal structure for Chebyshev-I filter.
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Test bench simulation result is given in Figure 12.18 with power estimator report in
Figure 12.19.

Figure 12.18: ModelSim simulation result for Chebyshev-I filter.

Figure 12.19: Power estimation for Chebyshev-I filter.

After synthesis and simulation, all the reports are tabulated in Table 12.3.
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Table 12.3: Summary of resources for Chebyshev-I filter.

12.4.3 Chebyshev-II Filter

The optimal order of Chebyshev-II filter for denoising ECG signal is selected as order 5
(Table 12.1). Synthesis and simulation reports of Chebyshev-II filter after synthesis on
FPGA are given in Figure 12.20 to Figure 12.26 with power estimator report in Figure
12.27.

Figure 12.20: Device utilization summary for Chebyshev-II filter.

Figure 12.21: Summary of macro statistics for Chebyshev-II filter.
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Table 12.3: Summary of resources for Chebyshev-I filter.

12.4.3 Chebyshev-II Filter

The optimal order of Chebyshev-II filter for denoising ECG signal is selected as order 5
(Table 12.1). Synthesis and simulation reports of Chebyshev-II filter after synthesis on
FPGA are given in Figure 12.20 to Figure 12.26 with power estimator report in Figure
12.27.

Figure 12.20: Device utilization summary for Chebyshev-II filter.

Figure 12.21: Summary of macro statistics for Chebyshev-II filter.



202 SYNTHESIS AND ANALYSIS OF DIGITAL IIR FILTERS FOR DENOISING ECG SIGNAL ON FPGA

Figure 12.22: Register report for Chebyshev-II filter.

Figure 12.23: Timing summary for Chebyshev-II filter.

Figure 12.24: RTL schematic for Chebyshev-II filter.

Figure 12.25: RTL internal structure for Chebyshev-II filter.
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Figure 12.26: ModelSim simulation result for Chebyshev-II filter.

Figure 12.27: Power estimation for Chebyshev-II filter.

After synthesis and simulation, all the reports are tabulated in Table 12.4.

Table 12.4: Summary of resources for Chebyshev-II filter.
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Figure 12.26: ModelSim simulation result for Chebyshev-II filter.

Figure 12.27: Power estimation for Chebyshev-II filter.

After synthesis and simulation, all the reports are tabulated in Table 12.4.

Table 12.4: Summary of resources for Chebyshev-II filter.
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12.4.4 Elliptic Filter

The Elliptic filter with optimal order of 3 for denoising ECG signal is selected (Table 12.1).
Synthesis and simulation reports of Elliptic filter after synthesis on FPGA is given in Figure
12.28 to Figure 12.34 with power estimator report in Figure 12.35.

Figure 12.28: Device utilization summary for Elliptic filter.

Figure 12.29: Summary of macro statistics for Elliptic filter.

Figure 12.30: Register report for Elliptic filter.
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Figure 12.31: Timing summary for Elliptic filter.

Figure 12.32: RTL schematic for Elliptic filter.

Figure 12.33: RTL internal structure for Elliptic filter.
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Figure 12.31: Timing summary for Elliptic filter.

Figure 12.32: RTL schematic for Elliptic filter.

Figure 12.33: RTL internal structure for Elliptic filter.
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Figure 12.34: ModelSim simulation result for Elliptic filter.

Figure 12.35: Power estimation for Elliptic filter.

All the reports are tabulated in Table 12.5.

Table 12.5: Summary of resources for Elliptic filter.
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The comparison of basic elements for IIR digital filters is done in FPGA implemen-
tation with MATLAB and is given in Table 12.5. After synthesis of digital IIR filters on
FPGA platform, it is observed from Table 12.5 that the number of multipliers has been
reduced with increase in adder/subtractors and registers, which is shown graphically in
Figure 12.36.

Figure 12.36: Number of multipliers in IIR digital filters (MATLAB and FPGA implemen-
tation).

12.5 Conclusion and Future Scope

There are several issues of concern related to area, speed and power for FPGA-based de-
sign. The speed, area, and power with high order filters are affected because of complex
computation. The complexity of structure for various optimal order IIR digital filters is
realized using MATLAB basic elements like multipliers, adders and delays. Multipliers
usually have the highest implementation or computational cost and thus it is desired to
reduce the number of multipliers in different systems. For each unit delay, delays can
be realized by providing a storage register. After synthesis of the above digital filters in
FPGA Spartan-6, the dedicated hardware resources utilization is summarized in Table 12.2
to Table 12.5, which show reduced multipliers. Since multiplication is an operation which
requires large chip area and more power consumption due to repeated addition, reduction
in its number helps. But the inherent property of the Spartan-6 FPGA architecture having
132 slices of DSP48A1, which supports many functions of that of an 18×18 bit multiplier,
MACs, Pre-adders/subtractors (User Guide UG-389 (v1.2) 2014), wide bus multiplexers,
and magnitude comparator/wide counter reduces the number of multipliers and adders uti-
lized, suggesting small chip area and low power consumptions. The inbuilt basic structure
of MAC unit using pipeline registers between multipliers and accumulator also increases
the throughput as reported by a study [4]. Therefore, the FPGA implementations of digital
filters design require less number of operators as compared to implementation in MATLAB
environment. The number of multipliers has been reduced by traditional FPGA implemen-
tation approach [24].

To make the FPGA an ideal fit and viable alternative in various market applications, the
final product can further be made attractive by optimizing the hardware components to be
accommodated in a small chip area for low power consumptions. It should be remembered
that the study can be further extended to synthesize the optimized digital filter design for
denoising ECG signal on FPGA. This can further be applied on other available techniques
and methods like ant colony optimization (ACO), genetic algorithm (GA), particle swarm
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To make the FPGA an ideal fit and viable alternative in various market applications, the
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optimization (PSO), etc. It is expected to get far better results in respect to either speed or
area.
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optimization (PSO), etc. It is expected to get far better results in respect to either speed or
area.
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212 NEURAL NETWORKS AND THEIR APPLICATIONS

13.1 Introduction

In our brain, there are ten billion cells, which are correspondingly called neurons, and
they process the information as electric signals. As shown in Figure 13.1, each neuron is
synoptically connected to another neuron, and the dendrites of each neuron carry external
information that enters the system. Each association is connected to a load that holds
signals containing information. Depending on the quality of the signal, the neuron can
accept or reject the data. Since the load consists of a signal sent across distinct neurons,
the primary task of neurons is to handle a specific problem. An activation signal is a type of
internal expression found in every neuron. Output or desired motions are produced when
information signals and the actuation rule for multiple components are coupled [1,2].

Figure 13.1: Structure of the neuron network.

13.2 Main Work of Neuron

The neuron consists of four parts, and each part performs its work, which is described
below [3]:

a) Dendrites: Their structure is tree-like with branches. Their work is to receive the
information from neurons to which they are connected.

b) Soma: This is the cell form of a neuron which processes the information acquired
from dendrites.

c) Axon: It resembles a link, which fills in as an intermediate over which neurons refer
the data.

d) Synapse: The junction between the axon of one neuron and the dendrite of another.

13.3 Comparison Between Artificial Neural Network (ANN) and Biological
Neural Network (BNN)

Let us discuss the similarities and differences between ANN and BNN. Table 13.1 shows
the similarities between ANN and BNN [4]:

Table 13.2 shows the differences between ANN and BNN [4]:

HOW ARTIFICIAL NEURAL NETWORK WORKS 213

Table 13.1: The similarities between ANN and BNN.

Biological Neural Network (BNN) Artificial Neural Network (ANN)

Soma Node
Dendrites Input
Synapse Weights or Interconnections
Axon Output

Table 13.2: The differences between ANN and BNN.

13.4 How Artificial Neural Network Works

Figure 13.2 shows the working model of artificial neural network.

Figure 13.2: Working model of artificial neural network.

Here, W1,W2,W3, ...,Wm are the strength of the input signals.
As per Figure 13.2, the net input can be determined as:

Yin = X1W1 +X2W2 +X3W3 + ...+XmWm (13.1)
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i.e., Net input Yin =
∑m

i XiWi.
The output can be determined by using the activation function of the net input.

Yout = F (Yin) (13.2)

Output = Function(NetInputCalculated) (13.3)

13.4.1 Processing of ANN Building Blocks

There are three main building blocks of ANN used for processing:

Network Topology

Adjustments of Weights or Learning

Activation Function

13.4.1.1 Network Topology
A network topology is the physical and logical arrangement of nodes and connections

in a network. It is classified into three networks according to network topology of ANN:

Feedforward Network (FFN): Feedforward networks are non-intermittent systems
with layers of handling hubs. These hubs within a layer are linked to the hubs in-
side earlier levels. Each association has a different weight. Usually, the signal flows
in a single direction in input-to-output form. It is also isolated into two sorts [5].

– Single layer feedforward network: It is a single weighted layer where the infor-
mation layer is completely associated with the output-giving layer, as shown in
Figure 13.3.

Figure 13.3: Single layer feedforward network.

– Multilayer feedforward network: There is at least one layer between the informa-
tion and the generous layer. These are called hidden or concealed layers, as shown
in Figure 13.4.

HOW ARTIFICIAL NEURAL NETWORK WORKS 215

Figure 13.4: Multilayer feedforward network.

This system has feedback response routes, which means that signals flow in both direc-
tions in loops. The feedback network has nonlinear properties with the dynamic design
and continually evolves until it finds equilibrium. It is also classified into three types [6].

Recurrent networks: These types of feedback systems have closed loops. There are
two kinds of recurrent networks.

Fully recurrent network: This type of network has a simple neural system structural
design since all nodes are related nodes, and each node works as both input and output
as shown in Figure 13.5.

Figure 13.5: Fully recurrent network.

Jordan network: This is a closed loop network where input and output serve in such a
way that one output will work as the input for another node (see Figure 13.6).

Figure 13.6: Jordan network.
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13.4.1.2 Adjustments of Weights or Learning
This is a technique for changing many connections between the neurons in a certain

system. There are three ways to learn:

Supervised Learning: It is a dependent process, hence executed under supervision. In
this learning, the info vector behaves as input to the system and is trained to give an
output of the desired vector. The vector selected will be contrasted with the normally
given vector. Based on this, error signals are produced. The weights are adjusted until
and unless the actual output is not verified with the expected one [7] (see Figure 13.7).

Figure 13.7: Supervised learning.

Unsupervised Learning: This is managed without supervision, and the learning pro-
cess is autonomous. In this learning, the cluster is being produced by combining
similar types of input vectors. The creation of the desired output vector is based on
the learning of the input vector. The input data in this network determines the new
learning patterns and features, which depict the link between input and output [8,9]
(see Figure 13.8).

Figure 13.8: Unsupervised learning.

Reinforcement Learning: In this type of learning, an agent may gain knowledge by
trial and error while receiving feedback from its actions and experiences in an interac-
tive environment. Each positive step praises the agent, whereas each negative action
results in punishment or negative feedback for the agent. The agent interacts with the
surroundings and looks into it on its own. The basic goal of an agent in reinforce-
ment learning is to maximize positive reinforcement while performing better. The
agent learns via hit-and-miss and, depending on its experience, develops the skills
necessary to carry out the mission more effectively. Thus, it can be said that “Rein-
forcement learning is a form of machine learning approach where an intelligent agent
(computer program) interacts with the environment and learns to function within it.”
A robot dog’s ability to learn how to move its limbs is an illustration of reinforcement
learning [10,11] (see Figure 13.9).

HOW ARTIFICIAL NEURAL NETWORK WORKS 217

Figure 13.9: Reinforcement learning.

13.4.1.3 Activation Function
The enacting capacity refers to the additional effort or energy required to get an accurate

result [12,13]. In ANN, enactment capacities are related to the contribution to produce the
desired output. There are two capabilities for enactment, which are as follows:

1. Linear Activation Function: This function is also known as an identity function be-
cause it performs having no input editing [14]. It is defined by:

F (x) = x (13.4)

2. Sigmoid Activation Function [15]:

a) Binary sigmoidal function: A logistic function with binary output values ranging
from 0 to 1 is known as a “binary sigmoid function.” It generates non-binary
activations, is nonlinear, and is differentiable. However, Sigmund’s vanishing
gradients are a concern. Additionally, the function of sigmoid activation is not
zero-centric

F (x) = sigm(x) =
1

1 + exp(−x))
(13.5)

b) Bipolar sigmoidal function: A popular activation function or “squashing function”
in Hopfield neural networks is the bipolar sigmoid. The sigmoid function and this
function are linked. Since it is a bounded function, this activation function works
well for programs that generate output values between [−1, 1]. Additionally, the
activity of each neuron ranges from -1 to 1. Compared to the McCulloch-Pitts
function, this function may be a better option for training the data between 0
and 1. Consequently, it is simpler to distinguish between bipolar and monotonic
sigmoid activation functions.

F (x) = sigma(x) =
2

1 + exp(−x)
− 1 =

1− exp(x)

1 + exp(x)
(13.6)

13.4.2 Neural Network Learning Rules

A learning rule or learning process is a method or a mathematical logic. It improves the
artificial neural network and uses this rule on the whole network. Learning rules change a
network’s weights and bias levels when it simulates in a certain data environment. It is a
way to use a learning rule that goes back and forth. It lets a neural network learn from its
environment and get better at what it does. Here are the different types of rules for how
neural networks learn:
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13.4.1.2 Adjustments of Weights or Learning
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Figure 13.7: Supervised learning.
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Figure 13.8: Unsupervised learning.
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Figure 13.9: Reinforcement learning.

13.4.1.3 Activation Function
The enacting capacity refers to the additional effort or energy required to get an accurate

result [12,13]. In ANN, enactment capacities are related to the contribution to produce the
desired output. There are two capabilities for enactment, which are as follows:

1. Linear Activation Function: This function is also known as an identity function be-
cause it performs having no input editing [14]. It is defined by:

F (x) = x (13.4)

2. Sigmoid Activation Function [15]:

a) Binary sigmoidal function: A logistic function with binary output values ranging
from 0 to 1 is known as a “binary sigmoid function.” It generates non-binary
activations, is nonlinear, and is differentiable. However, Sigmund’s vanishing
gradients are a concern. Additionally, the function of sigmoid activation is not
zero-centric

F (x) = sigm(x) =
1

1 + exp(−x))
(13.5)

b) Bipolar sigmoidal function: A popular activation function or “squashing function”
in Hopfield neural networks is the bipolar sigmoid. The sigmoid function and this
function are linked. Since it is a bounded function, this activation function works
well for programs that generate output values between [−1, 1]. Additionally, the
activity of each neuron ranges from -1 to 1. Compared to the McCulloch-Pitts
function, this function may be a better option for training the data between 0
and 1. Consequently, it is simpler to distinguish between bipolar and monotonic
sigmoid activation functions.

F (x) = sigma(x) =
2

1 + exp(−x)
− 1 =

1− exp(x)

1 + exp(x)
(13.6)

13.4.2 Neural Network Learning Rules

A learning rule or learning process is a method or a mathematical logic. It improves the
artificial neural network and uses this rule on the whole network. Learning rules change a
network’s weights and bias levels when it simulates in a certain data environment. It is a
way to use a learning rule that goes back and forth. It lets a neural network learn from its
environment and get better at what it does. Here are the different types of rules for how
neural networks learn:



218 NEURAL NETWORKS AND THEIR APPLICATIONS

13.4.2.1 Hebbian Learning Rule
This is one of the oldest and simplest rules. Donald Hebb presented this rule in his

book The Organization of Behavior published in 1949. Hebb gives the concept of the rule,
stating that: “When an axon of cell A is near enough to excite a cell B and repeatedly or
persistently takes part in firing it, some growth process or metabolic change takes place in
one or both cells such that A’s efficiency, as one of the cells firing B, is increased” [16].

Starting with the statement, we can assume and determine that the links between two
neurons can become strong if the neurons fire at the same time and can become weak if
neurons fire at different times [16,17].

Mathematical formulation: According to the Hebbian learning rule, the weight adjust-
ment function [18] at each time is shown in Equation (13.7).

∆Wji(t) = αxi(t)yj(t) (13.7)

where,

∆Wji(t) = increment that weight of linking increases at time step t;

α = the positive as well as constant learning rate;

αxi(t) = input value of pre-synaptic neuron at time step t; and

yj(t) = output of pre-synaptic neuron at same time step t.

13.4.2.2 Perceptron Learning Rule
In neural network connections, each has a weight that varies as the network learns. It is

an illustration of supervised learning, in which the network begins its learning process by
giving each weight a random value. Determining the output value based on a collection of
records for which we know the predicted output value for a sample is called the learning
rule. The network then compares the estimated output value to the anticipated value. The
sum of the squares of the errors that occurred for each person in the learning sample can
be used to build an error function, which is the next step [19].

Mathematical formulation: Let ‘n’ be the number of finite input vectors, x(n) expected
through the desired output vector, which is desired t(n), where n = 1 to N [19,20].

We can calculate the output ‘Y’, by the net input, as well as the activation function as
follows :

y = f(yin) =

{
1, yin > θ

1, yin ≤ θ
(13.8)

where θ is a threshold.
The entire process’s weight adjustment can be obtained using these two cases:

A. Case I - when t ̸= y, then

– W (new) = W (old) + tx

– W (new) = W (old) + tx

B. Case II - when t = y, then

– W (new) = W (old)
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13.4.2.3 Delta Learning Rule (Widrow-Hoff Rule)
This rule is called the least mean square strategy (LMS) invented by Bernard Widrow

and Marcian Hoff. This standard reduces the number of preparation designs that go wrong.
It is a learning calculation that requires constant application work. Its main standard con-
cept is an angle drop technique. The changes in the synaptic loads limit the given unit to
the objective esteem’s net contribution [21].

Mathematical Formulation: The mathematical representation of this rule is to update
the synaptic weights that are given by:

∆Wi = αxiej (13.9)

where

∆Wi = change in weight for the ith outline;

α = positive as well as constant learning rate;

xi = input significance from pre-synaptic neuron;

ej = (t− Yin), difference among target output as well as actual output Yin.

In every case, we get the single output by adjusting weights differently.

1. Case I - when t ̸= y, then W (new) = W (old) + ∆w

2. Case II - when t = y, then No change in weight

13.4.2.4 Competitive Learning Rule (Winner-Take-All)
This rule works with unsupervised learning, in which similar input vectors are grouped

together. When a new pattern is given to the neural network as input, it gives back an
output that tells the pattern’s class. It does not care if the environment tells whether the
desired output is right or wrong. In this rule, the winner is the neuron with the most inputs.
The connections between the output neurons are the competitors. The “ON” connection is
the winner, while the “OFF” connections are the loser [22] (see Figure 13.10).

Figure 13.10: Concept of competitive network.

We have already said that the output nodes will compete with each other. The main idea
is that the winner will be the output unit that reacts most strongly to a certain input pattern
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during training. This rule is also called “winner-takes-all” because only the neuron that
wins is changed. The rest of the nerve cells do not change [23].

Mathematical formation: There are three most important things that mathematicians
need to know about this learning rule.

1. Condition of a winner: If a neuron yk wants to win, it must meet the following re-
quirements:

yk =

{
1, if vk > vj for all i, j ̸= k

0, , otherwise
(13.10)

It means that if a neuron, say yk, wants to win, its local induced field, which is the
output of the summation unit vk, must be the biggest among all the other neurons in
the network.

2. Condition of the total of weight: The competitive learning rule is also limited by
the fact that the sum of the weights for a given output neuron will always be 1. For
example, if we think about neuron k, we can say:

∑
j

wkj = 1 ∀k (13.11)

3. Change of weight for winner: If a neuron does not respond to the input pattern, that
neuron does not learn anything. However, if a certain neuron wins, the weights of the
other neurons are changed as in:

∆wkj =

{
−α(xj − wkj), if neuron k wins

0, , if neuron k losses
(13.12)

where α is the learning rate.

Here, it is clearly mentioned that the winning neuron is favored by regulating its weight.
Otherwise,there is a neuron loss; it need not be a problem to re-adjust its weight.

13.4.2.5 Outstar Learning Rule
Grossberg came up with this rule, which is an example of supervised learning, as the

goals are clear. The rule is put into place when nodes in a network are set up in layers.
Here, the weights that are connected to a certain node should be the same as the outputs. It
was made to give the layer of p neurons the output d that was wanted [22].

Mathematical Construction: The weight adjustments by:

∆wj = α(d− wj) (13.13)

Where d is the desired neuron output, and α is the learning rate.

13.5 Neural Networks and Their Applications

The ANN model is now widely used in many applications to identify and solve problems.
It is a great model that is used in a lot of different areas, such as for early detection of
diseases so that proper treatment can be done right away, telemedicine in rural areas, se-
curity framework, account management part, securities exchange, agribusiness and safety
framework [24]. Some of the applications have been made clear.
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13.5.1 Image Processing and Character Recognition

Neural networks help to recognize characters and images. It helps to solve the problem of
bank fraud by recognizing handwriting and even national security assessments. ANN does
this by taking in much information and processing it to find hidden, complex, and nonlinear
relationships. Image recognition or the processing is done from facial recognition in social
media. Face recognition divides the image into two parts, containing targets (faces) and
providing the background. Then, the image is analyzed, and the faces are identified. Image
processing is also used in the agriculture and defense sectors. Image processing is also used
in the medical area to detect cancer. In this context, ANN refers to deep neural networks,
which are the foundation of deep learning. Deep learning has facilitated revolutionary
advances in computer vision, speech recognition, and natural language processing [25].

13.5.2 Business Forecasting

In the modern world, business influences the economy, and the neural network is utilized
for business forecasting to get the right flow of information and make wise business de-
cisions. The distribution of funds among products is a common sales practice. Utilizing
capacity requires consideration of financial and stock market economic and monetary poli-
cies. The stock market is complicated, making price predictions quite difficult. To over-
come the constraints of standard forecasting models, which are complicated and rely on
nonlinear correlations, all hidden and underlying aspects must be considered. The neural
network is a better alternative as it contains relationships and model-abstract qualities. The
classic models have no restrictions whatsoever on the input and residual distributions. Re-
cent developments in using LSTM and recurrent neural networks for forecasting are the
subject of more investigations [26,27].

13.5.3 Financial Prediction

Financial prediction is an effective instrument for stock market forecasting. It is aston-
ishing how well firms perform when employing the neural network prediction method,
as evidenced by MJ Futures’ two-year return of 199.2%. You can skip developing com-
plex rules (and redeveloping them as their effectiveness fades), says technical editor John
Sweeney in the 1995 issue of “Technical Analysis of Stocks and Commodities.”. Just de-
fine the price series and indicators you want to use, and the neural network takes care of
the rest. These examples show that neural networks may be simple to use once they are set
up, but setting them up and getting them ready takes skill, engagement, and effort. Neural
networks can identify patterns in data that humans are unlikely to notice and use those
patterns to make accurate projections.

A perfect example of this is given by Dean Barr and Walter Loick of LBS Capital
Management, using only six financial points as data sources in a neural network that is
generally simple. These data sources are the ADX, which shows the typical directional
development over the last eighteen days, and the current estimate of the S&P 500, which
shows the significant change in the S&P 500 incentive five days earlier [26,28].

13.5.4 Additional Neural Network Uses in the Economic World

Additional neural network uses in the economic world include:

Currency prediction;
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Futures prediction;

Bond ratings;

Business failure prediction;

Debt risk assessment;

Credit approval;

Bank theft.

13.5.5 The Traveling Salesman Problem

The traveling salesman problem (TSP) is the challenge of finding the shortest, most effi-
cient route for a person to take, given a list of specific destinations. It is a well-known
algorithmic problem in the fields of computer science and operations research, with impor-
tant real-world applications for logistics and delivery businesses [29]. There are obviously
a lot of different routes to choose from, but finding the best one — the one that will require
the least distance or cost — is what mathematicians and computer scientists have spent
decades trying to solve. It’s much more than just an academic problem. Finding more
efficient routes, or route optimization, increases profitability for delivery businesses, and
reduces greenhouse gas emissions because it means less distance traveled.

Figure 13.11: Elastic band for the shortest path.

Example: A list of all the cities is provided to help with a plan to determine the shortest
path between two points that allows one to visit every town. It employs the elastic net
with random orientation and the recursion approach for each opportunity. To organize a
Kohonen SOM (self-organizing map) like an elastic rubber band, we can use it to obtain
an approximation of the answer.

The algorithm is used to display a different random city every time and the next nearest
point on the internet to show the closest city [30]:

1. Because the net is elastic, as shown in Figure 13.11, it changes shape as people pull
on it. Due to the elasticity of the ring, the length of the ring tends to shorten when
various people pull the net coverings into a ring for the various towns around it. Thus,
the TSP can be roughly estimated using the approach [47].
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2. The weight vectors of the networks are initially randomly assigned in SOMs by em-
ploying simple competitive networks. When an input vector is provided, SOM’s other
relationship is to determine the winner (Perceptron, whose weight vector is closest to
the input vector) [31].

3. The Kohonen SOM is used to solve the TSP [32]:

4. It replicates an elastic band and treats the load vectors as focused on a plane because
the flexible elastic band has a ring-shaped structure.

5. The probability that a town’s directions are x and y are introduced as the system’s
information vector. It mixes these attentions by the position of their perceptrons in
the ring with the best layer. The system detects the load vector closest to the town
and adjusts toward it and its neighbors. Therefore, load vectors behave like the fo-
cus of an elastic band. In this way, each lesson is comparable to pulling the band’s
closest goal in the direction of a town. According to the standard, the elastic band’s
elastic property causes the measure of learning to alter in opposition to the physical
separation between the hub and the vector.

13.5.6 Medicine

Neural networks diagnose breathing and heart problems in different ways, such as with
auscultation coats, test accounts, and precordial phonocardiograms (PCG). A patient may
have regular checkups in an area with a higher chance of finding a disease or injury [33].

For different models, the records or information may include blood pressure, heart rate,
breathing rate, ECG, ICG, etc. The models must show how people of different ages, gen-
ders, and sizes move. Physiological information from the present and the past, as well as
information from the other conventional models, are compared. Then, deviations from this
standard are compared to what is known to be the real cause of each medical illness. Also,
neural networks can learn by focusing on different conditions and models and combining
them to make a total calculated representation that can be used to figure out a patient’s
disease based on the models [34].

13.5.7 Electronic Nose

An electronic nose is an electronic sensing device intended to help computers find and
describe smells, gases, and vapors. It consists of a system for detecting substances, like
a spectrometer, that can pick up on the specific example of synthetic mixtures. When the
concoction sensor cluster detects a smell, these synthetics are turned into a format that
the computer can understand. The fake neural system recognizes the ingredient list used
in different fields, such as the health, medical, and food industries [35,36]. Some of the
applicative areas for an electronic nose are:

a) Environment: It can find toxic waste, analyze fuel blends and gases, find oil holes
and tell the difference between proof of family smells. It can also check air quality,
prevent industrial facility emissions, and test groundwater for smells.

b) Medical: It is used in the medical field to look at smells coming from the body to
find and diagnose problems. Problems can be shown by scents in the air, contami-
nated wounds, and body fluids. It also discovers tuberculosis with the help of neural
networks.
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ploying simple competitive networks. When an input vector is provided, SOM’s other
relationship is to determine the winner (Perceptron, whose weight vector is closest to
the input vector) [31].

3. The Kohonen SOM is used to solve the TSP [32]:

4. It replicates an elastic band and treats the load vectors as focused on a plane because
the flexible elastic band has a ring-shaped structure.

5. The probability that a town’s directions are x and y are introduced as the system’s
information vector. It mixes these attentions by the position of their perceptrons in
the ring with the best layer. The system detects the load vector closest to the town
and adjusts toward it and its neighbors. Therefore, load vectors behave like the fo-
cus of an elastic band. In this way, each lesson is comparable to pulling the band’s
closest goal in the direction of a town. According to the standard, the elastic band’s
elastic property causes the measure of learning to alter in opposition to the physical
separation between the hub and the vector.

13.5.6 Medicine

Neural networks diagnose breathing and heart problems in different ways, such as with
auscultation coats, test accounts, and precordial phonocardiograms (PCG). A patient may
have regular checkups in an area with a higher chance of finding a disease or injury [33].

For different models, the records or information may include blood pressure, heart rate,
breathing rate, ECG, ICG, etc. The models must show how people of different ages, gen-
ders, and sizes move. Physiological information from the present and the past, as well as
information from the other conventional models, are compared. Then, deviations from this
standard are compared to what is known to be the real cause of each medical illness. Also,
neural networks can learn by focusing on different conditions and models and combining
them to make a total calculated representation that can be used to figure out a patient’s
disease based on the models [34].

13.5.7 Electronic Nose

An electronic nose is an electronic sensing device intended to help computers find and
describe smells, gases, and vapors. It consists of a system for detecting substances, like
a spectrometer, that can pick up on the specific example of synthetic mixtures. When the
concoction sensor cluster detects a smell, these synthetics are turned into a format that
the computer can understand. The fake neural system recognizes the ingredient list used
in different fields, such as the health, medical, and food industries [35,36]. Some of the
applicative areas for an electronic nose are:

a) Environment: It can find toxic waste, analyze fuel blends and gases, find oil holes
and tell the difference between proof of family smells. It can also check air quality,
prevent industrial facility emissions, and test groundwater for smells.

b) Medical: It is used in the medical field to look at smells coming from the body to
find and diagnose problems. Problems can be shown by scents in the air, contami-
nated wounds, and body fluids. It also discovers tuberculosis with the help of neural
networks.
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c) Food: Food is the most important practical market in the food industry. An electronic
nose helps to check the food quality, checks for rancidity in mayonnaise, programs
flavor control, and monitors the aging process of cheddar cheese. It also checks if the
juices used are common, surveys the refreshment compartment, and reviews bourbon.

In all the above cases, the focused neural system is quantified by the learning vector to
find the metal oxide. Gas sensors are used to figure out different smells.

13.5.8 Security

The CATCH (Computer-aided tracking and characterization of homicides) program is uti-
lized to distinguish current wrongdoing, the area of the wrongdoing, and the specific at-
tributes of the offense. The program is additionally subdivided into various devices, and
each device has a certain trademark or group of qualities. This enables the client to remove
explicit attributes that people are not familiar with or decided upon [37,38].

13.5.9 Loans and Credit Cards

Banks offer services like loans and credit cards. However, from the records, we can see
that many people cannot repay loans, and banks have difficulty getting the money back.
Neural networks help banks decide who to lend money to and who to reject, depending on
the number of times they failed to repay a loan. The neural network systems help banks
[39-49] in the following ways:

a) A neural network uses past information to decide the terms and interest rate of a loan
for a specific person. Banks use these rules so that they fail less often. Even some
credit card companies use neural networks to decide whether or not to give someone
a credit card and approve their application based on their credit score [41].

b) A bank’s decision about whether or not to give a candidate credit depends on the
candidate’s past repayment record in order to avoid creating problems. For example,
the bank or credit organization must prove to the candidate that their choice is valid.
It is hard to tell a person whose credit application was turned down what the computer
or neural network learned and how it made its decision.

13.5.10 Other Applications of Neural Networks

Composing Music: Computer and other electronic devices learn the patterns in the
composition used in music by deep neural nets [43].

Robot Navigation: Robots are trained to perform human tasks by using artificial neu-
ral nets [9].

Autonomous Driving Cars: Neural networks tell the difference between objects, peo-
ple, and road signs. They can also train a vehicle to drive itself without a person.
The concept behind this is a single hidden-level backpropagation network based on
pictures of the road in different situations and the right steering adjustment for each
situation [44-50].
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13.6 Conclusion and Future Scope

In order to properly learn and understand anything, we must do so in order to put the knowl-
edge we gain from it to use in the future. We must research the “fundamentals” of things.
Artificial neural network principles provide a quick explanation of ANN. The practice of
neural networking calls for much effort as data is input into the system and performances
are observed, processes adjusted, connections made, and rules modified until the network
reaches the desired state, which is then updated and the results repeated. These intended
outcomes have a statistical basis. The network isn’t always accurate. It is because of this
that neural networks are appearing in applications where people are likewise incapable of
always being correct. Currently, neural networks are recruiting new customers, approving
loans, denying credit cards, choosing stocks, prospecting, approving and adjusting con-
trol mechanisms and reviewing output. But the future promises are even greater. Neural
networks demand more rapid hardware. They must integrate into hybrid systems, which
also make use of expert systems and fuzzy logic. Consequently, these systems will be
able to read handwriting, hear conversation, and make action plans. They’ll be able to
develop into intelligent entities. Besides, machines never get tired or distracted. Thus, due
to innovations, in time “intelligent” machines will be at the forefront.
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