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Preface

What you can’t describe well, you can’t measure. (René Descartes)

Latent constructs, as they occur in test or questionnaire procedures in research and 
practice in educational science and psychology, “are not simply there and only 
have to be made observable, but have to be constructed first, building on what can 
be observed” (Steyer and Eid 2001, p. 4).

In this context, the view of the latent construct, which is in the background and 
causally causes the response of manifest indicators (e.g., questionnaire items), is 
only one of two possible perspectives. The item here reflects the underlying con-
struct, which is why we also speak of the reflective measurement model here.

Formative measurement models, on the other hand, describe a different, con-
structivist view of latent constructs, which, as an alternative to the reflective ap-
proach, assumes that some constructs only emerge through the interaction of vari-
ous and different indicators and are thus causally (i.e., temporally or logically) 
subordinate to them.

In the behavioral sciences, such formative models are largely unknown, al-
though their application could be profitable here as well (Jarvis et al. 2003). The 
modeling of formative measurement models will be given space in this book, so 
that users in education and psychology get to know and apply the alternative to the 
reflective measurement model. This helps not only in the development of new mea-
surement procedures but also in the modeling of already-known scales, which can 
be subjected to a critical second look with the knowledge of formative models. This 
can expand the knowledge of constructs and their measurement.

The first three chapters of this book present and discuss key principles about 
formative models. Chapter 1 describes the logic of the formative measurement 
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model in distinction to the reflective variant. Chapter 2 is dedicated to the question 
of how users can recognize whether formative models can be applied to a certain 
construct and shows possibilities for the practical implementation of such models. 
Based on critical aspects of formative models, Chap. 3 discusses their potential for 
application in educational science and psychology.

Chapter 4 describes a separate approach to the implementation of formative 
measurement models. The MARI method described here (Fluck 2020b) is used to 
implement data-driven index formation.

M Mental experiments are objectified by expert judgments and ultimately determine 
whether the formative model is appropriate.

A Analyses of the item designs, based on both qualitative and quantitative data, are used 
to adjust the scales.

R Regression analyses additionally support the examination of scale quality by 
modeling critical validity.

I Index formation is based on the information obtained in advance and is thus 
theoretically and empirically sound.

It is particularly important to supplement quantitative data with qualitative data 
from expert interviews. The integration of such data is central, as the quality of 
constructs with formative indicators cannot be assessed on the basis of individual 
key figures alone. In order to be able to calculate and assess formative models, a 
differentiated view of the construct and the process of test construction is necessary 
(Albers and Hildebrandt 2006).

This book is intended to provide readers with the necessary basic knowledge of 
formative models and to enable them to calculate such models using standard 
methods. In this way, we hope to contribute to a broader knowledge and use of this 
approach in educational science and psychology.

Aachen, Germany Julia Riebel
Aachen, Germany Hannah Lichtenberg
October 2020

Preface
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1The Logic of the Formative 
Measurement Model

Measuring something that is not directly observable presents us as researchers with 
a particular challenge. We acknowledge that intelligence, motivation, learning suc-
cess, satisfaction, etc. are not accessible to direct sensory experience and look for 
ways to make the impossible (approximately) possible and still capture these con-
structs empirically.

To build this bridge, we need measurement models that formalize the relation-
ship between latent (i.e., unobservable) constructs and their indicators, which are 
supposed to capture them approximately. Such indicators can be, for example, in-
dividual tasks or questions (items) in a questionnaire.

The literature distinguishes between two types of measurement models, the for-
mative and the reflective measurement model, which are described and differenti-
ated from each other in this chapter. In the research literature, there is a pronounced 
“dominance of reflective measurement models” (Fuchs 2011, p. 9), which should 
be familiar to the readers, which is why the special features of the formative mea-
surement model are discussed here in particular.

1.1  Background: Latent Variables

“I only believe in what I see, what I can put on the table in front of me and touch,” 
says a student. The religion teacher smiles superiorly and asks the student to please 
put a “pound” of his intelligence on the table.

The teacher, however, has not succeeded in proving God through this rhetorical 
maneuver. The intelligence of the student may not be observable or tangible at first 

© The Author(s), under exclusive license to Springer Fachmedien 
Wiesbaden GmbH, part of Springer Nature 2023
J. Riebel, H. Lichtenberg, Formative Modelling in Psychology and 
Educational Science, https://doi.org/10.1007/978-3-658-39404-2_1
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glance. As a latent construct, it is not directly accessible. This does not mean, how-
ever, that it cannot be made observable and even quantifiable.

In order to make latent constructs such as intelligence measurable, it is neces-
sary to operationalize them using concrete, manifest items in the form of questions 
or tasks within a test. For example, the above-mentioned student could “put on the 
table” a series of correctly answered intelligence items from a standardized test 
procedure.

However, intelligence is not directly visible through this either. One can only 
infer the underlying level of intelligence from the answers to the tasks. It is not for 
nothing that one speaks here of the bridging problem, for there is a gap to be 
bridged (Steyer and Eid 2001, p.  2) between what can neither be observed nor 
measured in the strict sense and the items that purport to do just that. Thus, the re-
sourceful teacher might doubt whether the intelligence tasks the student has worked 
on measure his or her intelligence at all, and if so, how well. This brings up the two 
critical elements in test construction, the psychometric criteria of reliability and 
validity (Jäger and Petermann 1995).

Latent constructs are often measured in research not only for their own sake, but 
usually with the ultimate goal of investigating correlates with other constructs with 
which complex cause-effect relationships exist. Such causal relationships are 
mapped in linear structural equation models (hereafter abbreviated SEM after 
structural equation modeling), in which the relationships between multiple latent 
variables are “formally framed in such a way that their validity can be subjected to 
empirical testing” (Weiber and Mühlhaus 2014, p. 3). This is done by “drawing 
inferences from the empirically measured variances and covariances […] as to 
which dependency relationships exist between the underlying latent variables” 
(Fuchs 2011, p. 2). At the same time, the quality criteria of reliability and validity 
can also be tested in the context of test development using structural equation mod-
els.

The structural equation model represents a combination of confirmatory factor 
analysis (measurement model, relationships between the manifest variables) and 
regression or path analysis (structural model, relationships between the latent vari-
ables) (see Fig. 1.1).

In the structural model, the active structure between the latent constructs is 
mapped. The relationships that are defined here must either be derived from theory 
or be factually logical. If the regression coefficients between the latent constructs 
are in conformity with the theory, this fact serves to prove (convergent1 or 

1 Convergent validity can be demonstrated by expectedly high correlations with related con-
structs, discriminant validity by expectedly low correlations with distinct constructs.

1 The Logic of the Formative Measurement Model
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Fig. 1.1 Example of a linear structural equation model with one dependent (endogenous) 
and two independent (exogenous) variables. This structural equation model represents a 
combination of confirmatory factor analysis (measurement model) and regression analysis 
(structural model). (Own illustration based on Fuchs 2011)

 discriminant) validity. The relationships are represented in systems of linear equa-
tions. SEM “are used to estimate the coefficients of effect between the variables 
under consideration and to estimate the measurement error” (Weiber and Mühlhaus 
2014, p. 7). However, the correlative relationships found are only necessary, not 
sufficient conditions for causality (Fuchs 2011). The postulated causal relation-
ships cannot be confirmed with SEM either, but only falsified.

The measurement model serves to bridge the gap between theory and empiri-
cism and is tasked with answering the question, “How can one link an empirical 
theory and the theoretical concepts it contains to observables?” (Steyer and Eid 
2001, p.  2). Therefore, in the measurement model, latent variables are defined. 
They must be assigned “suitable empirical indicators that describe the latent con-
struct as accurately as possible” (Fuchs 2011, p. 5). Such indicators are the indi-
vidual items in tests or questionnaires. In a confirmatory factor analysis (CFA), 
which either forms part of the SEM or can alternatively be calculated in isolation, 
it must be shown that each indicator is significantly related to the construct and 
shares a sufficiently large proportion of variance with the other indicators. If this is 
the case, evidence for reliability in the sense of internal consistency is provided. A 

1.1 Background: Latent Variables
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theory-compliant factor structure that confirms the anticipated numbers of factors 
and affiliations to indicators also serves as an indication that construct validity is 
given.

In the measurement model, moreover, the relationship between indicators and 
constructs is defined. According to Steyer and Eid (2001), this concerns firstly the 
magnitude of the relationship, which can be captured with a simple factor loading, 
but secondly also the question of exclusivity: Does each item load on only one fac-
tor (= does it measure only one construct) or do significant secondary loadings 
exist (= does the item measure more than one construct)? For example, mathemat-
ical text tasks measure language and reading skills in addition to mathematical 
skills (Riebel 2010). Third, however, there is also the question of the direction of 
the relationship between item and construct and thus the question of formative 
versus reflective measurement models to be addressed in the next section.

1.2  Formative and Reflective Measurement Models

In psychology as well as in educational science, research questions often deal with 
a latent variable/construct which is to be made measurable by manifest indicators. 
Two variants are available for this, formative and reflective modeling. However, in 
practice the “assumption of reflectivity of indicators is usually not questioned” 
(Albers and Hildebrandt 2006, p. 3) and accordingly reflective measurement mod-
els are almost exclusively used. However, the appropriateness of this frequent use 
of the reflective measurement model is much debated in other disciplines, such as 
economics (see Albers and Hildebrandt 2006; Bollen 1989; Diamantopoulos and 
Winklhofer 2001; Eberl 2004).

Reflective and formative measurement models differ fundamentally in their as-
sumptions of causality. The reflective measurement model is an expression of a 
view in which the construct also exists independently of the observer and the ob-
servation process. The formative model, on the other hand, is well compatible with 
a constructivist perspective in which the construct as such only comes into being in 
the particular form by being measured (Borsboom et  al. 2003). Using the right 
measurement model is essential because misspecification can lead to erroneous 
results (see Albers and Hildebrandt 2006; Bollen 1989; Diamantopoulos and 
Winklhofer 2001; Eberl 2004). The next section will first elaborate on the differ-
ences between reflective and formative measurement models. Consequences of 
flawed modeling will be addressed in Sect. 3.2.

While psychology and educational science traditionally work a lot with reflec-
tive measurement models, formative measurement models have been numerous in 

1 The Logic of the Formative Measurement Model
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the economic sciences for a long time. One reason for this may be the disparity of 
the phenomena under consideration and their causality assumptions. Reflective 
measurement models describe constructs in which various indicators reflect the 
latent construct. These are behavioral constructs that are not directly observable 
and are reflected equally in all their indicators (Albers and Hildebrandt 2006). A 
typical example from psychology is intelligence, which as a latent construct is not 
directly measurable, but can be made measurable using tasks in intelligence tests 
(Bollen 1989). Intelligence as an underlying construct has an influence on the ex-
tent to which various tasks are solved correctly. Conversely, however, intelligence 
is defined independently of the specific tasks.

Formative measurement models, on the other hand, describe constructs in which 
the variable to be explained is composed of various indicators, each of which de-
scribes different aspects of the construct. A typical example from economics is 
socioeconomic status (SES), which is composed of various indicators describing 
life circumstances, e.g. income, occupation and housing conditions (Hauser 1971).

In Fig. 1.2, these differences can be seen from the direction of the arrows. In a 
reflective measurement model, the arrowheads point from the latent construct (in-
telligence) to the indicators (tasks), i.e. intelligence is understood as causally prior 
to the tasks. In a formative measurement model, the arrows point from the indica-
tors (life circumstances) to the latent construct (SES). In the literature, reflective 
indicators are sometimes referred to as “effect indicators,” the indicators show the 
effect that the latent construct has on something, that is, changes in the construct 
are reflected in changes in all indicators (Christophersen and Grape 2009). 
Formative indicators consist of the causes of the latent construct and are therefore 
sometimes referred to as “cause indicators”.

Even if some constructs suggest a certain type of modeling due to their defini-
tion, it should nevertheless be noted that a construct usually cannot be modeled 
formatively or reflectively per se, but the type of specification depends on the re-
spective type of operationalisation. An illustrative example is described by Albers 

Fig. 1.2 Reflective (left) and formative (right) measurement model (Fluck 2020a)

1.2 Formative and Reflective Measurement Models
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and Hildebrandt (2006) using the example of satisfaction. Transferred to the peda-
gogical context (Funke et al. 2020), satisfaction can be a formative construct if the 
different causes of satisfaction – for example with a study program – are measured 
by different indicators (“I am satisfied with the study plan”; “I am satisfied with the 
professional competence of the lecturers”, …). These indicators are causally prior 
to the construct to be measured and in combination lead to satisfied students. In 
order to adequately measure the construct, all aspects that contribute to satisfaction 
must be operationalized and surveyed. Satisfaction, on the other hand, is a reflec-
tive construct when the causally subordinate consequences of satisfaction as a psy-
chological construct are inquired about, i.e. how satisfaction affects the level of 
experience and behavior (“I would recommend the study program to another per-
son”; “I would choose this study program again”).

The main differences between the two measurement models are summarized in 
Table 1.1 and explained in more detail below.

Table 1.1 Differences between reflective and formative measurement models (cf. Fluck 
2020a)

Features Reflective measurement model
Formative measurement 
model

Model equation Xi = λi η + εi η =  ∑ Yi Xi + ζ
Measurement error Item-level measurement error Measurement error at the 

construct level
Importance of the 
indicators

Samples from an item universe Distinct aspects of the 
construct

Interchangeability of 
indicators

Items are interchangeable Items are not 
interchangeable

Meaning of the removal 
of an indicator

Reduction in reliability Change in the meaning of 
the construct

Correlation of the 
indicators

Theoretical perfect intercorrelations 
between items reduced only by 
measurement error

Indicators can correlate 
positively, negatively or to 
zero

Scale adjustment Reliability analyses Expert judgments,
External criteria,
Collinearity analysis

Model identification Isolated CFA from 3 indicators 
identified

Isolated CFA 
fundamentally 
underidentified

Review of the 
measurement model

CFA MIMIC model

1 The Logic of the Formative Measurement Model
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Model Equation and Measurement Error
In the reflective measurement model, the indicators represent the dependent vari-
ables because they are predicted by the construct. The items (xi) are described by a 
linear function of the latent construct (η), the respective load (λi) and a measure-
ment error (εi),

 Xi i i� ��� �  

The measurement error here describes the proportion of variance in the item 
that cannot be explained by the latent construct. In the case of perfectly reliable 
items, the measurement error is ε = 0.

In the formative measurement model, the indicators (xi) do not have a measure-
ment error, since they are independent variables and are not explained by the 
model. The dependent variable of the formative model is the latent construct (η) to 
which an error (ζ) is assigned. The latent construct is modeled by a regression, as 
each indicator is weighted with its respective regression coefficient (γi) in the equa-
tion (Diamantopoulos and Riefler 2008).

 � �� � ��� �� � �i i n nX X X2 2  

 � �� � ��i iX  

The error term ζ is not understood as measurement error per se. The error term can 
be understood as all those aspects that are included in the latent construct but are 
not represented by the indicators of the model (Diamantopoulos 2006). If one as-
sumes that a construct is composed of different facets (each measured by its own 
indicators), then it is no longer a question of the measurement error with which the 
individual indicators are provided in the sense of classical test theory. Rather, the 
quality of the measurement is measured by the extent to which the construct is 
more or less completely covered by the indicators. Another interpretation is that of 
Jarvis et al. (2003), for example, who interpret the measurement error as a collec-
tive measurement error across all indicators.

Importance of Interchangeability and Removal of an Indicator
While in a reflective model the different indicator items are interchangeable, this is 
not the case in the formative measurement model. Referring to the previous ex-
amples, equally difficult tasks can be exchanged without the measured latent con-
struct, intelligence, changing in its expression. However, if one exchanges the indi-
cator item occupation for another item such as education, the construct of 

1.2 Formative and Reflective Measurement Models
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socioeconomic status now says something different. The same applies if an item is 
omitted. If an indicator item is omitted in the reflective measurement model, this 
only affects reliability. However, if an indicator item is removed in the formative 
measurement model, this can have a major impact on the validity of the model, as 
it now no longer depicts the same thing, but has a different meaning in terms of 
content.

Correlation of the Indicators
The indicator items of a reflective measurement model are conceptually samples 
from an imaginary item universe; they measure the same thing, only differently. 
The correlation between the different items is correspondingly high, since they are 
all influenced by the same latent construct. To stick with the intelligence example: 
The probability that a person who correctly solved tasks 1 and 2 will also correctly 
solve task 3 is high, since intelligence as a stable construct influences the answer-
ing of all questions. If the measurement error of all indicator items were 0 (ε = 0), 
this would correspond to a perfect correlation of all indicators (Eberl 2004). Thus, 
one criterion for the goodness of a reflective measurement model is a high correla-
tion of the items (Bollen and Lennox 1991). In the formative model, there is no 
factual logical justification for such correlation. Unlike the reflective model, the 
expectation of high correlation of indicators does not apply here. The correlation of 
indicators in the formative measurement model can be high, low, zero, or even 
negative. A good example of this comes from stress research. Life circumstances 
such as high job demands, recent death of a loved one, etc., can be indicators of a 
person’s overall stress. While it is possible that a person who reports suffering from 
the high demands of their job also reports that a relative has died, in many cases 
this combination is unlikely to apply (see Edwards and Bagozzi 2000).

Scale Adjustment and Construct Validation
Methods of scale adjustment in classical test theory are based on the fact that the 
items are understood as samples from an item universe and are highly correlated in 
the case of reliable measurement. Reliability analyses and confirmatory factor 
analyses (CFA) are therefore only suitable for construct validation in the case of 
reflective models.

On the other hand, other methods must be used to test the formative model, as 
the correlations between indicators are not relevant here. In this case, expert judge-
ments, external criteria and collinearity analyses are used. Since the formative 
measurement model corresponds to a regression function, multicollinearity is to be 
avoided since otherwise the regression coefficients may no longer be unambigu-
ously determinable and the validity testing of the indicators becomes problematic 

1 The Logic of the Formative Measurement Model
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(Eberl 2004). The Multiple Indicators and Multiple Causes (MIMIC) model 
(Jöreskog and Goldberger 1975) is often used to test the measurement model. The 
various methods for validating the formative measurement model are discussed in 
more detail in Chap. 2, and details on scale adjustment are described in Sect. 4.2.

Model Identification
In the context of structural equation models, we speak of identification when suf-
ficient empirical information is available to unambiguously estimate all parameters 
of the model (Weiber and Mühlhaus 2014). The model is uniquely estimable and 
solvable only if the necessary condition for identifiability, called the t-rule, is satis-
fied. The t-rule states that the number of variances and covariances of the empiri-
cally collected data must be at least equal to the number of model parameters to be 
estimated (t):

 
t p q p q� �� � � �� �1

2
1  

p stands for the number of dependent indicators and q for the number of inde-
pendent indicators (Temme 2006). This means that if estimated values can be cal-
culated for all unknown model parameters (t), the overall model is considered iden-
tifiable2 (Weiber and Mühlhaus 2014).

Viewed in isolation, a reflective measurement model is identified from three 
indicators, whereas a formative model is fundamentally underidentified. In Fig. 1.2, 
for example, the reflective model is just identified, it has six indicators to be esti-
mated (three loadings and three measurement errors) and six available pieces of 
information (three variances and three covariances) (Eid et al. 2015). In contrast, in 
the formative measurement model shown in Fig. 1.2, seven parameters would have 
to be estimated from the available six pieces of information (three intercorrelations 
of the indicators, three regression weights, and one latent error term).

As a consequence, methods such as CFA cannot be applied to formative models. 
There are several ways in which the identification problem can be solved in the 
context of structural equation modeling. These are described in Chap. 2.

2 This is at least theoretically the case; in the case of multicollinearity of indicators, a model 
may in fact be underidentified despite the t-rule.

1.2 Formative and Reflective Measurement Models
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2The Application of the Formative 
Measurement Model

Prior to considering how a construct is formatively modeled, it is first necessary to 
decide whether formative modeling is appropriate or whether a reflective construct 
better describes theory and/or empiricism. This question is addressed in the first 
Sect. 2.1 of this chapter. Only when this question has been answered satisfactorily 
can the implementation of the measurement model begin. Section 2.2 presents dif-
ferent approaches to formative modeling, including variance- and covariance- 
based implementations of different modeling variants such as two-construct mod-
els, nomological networks, and MIMIC models. Finally, the data-guided index 
formation presented in this book is discussed in Chap. 4.

2.1  Formative or Reflective Modeling?

Is a given construct to be modeled formatively or reflectively? There are two posi-
tions on the question of how to decide this. In principle, there is agreement that this 
decision must be made a priori, i.e. it must be decided at the beginning of the test 
or questionnaire development whether a formative or reflective model is the ap-
propriate one. This decision must be made on the basis of theoretical and logical 
considerations (Sect. 2.2.1). Some authors also advocate empirical testing of ap-
propriateness. However, this should be done in addition to, and not as an alternative 
to, theoretical considerations, since the question of the correct specification cannot 
be answered from empirical evidence alone (Sect. 2.2.2).

However, as already illustrated by the example of satisfaction, the question of 
specification cannot be answered for a construct per se, but always for a concrete 
type of operationalization (Albers and Hildebrandt 2006).

© The Author(s), under exclusive license to Springer Fachmedien 
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2.1.1  Decision Based on Theory and Factual Logic

In principle, the determination of the type of specification should be done a priori 
(Bollen 1989). This determination is made depending on the theory and conceptu-
alization of a construct (Fornell and Cha 1994). It is possible that the existing lit-
erature provides insight into the relationship between indicator and construct. For 
example, this is the case in parts of the research literature on school violence or 
workplace bullying (Festl 2015; Tepper and Henle 2011). Here, there are refer-
ences in several publications to the fact that the constructs in question should be 
modeled formatively (cf. Fluck 2020a), even if in practice there are only isolated 
studies in which this modeling is then also implemented.

Constructs such as socioeconomic status (Hauser 1971) are already considered 
formative in previous work – and accordingly already modeled as an index. Such 
preliminary work provides an argumentative basis for formative modeling.

For other constructs, the evidence in the research literature may be more subtle. 
In health psychology, the construct of social support is described as something that 
is additively composed of various social resources. Although formative models are 
not explicitly mentioned here as a method of choice, the relevant thought process 
lies behind them (Taylor 2011).

In the absence of any such clues about a construct from the literature, Bollen 
(1989) suggests approaching the direction of causality between item and construct 
with mental experiments. These mental experiments are used to elicit the correct 
specification based on guiding questions. Usually, the following three questions are 
used (Eberl 2004; for details on the guiding questions see Sect. 4.1):

 1. Do the items all measure the same thing, i.e. are they interchangeable? If 
the construct changes in meaning as soon as an item is omitted, this speaks in 
favor of formative modeling, since the items then obviously do not all measure 
the same thing.

 2. What is the direction of causality? Is the construct in the background and 
causes the way subjects react to individual test and questionnaire items (reflec-
tive) or does the construct only come together through the combination of indi-
cators (formative)?

 3. What consequences result from changes? If we assume a change in the con-
struct, a reflective measurement model should also result in changes in all 
 indicators.

The following example illustrates the application of the guiding questions to a 
concrete phenomenon.

2 The Application of the Formative Measurement Model
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Guiding Questions for the Specification of Cyberbullying
The construct of cyberbullying is often recorded in questionnaires in such a 
way that various forms of violence on the Internet or via mobile phone are 
named and the affected persons are asked to tick which of these forms they 
have experienced. Festl (2015) and Fluck (2020a) argue on the basis of these 
guiding questions that cyberbullying should be regarded as formative in the 
following operationalization:

How often in the past year (never – only once or twice – about once a 
month – about once a week – several times a week) have you been attacked, 
insulted, threatened or humiliated by your classmates through the following 
media:

• Text messages
• Emails
• Calls
• Chats
• Instant messenger
• Websites

Question 1: Interchangeability of items
The items describe different ways of communication. Unlike other opera-

tionalization approaches that describe different types of attacks (insulting 
versus spreading rumors versus excluding from common activities, etc.), the 
items do not measure distinct behaviors. Yet they are not interchangeable in 
the sense that they measure the same thing. If one were to change the ques-
tionnaire and delete some of the communication channels, the construct be-
ing measured would likely change as well. However, the first question can-
not be answered clearly on the basis of the existing preliminary information.

Question 2: Direction of causality
Which came first, the item or the construct? The assignment of the roles 

of hen and egg are often circular and the question of causality difficult to 
answer. It is often possible to argue both ways, even in the case of the con-
struct of intelligence, which has already been described several times as 
typically reflective, the well-known quote by Boring (1923) that intelligence 
is what the intelligence test measures seems to challenge this view. The ques-
tion of causality can therefore be better answered by breaking it down to the 
direction of action between indicator and construct shown by the arrows in 
the measurement model:

(continued)

2.1 Formative or Reflective Modeling?
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The more questions underlie mental experiments, the clearer the picture re-
searchers get of their constructs. Since the answers to the guiding questions can 
vary, as the example shows, the decision between reflective and formative model-
ing is not always clear-cut. The choice and weighting of the decision questions thus 
make the commitment to a specification subjective to some extent. This point is 
highlighted as particularly problematic by critics of the formative method (see 
Sect. 3.1).

2.1.2  Decision Based on Empirical Data

Due to the subjectivity of mental experiments described above and the criticism 
that follows, some authors take a different position and argue that the decision 
should also be based on empirical data. Although a hypothesis is to be made at the 
beginning on the basis of mental experiments as to which is the correct type of 

In order to make the “diagnosis” (Fluck 2020a) that someone is a victim 
of cyberbullying, this person must have been attacked several times or over 
a longer period of time via new media without being able to defend them-
selves against it. These attacks can, but do not necessarily have to, occur 
using different forms and through different communication channels. The 
construct is therefore defined additively by the indicators. A high score on 
one indicator does not necessarily go hand in hand with a high score on an-
other indicator. Thus, a victim of cyberbullying is not automatically likely to 
have a high score on all items.

Question 3: Consequences of changes
The third question clearly suggests formative modeling. A change in the 

construct should be reflected in all indicators if the reflective model is valid. 
If, for example, a person’s ability to concentrate increases following training, 
it is to be expected that the items of a concentration test will all be solved 
with increased probability. This consequence is not necessary in formative 
modeling. For example, if we assume in the present example that a person 
suddenly experiences more victimization than before, it is quite possible that 
this occurs only on the basis of one medium and not necessarily via several 
channels as depicted in the various items.

(continued)
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specification, this hypothesis is subsequently to be confirmed on the basis of em-
pirical investigations. However, a decision based purely on data is not envisaged in 
this approach either.

 TETRAD Test
Bollen and Ting (1993, 2000) developed the confirmatory TETRAD test, which 
can be used to reject the reflective measurement model. Rejection of the reflective 
model, in turn, can be taken as an indication of the validity of the formative model. 
Based on the basic assumptions underlying a reflective measurement model, the 
test tests whether the conditions for this model are met by examining the covari-
ances of the individual items for their interrelationships. Ultimately, therefore, the 
TETRAD test is a procedure that tests whether the assumption of intercorrelation 
of indicators underlying the reflective model is satisfied to a sufficient degree. The 
box below presents the principle of the test procedure (taken from Fluck 2020a).

Overview
The logic of the TETRAD test builds on the fact that the covariance of two items 
loading on a common factor can be expressed as:

 
cov ,x x1 2 1 2,� � � � � �  

Where λi denotes the loading of the i-th item on the latent construct ξ and ϕ 
denotes the variance of ξ.

This relationship is not obvious at first glance, but it can be understood on the 
basis of some assumptions from covariance algebra (these can be found, for 
 example, in Bollen (1989)): For the covariance of two random variables X1 and X2 
the following rules apply in connection with a constant c:

 
1 1 1 1. cov varX ,X X� � � � �  

 
2 1 2 1 2. cov covc X ,X c X ,X� � � � �  

 
3 1 2 1 2. cov covX ,X c X ,X�� � � � �  

The covariance of a variable with itself corresponds to its variance (1). If a variable 
X1 is multiplied by a constant and then covariated with a second variable X2, the 
result corresponds to the product of the constant and the covariance of both vari-
ables (2). If a constant is added to one of two variables, this has no effect on the 
covariance of the two variables (3).

2.1 Formative or Reflective Modeling?
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The basic equation of the LISREL1 -structural equation model states that each 
manifest variable xi is a linear function of the latent variable ξ, weighted by its re-
spective loading coefficient λi and augmented by its measurement error δi. 
Therefore, for two variables x1 and x2, which load on the same factor, (Bollen 
1989) holds:

 x and x1 1 1 2 2 2� � � �� � � � � �  

For their covariance, that is:
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Bollen and Ting (1993) define for four indicators x1 -x4 the so-called tetrad τ1234 
as the difference between the product of two covariances and the product of two 
other covariances:

 � � � � �1234 12 34 13 24� �  

For four random variables, there are two additional ways to combine the covari-
ance pairs, namely:

 

� � � � �
� � � � �
1342 13 42 14 32

1423 14 23 12 43

� �
� �

and

 

One of the basic assumptions of the reflective measurement model in the 
LISREL approach is the relationship between indicator covariances and loadings 
and variance of the latent construct derived above:

 � � � �12 1 2� .  

1 LISREL does not stand for the concrete program here, but for all covariance-based estima-
tion methods in the framework of “linear structural relations”.
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Substituting this into the defining equation of the tetrads, we get:

 

� � � � � � � � � � � � �
� � � � � � � � � �

1234 1 2 3 4 1 3 2 4

1 2 3 4
2

1 2 3 4
2

0

� � � �
� �
�

 

Thus, insofar as the reflective measurement model holds, all possible combina-
tions of tetrads must be equal to zero; Bollen and Ting (1993, 2000) therefore 
speak of “vanishing tetrads”. If the tetrads do not “vanish”, in other words if some 
or all of the tetrads are significantly greater than zero, then the reflective measure-
ment model must be rejected. The TETRAD test is thus a test for the validity of the 
reflective measurement model.

With more than four indicator items, for n indicators, n!/(n − 4)!4! sets of tet-
rads can be formed, all of which must be tested for their difference from zero. For 
fewer than four indicators, the TETRAD test cannot be performed, or only by “pro-
visionally” adding a fourth item from another scale, which, however, again affects 
interpretability (Gudergan et al. 2008).

Bollen and Ting (1993) developed a statistical test that, for a given empirical 
covariance matrix and the associated covariance matrix implied by the reflective 
model, simultaneously tests its significant deviation from zero for all possible tet-
rads. The test variable T2 is approximately chi-squared distributed, where the num-
ber of degrees of freedom corresponds to the number of vanishing tetrads to be 
tested.

In practice, the TETRAD test can be implemented in several ways:

 1. Implementation in SAS A SAS macro developed by Hipp et al. (2005) is avail-
able for the application of the TETRAD test. The procedure is described in de-
tail in Hipp (2008), and an application example can be found in Bollen et al. 
(2009). To perform the TETRAD test in SAS, the empirical variance-covariance 
matrix and the (“true”) variance-covariance matrix implied by the reflective 
measurement model are compared. The model-implied matrix must be com-
puted and read out in advance using Mplus or LISREL based on a CFA. An 
application example can be found in Fluck (2020a).

 2. Implementation in smartPLS The program smartPLS (Ringle et  al. 2015), 
which was developed for the estimation of PLS models, allows a simple check 
of the tetrads by means of a few clicks. For each non-redundant tetrad, a test 
statistic T and an associated p-value as well as a confidence interval are calcu-
lated, among others. If one of the tetrads differs significantly from zero, the re-

2 Detailed information on the calculation of the test variable T can be found in Bollen and 
Ting (1993, 2000).

2.1 Formative or Reflective Modeling?
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flective measurement model can be discarded. Details on the logic and use of 
the TETRAD test in smartPLS can be found in Gudergan et al. (2008).

 3. Evasion to CFA Finally, the TETRAD test examines whether the basic assump-
tions of the reflective measurement model are valid. In a comparison of the 
TETRAD test and confirmatory factor analyses, Binder and Eberl (2005) were 
able to show “that neither procedure provides information about the data struc-
ture that would not already be available from the other (p.  15).” Only with 
smaller samples, according to the authors of the study, does the TETRAD test 
tend to reject the reflective model more than the CFA.

 Algorithm by Eberl (2004)
The procedure developed by Eberl (2004) for empirically testing the adequacy of 
the formative model goes far beyond the use of a TETRAD test. As Fig. 2.1 shows, 
the process begins with a specification hypothesis that is to be formed on the basis 
of the mental experiments described earlier. However, the resulting determination 
on a modeling method is considered provisional here and is to be tested in the fur-
ther course using several empirical procedures.

First, a scale adjustment is carried out, in the formative variant by means of 
expert judgements or external validation (see Chap. 4). In addition to the TETRAD 
test, the construct should then be modeled both reflectively and formatively. In the 
reflective procedure this can be done with factor analyses, in the formative proce-
dure with MIMIC models, or with the help of other constructs within the frame-
work of structural equation models. For formative modeling, Eberl (2004) recom-
mends implementation using the variant-based approach (PLS modeling) described 
in more detail in Sect. 2.2.3. Reflective models can be calculated using covariance-
based approaches (LISREL3 modeling).

Regardless of the concrete implementation of both modeling variants, the goal in 
each step is to confirm a model with the assumed specification hypothesis or to reject 
a model with the respective opposite specification hypothesis. Based on these three 
results – TETRAD test, formative implementation and reflective implementation – 
information about the correct specification should be obtained. Ideally, the proce-
dures will not lead to conflicting results. As indicated by the arrows in the margin of 
the figure, the process should be stopped as soon as a result contradicts the specifica-
tion hypothesis and it cannot be clearly decided on the basis of  empirics whether the 
construct is formative or reflective. The path then goes back to the conceptual level, 
and the construct may need to be reconsidered and re- operationalized.

3 LISREL does not stand for the concrete program here, but for all covariance-based estima-
tion methods in the framework of “linear structural relations”.
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Fig. 2.1 Algorithm by Eberl (2004)

 Evaluation of the Empirical Approaches
How can empirical approaches to specification be evaluated?

First of all, it must be emphasized at this point that an empirical test is always 
only useful as a supplement to factual considerations and cannot be carried out in 
the sense of an explorative analysis. If all assumptions regarding the question of 
how a construct is to be modeled are really missing, an expert survey is the better 
way to arrive at initial hypotheses.

Furthermore, it should be noted that discarding the reflective model (whether 
via TETRAD test, CFA or SEM) ultimately only answers the question of the inter-
correlation of the indicators. If the reflective measurement model holds, then much 
(ideally: all) of the variance in the indicators must be explainable by the common 
underlying construct. Low intercorrelation among the indicators is inconsistent 

2.1 Formative or Reflective Modeling?
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with this assumption and leads to the rejection of the model. However, while in-
spection of the correlation matrix only provides clues, using TETRAD test and the 
model fit indices of the CFA, it is possible to clearly accept or reject the basic as-
sumptions of the reflective model. Thus, the value of the empirical procedures lies 
primarily in obtaining a statistically validated statement about whether the indica-
tors are correlated or not. Since the results of the TETRAD test are concordant with 
those of a single-factor CFA (Binder and Eberl 2005), it is sufficient to restrict 
oneself to one of the two procedures in order to reject the reflective modeling ap-
proach.

Nevertheless, the correlation of the indicators only allows us to say that the re-
flective model does not apply. In the formative model, the items do not have to 
correlate, but they may correlate. This creates the following problem: If one has a 
formative construct in which the indicators correlate, the TETRAD test and CFA 
may fail in favor of the reflective model. At the same time, a second type of fallacy 
is possible. The CFA may also reject a reflective model because a multidimensional 
construct was modeled unidimensionally or because other characteristics of the 
model were not appropriately co-modeled, such as the additional correlation of 
measurement errors for items that are similar to each other. However, this does not 
mean that the formative model is valid, only that the reflective model was mis-
specified.

Both wrong decisions can be countered by supplementing the empirical rejec-
tion of the reflective model with an attempt to confirm the formative model, as 
provided for in Eberl’s algorithm. The fact that contradictory results can occur here 
only illustrates once more the importance of factual logic and theory-based consid-
erations made in advance.

Since empirical procedures are often described in the literature in the context of 
critiques of the formative model, the suspicion sometimes arises that a number- 
based justification for the formative model is to be provided. However, it is difficult 
to see why an inductive procedure (which is particularly prone to error) should be 
fundamentally superior to a deductive procedure. Measures to increase the validity 
of a priori decisions on specification are presented in detail in the fourth chapter.

In summary, quantitative-empirical methods may not determine the decision- 
making process about the specification of a construct, but they can be valuable 
complementary inputs to expert judgments and theory-based reasoning.

2 The Application of the Formative Measurement Model
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2.2  Implementation of the Formative Model in Practice

Considered in isolation, formative measurement models cannot be estimated; con-
firmatory factor analyses, as are common with reflective measurement models, are 
not possible here. For modeling purposes, a formative model can either be imple-
mented as an index (cf. Diamantopoulos and Winklhofer 2001; Christophersen and 
Grape 2009) or calculated using variance- or covariance-based procedures within 
the framework of structural equation models. The variance- and covariance-based 
approaches are not substitutive but complementary. While the covariance-based 
approach is theory-testing, the variance-based approach is data- and forecast- 
oriented (Weiber and Mühlhaus 2014).

Three models that can be used to build structural equation models are the 
MIMIC model, the nomological network and the two-construct model. These three 
models are described in more detail in the subsection on covariance-based ap-
proaches (Sect. 2.2.2). Section 2.2.3 then goes into more detail on the variant-based 
PLS method and what distinguishes this method from the covariance-based 
LISREL4 approach.

Two examples of index formation are described in Sect. 2.2.1; another data- 
driven approach to index formation, the MARI method, is described in Chap. 4.

2.2.1  Index Formation

A common way of dealing with formative models is indexing. In this method, the 
formative indicators are combined into an index. Subsequently, the index is used 
for further calculations or modeling instead of the individual indicators. This is 
similar to combining reflective items into a scale (Bollen and Lennox 1991). There 
are several points to consider when constructing formative multi-item measure-
ment models. Diamantopoulos and Winklhofer (2001) developed guidelines for 
constructing formative indices, which were taken up and slightly modified by 
Christophersen and Grape (2009). Both approaches will be briefly explained here 
(see Table 2.1).
Step one:

The first step for both authors is to determine the construct and define the latent 
variable. Since in a formative measurement model the indicators influence the la-

4 LISREL does not stand for the concrete program here, but for all covariance-based estima-
tion methods in the framework of “linear structural relations”.
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Table 2.1 Guidelines for the construction of formative indices

Diamantopoulos and Winklhofer (2001) Christophersen and Grape (2009)
Step 1 Content specification Definition of the construct
Step 2 Indicator specification Determination of indicators
Step 3 Indicator collinearity Treatment of multicollinearity
Step 4 External validity Estimation of the measurement model
Step 5 N/A Index calculation

Source: Own representation based on Diamantopoulos and Winklhofer (2001) and Christo-
phersen and Grape (2009)

tent variable, it is essential to pay close attention to which facets of the construct 
need to be considered (Christophersen and Grape 2009; Diamantopoulos and 
Winklhofer 2001). That is, the definition of the construct must be simultaneously 
as broad as necessary and “as precise as possible” (Christophersen and Grape 
2009, p.  109). Literature research and qualitative methods such as expert inter-
views are suitable for this purpose (see also Sect. 4.1). For Christophersen and 
Grape (2009), this first step also involves deciding whether the model should be 
viewed formatively or reflectively.

Step two:

The construct definition determines the determination of the indicators in the 
second step of index building. The selected indicators must reflect all facets of the 
construct selected in the previous step (Christophersen and Grape 2009; 
 Diamantopoulos and Winklhofer 2001). A review of the selected indicators is nec-
essary and can be carried out, for example, through preliminary empirical studies 
(see also Sect. 4.2).

Step Three:

Since the equation of a formative measurement model is a multiple regression, 
multicollinearity is a problem (see box). Step 3 is therefore dedicated to checking 
the collinearity of the indicators for both authors (Christophersen and Grape 2009; 
Diamantopoulos and Winklhofer 2001).

In the case of high multicollinearity, an index can be formed. In this case, the 
various items are combined and treated as a single indicator.

An alternative to circumvent the problem of multicollinearity is to compute the 
measurement model as a PLS regression instead of an OLS multiple regression 
(Christophersen and Grape 2009, p. 112). More on PLS modeling follows in the 
related section in this chapter.

2 The Application of the Formative Measurement Model
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To avoid redundancy of individual indicators, Diamantopoulos and Winklhofer 
(2001, p. 272) suggest an exclusion of indicators that represent an almost perfect 
linear combination of other indicators. Christophersen and Grape (2009, p. 112), 
on the other hand, advise against this prior approach, since an elimination of indi-
cators can also mean a loss of information.

Causes and Identification of Multicollinearity
The identification of multicollinearity and, if necessary, its treatment is an essential 
step in regression-based analyses. Multicollinearity occurs when different exoge-
nous variables are correlated with each other, i.e. there is a linear dependence be-
tween them. This dependence contradicts the assumption of regression models that 
the independent indicators are also independent of each other and can lead to over- 
or underestimation of the regression coefficients. Even the signs of the coefficients 
can turn out differently than expected, as high variances and standard errors can 
also result from high multicollinearity (Schneider 2009).

For a regression equation with three exogenous variables

 y a x x x u� � � � �� � �1 1 2 2 3 3  

multicollinearity exists if at least one of the coefficients kj is not equal to zero. 
In this case, the exogenous variable x1 could be represented in a linear function of 
the other independent variables (Schneider 2009):

 x k x k x e1 1 2 2 3� � �  

Figure 2.2 shows three different examples of multicollinearity, the intersections of 
the circles represent the respective correlations. In practice, the complete absence 
of a correlation (k = 0, no multicollinearity) and also its perfection (k = 1, perfect 
multicollinearity) between x1 and x2 is rarely the case. Usually, partial multicol-
linearity is present, the greater the intersection between x1 and x2, the greater the 
multicollinearity (Schneider 2009). The causes of multicollinearity are manifold 
and often hidden, therefore a thorough examination is necessary for identification 
(Schneider 2009).

Multicollinearity does not necessarily affect the estimation quality of a con-
struct. A look at “the representation of the standard error illustrates the problem 
that high estimation precision and regression coefficients with high standard errors 
are not mutually exclusive” (Steffen 1994, p. 8), but it also shows that low standard 
errors are also possible despite low estimation precision:

2.2 Implementation of the Formative Model in Practice
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Fig. 2.2 Examples of multicollinearity. (Source: Own representation based on Schneider 
(2009, p. 222))

 
s

s

ns B
b

e

x x x
1

1 1 2

2

2

1 2

1
�

�� �
�

�
�
�

�

�
�
�

/

 

The standard error of the regression coefficient b1 ( sb1 ) is thus calculated from 
the estimation error of the regression ( se

2 ), the number of observed values (n), the 
variance of the explanatory variables ( sx

2 ) and the multicollinearity between the 
corresponding explanatory variables ( Bx x1 2

). Thus, a high standard error can result 
from a high estimation error of the regression, a low number n, a low variance sx

2, 
and high multicollinearity (Steffen 1994).

Other procedures are therefore necessary to identify multicollinearity. For re-
gressions with only two predictors, a covariance matrix is useful. However, this is 
not sufficient for multivariate models, as low bivariate correlation coefficients do 
not necessarily mean that there is no multicollinearity due to the combined effect 
of several variables. Depending on how the indicators are scaled, the correlation 
coefficient is calculated differently. If the indicators are ordinally scaled, multicol-
linearity is tested using Spearman’s rank correlation; if the indicators are metric, 
the Bravais-Pearson correlation coefficient is used (Moosmüller 2004, p. 22). A 
common threshold value is based on Cohen (1992), which states that values as low 
as .3 can be an indication of multicollinearity (Schneider 2009). Two other com-
mon methods are the calculation of the tolerance level (TOL) and the variance in-
flation factor (VIF). In these methods, the multiple correlation coefficient Ri

2  is 
first calculated by auxiliary regressions of all exogenous variables on each other. 
The tolerance value is calculated by.

 TOL Ri i� �1 2.  
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The smaller the tolerance value, the more likely it is that multicollinearity is pres-
ent. The variance inflation factor (VIF) is the inverse of the tolerance value.

 
VIF

TOL Ri
i i

� �
�

1 1

1 2  

Accordingly, high VIF values are indicative of multicollinearity (Schneider 
2009).

There are different statements from various authors on the guideline values. A 
VIF > 10 can be considered particularly critical; items with VIF < 2 can be used 
without hesitation (Diamantopoulos and Riefler 2008; Schneider 2009; Weiber and 
Mühlhaus 2014).

In addition, various more complex numerical methods exist for the identifica-
tion of multicollinearity (for an overview and critical classification see Schneider 
2009).
Step four:

Since formative measurement models are never identified, it is also not possible 
to estimate the model parameters (see Sect. 1.2) and the model must be integrated 
into a larger model. In step 4 “construct validation”, a two-construct model or a 
nomological network with formative and reflective indicators or a “multiple indica-
tors and multiple causes model” (MIMIC model) are suitable (cf. Christophersen 
and Grape 2009; Diamantopoulos and Winklhofer 2001; Weiber and Mühlhaus 
2014). All three models, which can also be calculated in the PLS variant, are de-
scribed below.

Step Five:

In the fifth step, which is only explicitly mentioned by Christophersen and 
Grape (2009), the index is now calculated. The calculations of the mean value in 
index formation (see box) represent a disadvantage of this method, as condensation 
also means a loss of information (Albers and Hildebrandt 2006). In this way, the 
indicators are no longer considered individually, but collectively, and the question 
arises as to how exactly the index is to be interpreted. If the index formed is then 
used for further calculations and inserted into a regression function, a further ques-
tion is what exactly is the meaning to be attributed to the associated regression 
coefficient (Diamantopoulos et al. 2008).

2.2 Implementation of the Formative Model in Practice
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Advantages of indexing are the treatment of multicollinearity and the resulting 
possibility to work with regression analyses instead of having to incorporate the 
formative measurement model into more complex models.

Index Formation
There are various methods of combining indicators into an index. These include 
additive, multiplicative and weighted additive indexing. In the following and in 
Sect. 4.4, we will discuss weighted additive indexing in detail (for an insight into 
other methods, see e.g. Schnell et al. 2018).

Weighted additive index formation
For a weighted index (I), the indicators (xi) are first multiplied by their weights 

(gi) and then added up:

 I g x g x g xn n� � ���1 1 2 2  

An important consideration here is the weighting of the individual indicators. 
This weighting can be done either individually per indicator or equally for all indi-
cators. In the case of individual weighting, the correlations between the indicators 
and the dependent latent variable can be used as weights. Alternatively, a qualita-
tive determination of the weights is also possible, which is based, for example, on 
existing literature or expert judgements. If the weighting is to be the same for all 
indicators, this can be done by calculating the mean.

Once the decision has been made that the weighting of the indicators should be 
quantitative, the way in which the index is calculated depends on whether the indi-
cators compensate each other or not.

One speaks of a compensatory effect of the indicators if they balance each other 
out; if this is not the case, they behave non-compensatory. If, for example, the index 
is intended to represent academic success, the indicators “diligence” and “apti-
tude” can balance each other out (compensate) to a certain extent. In this context, 
however, the indicator “attendance at final examination” would have a non- 
compensatory effect – if I am not present at a final examination, I cannot compen-
sate for this by being particularly gifted or diligent.

If the indicators are compensatory, either the respective regression weights can 
be used as weights (individual weighting) or an arithmetic mean can be formed 
from the normalized indicators (equal weighting for all indicators). If the indica-
tors behave non-compensatory, only the geometric mean of the normalized indica-
tors can be calculated; it is not possible to use the regression weights here (Albers 
and Hildebrandt 2006).
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The reason for the two different calculations of the weights can be found in the 
formulas of the two means. While in the case of the geometric mean the index tends 
towards zero as soon as an individual indicator tends towards zero, since 

x xgeom
i

n

i�
�
�

1

, this is not the case with the arithmetic mean. x
n

x
i

n

i�
�

�
�1

1

Referring to the previous example, it becomes clear here why the geometric 
mean must be chosen in the case of a non-compensatory effect:

 
g x x x xgeom Final exam Aptitude Diligence� � � �  

 if  : xFinal exam = 0  

 
then geom: g x= = 0  

It follows:

 
I  � � � � � �0 0 0x x xFinal exam Aptitude Diligence  

 Accordingly I: = 0  

Literally speaking, if I do not take the final exam, my academic success is equal to 
zero, regardless of my diligence and aptitude. Using the regression weights is not 
possible for non-compensatory indicators, since the index must go to zero as soon 
as one of the indicators goes to zero.

However, if the index were calculated only from the compensatory indicators 
“aptitude” and “diligence”, one could calculate academic success on the basis of 
the arithmetic mean of the two indicators.

 
I gx gxAptitude Diligence� �  

 
Whereby: g x x xAptitude Diligence� � �� �

�1

2  

My academic success in this case consists of the equally weighted indicators, my 
aptitude and my diligence.
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2.2.2  SEM in the Covariance-Based Approach

Based on confirmatory factor analysis, the covariance-based approach simultane-
ously estimates all parameters of a structural equation model. The basis for the 
estimation is the empirical correlation matrix (or variance-covariance matrix), 
which is to be reproduced as accurately as possible with the help of a factor analy-
sis (Weiber and Mühlhaus 2014). For the factor analysis, the latent variables are 
interpreted as factors, which are assigned to the measurement variables (indica-
tors), according to the hypotheses. The correlation between the factors and mea-
surement variables (factor loadings) are estimated in such a way that the model- 
theoretical correlation matrix represents as accurate a reproduction as possible of 
the empirical correlation matrix (Fuchs 2011; Weiber and Mühlhaus 2014).

The correlations between the x and y indicators shown in Fig. 2.3 form the basis 
for estimating the structural equation model (Backhaus et al. 2016).

The covariance-based approach offers several ways to estimate formative mod-
els: the two-construct model, a nomological network, and the MIMIC model. All 
three models have in common that the formative indicators are related to at least 
two reflective variables (see Fig. 2.4).

Fig. 2.3 Structure of a correlation matrix. (Source: Own representation based on Backhaus 
et al. (2016))
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Fig. 2.4 Three models for estimating formative measurement models. MIMIC: Multiple 
Indicators and Multiple Causes. η: latent variable, x: formative indicator, y: reflective indica-
tor, γ: weight, λ: factor loading, ζ: measurement error at latent variable level, ε: measurement 
error at indicator level, β: path coefficient. (Source: Own illustration based on Diamantopou-
los and Winklhofer (2001); Weiber and Mühlhaus (2014)
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Two-Construct Model and Nomological Network
In two-construct models and nomological networks (also called multi-construct 
models), the formative construct η1 is integrated into a larger model (see Fig. 2.4). 
The formative latent exogenous variable becomes the predictor of at least one re-
flective latent endogenous variable. For such a validation, in addition to data for the 
formative construct, data must also be collected for the reflective construct, or for 
all other reflective constructs in the case of nomological networks. It must be pos-
sible to reasonably assume a theoretical relationship between the latent variables. 
The path coefficients β21 (and β31) represent these relationships; their magnitude, 
sign, and significance are a necessary condition for construct validity 
(Diamantopoulos and Winklhofer 2001).

However, integrating a formative measurement model into a larger network 
does not necessarily solve all difficulties. First, the weights of the independent in-
dicators (yi) are estimated depending on another construct. If η2 is replaced by an-
other related construct ηx, a different meaning of the indicators may result. For this 
reason,η2 should be as close as possible to the meaning of η1. If it is then possible 
to argue that they are even identical and both constructs measure the same thing, 
the two-construct model is identical to a MIMIC model and the path β21 can be read 
from R2 .

On the other hand, in practice, e.g. when high multicollinearity occurs, it is pos-
sible that the model is still underidentified. Theoretically, the model is identified as 
soon as at least two paths lead from the formative construct to reflective constructs 
(Diamantopoulos and Winklhofer 2001, p. 271).

MIMIC Model
In a MIMIC model, the construct consists of several reflective and formative indi-
cators (“Multiple Indicators and Multiple Causes”) and a latent variable (Hauser & 
Goldberger, 1971, pp. 95-96; Jöreskog & Goldberger, 1975). Reflective indicators 
are assigned to the formative construct (see Fig. 2.4). Compared to other formative 
measurement models, a MIMIC model has the advantage that the construct is con-
sidered in isolation without including other constructs. Unlike nomological net-
works, comparability between studies is possible here. Since the quality of the 
formative construct is tested via the reflective indicators, the same thing is always 
measured (Weiber and Mühlhaus 2014).

For estimations of formative measurement models using the covariance analysis 
approach, the programs LISREL (“LInear Structural RELationships”, Jöreskog 
and Sörbom 1996), AMOS (“Analysis of MOment Structures”, Arbuckle 2012) 
and Mplus (Muthén and Muthén 2010) are suitable.

2 The Application of the Formative Measurement Model
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2.2.3  SEM in a Variant-Based Approach

Unlike covariance-based approaches, where the covariance matrix forms the basis, 
a variance-based approach is based on the original data matrix. The difference be-
tween observed and model-implied case data (and not their covariances) should be 
minimized. While in a covariance-based approach all parameters are estimated si-
multaneously, the variance-based approach consists of two stages. First, the values 
of the latent variables are estimated from the empirical measured data. These are 
then used to estimate the parameters. The aim of this approach is to minimize the 
variance of the error variables in the measurement model (“outer model”) and 
structural model (“inner model”) (Weiber and Mühlhaus 2014).

The variance-based approach to estimating structural equation models is two- 
stage PLS (“Partial Least Squares”) modeling. Estimation of the three models de-
scribed above (MIMIC model, nomological network and two-construct model) is 
also possible using this approach. However, in order to estimate a formative mea-
surement model in PLS, an integration into such a model is not necessary because 
formative constructs can also be considered in isolation here. The underlying prin-
ciple is then a principal component analysis instead of a factor analysis, where the 
latent construct is understood as the principal component (Weiber and Mühlhaus 
2014). In the following, a PLS modeling based on several constructs is described 
as an example; the differences between LISREL5 and PLS modeling are discussed 
at the end of this chapter.

 PLS Modeling for Formative Measurement Models
Like any structural equation model, a PLS model consists of an inner structural 
model and the outer measurement models (see Fig. 2.5). The measurement model 
in turn consists of the relationships between the latent variables and the indicators.

The structural model is composed of the relationships between the latent vari-
ables (ηi):

 
� � � �j

i
ji i j� � � �� for all j J1, ,

 

where βji stands for the path coefficient and ζj for the inner residual variable 
(Boßow-Thies and Panten 2009).

5 LISREL does not stand for the concrete program here, but for all covariance-based estima-
tion methods in the framework of “linear structural relations”.
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Fig. 2.5 Example of a PLSmodel. (Source: Own representation based on Boßow-Thies and 
Panten (2009)

In the first step, multiple regressions are used to estimate the construct values 
(estimated values) for each latent variable for each survey case. The basis for this 
step is the available empirical information (measurement data). PLS makes use of 
an iterative estimation algorithm for this purpose (see Fig. 2.6, for a detailed de-
scription see Weiber and Mühlhaus 2014). In the second step, the path coefficients 
(effect sizes) of the structural model are now estimated using a path analysis. 
Finally, the mean values and constants of the linear regression function are esti-
mated (Weiber and Mühlhaus 2014).

The quality of a PLS model is determined by the explained variance (R2) of the 
endogenous variables, which indicates the extent to which the empirical values 
match the model-implied values of the endogenous variables (Weiber and Mühlhaus 
2014). In the meantime, measures of quality such as the SRMR score are also avail-
able for PLS models (see example below).

Basically, both approaches presented here are complementary to each other. 
While the covariance analytic approach is theory-testing (hard modeling), the vari-
ance analytic approach is data- and prediction-oriented (soft modeling) (Weiber 
and Mühlhaus 2014). Some authors believe that for formative measurement mod-
els, variance analytic PLS modeling is preferable (cf. e.g. Eberl 2004; Weiber and 
Mühlhaus 2014). One advantage is that smaller samples can be analyzed with 
PLS.  Furthermore, the better suitability of the PLS method also becomes clear 
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Fig. 2.6 Iterative estimation of construct values. (Figure adapted from Weiber and Mühl-
haus 2014, p. 69). (Notes: CVJ

I  = construct value of latent variable j (LVj), from the inner 
model; φj = normalization variable for LV; eij = (inner) weighting variable; LVi = latent vari-
able i influencing LVj; CVJ

A  = construct value of latent variable j (LVj), from the outer 
model; fj = standardization factor for LVj; wih = (outer) weighting variable; MVjh = manifest 
variable j assigned to LVj)



34

when considering the measurement error. If one understands the measurement er-
ror as a combination of cumulative errors of the indicators and not taken into ac-
count construct components, then it becomes apparent that covariance analysis ap-
proaches are less suitable, since they are concerned with the identification of error 
variances.

Example
For formative modeling of the construct cyberbullying, Fluck (2020a) specifies a 
MIMIC model (see Fig.  2.7). Formative indicators are various communication 
channels through which individuals may experience cyberbullying (referred to as 
cyberbullying in the figure) (e.g. text messages, chats…). Two other measures of 
the construct serve as reflective indicators. The first is an aggregate variable (re-
ferred to as Σ A1–A4 in the figure) across four forms of cyberbullying, but mea-
sured not by the media used, but by the particular type of bullying (insulting, deni-
grating,…); the second is a single-item question on the extent to which individuals 
consider themselves victims of cyberbullying (referred to as “rating” in the figure).

Figure 2.7 represents the MIMIC modeling in the variant-based approach, cal-
culated with Mplus.

The model fit, even based on the Chi2 test, indicates a very good fit of the model 
to the data. The other indices are also in the good to very good range. The variance 
in the external criteria is explained by the model to a high degree, in the sum value 
over the behavior items to 86% and in the rating scale victim experience to 58%. 
Overall, the amount of variance explained in the construct is 88%. Thus, the model 
is confirmed.

Fig. 2.7 MIMIC model in the variant-based LISREL approach
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However, the model also shows that some items must be viewed critically due 
to the lack of validity as measured by the correlation with the external criteria. 
Phone calls (M3) and instant messages (M5) are not significantly related to the la-
tent variable. Websites (M6) can be considered the strongest indicator, but text 
(M1) and chat (M4) also have significant (albeit lower) regression weights.

In order to replicate the MIMIC model from the LISREL estimation in the 
covariance- based PLS variant as well, two latent variables must be specified in-
stead of just one, since the PLS algorithm does not work with one variable, but al-
ways requires at least one endogenous and one exogenous variable. In the PLS 
variant, the MIMIC model is therefore set up using one formative and one reflec-
tive latent variable.

Figure 2.8 shows the comparison of the two variants in schematic representation 
using an example with four formative and three reflective indicators. Mathematically, 
the two models are identical (Fornell and Bookstein 1982). The regression param-
eter, denoted by γPLS in the figure, can also be taken from the upper model; it cor-
responds to (the root of) R2 of η.

Transferred to the present sample data, the representation results from Fig. 2.9.:
In the LISREL6 model, parameters of the model fit such as RMSEA and CFIT/

TLI are based on the agreement between the model-implied (theoretical)  covariance 
matrix and the empirical covariance matrix. The goodness of a PLS model, on the 
other hand, is assessed on the basis of the explained variance (R2) of the dependent 
variable (DV), as this provides information on the extent to which the actual (em-
pirical) values of the DV match the model-implied (predicted by the independent 
variable(s)) values.7 Although Esposito Vinzi et al. (2010) furthermore propose a 
global goodness-of-fit index (GoF),8 Henseler and Sarstedt (2013) were able to 
show that this is only usefully applicable in multi-group PLS analyses.

A recently available global statistic for the model fit in PLS estimation is the 
SRMR (Standardized Root Mean Square Residual) introduced by Henseler et al. 
(2014), which – analogous to its use in the LISREL model (Hu and Bentler 1998) – 
is defined as the difference between the model-implied and the empirical correla-

6 LISREL does not stand for the concrete program here, but for all covariance-based estima-
tion methods in the framework of “linear structural relations”.
7 Due to this fact, the LISREL model is discussed in the literature as a hypothesis testing 
procedure, while the PLS model is discussed as a prediction procedure (Esposito Vinzi et al. 
2010).
8 The GoF attempts to assess the overall fit of the model by combining the mean of the com-
munalities of all latent variables (as a goodness-of-fit measure for the measurement models) 
and the mean of the explained variances of all dependent variables (as a goodness-of-fit 
measure for the structural model) into a geometric mean.
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Fig. 2.9 MIMIC model in the variant-based PLS approach

Fig. 2.8 MIMIC model in the LISREL vs. PLS variant. (Figure adapted from Fornell and 
Bookstein 1982, pp. 445–446)
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tion matrix calculated from the respective covariance matrices. The smartPLS pro-
gram (Ringle et  al. 2015) in version 3 (3.2.3), which was used to compute the 
present analyses, outputs two SRMR values by default, one for a common factor 
model, one for a composite factor model.9 Except for models in which only reflec-
tive constructs are used, the interpretation of the composite factor model SRMR is 
recommended (Ringle et al. n.d.), which, as is usual for the SRMR, is to be inter-
preted as a good fit as soon as values <0.10, or values <0.08 in a somewhat more 
conservative view (Hu and Bentler 1998).

A significance test of the loading parameters is not performed by the program 
by default, since the PLS method does not assume normally distributed data and 
the usual parametric significance tests are therefore not automatically applicable. 
However, smartPLS includes a bootstrapping procedure in which significance tests 
are performed based on the distributions of loadings, weights, and path coefficients 
in 500 bootstrap samples. Appropriate calculations show that the regression weight 
loading parameters are all significantly different from zero (p < 0.00001), as ex-
pected given the magnitude of the values.

The loadings are all significantly higher than in the LISREL model. However, 
the literature points out that due to the entirely different logic and algorithms, the 
results of PLS and LISREL models cannot (and should not) be compared and that 
considerable differences in the results are to be expected (Weiber and Mühlhaus 
2014). The ratios between the indicators are also mapped similarly, but not equally. 
In both the LISREL and PLS variants, M6 (websites) has the highest loadings, 
while M3 (calls) and M5 (IM) have the lowest. However, in the LISREL model M1 
(text messages) has the second highest loading, while in the PLS variant M4 (chat) 
holds this position.

The explained variance in the external criteria is also significantly lower than in 
the LISREL model (R2 = 0.883) with R2 = 0.619. From a purely methodological 
point of view, the model based on the PLS estimation is also confirmed here with a 
still good R2 and a good overall fit (SRMR = 0.042).

The modeling based on both approaches is only exemplary here. In practice, 
users can choose one of the two variants.

9 For a discussion of the – sometimes varying – understanding of composite factor models, 
see Bollen and Bauldry (2011).
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3Formative Measurement Models 
in Psychology and Education?

In this chapter, the question of why increased attention to formative models in 
psychology and education would be appropriate is explored. To this end, we will 
first discuss the problems of formative modeling that critics of the method raise 
against it (Sect. 3.1). Subsequently, the added value of the consistent application of 
formative models – where they are appropriate – is discussed (Sect. 3.2).

3.1  Critical Aspects of Formative Models

Since the rise in the use of formative measurement models, there has been a lively 
debate around their basic applicability as well as specific sub-aspects. The authors 
Hardin et al. (2011) see the cause for the debate and the difficulties of implement-
ing formative measurement models in the fact that advice on how to deal with 
formative measurement models is mainly based on statistical approaches and not 
embedded in the theoretical foundation of a test theory.

Implementation
West and Grimm (2014) already see general problems with the implementation of 
the model, as formative models are difficult to calculate and therefore not very 
practicable. The approach presented in Chap. 4 shows that this need not be the 
case.

Markus (2014) postulates that creative researchers could use the concept of 
formative measurement models to arbitrarily combine all possible indicators into 
one conceptual unit. In this way, researchers could declare reflective models with 
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too few intercorrelating indicators to be formative models in retrospect, in order to 
make even poorly fitting models publishable.

Edwards (2011) also criticizes the lack of an internal coherence criterion for 
formative measurement models  – formative indicators may correlate with each 
other, but they do not have to (see Sect. 1.2). This point forms a basis for some 
misconceptions among researchers, such as that low correlations can automatically 
lead to the assumption that a model is formative and not reflective.

The – indeed unscientific – approach put forward by Markus (2014) should be 
countered by the fact that it is essential to decide on a measurement model in ad-
vance, during scale construction, and not a posteriori when the results of a reflec-
tive measurement model have not been satisfactory. But the commitment to a spec-
ification remains to some extent subjective (see answering guiding questions in 
Sects. 2.1.1 and 4.1). Therefore, Bainter and Bollen (2015) point out the impor-
tance of empirically testing the appropriate specification of the model. Formative 
measurement models can also be tested for validity (Bainter and Bollen 2015). For 
this purpose, expert judgements on item selection and also statistical criteria can be 
used. For this reason, some authors recommend the empirical tests described in 
Sect. 2.2 (see Bainter and Bollen 2015; Eberl 2004), such as the confirmatory 
TETRAD test developed by Bollen and Ting (1993, 2000).

Against the argument of unscientificness, it should also be countered that “un-
scientific procedures” (Christophersen and Grape 2007, p. 105) can sometimes be 
observed in the reflective model, namely when an artificial increase in reliability is 
achieved through similarly worded items that merely paraphrase each other. 
According to Christophersen and Grape (2007), different reflective indicators 
should also represent different consequences of a latent construct.

Individual modeling variants are also criticized by some authors. Edwards 
(2011) and Simonetto (2012), for example, find the MIMIC model counterintuitive 
because the reflective indicators are the consequences of a construct and it is thus 
inconclusive that these validate the formative indicators (i.e., the causes). Elsewhere 
(Weiber and Mühlhaus 2014), the MIMIC model is referred to as the standard pro-
cedure for formative modeling (at least in a covariance analysis approach). In gen-
eral, it can be stated that an empirical examination of the appropriate modeling 
variant is important (Bainter and Bollen 2015). It is up to the user to decide in 
which way this test should be carried out.

Some authors (see, for example, Edwards and Bagozzi 2000; Howell et  al. 
2007) also criticize the fact that the formative indicator weights are model- 
dependent, as there is a need to include other variables in order to be able to esti-
mate the formative indicator weights (Hardin et al. 2011). This in turn has implica-
tions for the interpretation of models.

3 Formative Measurement Models in Psychology and Education?
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Interpretation
Formative measurement models are mostly multidimensional, as the latent con-
structs are explained by different heterogeneous indicators that represent different 
facets of the construct (see Sect. 1.2). However, according to Edwards (2011), mul-
tidimensionality is not only a property of formative measurement models, but also 
a weakness.

Edwards (2011) postulates that it is not sufficient to have knowledge about the 
level of indicator-to-construct paths (γi) to resolve the ambiguity of the latent con-
struct. This is because, according to Edwards (2011), the variances and covariances 
of the indicators (xi) also influence the meaning of the construct.

Another much-discussed problem of interpreting formative models is their sus-
ceptibility to “interpretational confounding” (cf. e.g. Hardin et al. 2011; Howell 
et al. 2007; Kim et al. 2010). Interpretational confounding describes the problem 
that arises when the empirical meaning of a latent variable is different from that 
which was assigned to it a priori (Burt 1976). Explained using the classic example 
of a formative measurement model mentioned earlier, socioeconomic status (SES), 
this would mean the following: In his original definition, Hauser (1971) described 
SES using a composite of income, occupation, and housing. Interpretational con-
founding occurs when a model is calculated in which the construct SES, mainly 
consists of the function of the variable “income”, while occupation and housing 
have almost no influence (cf. Howell et al. 2007). The different meaning of indica-
tors may influence the conceptual meaning of the formatively measured latent vari-
able, leading to different levels of meaning in different studies and contexts (Hardin 
et al. 2011). Although Bollen (2007) postulates that interpretational confounding 
only occurs due to model misspecification, in their study on information systems, 
Kim et al. (2010) show that interpretational confounding can occur even in cor-
rectly specified models. Nonetheless, interpretational confounding is not an exclu-
sively formative problem – misspecification resulting in interpretational confound-
ing can also occur in reflective models (Bollen 2007).

Missing Measurement Error
Edwards (2011) sees another problem with formative models in the absence of mea-
surement error at the item level. The indicators are considered to be error-free and in-
dependent (see Sect. 1.2), this assumption Edwards (2011) considers unrealistic as the 
methods used to obtain these values are subject to error, as is often the case with inter-
views, observation and/or self-report. However, a formative measurement model also 
does not claim to explain the variances in the independent indicators. Although the 
errors in the item values are not quantifiable in the case of independent variables, they 
are included in the error term ζ together with the unmapped indicators.

3.1 Critical Aspects of Formative Models
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Unlike reflective measurement models, construct validity of formative models 
is more difficult to test because isolated factor analyses are not possible (Edwards 
2011). However, the consequences of mis-modeling as a threat to validity apply to 
both variants. Aspects of valid modeling of formative models are discussed in the 
following section.

3.2  Formative Modeling of Psychological Constructs?

The above explanations show that formative models are viewed critically by some 
authors. Despite these criticisms, formative models are part of the repertoire of 
standard methods in economics. An increased application also in the behavioral 
sciences is propagated, for example, by Jarvis et al. (2003) in the Journal of Applied 
Psychology, but so far very little has been implemented.

Psychological constructs, which are also frequently the focus of investigation in 
educational research, are in most cases typical examples of reflective modeling 
when they can be viewed as “underlying causes for the performance of certain ac-
tions” (Christophersen and Grape 2007, p. 104). In line with the state-trait view of 
personality (Jäger and Petermann 1995), the concrete behavior and experience 
(state) in a given situation is substantially co-determined by underlying personality 
traits that enter into a complex interaction with specifics of the situation.

Nevertheless, there are exceptions that rather suggest formative modeling. 
Whenever a construct is built by bundling causally pre-ordered individual factors 
(Albers and Hildebrandt 2006), the reflective notion falls short.

What is applied in economic studies to model the success of companies and 
management measures (Christophersen and Grape 2007) can equally be trans-
ferred to the recording of professional, educational, school and therapeutic success. 
Conversely, the discontinuation of customer relationships studied with formative 
models in the marketing field (see e.g. Bruhn et al. 2008) can also be conceptually 
transferred to educational contexts (e.g. discontinuation of training and studies).

According to Smith (2011), health-related constructs such as social support, 
coping strategies and emotion regulation require a closer look at the relationship 
between indicators and construct. If such strategies are initially independent of 
each other and successful stress coping, emotion regulation, social support, etc. is 
already given if one of several strategies is used without the use of one strategy also 
being accompanied by the use of another, the formative specification is obvious.

In fact, there are also a few studies in the field of educational psychology that 
acknowledge the appropriateness of formative models and implement them ac-
cordingly. The following studies should be read by interested readers, as they il-
lustrate the different approaches to formative modeling:

3 Formative Measurement Models in Psychology and Education?
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• Konradt et al. (2008) use variance-based (PLS) structural equation models to 
study learning transfer. In doing so, cognitive and non-cognitive learning strate-
gies are modeled formatively.

• Schmitz et al. (2020) calculate indices from causal factors of teaching compe-
tence. The individual factors are included in the overall index to varying de-
grees, depending on weighting factors determined by experts.

• Ihme and Senkbeil (2017) investigate computer-related competencies of stu-
dents (ICT literacy). Self-directed PC experiences, instructional support from 
the family, and instructional support from the school are three constructs that 
the authors consider formative. The weights in this study result from a complex 
structural equation model.

The examples show that an application of formative models is particularly useful 
in the area of competencies and strategies. It is desirable that knowledge of forma-
tive models becomes more widespread and that they are applied where indicated.

At the same time, the question arises at this point as to what the consequences 
of a wrong decision are. How bad is it if we misjudge the “actual” specification 
type in scientific studies as well as in test and questionnaire construction and reflec-
tively model formative constructs?

While Jarvis et al. (2003) report a significant misestimation of fit values, for 
Diamantopoulos et al. (2008) the directly resulting methodological problems are 
manageable. Their simulation studies show that loading parameters are easily mis-
estimated and fit indices change as a result, but not so significantly that models are 
discarded for lack of fit. Jarvis et al. (2003) estimate the number of formative mod-
els incorrectly specified as reflective to be about one-third for the marketing do-
main. However, in relation to psychological constructs, this proportion is likely to 
be much lower.

Whether a construct is modeled reflectively or formatively, however, has con-
ceptual consequences in addition to methodological ones. In the reflective 
“Cronbach’s α-LISREL paradigm” (Albers and Hildebrandt 2006) – if applied to 
formative models – the wrong items are removed. By default, scales are constructed 
in such a way that many items are included in the analysis that measure the same 
thing as far as possible. In the worst case, paraphrasing may result in similar items 
that are hardly distinguishable from one another and thus provide little additional 
information, although the resulting test length increases reliability (Bühner 2006).

Mis-specified models are not identified as incorrect, particularly in the case of 
correlating indicators, due to the characteristic values for model goodness and are 
therefore not discarded. However, it is crucial that the selection of indicators in 
misspecified models can reduce the validity of the construct (Albers and Hildebrandt 
2006). The following example illustrates this issue.

3.2 Formative Modeling of Psychological Constructs?
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Overview
Professor Sally Smart wants to measure satisfaction with the course she de-
veloped, “Reading tea leaves and Bean Counting.” The questionnaire she 
developed captures the construct using seven items that are to be combined 
into a mean.

Before taking the mean, Sally Smart does a reliability analysis and ad-
justs the scale. The discriminatory power of five items is satisfactory. These 
items correlate highly with each other.

• Competence of the teachers
• Accessibility of the teachers
• Motivation of the teachers
• Classroom atmosphere
• Fun during course

However, two other items correlate only weakly with the other items and do 
not show sufficient discriminatory power.

• Practical relevance
• Fairness of the tests

Sally Smart removes the two items, which are also not highly correlated with 
each other and thus do not represent a common second factor.

The other five are confirmed in a confirmatory factor analysis on the basis 
of good fit values. The scale also seems to be valid; at least it correlates sig-
nificantly with the evaluation forms of the individual courses. The results are 
also positive: the mean satisfaction score based on the 5 items is 4.2 out of 5. 
It’s just strange that so many students drop out of the course.

Satisfaction is a typical example of a formative construct, provided their 
causes are captured. Sally Smart was unaware of this fact and, by removing the 
two low correlating items, increased reliability but trimmed validity. The course 
of study is fun for the students, but the lack of practical relevance, the arbitrari-
ness of the examinations and perhaps, in addition, poor opportunities on the job 
market are important facets of “true” satisfaction that are now not captured by 
the scale and thus severely impair its quality in terms of content validity.

The misspecification leads to the fact that only a part of the construct is 
measured – but this part is admittedly reliable. In constructing the test, Sally 
Schlau should have paid more attention to the aspect of content validity, 
quite independently of reflective or formative modeling.

3 Formative Measurement Models in Psychology and Education?
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The phenomenon can also be well illustrated empirically. In a study by 
Diamantopoulos and Siguaw (2002), the consequences of scale purification ac-
cording to formative versus reflective procedures were compared by adapting the 
same scale according to both procedures. In formative scale testing, those items 
that seemed problematic because of multicollinearity were removed, and in reflec-
tive just the opposite, those that did not correlate with the rest of the scale. Thus, of 
30 indicators at the beginning of the process, only two (!) remained that were lo-
cated on both the reflective scale (16 items) and the formative scale (5 items).

The study clearly shows the consequences of the decision regarding the specifi-
cation type. Validation against central criteria also showed that the formative indi-
cators could explain more variance in the criteria than the reflective ones.

Unlike Jarvis et al. (2003), Albers and Hildebrandt (2006) do not regard the re-
flective specification of an actually formative construct as an error. It is “not neces-
sarily a false model, [but] a highly restricted model” (p. 13) that focuses on only 
one or a few facets of an actually multilayered construct. The resulting findings, 
while not false, are then incomplete, leading to “false conclusions that are ulti-
mately obscured by the application of the sophisticated methodology” (p. 4). The 
deliberate focus on a particular facet, on the other hand, is legitimate, provided the 
decision was made consciously and reported transparently.

However, if comprehensive modeling of a formative construct is the more ap-
propriate, researchers should be able to recognize this fact. If this is the case, the 
test or questionnaire construction or the modeling of the construct must also take 
into account the specifics of formative models. West and Grimm (2014) consider 
this to be problematic for standard users: formative models are difficult to calculate 
and therefore not very practical. In the next chapter, a method will be presented that 
can be used to calculate formative models in a practicable way and with simple 
statistical procedures.

3.2 Formative Modeling of Psychological Constructs?
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4Data-Driven Index Formation 
with the MARI Method

The aim of the method developed by Fluck (2020b) and described in the following 
is to carry out an index construction for formative measurement models that can be 
realized with standard methods as well as allowing an empirical assessment of the 
scale quality. This can be done by a data-driven index construction, as it is also 
realized, for example, in the five steps described by Christophersen and Grape 
(2007) (definition of the construct, determination of the indicators, treatment of 
multicollinearity, estimation of the measurement model, index calculation) (see 
Sect. 2.2.1).

In the present variant, index formation begins with mental experiments to for-
mulate a specification hypothesis, whereby the mental experiments can be turned 
into an empirical question by involving experts (Sect. 4.1). The analysis and (pre-)
selection of the items takes place in the second step based on qualitative and quan-
titative data (Sect. 4.2). The construct is validated using regression analysis meth-
ods (Sect. 4.3) on the basis of which the index is formed (Sect. 4.4). Figure 4.1 
provides an overview of the procedure. The focus of the following explanations is 
on the first two steps, as these are considered central and are not described in detail 
in the previous literature.

In this chapter, the description of the MARI method is illustrated in each case 
by means of an example from the revision of the questionnaire for recording health 
behavior (FEG, Dlugosch and Krieger 1995). In each case, the examples are 
presented in a box and can be skipped over. The following first box provides the 
theoretical and conceptual background to the case study. Throughout the chapter, 
central concepts from Chaps. 1, 2 and 3 are repeated, with the focus now on practi-
cal implementation. In some cases, several possible methods and  approaches are 
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Fig. 4.1 Schematic representation of the MARI method. Grey arrows illustrate the need to 
stop the process and go back to the conceptual level when the analyses require it

Revision of the Health Behavior Questionnaire as an Example of the MARI 
Method
The FEG is a screening instrument for recording various health-related be-
havioral areas (including diet, exercise, smoking, etc.). Screening instru-
ments are used to obtain an overview of several constructs at the same time 
and to identify problematic areas. These can then be diagnosed in a more 
differentiated manner using special test procedures and/or addressed in a 
diagnostic interview with the test persons.

The FEG is used in health psychological and medical research and diag-
nostics, e.g. to make comparisons in the health behavior of groups, to evalu-
ate interventions in cure/rehabilitation measures and in the practice of health 
promotion and counselling.

(continued)

presented, so that readers can select the ones that are suitable and purposeful like 
choosing from a toolbox.
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4.1  Mental Experiments

In Sect. 2.1, the ways of determining whether a construct should be modeled for-
matively or reflectively have already been described and discussed. Due to the 
limited informative value of quantitative-empirical a posteriori studies, it is recom-
mended that the decision on the type of specification be made a priori.

For this purpose, Bollen (1989) proposes the method of mental experiments, 
which is supplemented by a validation through expert judgements within the 
framework of the MARI methodology. The mental experiments are conducted 
along the lines of the questions

• Do the items all measure the same thing, so are they interchangeable?
• What is the direction of causality?
• What are the consequences of change?

In addition to questions on functional links of eating behavior (eating for 
sociability, to reduce stress, etc.), the nutrition section also contains food 
scales listing a range of foods that are healthy on the one hand and risky on 
the other. The scales were developed at the time of the test construction in 
the early 1990s based on the guidelines of the German Nutrition Society 
(DGE). Test persons are asked to tick whether they consume a food daily; 
several times a week; less frequently; or never.

In the course of a currently pending revision of the FEG, the food scales 
are being revised in order to be adapted to the current state of nutritional sci-
ence. For example, in the case of bread and rolls, the original 1995 version 
contains the distinction between wheat (unhealthy) versus rye or whole-
meal (healthy), which is now considered outdated, since it is rather the de-
gree of processing of the flour that is important and the use of the whole 
grain can also be considered beneficial to health in the case of wheat flour, 
while sifted flours generally contain only few vitamins, minerals and dietary 
fibres.

The construction of revised food scales is based on theoretical consider-
ations, as well as qualitative and quantitative data along the MARI method.

(continued)
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A look at existing studies provides initial indications. How has the construct been 
modeled so far? However, even established modeling variants should be treated 
with caution, as some models in the literature are likely to be misspecified (Jarvis 
et al. 2003). It is therefore particularly informative to see work that addresses the 
issue of formative versus reflective modeling and authors make a conscious deci-
sion to choose one type of specification, as Festl (2015) does for the construct of 
cyberbullying, for example. Unfortunately, however, due to the low profile of for-
mative specification, it is rare for the appropriateness of reflective modeling to be 
questioned or tested. Rather, in practice, the decision questions are only invoked to 
justify formative modeling as a deviation from the established standard method. 
However, it would be important and appropriate, because of the consequences of 
mis-modeling, to use mental experiments as a matter of principle to justify the 
specification type, even if one ends up concluding to model reflectively.

The decision-making questions for mental experiments formulated by Jarvis 
et al. (2003) are implemented in the following presentation in the form of a check-
list (based on the decision-making aids in Christophersen and Grape 2007, p. 110). 
Researchers should first go through this checklist for themselves or in their own 
team at the beginning of the theoretical examination of a construct or an envisaged 
type of operationalisation.

In the checklist, some questions are duplicated. The decision support Can the 
indicators be understood as an expression of an underlying latent construct? (= 
reflective) or Does the content-related meaning of the construct only result from the 
interaction of the indicators (= formative)? is not posed here, for example, as an 
either-or question, but is implemented in the form of two different yes-no ques-
tions. Indeed, it is possible that for one construct both questions have to be an-
swered with “yes”. Then the question about the specification cannot be answered 
unambiguously. In this case, users should not be forced to choose one of the two 
variants. In this case, only the result of the decision is documented and not the 
process, during which it may have taken a long time to decide which answer is 
more appropriate. The implementation in two separate questions allows contradic-
tions and ambiguities to be made transparent.

Readers will notice that the direct question of whether items correlate with each 
other is not part of the checklist, although empirical approaches such as the 
TETRAD test answer this very question and even statistically validate it. However, 
if items do correlate with each other, this confirms the reflective model but does not 
reject the formative one. Therefore, no information about the correct specification 
type can be derived from the fact that items correlate. The question about the cor-
relation of indicators was therefore asked as Christophersen and Grape (2007, 
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p. 110) suggest. They discard the question “Are indicators expected to be highly 
correlated with each other in all possible study contexts?” and instead formulate it 
as, “Are constellations conceivable in which indicators are not highly correlated 
with each other?” A question that captures the same meaning was implemented in 
the present checklist (question 9).

No. Question
Reply
Reflective Inconclusive Formative

1 Can the indicators be understood as 
expressions of an underlying latent 
construct?

Yes Unclear No

2 Does the content-related meaning of the 
construct only result from the interaction of 
the indicators?

No Unclear Yes

3 Are the indicators causes of the construct? No Unclear Yes
4 Are the indicators consequences of the 

construct?
Yes Unclear No

5 In the chronological order, the construct is 
… the indicators.

Prior to Unclear Subsequent 
to

6 Do the indicators measure the same thing in 
terms of contenta?

Yes Unclear No

7 Does the content meaning of the construct 
change if an indicator is omitted?

No Unclear Yes

8 Can the items be understood as arbitrary 
selections from an item universe in which 
all conceivable items measure the same 
thing?

Yes Unclear No

9 Do the items necessarily have to correlate 
because of their content importance?

Yes Unclear No

10 Does a (superrandom) change in an 
indicator logically imply a change in the 
construct?

Yes Unclear No

11 Does a (superrandom) change in one 
indicator logically go hand in hand with 
changes in the other indicators?

Yes Unclear No

12 Is a change in the construct logically 
accompanied by a change in all indicators at 
the same time?

Yes Unclear No

aNote to Question 6: Based on a unidimensional construct – for multidimensional constructs, 
the question must be posed as “Do all items within a dimension measure the same thing?” 
This consideration applies analogously to other questions for multidimensional constructs

4.1 Mental Experiments
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In the interests of scientific honesty, contradictions and contradictory answers 
must be documented when the checklist is completed and thus made transparent. 
Ultimately, however, it is neither a matter of a pure “counting” of the answers nor 
of all the questions on the checklist having to be in favor of one type of specifica-
tion without exception. Rather, answering the questions helps to become aware of 
whether a construct is to be modeled (relatively) clearly reflectively or forma-
tively – or whether there is so much ambiguity that no clear assignment can be 
made. In the latter case, it is worth reconsidering the construct, or the intended 
mode of operationalization. For example, instead of a formative construct, there 
may be a reflective one, but one that is multidimensional and thus also covers dif-
ferent facets. However, multidimensional reflective constructs clearly differ from 
formative constructs in that the multiple dimensions in the reflective model are 
nevertheless causal after the construct. Moreover, more complex cases are often 
conceivable in which there are second-order factors and the construct is reflective 
at the first level, but the second-order factor is composed of the various factors in a 
more formative way (Christophersen and Grape 2007). The reverse is also conceiv-
able.

The formative model is sometimes criticized for the fact that the determination 
of a type of specification on the basis of mental experiments is based on arbitrary 
decisions. The decision developed deductively from the theory or based on factual 
considerations can be influenced by – sometimes even unconscious – expectations 
of the researchers and is thus necessarily subjective.

This problem can be addressed by validating the mental experiments through 
the judgment of experts who also conduct these experiments (Albers and 
Hildebrandt 2006).

Based on the database of expert judgements, a subjective decision is validated 
(or also rejected) by empirical evidence. In contrast to procedures such as the 
TETRAD test, however, this empirical decision is made before or within the frame-
work of the test construction.

Since the experts are needed in the second step of the MARI method anyway for 
scale adjustment, they can also be consulted at the time of the specification deci-
sion. For this purpose, they can be presented with the checklist together with the 
draft items (see Sect. 4.2). The agreement in the judgments of several experts can 
also be statistically validated with the aid of interrater reliability (Cohen’s κ).

The following example shows how mental experiments can look concretely.

4 Data-Driven Index Formation with the MARI Method
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Mental Experiments at the FEG
When considering whether the construct “healthy diet” or “high-risk diet” in 
the FEG should be modeled as formative or reflective, it is worth looking at 
the items in the original version as a first step, even if these still need to be 
revised and adapted to the current state of knowledge.

A pre-selection or preliminary version of items is fundamentally impor-
tant in this first step, so that both the construct and the indicators can be 
imagined in the context of the mental experiments. The fact that these are 
supplemented and adapted in the further process is not a hindrance.

Selected items for measuring healthy eating (old version):

• Vegetables (fresh)
• Lettuce
• Potatoes
• Fruit, Fruits
• …

Selected items to measure risky diets (old version):

• Bread / Rolls (Wheat)
• Chocolate, chocolates, sweets
• Fast food (French fries, hamburgers, etc.)
• Sausage

Answering the questions in the checklist now provides information about the 
possible nature of the constructs “healthy” and “high-risk diet”.

No. Question
Reply
Reflexive Inconclusive Formative

1 Can the indicators be understood as 
expressions of an underlying latent 
construct?

Yes √ Unclear No

2 Does the content-related meaning of 
the construct only result from the 
interaction of the indicators?

No Unclear Yes √

3 Are the indicators causes of the 
construct?

No Unclear √ Yes

(continued)
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No. Question
Reply
Reflexive Inconclusive Formative

4 Are the indicators consequences of 
the construct?

Yes Unclear √ No

5 In the chronological order, the 
construct is … the indicators.

Prior to Unclear √ Subsequent 
to

6 Do the indicators measure the same 
thing in terms of content*?

Yes Unclear No √

7 Does the content meaning of the 
construct change if an indicator is 
omitted?

No √ Unclear Yes

8 Can the items be understood as 
arbitrary selections from an item 
universe in which all conceivable 
items measure the same thing?

Yes Unclear No √

9 Do the items necessarily have to 
correlate because of their content 
importance?

Yes Unclear No √

10 Does a (superrandom) change in an 
indicator logically imply a change in 
the construct?

Yes Unclear No √

11 Does a (superrandom) change in one 
indicator logically go hand in hand 
with changes in the other indicators?

Yes Unclear No √

12 Is a change in the construct logically 
accompanied by a change in all 
indicators at the same time?

Yes Unclear No √

Already in questions 1 and 2 a contradiction arises. On the one hand, the 
consumption of various foods can be interpreted (question 1) as an expres-
sion of an underlying latent construct, for example, if I eat wholemeal bread 
because I want to eat healthily. At the same time, the construct “healthy diet” 
does not exist independently of the indicators. This is best illustrated by a 
counterexample. A person can be intelligent without ever having correctly 
solved a task on a test. Intelligence may then show itself in his everyday ac-
tions, in his success at school and at work, or possibly not at all. Neverthe-
less, he is an intelligent person. However, healthy eating does not exist inde-
pendently of actual eating behavior. There can be an “attitude towards 
healthy eating”, in the sense that someone actually finds healthy eating im-

(continued)

(continued)
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portant, would like to implement it, but possibly does not manage to do so. 
However, actual healthy eating is a result of the interaction of many different 
foods that someone actually consumes. Question 1 thus suggests reflective 
modeling, question 2 formative modeling.

Once again, the contradictory or slightly unclear character of the con-
struct can be seen in the questions about the direction of causality (questions 
3–5). Both directions of causality are both conceivable and theoretically sup-
portable. People may consciously choose and consume foods because they 
are healthy (and vice versa avoid risky foods). In this case, a healthy lifestyle 
would be a latent influencing factor behind the actual behavior.

Conversely, however, it could also be argued that people have developed 
preferences for certain foods because of their learning and life history, and 
that they like to eat them or simply do so habitually. If these foods are pre-
dominantly healthy, the result is a healthy eating style; if they are predomi-
nantly unhealthy, the result is a risky eating behavior of which the person 
may even be aware. At the same time, people may consider foods to be 
healthy, but in fact this is not the case.

Now these causal directions, both of which are conceivable, are not mutu-
ally exclusive: They may even apply to different people to different degrees 
(e.g., depending on the extent to which people care about healthy eating). In 
the present case, the answer to these questions is ambiguous and not very 
useful.

Question 7 illustrates once again that “healthy eating” is not a typical 
formative construct. Omitting an indicator does not change the meaning of 
the construct. In fact, the construct is so complex that a complete list of all 
possible healthy foods is not even possible. Omitting an indicator probably 
does not change the meaning of the construct. (Except in the unlikely event 
that a person’s risky eating behavior is based on a single food …).

Nevertheless (question 8), the items are not a random selection from an 
item universe and thus not arbitrary. The items are not interchangeable. 
While they all measure healthy or risky eating, they cover different facets of 
the construct and thus do not measure “the same thing” (question 6).

This can always be well illustrated by imagining that one has to choose 
one of two items (perhaps for economic reasons) and remove the other from 
the scale. This is not problematic with a reflective construct. After all, even 
if the reflective construct is multidimensional, there are multiple items for 
each dimension, so such a decision is largely arbitrary. In the present case, 

(continued)
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however, where formative modeling seems more appropriate, it makes a big 
difference whether one asks, for example, about the consumption of high-fat 
sausage or the consumption of chocolate.

Questions 10 to 12 support the notion of a formative construct. Changes 
in the construct or in one of the indicators do not have universal conse-
quences. Those who eat more unhealthily (e.g., during a period of stress) 
will not necessarily increase their consumption of all risky foods. The inde-
pendence of the indicators is just as clear from these questions as it is from 
question 9: it is quite possible that the consumption of a healthy food is also 
accompanied by the consumption of other healthy foods, and the same ap-
plies to the unhealthy foods. At the same time, such a correlation cannot 
necessarily be derived from theory: there is no such thing as a healthy or 
unhealthy diet that is expressed in the same way in all places.

Final Evaluation:
The mental experiments indicate formative modeling. Ticking the cate-

gory “unclear” is not problematic, as clear statements about e.g., causality 
cannot be made for all constructs. Ultimately, it is at the discretion of the 
researchers how they weigh the answers, and there need not necessarily be 
agreement between experts. Researchers must choose the operationalisation 
and modeling that they can advocate and justify. It is only important to deal 
transparently with contradictions and ambiguities.

When dealing with the scales in the FEG, it might be useful to work with 
two levels: At the first level, items relating to different food groups could be 
reflectively bundled into factors (e.g., cake and chocolate into one factor, 
fatty meat and sausage into another), which then form the factor “high-risk 
diet” at the second level. For this, however, the list of foods would have to 
be significantly expanded for a more reliable measurement of the individual 
factors. However, the FEG as a whole is a screening procedure for many 
different forms of health behavior, which for economic reasons only offers 
each construct space for a limited number of indicators. Against this back-
ground, it seems legitimate to accept the loss of measurement quality asso-
ciated with a compromise solution and to model the construct at only one 
level. If this is realized in this way, the mental experiments justify the for-
mative approach.

(continued)

4 Data-Driven Index Formation with the MARI Method



57

4.2  Analysis of the Items

Should the mental experiments have led to the conclusion that the formative mod-
eling variant is the correct one, this has consequences for the further course of the 
questionnaire construction. The usual measures for scale adjustment, as known 
from classical test theory, cannot be applied due to their covariance-based nature. 
Own procedures are necessary. First and foremost is the assessment of the quality 
of the items by experts (Sect. 4.2.1), but there are also statistical analyses in the 
formative model that are helpful for this purpose (Sect. 4.2.2).

4.2.1  Qualitative Analysis

The assessment of the items by experts should be the basis for answering two cen-
tral questions.

 1. For each item in the questionnaire it has to be decided whether the item “be-
longs to the construct”, i.e. whether an aspect of the construct is operationalized 
by the item or not. An item may also belong to another, related construct and/or 
only appear to be related to the construct in question. For example, consumption 
of low-cholesterol diet margarine is not per se an indicator of healthy eating but 
is only health-promoting if there is a pre-existing condition or high health risk. 
Rather, it seems to belong to a different construct, namely adherence to a spe-
cific diet. Accordingly, it is assigned to a separate “diet” scale in the FEG.

 2. For the construct as a whole, the question of the exhaustiveness of the indicators 
in their sum must be answered. Do the items cover the construct in its entirety, 
or are there further aspects/facets of the construct that still need to be operation-
alized using further indicators? By covering as much of the construct as possi-
ble, the “measurement error” of the overall construct should be kept as small as 
possible.

While the first question can also be answered empirically in the further course of 
the MARI method, the expert judgments are especially elementary for answering 
the second question. Items that do not measure the construct in question as sus-
pected are identified, if necessary, by the low correlation with external criteria. 
However, if not all aspects of the construct are covered by items, this will only 
manifest itself in a low proportion of total variance explained in the external crite-
rion. However, the low proportion of variance only tells researchers that they have 
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not sufficiently covered the construct in its entirety, but the numerical value alone 
does not provide any information about which aspects were not considered.

Accordingly, at this point it is a matter of operationalizing a formative construct 
in such a way that the items measure everything that constitutes the construct. 
However, if a procedure measures what it is supposed to measure, then the quality 
criterion of validity is fulfilled, in this case specifically content validity.

“We speak of content validity when a test or a test item actually or sufficiently 
accurately captures the characteristic to be measured” (Bühner 2006, p. 36). In the 
reflective measurement model, where items are understood as a random sample 
from an item universe, content validity describes “how representative the items of 
a test are of the characteristic being measured” (Schmidt-Atzert and Amelang 
2012, p.  145). Even closer to the understanding in the formative measurement 
model is the definition of content validity that comes into play in the context of 
criterion-referenced tests. Here, a test is understood to be content valid if it “con-
tains or represents the totality of a set of items” (Klauer 1987, p. 12). Unlike other 
forms of validity, content validity is not quantified. Thus, it is not empirical valid-
ity, but is accepted or rejected based on logical considerations (Bühner 2006). 
Again, such considerations should not be made by an individual, where they neces-
sarily fall prey to subjectivity, but rather the initial findings of one individual ob-
tained from the literature review are subsequently supplemented by the assessment 
of experts. The combination of expert interviews and literature analyses should 
ultimately ensure that “the definitional determination [of the construct] is as broad 
and at the same time as precise as possible” (Christophersen and Grape 2007, 
p. 109).

While content validity is the central criterion in the formative model, in the re-
flective model the quality is rather tried to be proven with forms of empirical valid-
ity. At this point, however, it should be noted that content validity is also a central 
quality criterion in the reflective model, but this is often neglected in practice. 
Bühner (2006, p. 37) criticizes:

Test development in particular suffers from the moderate content validity of tests. 
Tests are often the result of a statistical homogenization process that no longer has 
anything to do with theoretical foundation. Lack of consideration at the beginning of 
the design process leads to inadequate procedures already in the development phase.

The procedure for interviewing experts is again best illustrated by the concrete 
example of the FEG.

After the information provided by the experts has been evaluated, it can be con-
verted into items and the questionnaire can be designed. However, before this is 
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Consultation of Experts on the Revision of the FEG
Three nutritionists were asked to revise the food scales and were presented 
with the items in a structured interview. The experts were first asked to state 
for each item whether it could be retained in the given form or whether it 
needed to be changed/added to or its language revised. In addition, the ex-
perts were asked to state whether the item belonged at all to the construct 
that the questionnaire designers assumed behind it.

As the following excerpt from the summary of the results shows, inter-
viewee Ms. F., for example, critically noted that “cornflakes, muesli” is in-
correctly located on the “healthy diet” scale. However, only sugar-free 
wholemeal muesli belongs to a healthy diet; sugared muesli in larger quanti-
ties is even an indicator of “high-risk diet” due to its high sugar content. 

Questionnaire items were then revised if the experts agreed in their judge-
ments. In addition to the items on bread and muesli, the experts also unani-
mously found the item “salad” to be critical. Test persons could also classify 
sausage salad, egg salad or pasta salad as salad. One expert suggested renam-
ing the item “raw vegetable salad”. However, this suggestion was not imple-
mented because even for raw food salads, the method of preparation has a 
significant impact on whether it is a healthy meal or a high-risk meal. Due to 

(continued)
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this ambiguity in the possible understanding of the item, this was dispensed 
with in the revised version.

The second question to the experts relates to the content validity of the 
procedure. Here, the interview partners were asked to make suggestions for 
the addition of further items in addition to the evaluation of the existing 
items. Which essential components of a healthy diet are missing from the 
original version? Here, the experts suggested, for example, the regular con-
sumption of legumes.

The following overview shows the items for the “high-risk diet” scale 
after the revision based on the expert assessments. In the following subchap-
ters, this scale will be used again and again, as it will be subjected to a quan-
titative analysis in the following steps.

  

(continued)

used in a more extensive empirical study, the questionnaire should be tested on a 
few people from the target group in a small qualitative preliminary study. The qual-
ity of an item is also essentially based on its comprehensibility before all consider-
ations of measurement accuracy and validity (Christophersen and Grape 2007).
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4.2.2  Quantitative Analysis

In the quantitative analysis of the items following the empirical study, the focus in 
this step is on the examination of the items per se. Validation of the items against 
related constructs or other measures of the same construct is realized in the next 
step. Even if the usual methods of Classical Test Theory are not fully applied, the 
items can still be examined with regard to some essential properties.

Descriptive Statistics
The examination of descriptive measures such as mean and standard deviation 
helps to identify floor and ceiling effects. If items show no or only little variance, 
they are not suitable to differentiate between different expressions of the latent 
variable.

The example in Table 2.1 and Fig. 4.2 illustrates a problematic case with the 
questionnaire for recording cyberbullying experiences, which has already been dis-
cussed several times.

The inspection of mean values, standard deviations and distributions of the re-
sponses to the respective response categories shows that there are clear ground ef-
fects for all items. As is frequently encountered in aggression research, this is a 
case of zero-inflation, in which one of the extreme categories was selected by al-
most all subjects (zero-inflated data, Tu and Liu 2002). This poses special chal-
lenges for the further analysis of the data, in particular the need to apply nonpara-
metric procedures (Table 4.1).

Requirements for an Empirical Study
On the basis of the empirical study, not only the items themselves are to be 
analysed, but for economic reasons the validity of the questionnaire is also to 
be tested with the help of regression analysis methods. Thus, the study is to 
serve as a data basis for the two steps 4.2 and 4.3 in the MARI model. Ac-
cordingly, considerations must already be made at this point as to which 
other constructs, which global questions, and/or which reflectively measured 
indicators belong to the construct in question and must be operationalized 
accordingly. If structural equation models are to be used in the course of the 
regression analysis, this requires a larger sample, the size of which depends 
on the number of parameters to be estimated but should generally comprise 
at least N = 100 persons (Backhaus et al. 2003).
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Fig. 4.2 Distribution of responses to a zero-inflated item

Table 4.1 Example of zero inflation in the data

Item description M SD (1) (2) (3) (4) (5)
Bullying via text 1.19 0.495 473 74 8 2 2
Bullying via mail 1.01 0.084 554 4 – – –
Bullying via phone call 1.14 0.530 507 36 6 3 5
Bullying via chat 1.22 0.591 458 71 12 4 4
Bullying via messenger 1.10 0.445 517 31 – 4 3
Bullying via website 1.33 0.737 426 99 14 9 8

Notes. (1) = “not experienced at all”; (2) = “only once or twice”; (3) = “two to three times a 
month”; (4) = “about once a week”; (5) = “several times a week”

Even in the case of the item with the greatest variance (bullying by website), the 
responses are basically only distributed between the first two response alternatives 
(see Fig. 2.8). The item “Bullying by mail” cannot be “saved” even with non- 
parametric methods. The practically non-existent variance of s2 = 0.007 makes it 
necessary to exclude the item from further analyses. At this point, however, it is 
important to investigate whether the non-existent variance is specific to the sample 
in question or whether it is also likely to be found in the population. In the present 
case, the fact that young people do not experience bullying by mail can be ex-
plained by the fact that they largely do without e-mail as a communication medium 
in their everyday lives. This is shown by data from representative surveys of the 
same year on general media use behavior (mpfs, 2014). Based on this explanation, 
it therefore seems legitimate to remove the item from the scale.
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The example shows that the descriptive statistical analysis of items can provide 
valuable information about the construct. This also applies to the relationships be-
tween the individual items.

Correlation Between the Indicators
As can be seen from the previous explanations, the correlation between the indica-
tors is a much considered aspect of the formative model. A high correlation of the 
indicators does not automatically mean that it cannot be a formative construct. 
Also, conversely, a low or non-existent intercorrelation of the indicators does not 
infer the adequacy of the formative model. Finally, it is also possible that the indi-
cators simply do not measure the same construct – neither formative nor reflective.

Nevertheless, it is worth considering the correlation between the indicators. If 
only because the reflective model can be rejected if the correlations are not present 
or are low. Even in multidimensional reflective models, at least a subset of the 
items must be highly correlated with each other.

Furthermore, procedures such as the TETRAD test can be used to reject the 
reflective model. The advantage of the TETRAD test (see Sect. 2.1.2) over the 
consideration of a simple correlation matrix is that the TETRAD test allows a clear 
yes-no statement about the intercorrelatedness of the items. If one continues with 
PLS methods in further steps (Sect. 4.3) anyway, the use of smartPLS (Gudergan 
et  al. 2008; Ringle et  al. 2015) makes it possible to perform a TETRAD test. 
Alternatively, the model fit indices in the context of a confirmatory factor analysis 
can also provide information about the rejection of the reflective model due to low 
intercorrelation.

However, it must be emphasized at this point that an inspection of the intercor-
relations is not obligatory and therefore the calculation of the TETRAD test and 
CFA can be dispensed with, in particular, if the construct has been specified as 
clearly formative on the basis of previous steps. Nevertheless, in the following ex-
ample all mentioned procedures are presented.

Intercorrelation of the Items in the FEG
The analyses reported below were conducted on a sample of N = 281 indi-
viduals. The subjects were predominantly students (66.8%) and profession-
als (23.1%), aged between 18 and 84 (M = 29.24, SD = 11.99). The majority 
of the respondents were women (18.9% m; 80.1% w; 1.1% d) and in 61.6% 
normal weight, 5.3% of the sample were underweight, 19.6% slightly over-
weight, 10.7% significantly overweight (obese).

(continued)
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An analysis of the risk items in the nutrition section of the FEG shows 
that there are positive correlations between some items. However, the high-
est correlation here is only r = 0.485. More interesting is that 31 of 91 cor-
relations are not significant.

The calculation of internal consistency yields a value of α = 0.745. Does 
this not indicate a certain “goodness” of the reflective scale? No. A high 
value for internal consistency is per se neither a confirmation of scale good-
ness nor “proof” of unidimensionality or fit of the reflective model. Values 
such as Cronbach’s α are good estimators of reliability under the condition 
that all items measure the same thing, that is, when a unidimensional reflec-
tive model is present (Moosbrugger and Kelava 2012). The value does not 
allow any statements to be made about whether such a model is present.

To answer this question, a CFA is necessary. The CFA can be conducted 
for example in SPSS AMOS (Weiber and Mühlhaus 2014) or in Mplus 
(Geiser 2011). The loadings of the individual items on the construct range 
from λ = 0.180 (chips, flips, nuts) to λ = 0.614 (sweetened dairy products). 
The overall model must be discarded due to the indices on model fit 
(CFI = 0.641; TLI = 0.576; RMSEA = 0.102).

The TETRAD test (performed in smartPLS version 3.2.8 for details on 
the procedure see Gudergan et al. 2008) confirms this picture. For 14 items 
there are 1001 possible tetrads, of which 78 are non-redundant. According to 
the TETRAD test, 15 of these TETRADs are significantly different from 0. 
The TETRAD test already rejects the reflective model with only one tetrad 
significantly different from 0.

What can be deduced from these results? It should be noted once again 
that in practice the combination of TETRAD test and CFA is redundant. In 
the present case, it is helpful to use at least one of the two procedures. Read-
ers will recall that the decision questions to determine the specification type 
in this questionnaire were not unanimously answered in favor of the forma-
tive model. Even if the formative model is not confirmed by the application 
of the procedures described here, at least the reflective model is rejected.

The previously assumed assumption that the items do not all measure 
“the same thing”, that they are not interchangeable but operationalize dis-
tinct facets of unhealthy eating, could be confirmed here and justifies the 
further treatment of the construct as formative.

Whether users actually use CFA or TETRAD testing to reject the reflective 
model, or leave it to inspect the correlation matrix, is at their own discretion.

(continued)
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Formative indicators do not have to correlate, but they may correlate. However, 
a high correlation between indicators can become problematic if there are strong 
linear dependencies between the variables and multicollinearity is present.

Multicollinearity
One of the measures mentioned in the literature for formative scale adjustment is 
collinearity testing (Eberl 2004). If items represent nearly perfect linear combina-
tions of each other, both content-related and technical difficulties arise (see Sect. 
2.2). Several procedures exist for detecting multicollinearity. Purely based on the 
inspection of a correlation matrix, multicollinearity cannot necessarily be detected, 
since multicollinearity can also arise in the case of low bivariate correlations due to 
the combined effect of several variables (Schneider 2009).

Pragmatically, the variance inflation factor (VIF, Backhaus et al. 2003) is used 
because it can be easily calculated. With the VIF, each indicator is regressed on the 
other indicators by means of multiple regression and with
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a measure of multicollinearity is calculated. A VIF > 10 (corresponding to an R2 
of 0.9) indicates particularly problematic items, however, values of VIF > 3 are 
already considered critical by some authors (Diamantopoulos and Riefler 2008; 
Weiber and Mühlhaus 2014). At VIF < 2, items can be classified as unproblematic 
in any case (Schneider 2009).

Diamantopoulos and Winklhofer (2001) advocate removing multicollinear items 
from the formative scale since the construct in question is already sufficiently covered 
by the other indicators. This “easy way out” solves the technical problems posed by 
collinear items in subsequent regression analytic procedures. However, Christophersen 
and Grape (2007) argue against such elimination on statistical grounds, arguing that 
this would result in a loss of information, albeit a small one. To deal with this problem, 
it is recommended to combine the multicollinear indicators directly into an index (Sect. 
4.4) and to continue working with this index (Albers and Hildebrandt 2006). The ad-
vantages and disadvantages of both approaches are discussed in the following box.

Multicollinearity in Practice: Study Satisfaction
In the FEG data example, with 1.19 < VIF < 1.70, there is no multicollinear-
ity in the indicators. Another example will therefore serve to illustrate the 
problem.

(continued)
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When evaluating a study program, a number of indicators are used to 
survey various aspects of student satisfaction (Funke et al. 2010). In detail, it 
is asked how satisfied the students are with …

• the study plan
• the work-life balance
• the contents of the courses in general
• the professional qualification through the study program
• the expected career opportunities after graduation
• the general information about the elective modules
• the counselling by the academic counselling service
• the theoretical and practical relevance in the design of studies
• the accessibility of the lecturers
• the professional competence of the lecturers
• the forms of examination
• the level of difficulty of the tests
• the premises
• the information on the institute’s homepage
• the teaching materials available
• the selection of literature in the institute’s library

With 1.905 < VIF < 11.651 and only 4 items with VIF < 3, almost all items 
have a critical value. What is to be done?

First alternative: item selection
Since almost all items show an increased VIF, a selection of indicators 

here naturally only makes sense if one applies a somewhat strict criterion of 
VIF > 10. Then there are two items that have such a value greater than 10: 
Teaching Materials and Accessibility of Lecturers. One could now remove 
these two items and subject the rest of the indicators to external validation as 
described in Sect. 4.3. In such a validation, the question “How satisfied are 
you with your studies in general?” would be used as a further measure of 
satisfaction and regressed to the individual indicators.

But is it at all legitimate to do without these two variables? The lecturers 
are also the subject of evaluation by students in a second variable, so that the 
question can be raised as to whether the lecturers of the study program must 
be evaluated with two items. However, this second item is not about acces-
sibility, but about lecturers’ competence. Both items correlate to r = 0.599 
(p = 0.01) with each other. A significant proportion of the variance in the 

(continued)

(continued)
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problematic item accessibility of lecturers is thus covered by the item on 
their competence. Nevertheless, it can be argued that competence and acces-
sibility of lecturers are different aspects that do not conform in all cases.

The problem becomes even clearer with the item teaching materials. 
If this indicator is omitted, the corresponding aspect of satisfaction is simply 
not included. The VIF of the item is 11.651 – thus 91.42% of its variance can 
be explained by the combination of the other indicators. Nevertheless, there 
may be reasons for not wanting to do without the item. The indicator may 
make a contribution, however small, to incremental validity, but it is a con-
tribution – as argued by Christophersen and Grape (2007), who argue against 
removing indicators.

Second alternative: index formation
Forming an index directly from the indicators (see Sect. 4.4) has the great 

advantage that no indicators need to be omitted that might define essential 
facets of the construct.

However, in doing so, one foregoes potentially valuable information that 
could be provided by the regression analyses. Even with collinear items, it is 
therefore recommended to carry out the third step (Sect. 4.3), although spe-
cial caution is then required when interpreting the models.

(continued)

Quantitative Auxiliary Analyses for Content Validity
As mentioned earlier, content validity is a critical moment in formative modeling. 
The test for account-valid items can also be supported by quantitative auxiliary 
analyses. Once again, the example of satisfaction is used for this purpose:

The facets of student satisfaction mentioned in the previous box are derived 
from literature analyses and surveys of experts (Funke et  al. 2020). On the one 
hand, it can be assumed that some of these factors influencing satisfaction are 
“closer to the construct” than others, i.e., that, for example, premises in terms of 
size, equipment and accessibility are certainly important for students, but that, for 
example, the competence of the lecturers is likely to have a greater influence. On 
the other hand, students are likely to differ in terms of which satisfaction factors are 
decisive for them. Validation based on external criteria (e.g., in the present case by 
an overall measure of satisfaction) can answer the question of the quantifiability of 
the relative influence of individual indicators (see the following section).

Alternatively, however, if the scope of a survey permits it, content validation can 
also be carried out at the individual level. In the study by Funke et al. (2020), for 
example, the question was not only asked for each facet “How satisfied are you 
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with …”, but also “How important is the following factor for you to be generally 
satisfied in your studies?”

The comparison of the mean values shows which indicators are of great impor-
tance and which are of lesser importance. For all items, the mean value1 lies be-
tween 1.04 (lecturers’ competence) and 2.58 (premises). This means that all values 
are above category 3, which is headed “not very important”. All in all, this suggests 
that the items should be retained for the time being and investigated further. At the 
same time, the importance directly ascertained here can be an alternative weighting 
factor for the index formation (see Sect. 4.4).

A look at the standard deviations also provides information on how unanimous 
the respondents are in their assessment of the importance of an influencing factor. 
In the present example, the professional competence of the lecturers, which was 
described as important or somewhat important by all respondents (M = 1.04) with 
SD = 0.204, is a universally central characteristic. The importance of the literature 
selection in the institute library, on the other hand, is a clearly more “controversial” 
feature with SD  =  0.900, although it is also rated as important on average 
(M = 1.87). This unanimity of the respondents, which can be read from the disper-
sion of the answers, can be important in the further course of the decision-making 
process regarding the item selection. If it is known that a facet may generally have 
a comparatively low influence on the target construct, it can still be retained if a 
high standard deviation indicates that it appears to be central to at least some of the 
respondents.

4.3  Regression Analytical Validation

When testing the quality of scales within the framework of the paradigm of classi-
cal test theory, items are usually selected in a first step in order to ensure high reli-
ability. In this process, those items are removed that do not correlate highly with 
the other items and thus with the rest of the scale.

In a second step, the construct is validated by correlating it with other constructs 
and with equal measures of the same construct. The correlation should be in ac-
cordance with the theory in order to ensure the validity of the scale.

The logic of this approach is based on the assumption that all items measure the 
same construct but do so differently. Items with low discriminatory power are 
therefore not reliable. However, this logic does not apply (meaningfully) to forma-

1 The scaling included the categories 1 = very important, 2 = somewhat important, 3 = not 
very important; 4 = not important at all.
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tive constructs. Items with low discriminatory power may well measure the con-
struct reliably – but they may measure a different aspect of the construct.2

Validation must therefore already take place at the level of individual items and 
not only when the construct has already been formed. On the contrary, the decision 
whether an item belongs to the construct or not is also dependent on the validation. 
In the following, a procedure is presented that supports such a decision. In the 
formative variant, too, there is a two-step procedure that first examines the indi-
vidual indicators before subsequently validating the construct as a whole. However, 
unlike the reflective variant, other measures of the construct (or similar constructs) 
come into play for validation at both points. It should be noted that, as in other 
places in formative modeling, the credo applies that numerical results do not entail 
dogmatic guidelines for action, but together with content-related considerations 
and interpretations of the statistical data only form the basis for informed consid-
eration.

In both modeling approaches, the first step in the quality test is an analysis of 
each individual item. In the reflective model, the individual item is compared with 
the other items; the highest possible common variance is desirable and is consid-
ered an expression of reliability. In the formative model, the individual item is ex-
amined for shared variance with an external criterion or other measure of the con-
struct. The second step examines the items in their interaction to determine how 
much variance they can jointly explain in a criterion.

4.3.1  On the Choice of Regression as a Method of Analysis

Albers and Hildebrandt (2006) make the suggestion “that one should revert to re-
gression analyses in the case of exclusively formative indicators” (p. 2). What do 
the authors mean by “revert”? In fact, it is a matter of abandoning a frequently 
taken path that offers some advantages, but in the present case can be replaced by 
a kind of shortcut.

Construct validity is tested in reflective measurement models with structural 
equation models, i.e., with a latent modeled regression analysis,3 which are com-
bined with confirmatory factor analyses to define the latent variables. Compared to 
manifest modeling, these CFAs provide the added value that information on the 

2 As Albers and Hildebrandt (2006) point out, a false impression of one-dimensionality may 
also arise in reflective models if other facets are removed in the first step before the link to 
validating criteria is established in the second step.
3 Or in the case of a mesh of several variables with latently modeled path analyses.
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reliability of the individual indicators can be taken from the model and that the 
estimated proportion of the measurement error is separated from the true value.

Such a separation into measurement error and variance explained by the model 
is of less value in formative models because the indicators are specified here as 
independent variables and their measurement error remains unknown in detail. 
Instead of asking how much variance the construct explains in the items, the forma-
tive model asks how much variance in the construct can be explained by the items. 
Modeling at the latent level is therefore still possible for formative models (see 
Sect. 2.2) but not absolutely necessary (Albers and Hildebrandt 2006).

In doing so, we dispense with the fit indices issued for structural equation mod-
els, which allow a statement to be made about how well the selected model de-
scribes the structures actually present in the data. However, other measures are 
more important anyway: the validation of the individual formative indicators on the 
one hand (1) and the entire list of indicators on the other hand (2) is centrally con-
cerned with the question that was also illuminated in step 2 of the MARI method 
(Sect. 4.2) in the context of the expert interviews.

 1. Does an item actually measure an aspect of the construct?
 2. Is the construct sufficiently described by the interaction of the indicators or are 

essential aspects missing that have not yet been operationalized?

Both questions can be made more precise:

 1. Is the item significantly related to the construct? Is there a significant β-weight 
in a simple linear regression?
It should be noted that a significant correlation between item and construct is 

only a necessary, but not a sufficient condition for the item to belong to the con-
struct. It could also be an expression of another construct that correlates with the 
one examined here. Thus, the statistical version of the question can ultimately only 
falsify the assumptions. Against this background, the need for an interpretation of 
statistical results that is always coupled to content and logic is reinforced: “When 
deciding on elimination, it must always be weighed up whether the removal of an 
indicator can be considered justified from a theoretical point of view” 
(Christophersen and Grape 2007, p. 113).

 2. Can the items collectively in a multiple linear regression account for sufficient 
variance in the criterion?
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Here, the focus is on the R2 in the regression model. While the significance level 
and effect size of the regression weights can be determined according to common 
conventions in question (1), users are much more challenged in question (2) to 
make a decision regarding whether and when sufficient variance is explained. How 
large does R2 have to be in order to say that the indicators in their sum are suffi-
ciently suitable to capture the construct to a large extent?

The answer depends in no small part on the choice of criterion. Validation 
against a related construct, in contrast to validation against a second measure of the 
same construct, suggests less high expectations for the proportion of variance ex-
plained. Of course, effect size measures can also provide supportive heuristic deci-
sion support. For example, for formative models specified with PLS models, a 
variance resolution of 20% in relevant external criteria has been suggested (Chin 
1998; Lohmüller 1989). If the regression analysis for the overall model falls below 
the guideline value of R2 = 0.20, users should question whether (a) the dependent 
variable was close enough to the construct or (b) the indicators sufficiently repre-
sent the breadth of the construct. In the following, the procedure is illustrated using 
the example of the FEG.

Regression Analytical Validation at the FEG
In the first step, the indicators of high-risk diets are examined individually. 
Readers will recall that the selection of questions was based on theory and 
interviews with experts. A global question on healthy eating is used as a 
validating criterion. The question is: “I eat a healthy diet, i.e. varied, whole-
some, low-fat, etc.”.

The following table shows for each item the proportion of explained vari-
ance on the criterion as well as the regression weight.

Item R2 β p<
Bread/rolls – no wholemeal 0.055 −0.234 0.001
Sweetened muesli/cornflakes 0.027 −0.164 0.007
Butter 0.048 −0.218 0.001
Sweetened dairy products 0.066 −0.257 0.001
High fat sausage 0.084 −0.289 0.001
Cake, cookies 0.031 −0.175 0.004
Chocolate 0.073 −0.271 0.001
High fat meat 0.083 −0.287 0.001
Fast food 0.103 −0.322 0.001

Note: Items that are crossed out do not have significant weights

(continued)
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It is noticeable that some indicators are not significantly related to the 
criterion and others show significant effects. In the present case, the food 
items “bread (not wholemeal), butter, sweetened dairy products, sausage, 
chocolate, meat and fast food” appear to be particularly influential. The 
items “jam, high-fat cheese,  salty snacks, chips and high-fat fish”, on the 
other hand, need to be checked. If the validating criterion is a very good 
measure of the construct in focus, then consideration can be given to remov-
ing these items. Consideration means that items must not be deleted blindly, 
but that a discussion with experts, a look at the literature and/or factual con-
siderations must be taken into account at this point.

Caution is called for in interpreting the data and, in particular, in drawing 
conclusions from them. In this case, it is important to remember that the 
items are not objective measures of actual food consumption, but rather sub-
jective self-assessments. Also, the criterion does not measure whether a per-
son eats a healthy diet! It only provides information about the extent to 
which a person is convinced that they are eating healthily. It would therefore 
be wrong to conclude that foods that have not become significant are not 
risky. The only conclusion that can be drawn is that an increased consump-
tion of these foods tends not to be perceived as unhealthy by the test persons. 
The items that are not significant in the analysis should therefore not be re-
moved from the list without consideration. In the present example, it is con-
ceivable that subjects are not aware of whether a food is risky. Instead of a 
purely number-based selection of items, it therefore makes sense to re- 
examine the content of the items. For example, some respondents might find 
it difficult to distinguish spontaneously between low-fat and high-fat cheese, 
which could explain the poor performance of the item.

Similar to the procedure in a Delphi study (Häder 2009), it can be a sen-
sible step at this point to present the empirical results to the experts again and 
to interpret them together before items are changed or even removed.

In the second step, the item list is validated as a whole. First of all, a mul-
tiple linear regression with the criterion “healthy diet according to self- 
assessment” already used for the individual analyses yields an explained 
variance ratio of R2 = 0.216. Considering both the distortions due to self- 
assessment and the fact that only a small selection of foods is asked for in 
this screening procedure, this value can be regarded as satisfactory.

(continued)
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In the multiple regression, however, only the items “butter, chocolate and 
fast food” now have significant β-weights. Betas are to be interpreted as 
partial correlations, i.e., they measure the influence on the criterion adjusted 
for the influences of all other variables in the model. If a β-weight is not 
significant, the item does not add any variance explanation beyond the influ-
ence of the other variables. Nevertheless, in the formative model, one should 
not remove the nonsignificant items if they had significant weights in the 
individual analyses. In the formative model, correlations between items are 
possible and often occur in practice. However, they do not necessarily have 
to occur; the correlation is not derived from a theory.

If a reflective model were available, the item “sausage” could be removed, 
since it does not explain any variance beyond “butter, chocolate, and fast 
food.” To put it bluntly, this would mean: Those who eat butter also tend to 
put a slice of sausage on their bread, so we no longer need to ask about sau-
sage specifically. This approach is of course nonsense! If the item “sausage” 
were omitted, the unhealthy dietary behavior of a person who eats a pound 
of sausage every day but replaces the butter with cream cheese would not be 
noticed. This example clearly shows the necessity of not only referring to the 
overall model when selecting indicators, but also to consider the individual 
analyses.

(continued)

4.3.2  Selection of Dependent Variables

Regression analyses require a dependent variable to be explained. In contrast to the 
reliability analyses in the reflective model, the assessment of item quality is not 
based solely on the relationship of the items to one another. What is needed is an-
other measure of the construct in question that can be related to the formative indi-
cators. The crucial question is obvious: What is a good measure for the construct? 
Given that there would be little need to develop a new measure if the ideal measure 
already existed, this question is fundamentally non-trivial (Rossiter 2002). 
Validation using similar but distinct constructs (see, e.g., in Christophersen and 
Grape 2007) is also possible but does not solve the problem of selection. Different 
variants are conceivable, and ideally several are implemented:

4.3 Regression Analytical Validation
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 1. The validating variable can be a global measure that captures the construct as a 
whole. The example of “healthy eating” shown in the box above already indi-
cated possible limitations of the global question. Users need to be aware that 
global questions and multi-item lists do not necessarily measure the same con-
struct. Often, the global question is subject to the disruptiveinfluence of respon-
dents’ subjective perceptions even more than individual items. Fluck (2020a) 
discusses this issue using the construct “cyberbullying” as an example. While 
multi-item lists specifically ask about the experience of certain forms of virtual 
violence and thus capture a countable quantity of incidents, a global question 
(“To what extent do you see yourself as a victim of cyberbullying?”) transfers 
part of the operationalization to the respondents. By prefacing the question with 
a description of the construct, the aim is to create a mental representation that 
respondents are asked to compare to their own situation. If such a global ques-
tion is used as a validation for the aforementioned multi-item list, it must be 
taken into account when interpreting the variance explanation that the same 
construct is not being measured: “self-perception as a victim” and “number of 
assaults experienced” overlap but are not identical. Thus, as empirical studies 
show (e.g., Hamby and Finkelhor 2000), there are always people who describe 
themselves as victims even though they have experienced hardly any assaults 
and, at the same time, others who have no self-perception as victims despite a 
factually large number of victimizations.

The problems described do not apply to all global issues, but they must be 
anticipated.

 2. The use of other measures for the construct in question, which are not asked in 
a global question but based on several items, is also suitable for the validation 
of individual indicators. These can, in turn, be calculated into an index for use 
in a regression, or – if they are reflective – they can be linked to the formative 
items using a MIMIC model. Some authors champion the MIMIC model as the 
standard for testing formative measurement models (Weiber and Mühlhaus 
2014). However, MIMIC models require structural equation modeling and are 
not implementable with simple regression analyses, even though they conceptu-
ally represent latent-level regression. They also require the ability to measure a 
construct both reflectively and formatively. Then, the reflective scale can be 
used to validate the formative one, thereby not examining criterion validity, but 
rather the construct per se – “from within” (Craven et al. 2013, p. 68). This can 
be particularly useful with little-studied constructs if a conceptualization inde-
pendent of other constructs is to be undertaken (for an implementation using the 
example of the construct cyberbullying, see Fluck 2020a).

4 Data-Driven Index Formation with the MARI Method
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Albers and Hildebrandt (2006) criticize the MIMIC model for eliminating indica-
tors based on statistical validation, which has a particularly negative effect when 
the reflective indicators capture a highly restricted area of the construct. 
Therefore, it is important that the reflective indicators are able to capture the 
construct in its entirety and do not only refer to partial aspects.

 3. At the manifest level, validity can also be examined through the relationship 
with other constructs. Criterion validity can be interpreted prognostically if, for 
example, the indicators are supposed to predict the dropout from an education, 
and it is examined to what extent such a dropout can be predicted by the interac-
tion of the indicators.

Likewise, the connection with other constructs can validate the formative items. 
The expected effects should then be estimated to be correspondingly lower than 
is the case when validation is based on measures of the same construct. In the 
example of the FEG, the explained proportion of variance when using the global 
measure “healthy diet” showed a medium effect with R2 = 0.216 (see above). If 
the question about “conscious nutrition” is used as the dependent variable in-
stead, the value falls to R2 = 0.148. The explained proportion of variance be-
comes even smaller if the food consumed is related to the body mass index 
BMI; it is then R2 = 0.111. If one considers the many other possible factors in-
fluencing BMI (genetics, exercise behavior, occupational activity, age, illnesses, 
etc.), however, even this small effect is highly significant.

4.4  Data-Driven Index Formation

In indexing, the formative indicators are combined into a single variable. This vari-
able can be used for further analyses. For individual case diagnostics, the distribu-
tion of the index variable can also be a reference point for classifying results. This 
is discussed below with an example.

For the index formation, the results from the regression analyses in step 4.3 can 
be relevant as a basis for decisions regarding the item selection. A more detailed 
description of different possibilities for index formation has already been given in 
Sect. 2.2.1.

In the simplest case, the index can be calculated using a sum value or a mean 
value across the indicators. As a rule, a mean value is preferable for personality 
tests, since on the one hand it compensates for the problem of individual missing 
values and on the other hand it can be interpreted in the metric of the original re-

4.4 Data-Driven Index Formation
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sponse categories.4 If not all items are based on the same response scale, the data 
must be standardized.

Two decisions have to be made in the fourth step: First, either all indicators can 
be netted, or a selection can be made. Second, can the (possibly remaining) indica-
tors all be weighted equally, or should they be given an individual weight (Albers 
and Hildebrandt 2006).

The first decision depends on the state of conceptualization of the construct. Is 
it known from the literature what the key facets are? Do established measurement 
procedures exist so that all indicators are demonstrably relevant? If not, it is obvi-
ous – in the case of newly developed item lists – to check whether the indicators 
actually measure partial aspects that belong to the construct.

It has already been pointed out in the previous subsection that item selection 
should not be done lightly. One rationale may be to calculate regressions on several 
different relevant constructs and then retain those indicators that are significantly 
related to at least one of the constructs. Ideally, the decision is validated communi-
catively with experts. In conversation, the statistical results can be interpreted to-
gether.

The second decision concerns the relative influence of the individual indica-
tors. Weighted sum/average values are particularly indicated if (a) the use of 
weights in general and (b) the specific selection of the individual weights can be 
well justified.

If a measure very close to the construct existed for the regression in 4.3 as the 
dependent variable for validation, the respective regression weights can be used as 
weighting factors in index formation (Albers and Hildebrandt 2006). Modeling in 
structural equation models also results in regression weights that can be used as 
weighting factors for index formation (for an example, see Ihme and Senkbeil 
2017).

In addition to these quantitative data from the regression analyses, other sources 
can also be used as a basis for weighting (Christophersen and Grape 2007). In ad-
dition to the use of weights based on the literature (e.g., by adopting weighting 
factors from previous studies), the judgements of experts can also be used here. 
These can determine which items are particularly important and should therefore 
be included more strongly in the calculation of the total value (for a practical ex-
ample, see Schmitz et al. 2020).

In Sect. 4.2.2, under the heading “Quantitative auxiliary analyses for content 
validity”, a procedure was also described in which the weighting factor can be 

4 See Homburg, Hoyer and Fassnacht (2002) for the use of the geometric mean for non- 
compensatory indicators.
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empirically ascertained. In this way, it is possible not only to record the expression 
of a characteristic in a survey, but also to view the respondents as experts of their 
own lifeworld and to have them give an assessment of how important they consider 
each individual facet to be for the overall construct. If, for example, the focus is on 
satisfaction, this describes a sensible procedure.

Individual weighting by the participants can also be useful for individual case 
studies, for example, if satisfaction with a measure is asked and the participants 
thus have the opportunity to give special weight to the aspects that are particularly 
important to them.

In the following, the effect of different weightings is illustrated using the ex-
ample of the FEG.

Index Formation with and Without Weightings for the FEG
For the sake of simplicity, we assume for the example that the risky diet scale 
has been reduced to 9 items. Regression analyses yield β-weightings for the 
items, which indicate how strongly the indicator is related to the construct. 
These are entered in column 2.

Two (fictitious) persons Klaus and Bärbel fill out the questionnaire. De-
spite different answer patterns, both receive a sum value of 23. Bärbel likes 
to eat sweets, whereas for Klaus rather fatty sausage, fatty meat and fast food 
are problematic (see column “raw value” for both persons).

Item β
Klaus Bärbel

Raw value Weight β Raw value Weight β
Bread 0.23 4 0.936 2 0.468
Muesli 0.16 1 0.164 3 0.492
Butter 0.22 3 0.654 3 0.654
*Dairy prod. 0.26 1 0.257 4 1.028
*Sausage 0.29 4 1.156 1 0.289
Cake 0.18 1 0.175 4 0.7
Chocolate 0.27 1 0.271 4 1.084
Meat 0.29 4 1.148 1 0.287
*Fast food 0.32 4 1.288 1 0.322
Total 23 6.05 23 5.32

(continued)
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The value of 23 can be interpreted more meaningfully if it is converted 
into a mean value. This is 2.56. On average, the subjects consume the various 
high-risk foods between “less frequently [than several times a week]” and 
“several times a week”. The comparison with the characteristic values of the 
sample (M = 18.40, SD = 3.77) shows that both Klaus and Bärbel are more 
than one standard deviation above the mean. A large part of the sample 
[PR(85) = 22] eats healthier than Klaus and Bärbel.

But are the eating habits of Klaus and Bärbel really equally bad? Bärbel 
eats a lot of sweets and sweet dairy products, but for Klaus it seems to be the 
main meals, which consist of fatty meat and fast food every day. According 
to her own statements, Bärbel does not eat either of these at all.

If the index for unhealthy nutrition is not formed based on a simple sum 
value, but on the basis of a weighted sum value, a different picture actually 
emerges.

The β-weights from the regression analysis give each item a specific 
weight, so that, for example, the influence of the item “fast food” is signifi-
cantly greater than that of the item “muesli (sweetened)”. In the sample, the 
resulting values range from 2.26 to 6.74. With their respective values IBär-

bel = 5.32 and IKlaus = 6.05, they are more than one standard deviation above 
the mean even after this calculation (M = 4.25 SD = 0.90). However, there is 
a clear difference in the test score of the two subjects. Bärbel’s test score 
corresponds to a percentile rank of 88, whereas Klaus’ test score even cor-
responds to a percentile rank of 97.

The example illustrates the differentiating effect that such weights can 
have. At the same time, it shows that it is precisely for this reason that 
weights must be chosen sensibly, as they can strongly influence results. In 
the present example, the dependent variable from the regression analysis 
would not be a good measure, as already discussed.

(continued)

In summary, it can be stated that no rules of thumb can be formulated here ei-
ther, but that the decisions to be made in the course of index formation must be 
made individually for each questionnaire. Empirical results from regression analy-
ses can provide support and ideally even weighting factors. However, they should 
be used with caution and ideally supplemented by findings from the literature and 
from interviews with experts.

4 Data-Driven Index Formation with the MARI Method
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Fig. 4.3 Schematic representation of the MARI method

The following figure summarizes the procedure of the MARI method. The pro-
cess of data-guided index formation must always be terminated if the results of the 
respective steps do not show a satisfactory fit (Fig. 4.3).

In the sense of scientific honesty and not least in order to counter the frequent 
criticism of the formative model, it is important to make all decisions to be made 
in the course of the process and the foundations on which they are based transpar-
ent and to document them in a comprehensible manner. Only then can formative 
modeling be carried out according to the rules of the art – lege artis.
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