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Preface

Studies of the interaction of electrons with gas neutrals, excited states, and other charge
carriers are generally defined as gascous electronics. While the ordinary fluorescent bulb
and neon sign are examples of industrial applications, one of the most striking develop-
ments in modern society has been the explosion of applications of lasers. From delicate
eye surgery to metal cutting, from the physics laboratory to research on fusion studies, gas
lasers function according to the theoretical concepts and experimental techniques developed
in this area. Areas that involve this branch of knowledge include medicine, electrical and
mechanical engineering, environmental studies, defense applications, just to name a few.
In nature, lightning and aurora lights are spectacular examples of electron interaction
with gas molecules, while the everyday occurrence of red evening sky is a reminder of
such interaction even when tranquil conditions prevail. The relatively innocuous electron—
molecule interactions culminate in the awesome power of plasma, both in nature and the
laboratory, in the destructive power of lightning, and the magnificent northern lights.

The study of gaseous electronics is over one hundred years old, beginning with the
discovery of cathode rays in 1876, though one could arguably refer to the sparks observed
with the Leyden jar circa 1750. In 1860, Maxwell’s classical treatment of molecules as a
group of particles and the velocity distribution within the group defined many concepts that
would later be carried into the study of electron motion in gases. Rapid development
of ingenious experimental techniques by Townsend in England and Ramsauer in Germany
laid the solid foundation for studies of electrons in swarms and beams respectively. The
advent of quantum mechanics gave a powerful tool for theoretical development of electron—
molecule scattering, and the laser technology added impetus for renewed interest in this area.

For some time a need has been felt for a volume on gaseous electronics, considering
the explosion of scientific literature published on all aspects of electron interaction with and
without the application of an external electric field. At times this vast wealth of knowledge
has appeared to be scattered in a seemingly hopeless disarray, discouraging even a modest
attempt to classify and categorize the available information. The availability of online
journals and modern software on personal computers for drawing graphs, digitizing for
numerical integration and interpolation, and so on, combined with the long, cold Canadian,
winters, has prodded the author to make such an attempt.

The present volume is intended to serve the following objectives:

1. To serve as a graduate and senior-level undergraduate textbook.

2. To provide experimental data with adequate but not overwhelming theoretical
discussion. Excellent treatment of theoretical aspects have been presented in books
by Massey and Burhop,' McDaniel,”> Loeb,?> MacDonald,* and Hasted.’ Books by
Meek and Craggs® and Roth’ present different aspects of the discharge and plasma
phenomena respectively. The present volume is meant to serve as complementary
to this list.

3. To classify the data on cross sections, drift and diffusion, and ionization phenom-
ena. The book concentrates largely on the critical evaluation of the available data
in many gases, although the sheer volume of such data has precluded consideration
of all gases.
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4. To supply a resource material for established researchers and scholars.

5. To offer a source book for industrial and nonacademic users who seek data
without needing to plough through the niceties of theoretical analyses and
experimental sophistication.

Chapter 1 begins with an introduction to electron—neutral collision physics and, in view
of the literature previously referred to, the treatment has been kept at a level that is
easy to follow. The meaning of velocity space is explained as this is the central concept
in the understanding of the energy distribution. The various cross sections are defined
and the relation that exists between them is described. The quantum mechanical approach
to scattering is introduced as this is the basis on which the Ramsauer-Townsend effect is
understood. Though ion mobilities are not included as a separate chapter of presentation,
the basic theory is included in view of its role in space charge build-up and secondary
effects at the cathode. Since each subsequent chapter begins with a limited exposition of
the theory necessary to understand the topic, the first chapter is made desirably concise.

Chapter 2 attempts to provide an overview of experimental techniques that are
employed to measure collision cross sections. The methods for measuring other quantities
such as swarm coefficients, drift velocities etc. are treated in later chapters. A large number
of ingenious techniques, employing crossed beams, have been developed since the early
beam experiments of Ramsauer and Brode (Figure 2.1). The principles involved in these
measurements have been explained with selected reference to the measures adopted to
improve accuracy and repeatability.

The techniques chosen for description are by no means exhaustive but have rele-
vance to scattering cross sections discussed in Chapters 3 to 5. The bias in choosing which
method to include has been the parameters that are relevant to discharge phenomena, and
therefore the methods for measuring electronic excitation and ro-vibrational excitation
have not been dealt with at great length. Recent advances in the measurement of angular
differential cross sections, adopted by Cubric et al. (Figure 2.12), dispense with the need
to rotate the relative position of the detector with respect to the collision region. Adoption of
this technique to several gases should yield data that do not require interpolation at very
low and very large angles, improving the accuracy. The ionization cross sections measured
by Rapp and Englander-Golden in about fifteen gases have set a standard for accuracy
and reliability. Their method is explained (Figure 2.13) and the more recent measurement
method of Straub and colleagues (reference 71 of Chapter 2) has been described in a later
chapter. Due to limitations of space it has not been possible to include methods for
measuring attachment cross sections, though a brief explanation of the swarm technique
(reference 116 of Chapter 2) is given.

Chapter 3 deals with scattering cross sections in rare gases with all aspects of measure-
ments taken into account. Data available in the literature have been compiled and systemati-
cally categorized. A critical analysis is carried out and it is believed that this is the first
time that such a comprehensive review has been made available. The gases considered
are arranged in alphabetical order to avoid repetition—which becomes inevitable in the
traditional method of dealing with gases with increasing atomic weight; helium first, neon
next and so on. The cross sections compiled are mainly those measured during the
past twenty-five years, though earlier publications are referred to as required. Results of
new computations are included, as found necessary, for obtaining the momentum transfer
and elastic scattering cross sections from differential cross sections measured as a function
of angle of scattering.

All cross sections of each gas have been added to obtain the total cross sections in the
energy range 0 to 1000 eV and compared with the measured total cross section. This kind
of information, it is believed, has been provided for the first time over the entire energy
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range though excellent reviews (reference 10 of Chapter 3) are available that cover fewer
energy values. To facilitate comparison, most of the curves of cross sections as a function
of energy have been redrawn and grid lines have been retained for finding the approximate
value in rapid mode. This method of providing cross section data, in addition to the tabular
form, has been adopted throughout the volume.

Analytical representation of cross sections as a function of energy is required for the
purposes of modeling, energy distribution computations, and simulation studies. Many
such equations have been provided, though more work needs to be done to represent
momentum transfer cross sections as a function of energy. As far as the author is aware there
has been only a single equation available for argon (reference 107 of Chapter 3) and the
rapid variation of cross section as a function of energy due to the Ramsauer—Townsend
effect and the rather broader variation at higher energies due to shape resonance render
the problem difficult.

Cross sections in the very low energy range are also represented analytically by the
modified effective range theory (MERT). Each gas is discussed in the light of this theory
and appropriate information is given. Again, it is thought, this is the first time that such
a compilation has been made available in a single volume and the author expresses the
opinion that this powerful technique has not been used adequately for molecular gases.
Significant experimental investigations of low-energy inelastic collision cross sections in
several gases have now become available (reference 41 of Chapter 4).

Chapter 4 continues with the presentation of cross sections of diatomic gases. The
gases considered are carbon monoxide (CO), hydrogen (H5,), nitrogen (N,), oxygen (O,), and
nitric oxide (NO). CO and NO are polar and electron attaching. O, is electron attaching
without possessing a permanent dipole moment. The remaining gases (H, and N,) are
both nonpolar and nonelectron attaching. The long-range dipole interaction between the
electron and molecule in polar gases presents difficulties for complete theoretical under-
standing and experimental measurements are the main source, unlike the case with rare
gases (Chapter 3) where theory can supplement experiment. The influence played by
dipolar moment and electron attachment is highlighted and a broad interpretation of shape
resonance as applicable to the gases considered is provided. The interaction potential is an
integral part of the theory and a brief description of the potentials is included in Chapter 1.
The similarities and differences in the cross section—energy behavior of isoelectronic
molecules are dealt with.

The presentation of scattering cross section data is continued in Chapter 5, with attention
focusing upon a variety of complex molecules. Polyatomic molecules such as SF¢ and CO,
are nonpolar but electron attaching. On the other hand, there are a number of gases which
are both attaching and polar. Extensive discussion is not presented for a few gases that
have been analyzed thoroughly in recent years (reference 174 in Chapter 5). These gases
include SF¢, CCI,F,, CF,, and selected fluorocarbons. Gases of environmental concern such
as NO,, N,O, SO,, and Oj; are also considered, though in some cases the data appear in
a later chapter. Chapter 5 concludes with a discussion of how the ionization cross section
can be understood by using the most common parameters of a gas neutral: the ratio of the
maximum of the ionization cross section to the ionization cross section at a given energy.
Another attractive formulation is due to Hudson (reference 302 of Chapter 5) and involves
the polarization of the molecule and its ionization potential. Considerable scope exists
for original research in exploring this idea with necessary modifications to accommodate the
specifics of a molecule under investigation.

While scattering cross sections are measured by using beam techniques, the focus
now shifts to electron swarms. At the turn of the twentieth century the discovery of the
electron and the advent of quantum mechanics gave birth to two schools of investigators.
One school, led by Ramsauer and colleagues, adopted beam techniques; the other school,
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led by Townsend, adopted the swarm technique in which the electrons move through
the gaseous medium under the influence of an applied external field. From the results of these
investigations the details of electron—neutral interactions were deciphered. The method of
measuring the drift velocity by employing grids (reference 6 of Chapter 6) and the availabil-
ity of the oscilloscope facilitated the measurement of drift velocity of electrons. Development
of the theory of diffusion by Huxley (reference 9 of Chapter 6) and the measurement of
the diffusion coefficient by the use of the concentric and insulated collector led the method
of approach. The experimental discovery of the lateral diffusion coefficient (reference 92
of Chapter 6) was followed by advancement of the theory to explain the observed results
(references 93 and 94 of Chapter 6).

Chapter 6 summarizes the data on drift and diffusion of electrons in several gases
as a function of reduced electric field E/N (E =electric field, N = gas number density). Early
measurements of these parameters at low values of E/N (reference 118 of Chapter 6) have
been extended to larger E/N values in various laboratories and a compilation of these is
presented. Analytical expressions for a wide range of E/N are given, with an analysis of
the range of applicability and the limits of accuracy. It is appropriate to comment that the
best fitting equation given for the purpose of simulation etc. does not imply that there
is theoretical background for that form of equation.

Swarm parameters have been measured as an end in themselves, and also to obtain
low-energy momentum transfer cross sections where experimental difficulties render the
measurements less accurate. The method of unfolding the swarm parameters to obtain the
low-energy momentum transfer cross sections was pioneered in the early 1960s (reference 156
of Chapter 6) and extended to many gases. The results of these investigations have been
blended into the data presented in Chapter 6.

Chapter 7 continues the presentation of these data to more complex molecules. Hydro-
carbon gases, nitrogen compounds, and plasma industrial gases have been considered over
a wide range of E/N.

Chapter 8 deals with the ionization process and presents the first ionization coefficient
in nonattaching gases. Both the steady state method and time-resolved current methods
have been employed and the data cover a wide range of E/N. At higher values of E/N the
drift velocity and diffusion coefficients are subject to ionization effects and results obtained
by simulation or theoretical computation are not excluded, though attention has been drawn
to situations where experimental confirmation is desirable.

Chapter 9 extends the presentation of ionization coefficients to electron-attaching
gases. Electron attachment is a process that depletes electrons from the ionization region.
It may be a two-body process (electron and molecule) or a three-body process (electron
and two molecules). Dissociative attachment involves the dissociation of the molecule and
the attachment of the electron to one of the fragments. Dissociative attachment cross section
is dominant at relatively low energies while at higher energies ion pair formation is
more frequently encountered. The change of the familiar Townsend’s semiempirical relation
due to attachment is explained by several examples. The chapter provides attachment
cross sections for several gases in addition to ionization and attachment coefficients. A point
to note is that collision cross sections have been provided for some gases for which these
data were not given earlier.

Chapter 10 shifts the focus to high-voltage phenomena in gaseous electronics, though in
a compact form necessitated by limitation of space. For our present purpose high voltage
is defined as that above 200kV with no restriction on electrode geometry, gap length,
or polarity of the voltage. This definition is, of course, purely arbitrary to serve the purpose
of limiting the topics for inclusion. Only large air gaps of relevance to high-voltage power
transmission and sulfurhexafluoride at elevated gas pressures have been considered. As
an introduction to the chapter, methods of generating high voltages in the laboratory are
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described, though measurement aspects have had to be deleted. Standard volumes (reference
2 of Chapter 10) deal exhaustively with these methods. Switching impulse breakdown of
large air gaps and volt—time characteristics of compressed gases have been briefly considered.

Chapter 11 concerns ionization and breakdown in crossed electric and magnetic fields.
This area of research is still only moderately explored, relatively to the volume of literature
available on other areas of gaseous electronics. The potential industrial uses of this type
of discharge are at least as promising as those of other areas of research and the author
is aware of just a single review paper (reference 2 of Chapter 11), published in 1980. The
chapter begins by describing the motion of charge carriers in crossed fields in vacuum and
extends the discussion to phenomena in the presence of gaseous neutrals. The effective
reduced electric field concept is described, as is the influence of a crossed magnetic field on
the ionization coefficients. Quantitative data on Townsend’s first ionization coefficient
in gases as a function of reduced electric and magnetic fields have been compiled for the
first time, to the extent available. The effects of a crossed magnetic field on breakdown,
time lags, and corona formation in nonuniform fields are described. Results obtained
by computational methods are commented upon, with brief comments on the research to be
completed.

The final chapter deals with high-frequency breakdown, included for completeness
in view of the needs of beginners and students. RF discharges have assumed an important
role in view of the explosive electronic industry, and discharge phenomena are described.
A software package available (reference 11 of Chapter 12) has, in the author’s opinion, served
well to elucidate the complexities of this type of discharge and to provide visual images of
the influence of various parameters on the discharge phenomena. Both microwave break-
down and laser breakdown are dealt with, largely for the sake of completeness.

The present volume is the culmination of forty-seven years of the author’s interac-
tion with the study of gaseous electronics, beginning with his first entry to the Department
of High Voltage Engineering at the Indian Institute of Science in 1958 as a graduate student.
The topics chosen to be included have a personal bias, of course, though he has personally
studied and researched in all the topics chosen, some with greater intensity than others. It
is realized that topics such as ion mobilities, photo-ionization cross sections, and recent
advances in lightning research have not been included due to limitations of space.
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1 Collision Fundamentals

Analysis of the motion of charge carriers in a gaseous medium is fundamental to a proper
understanding of the various manifestations of the discharge phenomena, ranging from low
electron density electrical coronas to very high density fusion plasmas. It is nearly 150 years
ago (1860) that James Clerk Maxwell showed that the velocities of all particles in a gas
are not the same. He derived a distribution of velocities and, from the distribution, derived
a number of properties of the collection of the molecules as a single entity. The Maxwell
distribution served as a cornerstone for developing the theory of energy distribution of
electrons in a gas, the number density of electrons being much smaller than that of molecules.
We simply state the Maxwell distribution for molecular velocity, noting that a reference
to a book on the kinetic theory of gases supplies the proof.

1.1 COORDINATE SYSTEMS

Collisions between two particles may be analyzed using two alternative systems of
coordinates.

1.1.1 LABORATORY COORDINATES

A particle with mass M, is moving with velocity V, and approaches a particle of mass M,
at rest in gravity-free space (Figure 1.1). If there is no collision, the moving particle conti-
nues its journey without being affected. If there is a collision, its velocity is changed to V/,
making an angle 6, with its initial direction. The second particle acquires a velocity V after
collision. Conservation of momentum before and after collision dictates that the velocity
vectors V,, V/,, and V lie in the same plane. Further conservation of momentum yields

M\, =MV, + MV, (1.1)
In component form this transforms to

MVy= M,V cos,+ M,V cosb (1.2)

M,V sin6, — M,V sin6, =0 (1.3)
Conservation of energy leads to
MV:2 = MV'!?+ MyV,? (1.4)

If we suppose that the initial given quantities are M,, M, and V,, we are required to find

four quantities, namely V', V', 6,, and 6,. We need a fourth equation, usually involving

force, but some simple relations may be derived.'
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FIGURE 1.1 Elastic collision between a particle moving with a velocity V, and a particle at rest in the
laboratory coordinates system. The velocities after collision are V', and V’;, and s is the impact

parameter. 6, and 6, are scattering angles.

TABLE 1.1

Range of Scattering Angle for Various Particle Types

Particle Type Mass Description 6,
Electron—atom My>M, >1
Atom-atom M,=M, 1
Molecule-atom My, <M, «l1

Range of 0,

0<|6 =7
0 <10, <m/2
0= 16, = O

From Johnson, R. E., Introduction to Atomic and Molecular Collisions, Plenum Press, New York, 1982.

Equations 1.2 to 1.4 may be combined to yield, after substituting ®,,= M,/M,,

®,, sin 20,

tanf, =——
anba 1 — O,,cos 26,

(1.5)

Equation 1.5 imposes restrictions on the scattering angle, depending upon the relative
masses of the particles as shown in Table 1.1. We note that Equation 1.5 may be used to

determine M, by measuring 6,. Defining reduced mass Mgy as

M M,

Mgy = ——2—
MM, + M,

(1.6)

and applying the principles of conservation of both energy and momentum, the following

relationships are obtained for the velocities after collision:*

(1.7)

(1.8)
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FIGURE 1.2 The center of mass is located at a distance of r. from a chosen axis.

As is demonstrated above, the laboratory coordinate system does not yield the lowest
number of unknowns for the analysis of the collision and the center of mass coordinate
system is often preferred since it simplifies the analysis.

1.1.2 CENTER OF MASS COORDINATES

In the previous discussion the second particle (B) was considered to be initially at rest.
However, this is not a necessary condition and both particles may have an initial velocity.
To deal with such situations, which are more common, the center of mass system is
advantageous and results in a smaller number of unknowns. A brief recapitulation of the
concept of center of mass is given first.

Consider any two masses (m; and m,), not necessarily atomic particles, situated at a
distance r apart, as shown in Figure 1.2. The distance of the center of mass from any fixed
point (O) situated along the axis joining the centers (this is not essential) is given as

_mrp +mor
T om+m

If the point lies between the masses, the center of mass divides the line joining the masses
in the inverse ratio of masses. It is closer to the heavier mass.

Let V, and V, be the velocities of particles having masses M, and M, respectively
before collision in the laboratory frame. The velocities of the same particles after collision
are V/ and V. The velocity of the center of mass is W, which remains constant before
and after collision. As seen from the center of mass, the relative velocities are in exactly
opposite directions, both before and after collision, and their velocities are inversely
proportional to their masses.

The velocities of the particles with respect to the center of mass are W, and W,, before
collision. After collision the velocities change to W/, and W). The following relationships
then hold true:

W, =V,—-W,

W, =V, - W,
(1.9)

W:l = V;z - W,

;7 = V?v _WC

The momenta (p) of the particles in the laboratory frame are

P =MNVy+ MV, =MV + MV, (1.10)
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Substituting Equation 1.9 into 1.10, one gets
P =M+ M)W, + MW, + MW, (1.11)

The sum of the momenta (ps,,) With respect to the center of mass of the particles is zero
and therefore

Psum = MWy + MpW, =0 (1.12)
Substituting Equation 1.12 into 1.11,
Py :(Ma+Mh)wc'=MaVa+Mbe (113)
The total momentum is that of a particle having a mass (M,+ M) situated at the center
of mass.

The center of mass has the following properties in the analysis of the collision:

1. The velocity of the center of mass (W.) with respect to the laboratory frame
remains the same before and after the collision (Figure 1.3).

/Y

After collision
W, =V,-W,

Collision occurs

A
Before collision
W,=V,—W,_ W,=V,—-W,
vb Wc wc Va
Wb Wa

FIGURE 1.3 Particle collision and velocity relationships in the laboratory frame and center of mass
frame. The velocity of the center of mass remains the same before and after collision. The relative
velocities of the particles with reference to the center of mass are opposite in direction before collision
and also after collision.
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2. The velocities of the particles, before collision, relative to the center of mass
(W,, W,) are exactly opposite in direction. Their magnitudes are inversely
proportional to the masses (Equation 1.12). This is also true for their relative
velocities (W/,, W)) after collision.

3. The sum of the momenta of the particles with reference to the center of mass,
before and after collision, is zero (Equation 1.12).

4. The total momentum of the particles is the same as though the total mass were
centered at the center of mass (Equation 1.13).

5. In the center of mass system, reduced mass is defined by Equation 1.6. By using
this fictitious mass we need to deal with only the relative velocities of the parti-
cles with respect to the center of mass and ignore the masses of the individual
particles.

Figure 1.3 has been drawn to show both particles moving with velocities V, and V,
respectively for the purpose of demonstrating the motion of the center of mass. Consider-
able simplification can be made by substituting V, =0, that is, particle B is initially at rest.
This leads immediately to the result, from Equation 1.13,

MaVa . MRMVa

W, = =
‘ Ma+Mb Mh

(1.14)

The angle of scattering after collision is the same for both particles. The total linear
momentum of the system is zero at all times. The magnitude of the initial and final
velocity of each particle remains unaltered due to the collision as we are dealing with the
relative velocity of the particles with respect to the center of mass. The relationships between
selected quantities in both systems are shown in Table 1.2.

Conversion from the center of mass system to the laboratory system is
accomplished by adding the velocity of the center of mass (W,) to the velocity of each
particle in the CM system. The initial momentum in the CM system is MryvW, and in the
laboratory system it is M,V,. One can show they are identical, assuming that M, <« M, and
V,=0. The situation corresponds to electron—neutral scattering.

1.2 MEANING OF VELOCITY SPACE

The number of molecules in a unit volume is so large that velocities of individual molecules
cannot be determined. However, a statistical description of the distribution of velocities is
possible and the function that describes this distribution is known as the velocity
distribution function.

Consider a differential volume dxdydz in the Cartesian coordinate system, situated
at the coordinates (x,y,z). The distance of the differential volume from the origin of the
coordinates is a vector r. In the differential volume there are particles that have a wide
range of velocities, from very low to very high, in relative terms. Of these particles a certain
number will have a velocity with components W,, W, and W.. The velocity components
are subject to the restriction

Wy =W, <W,+ dW,,,}
(1.15)

W.<W.<W,+dWw,

z z

IA
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TABLE 1.2
Relationships between Laboratory and Center of Mass Coordinates
Laboratory Quantities CM Quantities

M:M(,“I‘Mb M= MM,

T M+ M,
MuVa = (Ma + Mb)wu Psum = mawa + "”I)Wb =0

| I _

Total KE before collision = EM” Vfl TO;dl kinetic ?nergy -

3 Ma W2+ 3 M) w3

Total KE after collision =

1 1
MV P+ MV

2 2
Velocities
w, = MaVa
M «t M b
(M ot M, [))
V, =4 T,
a Ma

Wrel = Wu - Wb

W;el = W;: - W}w
Johnson, R. E., Introduction to Atomic and Molecular Collisions, Plenum Press, New
York, 1982.

We can say that, in a coordinate system with axes W,, W, and W, the velocity vector W
joins the origin to the differential volume dW,dW,dW. (Figure 1.4). This coordinate system
is referred to as velocity space.

Some ambiguity exists in the term “velocity space’® and it is useful to remember that
measurable space is real (also referred to as configuration space) in the sense that it has
physical dimensions. However, velocity space is a mathematical contrivance that identifies
a group of particles, all of which have their velocity components according to the relation-
ships in Equation 1.15 at a distance W from the origin. Though we have adopted Cartesian
coordinates for the velocity space for the sake of simplifying the explanation, it is customary
to use spherical coordinates. The relation between the velocity W and its components is

W2=W.+W;+W: (1.16)

The relation between the radius vector r and its components is

P =xr4+y 4+ 7 (1.17)

Even in the early years of the theoretical development of molecular velocity distribution it
was recognized that the number of molecules, dN, having velocities between W and W+d W
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FIGURE 1.4 Definition of velocity space. Vectors ending in the differential velocity space represent the
probability of distribution. It is conventional to write that dW =dW.dW,dW..

is proportional to W. All points in the differential volume in the velocity space have the
same velocity, subject to the restriction in Equation 1.15. The number of particles in the
differential volume dxdydz will encompass all possible velocities and will be a fraction
of the total number of molecules N in the container. The differential volume in the velocity
space is therefore a subset of differential volume in the measurable space, which is a subset
of the set, the container.

The number of molecules having velocities satisfying the conditions of Equation 1.15
is given by

dn = f(W, W,, W.)dW.dW,dW. (1.18)

The function f is called the velocity distribution function. Within the container of the gas
it may have different values at different locations. It may also change with time. In the
general case where these variables influence the distribution function, Equation 1.18 may be
expressed as

dn=f(Wx, W, W_,x, 1,2, )dW,dW,dW. (1.19)
This equation can be concisely expressed as
dn =f(W,r,)dW (1.20)

In this format of the distribution function W is the velocity vector, r is the radius vector
within the container, and dW is the differential volume in the velocity space.
If the distribution function is independent of r and ¢, Equation 1.20 simplifies to

ﬂzf(w) (1.21)

dW
If the distribution function is dependent on r, the distribution becomes inhomogeneous. The
physical conditions may be such that the non-homogeneity is removed or minimized due to
collisions over a period of time, leading to a homogeneous distribution. The dependence of
the distribution function on the velocity vector W may be of two kinds. If the distribution
depends on the magnitude of the velocity vector only, it is known as isotropic. If the
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distribution depends on the magnitude and direction of the vector, then the distribution
becomes anisotropic.

1.3 MAXWELL’S DISTRIBUTION FUNCTION

Although the assumptions made by Maxwell in the derivation of the velocity distribution
function are well known, we shall restate them for the purpose of establishing familiarity with
the fundamental concepts. The assumptions are:

1. A gasis composed of a large number of molecules, each of the same mass and size,
moving in all possible directions.

2. The distance between any two molecules is always greater than their diameter.

The interaction between molecules is only through collisions between them.

4. The collision between two molecules is elastic, similar to the collision of billiard
balls.

W

The distribution of velocities of molecules in a gas at a temperature 7 in equilibrium with
the temperature of the container is given by the Maxwellian distribution

AN mN32 mw?
f(W)_ﬁ<2k—T> Wexp(— 2kT> (1.22)

where m is the mass of the molecule, N the number of molecules, and k& the Boltzmann
constant. The total number of molecules in the assembly may be obtained by integrating
Equation 1.22 over all possible velocities,

Joof(W)dW =N (1.23)
0

which is the expected result.

By differentiating Equation 1.22 and equating it to zero the velocity at which the
distribution function attains a maximum value may be determined. This velocity, known
as the most probable velocity, is given by the expression

2T\ "?
Wiax = (—) (1.24)
m

The left-hand side of Equation 1.23, equal to the area under f(W), is known as the zeroth
moment of the distribution. The ratio f(W)/N, which lies between zero and one, is the
fraction that is usually calculated.

The first moment divided by N is defined by the expression

1 00 . Rk 172
NL WAW)dW = (n—mT> (1.25)

and gives the arithmetic mean speed, also known as the mean thermal velocity, ().
From the second moment the root mean square velocity, W, may be calculated
according to

00 1/2
Wi = - (J W?f(W)dW) _ (%—T> (1.26)
T m

0
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Using simple algebra, we can rewrite this expression as

%sz 3k (1.27)

rms 2

The right-hand side of Equation 1.27 is known as the mean energy of the molecule.

Figure 1.5 shows the calculated Maxwellian velocity distribution at different tempe-
ratures. The distribution is narrower at lower temperatures, the peak of the distribution
gets smaller, and the distribution extends to higher energies as the temperature increases.
If the mean energy is non-Maxwellian, the zeroth moment, Equation 1.23, remains the same
but the velocities Wiax, (W), and W, assume different values.*

It is important to bear in mind that the molecules in neutral gases and liquids have
velocities in random directions and the notation used for speed is commonly v. We have
preferred to retain W as the symbol for random velocity. Under the action of an electric
field E, positive ions move parallel and electrons anti-parallel to the direction of E, acquiring
a drift velocity. Mobility (u) is defined as

W = uE (1.28)

It has the unit of ' m?~' and is related to the collision frequency v (s~'), considered

in greater detail in Section 1.5.8, by the expression

w=— (1.29)
mv

i Most probable velocity
T

Average velocity
Wrms

< T,

% 2

T3<Tr< T
T
Velocity, W

FIGURE 1.5 Velocity distribution of molecules in a gas at three different temperatures. As the
temperature increases, the most probable velocity decreases and the distribution spreads to larger
energies. The average velocity is the arithmetic mean and is also known as mean thermal speed.
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In the literature on collision phenomena in gases the energy is the most frequently used
parameter. The kinetic energy of a moving particle is related to its velocity according to

P =%mW2 (1.30)

If we make this substitution in Equation 1.22, the energy distribution in terms of ¢ is
given by

(&) =2—Ziexp( i) (1.31)

A slightly different form of energy distribution is given in Equation 1.122. The most
probable energy is found by differentiating Equation 1.31 and equating the differential to
zero. The most probable energy is

(e) = %kT (1.32)

The mean energy of the molecules is given by the first moment of Equation 1.31,

1

(&) = NL ef(e)de (1.33)

A direct substitution of Equation 1.31 into 1.33 gives
3

in agreement with Equation 1.27. Equations 1.27 and 1.34 are examples of the equipartition
energy principle which defines the way the energy is divided for each degree of freedom
when a large number of particles are enclosed in a container and, due to collisions, attain
a steady-state energy distribution. The average energy is proportional to the absolute
temperature and equal to k772 for each degree of freedom. In the situation under study
the molecule has three degrees of freedom, along the x, y, z directions, and the mean energy
is (3/2)kT.

The colliding particles may be in thermodynamic equilibrium or kinetic equilibrium.*
Thermodynamic equilibrium is described as the condition in which the colliding particles
are at the same temperature as the container and energy flow within the gas is negligible.
The gas acts as a black body, with energy inflow being equal to outflow. Thermodynamic
equilibrium is a necessary and sufficient condition for the application of the mathematical
techniques of classical thermodynamics to a gas. A gas in kinetic equilibrium can have
different species of particles at different temperatures. Each species has attained a steady
temperature and energy inflow to the gas is possible. The Maxwell distribution is applicable
to both classes of equilibria.

1.4 MEAN FREE PATH

The average distance traveled between collisions is known as the mean free path. From
elementary kinetic theory we know that the mean free path is 1/NQ, where N is the number
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of molecules per m® and Q is the effective collision cross section (m?). The free paths of
particles between individual collisions are not equal, some being shorter than others. Using
a simple probability calculation it is possible to derive the number of free paths which
deviate from the mean value, in other words, to derive a distribution of free paths.

Let us assume that N molecules are to be considered and let #» be the number that travel
a distance x without collision. The number of molecules dn that undergo collision between
a short interval of distance dx is

dn = —pndx (1.35)

where p is a constant. The negative sign indicates that the number undergoing collision is
effectively removed from the ensemble. Integration of Equation 1.35 gives

n = Aexp(—px) (1.36)

where A is the integration constant. At x=0, n=N and hence 4 = N. Equation 1.36 then
transforms to

n = Nexp(—px) (1.37)

The constant p may be expressed in terms of the mean free path. Let dN be the number
of molecules having a free path between x and x + dx. The mean free path A is then given by

N x
A= —dN 1.
Jo Nd (1.38)

Now
dN = dn = pndx = pN exp(—px) dx (1.39)
Substituting Equation 1.39 into 1.38, one gets

*ZJ pNxexp(—px) , 1 (1.40)
0 N p

The distribution of free paths is given by substituting Equation 1.40 into 1.37,
n:NeXp_Tx (1.41)

The number of particles having a free path greater than A decreases exponentially. The mean
free path is a useful parameter to calculate the energy gained by the electron in an electric
field, which is eEA (joules).

1.5 PARTICLE COLLISIONS

Collisions between particles are a means of exchanging energy till the volume of gas in the
container attains a steady mean energy. If the particles are atoms or molecules the collision is
visualized as that between hard billiard balls; the kinetic energy is conserved and the
trajectory of each particle will usually be different before and after collision. The internal
energy of each particle remains the same before and after collision. Such collisions are called
elastic collisions. However, a collision between a charge carrier and a neutral atom may also



12 Gaseous Electronics: Theory and Practice

result in a change of the internal energy of one or both particles and such collisions are called
inelastic collisions. The change of the internal energy occurs in the form of dissociation of
a molecule, excitation to various levels of the atom, ionization, recombination, etc. Two such
processes may occur sequentially with negligible time interval. An example is the dissociative
attachment during which an electron collides with a molecule, dissociation occurs, and the
electron attaches to one of the dissociation products.

Inelastic collisions are associated with loss of energy, the energy inflow being main-
tained from an external agency such as a power source or laser beam. Another type
of collision that occurs between excited atoms or molecules and electrons is known as
a superelastic collision. Successful theoretical analyses of discharges and plasmas depend
upon detailed knowledge of the internal energy exchange mechanisms and the onset energies
for each inelastic collision. In order to have a general framework into which such a wide
range of collision phenomena can be built, retaining the uniqueness of each process,
some fundamental parameters have been defined. We shall consider these in the following
sections.

Collisions between two charged species belong to the category known as Coulomb
interaction. Physical contact is not visualized as in the hard sphere model. The interaction
is mainly by the Coulomb force between two electrical charges, which varies as the inverse
square of the distance between the two charges. A charged particle can have Coulomb
interaction with a number of charged species simultaneously, in contrast with binary
collisions between atoms or between an electron and an atom. A collision between two
electrons or two ions also occurs through Coulombic interaction and is usually called
“scattering.” Rutherford derived a simple formula for the scattering cross section between
two electrons.

Dissociative excitation and predissociative excitation also belong to the inelastic collision
category. In the former the electron dissociates the molecule and the excess energy goes
towards exciting the fragment atom. In predissociative excitation the electron excites the
molecule and the molecule returns to the ground state, dissociating into fragments.

1.5.1 ELAsTIC COLLISIONS

Atoms have a strong electrostatic repulsion, due to valence electrons, that decreases
very sharply with increasing separation as a result of the inverse square law. However, this
short-range force gives place to weak long-range attraction that extends to larger (in
atomic dimensions) distances. This fact permits collision between atoms to be treated as
a collision between hard spheres. The elastic collision cross section in the hard sphere model
is defined in a simple way by reference to Figure 1.6. Two particles, each having a radius r,
collide with each other if their centers come within a distance of 2r. The cross section for
elastic collision, Q,, is defined as 47r® (m?). Since the radius of a molecule is ~107"m,
Q. is approximately equal to 10~"? m?.

In the older literature the collision cross sections are usually given in terms of rm%
(sometimes a%), where aq is the Bohr radius (¢g=5.292 x 10~""'m), or in terms of NQ,, where
N is the number of molecules per m* of the gas. The number N (m™>) at pressure p (Pa) and
temperature 7(K) is given by the formula

v 1244 x 107

- (1.42)

At standard temperature and pressure (273 K, 101.325 x 10%Pa ) the number of molecules in
a gas is approximately 2.65 x 10 m~>. The quantity NQ has the physical meaning of the
number of collisions and units of m™".



Collision Fundamentals 13

Collision cross

/section, Q=4nr?
/// \\\

s AN Colliding particle

FIGURE 1.6 Schematic diagram of collision between two particles each of radius r. The collision cross
section is 471”. The particles are assumed to be hard spheres.

The collision cross section is an alternative way of quantifying the average number of
collisions per meter length of travel distance or, what amounts to the same thing, the mean
distance traveled between collisions. The latter quantity is known as the mean free path (1)
and its relation to collision cross section may be established by considering a container
having two species of particles. The smaller particles have radius r,, and move with velocity
W, and the larger particles, molecules having radius r,, are assumed to be stationary. The
collision cross section for each encounter is Q (Figure 1.6) and the volume swept by the
smaller particle in a time interval ¢ along its zig-zag path is QW ,t. The number of collisions
in this interval is NOW,t. All velocities are possible for the smaller particle, and as the
collision cross section is a function of velocity we have to substitute the mean velocity (())
and average cross section (Q) in place of W, and Q respectively, to include all velocities.
The averaging is carried out according to

(ow)= iNJ oW Wf(W)dw (1.43)

The mean free path is obtained by dividing the average distance traveled by the number of
collisions in the same time interval. Therefore

distance traveled in time ¢ (W)t 1
Ay = —— = = (1.44)
number of collisions in time 1~ N(QW)t  NQ
The number of collisions per second (v) is obviously N(Q W) and it follows that
v = NOW) (1.45)

The mean free path is the reciprocal of the number of collisions per meter (P), which allows
the use of the relationship P = NQ.

The distribution of free paths is calculated in a relatively simple way. Consider a thin slab
of electrons that has not suffered scattering, at a distance x from the origin. The slab moves
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through a distance dx and, due to scattering, the number of particles in the layer decreases.
The decrease is given by

dn = —n(x)NQ dx (1.46)

The negative sign denotes the decrease in the number. Integrating Equation 1.46, the number
of particles at x is obtained as

n(x) = ngexp(—NQx) (1.47)

where ng is the initial number of particles at x=0. Substituting Equation 1.44 into 1.47,
the distribution of free paths is given as

X
n(x) = ny exp( ()\)) (1.48)
The exponential distribution shows that 36.8% of the initial number of particles arrive at
the distance of (1). The same result was obtained for atom—atom collisions in Equation 1.41.

Equation 1.44 assumes that the second particle is initially at rest, W, =0. This is not
true in an electron—gas or in a gas l-gas 2 ensemble because the particles possess thermal
velocity. Here the cross section for collision as defined in Figure 1.6 should be multiplied

by a factor
M, + M,
A= /2 1.49
M, (1.49)

The mean free path defined by Equation 1.44 now becomes
1
(A) = (1.50)

M
AN(rg +1p)° /1 + =2
ot J1 437

The reasoning may be extended to an assembly composed of several species such as electrons
(M, r1, N1, A1), ions (M>, 1, N>, A»), atoms of gas 1 (M3, r3, N3, A3), etc. The mean free path
for particle 1 is

(M) = : (151)

i j‘/[1 + M
7 I N+ 1) T/
J

For an atom in a monospecies gas, r,=r,, M,= M,, and Equation 1.50 gives

1

Ag) = ———— 1.52
a) 42N (1.52)
For an electron in a gas, M, << M,, r, < rp, Equation 1.50 gives
1
(he) (1.53)

=2
wry N
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TABLE 1.3

Mean Free Paths of Common Gases at 15°C and 101 kPa
Gas H, 0, N, CO, H,O
X (nm) 117.7 67.9 62.8 419 41.8
Mol. Wt. 2.016 32.00 28.02 44.00 18.00

From Roth, J. R., Industrial Plasma Engineering, Institute of Physics,
Bristol, 1995. With permission.

TABLE 1.4

Energy Gain during Successive Collisions in SF¢ at Various Gas Number Densities
Pressure (bar) Voltage (kV) E (MV/m) A (x107%m) £ (eV)
1 265 6.36 3.953 25.14
2 340 8.16 1.976 16.12
3 405 9.72 1.317 12.81
4 470 11.28 0.988 11.15
5 530 12.72 0.790 10.05
6 580 13.92 0.659 9.17

7 625 15.00 0.565 8.47

8 650 15.60 0.494 7.71

The relation between voltage and electric field depends on the electrode geometry.
From Espel, P., et al., J. Appl. Phys.: Appl. Phys., 34, 593, 2001. With permission.

Expressing this equation in terms of the mean free path of the atom,
(Ae) = 4V2(1) = 5.66(%,) (1.54)

The electron has a longer free path than that of the atom. Typical values of the mean free
path in several gases are shown in Table 1.3.

We shall now consider the energy gained by an electron as it moves through the gas under
the influence of an electric field. If we denote the mean free path of the electron by A, the
energy gained between successive collisions, that is during the mean free path, is

1

s:imw2 =c¢Er () (1.55)
Knowing the collision cross section (Q,,) and using Equation 1.44, one can calculate

the energy gained during a mean path. As the gas number density increases, the energy

gained will, of course, be smaller since the mean free path will be shorter. Espel et al.’

have calculated the energy gain as shown in Table 1.4 for SFg, assuming a constant collision

cross section of 1072 m?.

1.5.2 ENERGY TRANSFER IN ELASTIC COLLISIONS

We consider an elastic collision between an electron having a mass m and a molecule having
a mass M that is considered to be initially at rest. The velocities of the electron before and
after impact are W, and W,. The velocity of the molecule after collision is W} (Figure 1.7).
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Atom

FIGURE 1.7 Elastic collision between an electron and a molecule. The electron is deflected by an angle
6,. W, is the initial velocity of the electron and the atom is initially at rest. The velocities of the two
particles after collision are W/ and W, respectively.

The electron is scattered through an angle 6, and the molecule is deflected along the line
joining the centers.
The fractional energy loss during a collision is

AWkp WA—W?

AE 1.56
e T (1.56)
Conservation of energy and momentum yield the following equations:
MW = M,W'? + MW, (1.57)
MW, =MW cost, +M,W,cosb, (1.58)
MW, sin@a :Mng Sil’l@b (1.59)
Solving for W', one obtains
2M, W, cos b,
W, ="l 1.60
T M.+ M, (1:60
Substituting Equation 1.60 into 1.56, the fractional loss of energy is obtained as
AW AM M, Y
KE _ ailp COS™ Up (1.61)

WKE B (Ma+Mh)2

To find the mean fractional energy loss per collision we should consider collisions at
all angles 0 <6 <m/2. The probability of collision (P) taking place between 6 and 6+ d6 is
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the ratio of the shaded area in Figure 1.7 to the whole area, the latter being the collision
cross section.

27t(ry + rp) sin @ cos 6(r, + rp)do

P(6)do =
( ) T[(ra + rb)z
. T
— sin26/db, (o <6< 5) (1.62)
P(6)d6 = 0, (g <9<n) (1.63)

where r, and r, are the radii of the electron and the atom respectively. The factor cos 6
arises because only a fraction of the area is presented to the incoming particles.” Considering
all angles, the mean fractional loss of energy is obtained as

/2
P(O)AE db
(AE) = b”_POAEDS 7 (1.64)
% P(6) do
Substituting Equations 1.61 and 1.62 into 1.64 and integrating, one obtains
2M M
(AE) = 0 (1.65)
(Ma + Mh)

If the incoming particle is an electron, the loss of energy is small as M, < M, and the
fractional energy loss in an elastic collision is 2M,/M;. A collision of an electron with
a nitrogen molecule results in a fractional energy loss of 4 x 107>, which is very small.
On the other hand, if the collision is between an ion and a molecule, M,~ M, and the
fractional loss of energy is 'z, which is very large. Therefore ions lose far more energy than
electrons during elastic collisions.

1.5.3 DIFFERENTIAL SCATTERING CROSS SECTION

We consider a beam having particles of type A with density N, that encounters a beam
having particles of type B with density N,. If scattering occurs it is by no means certain that
equal numbers of particles are scattered into the solid angle inclined at the angle 6
(Figure 1.8). If the elastic scattering cross section for particle A is Q., then the differential
scattering cross section is defined as

T

Qu =27 J Quifr(0) sin 6 db (1.66)
0

It may also be expressed as
Qel =J Quirr(0) dQ (1.67)
Q

For isotropic scattering, the number scattered into the elementary solid angle dQ is
independent of (0, ¢), which simplifies the integral in Equation 1.67,

Qo = QdiffJ dQ = 4n Qi (1.68)
Q
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dQ =2xsin0 do

FIGURE 1.8 Scattering of particles from a beam into the solid angle dQ. v 4 is the flux, defined as the
number of particles crossing a unit area in one second.

FIGURE 1.9 Schematic arrangement for the measurement of differential scattering cross section. The
distance to the detector R is larger than the target volume. 6 and ¢ are the angular positions of the
detector. The detector spans a solid angle about 6 and ¢ indicated by the angles d6 and dy. Reproduced
from Johnson, R. E., Introduction to Atomic and Molecular Collisions, Plenum Press, New York, 1982.

If two particles interact in more than one way, then there will be a differential cross section
for each type of encounter. Let us suppose that an encounter results in elastic collision or
one of several inelastic collisions; then the total scattering cross section is given as, by an
extension of Equation 1.67,

J=n
0= [Qdiff(e) +3 Q,-(G)} e (1.69)
Jj=1

where the subscript T means total cross section, and n types of inelastic collisions occur.
Figure 1.9 demonstrates the principle involved in the measurement of differential
scattering cross section. A beam of electrons with a well-defined energy impinges on a target
gas and some of the electrons are scattered at various angles. A detector with variable angular
disposition with respect to the direction of the beam is employed to measure the number of
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scattered electrons. The relative signals at various angular dispositions of the detector are
placed on an absolute scale by employing a reference gas, in which the differential scattering
cross section is known, as target gas.

The distance between the target gas and the detector is assumed to be greater than
the sides of the volume of the target gas. The angular positions of the detector are 6 and ¢.
The detector spans a solid angle about 6 and ¢ indicated by the angles df and dp. The area
seen by the detector (Aa) is

Aa = Rdf x RsinOdg (1.70)

The element of solid angle subtended (d€2) is

Aa

dQ =5 = sin0do dy (1.71)

By moving the detector to all angular positions without changing R, an area of 47R* and
a solid angle of 47 may be covered.

As mentioned above, the definition of differential scattering holds well for inelastic
collisions, namely electronic excitation and vibrational excitation collisions. The differential
cross section is a function of both the scattering angle and the electron energy. Figure 1.10
shows the differential scattering cross section in helium for the first three levels of helium for
electron impact energies of 30, 40, and 50eV.°

The experimental results in Figure 1.10 are those of Cubric et al.® who adopted a
novel technique for measuring the differential cross section of inelastically scattered

He

Impact energy 30 eV
1072

2'p

DCS (m?/sr)

10728

10—21 -

—23
o« 10

10724

| | | | | | | | | | |
0 30 60 90 120 150 180
Scattering angle (deg)

FIGURE 1.10 Differential cross sections as a function of scattering angle for excitation cross section of
helium for the three excitation levels for electron energies of 30 and 50eV. Good agreement is observed
with the following results (not shown for clarity’s sake): Asmis and Allan®; Trajmar et al.”; Fursa and
Bray’; Bartchat et al.!° Reproduced from Cubric, D. et al., J. Phys. B, At. Mol. Opt Phys., 32, L-45,
1999. With permission.
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FIGURE 1.11 Differential scattering cross sections in carbon dioxide for the bending modes (010)
at selected electron impact energies. Not shown are the results of: Antoni et al.'®; Register et al.'%;
Kitajima et al.!'; Takekawa and Itikawa'> (theory); Takekawa and Itikawa.'® Reproduced from
Kitajima, M. et al., J. Phys. B, At. Mol. Opt Phys., 34, 1929, 2001. With permission.

electrons. Note that those results cover the entire range of the angle 0 to 180° whereas
previous results’ '© are restricted to a range of approximately 30° to 150°. The excitation
cross section at a given electron impact energy is the integral of the scattering cross section
curve. Before the advent of Cubric’s” technique it was necessary to interpolate at the low
and high angle ends in order to calculate the inelastic scattering cross section.

A second example of differential scattering cross section for inelastic collisions is shown
in Figure 1.11, which deals with vibrational excitation cross sections in carbon dioxide.'
Carbon dioxide is a linear triatomic molecule that has three modes of vibration: a bending
mode designated as (010) and (020); a symmetric stretching mode designated as 100; and an
asymmetric stretching mode designated as 001. The molecule does not possess a permanent
dipole moment in the ground state,'” but a dipole is induced when either the bending
or the asymmetric bending mode is excited. These excitations occur in the infrared wave-
length region of the spectrum, 10'? to 10'*Hz. The symmetric stretching mode is referred
to as Raman active. A discussion of these results is given in Chapter 5. The original
publication of Kitajima et al.'' includes other data.'>

1.5.4 MOMENTUM TRANSFER CROSS SECTION

During collision between an electron and an atom there is transfer of momentum equal to

Ap =mW, (1 —cosb) (1.72)
where m and W, are the mass and velocity of the electron and 6 is the angle of scattering.
Strictly speaking, Equation 1.72 should be written in the CM system, but for M,> M,
the distinction between laboratory and CM system becomes negligible. The momentum
transfer cross section is defined as

o[}

Quitr (0)(1 — cos ) sin 6 db do (1.73)
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The momentum transfer cross section (some times referred to as the diffusion cross
section) is a measure of loss of forward momentum of electrons drifting through a gas under
the influence of an electric field. If the differential cross section is independent of 0, that
is, scattering is isotropic, Op will be equal to integrated Qg;r. The diffusion coefficient is
inversely related to the momentum transfer cross section and Qyy is alternatively referred to
as the diffusion cross section, though this practice has been almost discontinued. The
diffusion phenomenon is briefly discussed in the next section. If scattering is independent of
the angle ¢, then Equation 1.73 simplifies to

QM = 27‘[J Qdiff sin 9(1 — COS 9)d9 (174)
0

It is important to realize that momentum transfer occurs during every collision, elastic or
otherwise. However, the cross section one encounters in the literature is generally assumed
to be that due to elastic collisions.

1.5.5 DIFFUSION COEFFICIENT

The diffusion phenomenon is the transport of particles from a higher density region to a lower
density region. Higher densities result in higher transport rate, which is mathematically
expressed as

J=-DVn (1.75)

where J is the flux (number of particles crossing an area of one square meter per second), D is
called the diffusion coefficient (m*s~"), and Vn is the concentration gradient. The negative
sign indicates that diffusion occurs from a region of higher concentration to one of lower
concentration. In a binary mixture of gases, diffusion of each species occurs from a higher
concentration to a lower concentration region, irrespective of the partial pressure of the
other constituent. If air which contains 21% oxygen is mixed with 100% nitrogen, oxygen in
the air diffuses toward the pure nitrogen and pure nitrogen diffuses in the opposite direction.

Diffusion does not occur instantaneously as the molecules have finite speed. The time-
dependent diffusion equation is expressed as

dn w2 )
o=V [D n(r,1)] (1.76)

where the number density # is both time and space dependent. Let us suppose that the volume
density of particles decays exponentially with time according to

n=ny exp(— %) (1.77)

where n, is the initial density and t is called the diffusion time constant. Substituting
Equation 1.76 into 1.77, one gets

n
Vin+—=0 1.78
n+DT ( )

The solutions of Equation 1.78 for a number of geometries are given by Hasted.>
The diffusion coefficient may be calculated approximately using the relationship*

D ~ v2? (1.79)
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where v, is the frequency of collisions between the particles (s~') and A is the mean free path.
The collision frequency is equal to the mean thermal velocity (W) given by Equation 1.25,
divided by A. The diffusion coefficient now becomes

D~ (W)t (1.80)

where 7 is the mean time between collisions.

Diffusion is process of electron loss from a high concentration region to a low concen-
tration region. In the theoretical treatment of collision processes one often writes an equation
for balancing the loss and gain of electrons in a given volume. The continuity equation
for electrons in the presence of diffusion loss is written as

d
G—j}:— V2[Dn(r - 1)] = 0 (1.81)
where G is a net electron production rate. Generally G will be equal to nv;, which is the
number of electrons generated per second by a single electron by ionization. Making this
substitution, one gets the equation

d

?’: — —V2[Dn(r - )] + nvi (1.82)
The solution of this equation depends on the boundary conditions. In microwave breakdown
the solution obtained is of the form

n=ng exp|:<v,~ —%>I:| (1.83)

where A is called the characteristic diffusion length, which is determined by the boundary
conditions. For a right circular cylinder of radius R and length L the diffusion length is'’

1 2.405\°
AT @2+<TS> (159

In many types of discharge one would like to be able calculate the loss of electrons from
the ionizing region; diffusion is one such phenomenon. The solution of the diffusion equation
depends, of course, on the geometry of the electrodes and the boundary conditions. A spark
channel is typical of a coaxial cylindrical geometry. The number of electrons between any two
points separated by a small distance dx varies according to a Gaussian function'®

2

no X
n= exp| —— | dx 1.85
Va4nDt p( 4Dl) ( )

where ng is the initial number of electrons at x=0 and =0, n is the number of electrons
at time ¢ and at a slab of thickness dx situated at distance x, and D is the diffusion coefficient.
Equation 1.85 is known as the Einstein equation. It shows that, as time increases, the ratio
n/ny decreases, rendering the distribution of electrons uniform. If the particles are diffusing
uniformly in three dimensions x, y, z, one can substitute r in place of x, where

P=yx2+i2 422 (1.86)
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The electron density at a distance r from the origin then becomes

2
_ no —r

A rearrangement gives the radial distance for a given ratio of n/ng as
- —4Dtln[n£ (4Dt)3/2] (1.88)
0

The average displacement for cylindrical geometry simplifies to

F=2+/Dt (1.89)
For a spherical distribution of electrons the mean distance is expressed as
r=+/3Dt (1.90)

This equation is often used to calculate the electric field at a distance r due to diffusing
electrons (Chapter 8).

Under plasma conditions one encounters both positive charges and electrons and if
their density is 10'* m™> or more one cannot ignore the interaction between them. Electrons
diffuse toward the walls and regions of lower density more readily than positive ions
and charge separation will take place. The effect of the separated charge layers on the electric
field is such that the electrons are retarded and positive ions are accelerated. A steady-state
condition will be reached when charges of both polarities diffuse with the same velocity;
this phenomenon is known as ambipolar diffusion. Further consideration will be given in
Chapter 12.

1.5.6 EINSTEIN RELATIONSHIP

From the study of Brownian motion in liquids, Einstein derived the relationship

D _kr (1.91)
I

where D and u are defined by Equations 1.75 and 1.28 respectively. The term “‘characteristic
energy,” first used by Frost and Phelps,'® signifies that the ratio D/u is approximately a
measure of the mean energy of the molecules. The exact ratio between the characteristic
energy and the mean energy is a function of electron energy distribution and is 2/3 for a
Maxwellian distribution.

1.5.7 INELASTIC COLLISIONS

Inelastic collisions cover a vast spectrum in the study of collision phenomena in gases, and
Hasted? lists the various possibilities that include collision participants such as electrons,
ions, and atoms. An inelastic collision is defined as a collision in which the internal energy of
one or both particles changes. If the net change in internal energy is Ag,, the inelastic
collision is defined as shown in Table 1.5.

If part of the kinetic energy of the incoming particle is converted to increase the potential
energy of the target particle, the inelastic collision is known as endothermic. If the collision



24 Gaseous Electronics: Theory and Practice

TABLE 1.5

Classification of Collisions

Ag, Classification

0 (no change in K.E.) Elastic

>0 Endothermic (inelastic)
<0 Exothermic (inelastic)
0 (change in K.E.) Resonant (inelastic)

1 1 1
Note: EMg =§M;2+§M},2+A8p

results in a lowering of the potential energy of the target, the collision is known as
exothermic. If there is an exchange of potential energy between the projectile and the target,
but the net change of potential energy is zero, the collision is known as resonance. The masses
of the projectile and target need not remain the same, though the total mass of the system
before and after collision remains constant, viz.,

M, # M, My # My; My + My = M, + M}, (1.92)

If ionization results from an inelastic collision between an electron and a neutral or
excited atom the resulting three particles have the same total mass as the mass of the
projectile and target before collision.

The fractional loss of energy during an inelastic collision may be obtained by the method
adopted to calculate the fractional loss of energy during an elastic collision (Equation 1.65).
In an inelastic collision the conservation of momentum will be in accordance with
Equation 1.1, assuming that the masses of the projectile and target remain the same,

MW, = MW, + M,W, (1.1)

However, the conservation of energy before and after collision should take into account the
increase in the potential energy of the molecule after collision. Accordingly,

1 1 1
S MW = EMan +5 M) Wi+ es, (1.93)

where ¢, is the increase in potential energy in eV. Substituting Equation 1.1 into 1.93 and
rearranging gives

2
a

1 M
eep =5 [Ma(Wa2 —wH— i

W, — Wb)z] (1.94)

For a constant energy of the electron, the energy transferred is a maximum when the
differential of Equation 1.94 with respect to W/ is equal to zero, viz.,
d(egp) 0

aw?)

or

M,
W' =w, B 1.95
4 (Ma +Mb) (1.95)
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FIGURE 1.12 Schematic diagram of the principle of total cross section measurement. The detector
measures the signal due to electrons that are not scattered.

The maximum energy transferred may be obtained by substituting Equation 1.95 into 1.94.
Two special cases arise.

1. The incoming particle is an electron, M, < M, and the atom is at rest before
collision. The maximum potential energy transferred is, according to Equations
1.94 and 1.95,

1
Wymax = 2—eMa w2 (1.96)

All of the kinetic energy of the electron is transferred, increasing the potential energy
of the atom.

2. The incoming particle is an ion, M,= M,;, and the maximum kinetic energy
transferred is

1
Wi max = =M, w2 (1.97)

The velocity of an ion is usually below 1% of the velocity of the electron in a swarm
and the energy transferred by an ion is therefore a small fraction in comparison with
the energy transferred by the electron.

Figure 1.12 shows schematically the principle involved in the measurement of total cross
section, defined as the sum of all individual cross sections. A beam of electrons with a well-
defined energy interacts with the target gas. The signal due to the unscattered electrons is
measured by the detector and compared with the signal received with no target molecules
present. From the ratio of the signals the total cross section is calculated.

1.5.8 CoOLLISION FREQUENCY

Collision between particles is characterized by the parameter collision frequency (v)
which is defined as the average number of collisions per second. In a gas, with no charge
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carriers present, a simple relationship exists between the average speed of the molecule
and the mean free path as

p=""t (1.98)

One has to distinguish between electron—neutral collisions and collisions between neutrals in
a charge-free medium. Table 1.6 gives a collection of collision frequencies along with selected
relevant parameters for collisions between neutrals.?® The table demonstrates the dependence
of the collision frequency for momentum transfer on the nature of the neutral gas.*

The electron—molecule collision frequency is an important parameter that determines the
energy distribution and all the quantities that are determined by it, namely the drift velocity,
diffusion coefficient, ionization and attachment coefficients. It is alternately defined by
the equation

v = NOm(e) W (1.99)

where W is the drift velocity of electrons and the momentum transfer cross section has been
denoted as dependent on electron energy. Each collision process has a frequency associated
with it and the total collision frequency is the sum for all processes. Since the elastic collision
cross section is the largest, the elastic collision frequency is the largest of all collision
frequencies. Before considering the energy dependence of the collision frequency, we should
point out that the unit for v at any gas pressure is s~ and it is in the range of 10% to 10'%~",
The quantity v/N is therefore in the range of 107'* to 10725 'm?® and at any gas number
density this quantity should be multiplied by the appropriate number density. If the energy of
the electron ¢ is expressed in electron volts, Equation 1.99 may be rewritten as

2
™M _ ond 2L s (1.100)
N m

where e is the electronic charge.

TABLE 1.6

Mean Velocity, Diameter, Mean Free Path, and Collision Frequencies in Molecular Gases
Gas Mol. Wt. (V) x 10° (m/s) Diameter (nm) (A) (um)? v x 10° (s
H, 2,016 1.740 0.274 0.118 14.8
He 4.002 1.235 0.218 0.186 6.6
CH, 16.03 0.618 0.414 0.052 12.0
NH; 17.03 0.598 0.443 0.045 13.3
H,O 18.02 0.582 0.460 0.042 13.9
Ne 20.18 0.550 0.259 0.132 4.2

N, 28.02 0.467 0.375 0.063 7.4
C.H, 28.03 0.467 0.495 0.036 12.9
C,Hq 30.05 0.451 0.530 0.032 14.3
0, 32.00 0.437 0.361 0.068 6.4
HCl1 36.46 0.409 0.446 0.044 9.2

A 39.94 0.391 0.364 0.067 59
CO, 44.00 0.372 0.459 0.042 8.8

Kr 82.9 0.271 0.416 0.051 53

Xe 130.2 0.217 0.485 0.038 5.8

#15°C, 101.3kPa.
From McDaniel, E. W., Collision Phenomena in Ionized Gases, John Wiley & Sons, New York, 1964. With permission.
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FIGURE 1.13 Collision frequency for elastic scattering and energy exchange in nitrogen at 300 K as
functions of characteristic energy, calculated using Equations 1.103 and 1.104. Data for W are given in
Table 6.25 and characteristic energy in Figure 6.46. The full line shows vy/N as a function of E/N.

Each process, including elastic and individual inelastic processes, has a collision
frequency associated with it. The total collision frequency may be calculated using the total
collision cross section Q1. Figure 1.13 shows the calculated collision frequencies in nitro-
gen. Collision frequencies computed for momentum transfer and inelastic collisions in
molecular nitrogen®® are shown in Figure 1.14 and Figure 1.15. Figure 1.16 shows v/N for
several common gases.

The collision frequency given by Equation 1.100 closely reflects the elastic collision
cross section, but there is no one-to-one correspondence, due to the square root term. In fact,
much of the earlier literature used /e as the variable for the energy axis in representing
the elastic collision cross sections, though for the reason that the velocity of the electron
is proportional to /e. It should be remembered that the collision frequencies shown are
for mono-energetic electrons and it is assumed that collisional interaction with molecules is
not of the swarm type. The collision frequency at energies lower than about 0.2 eV decreases
as the energy of the electron is increased and this is attributed to the Ramsauer—Townsend
cross section, as described later.

From the fundamental definition of collision frequency as the number of a particular
type of collisions per second one can express the electron—molecule collision frequency in
a swarm as

(o9}
v(e) :W (1.101)
Jo~ fle)de

Here N is the number of gas molecules, and the fraction of electrons having energy between
¢ and e+de is given by f(¢) de. Their total energy is ¢ f(e) de and the scattering cross
section for these electrons is Q ¢f(e) de. The integral sign represents the addition of each
subgroup as the energy is varied from 0 to oco. The denominator is the total number
of electrons and therefore Equation 1.101 gives the effective collision frequency as a function
of energy for a given type of collision.
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FIGURE 1.14 Collision frequency in nitrogen as a function of E/N. The reduced collision frequency is

obtained by dividing the ordinate by N. The numbers show the vibrational states. From Liu, J., Ph.D
thesis, University of Windsor, 1993.
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FIGURE 1.15 Excitation collision frequency of valence states of molecular nitrogen as a function of
E/N. Curve numbers refer to the states: (1) A*Z; (2) B3,; 3) W3A,, @) B35 (5) a' '25; (6) a T,

u?’

(7) W'A,; (8) C3IIy; (9) 2’ '=F. From Liu, J., Ph.D. thesis, University of Windsor, 1993.
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In the situation of electrons colliding with gas molecules one encounters electrons
having a wide range of energy. Equation 1.100 is not applicable and one has to define the
average collision frequency that is dependent on energy; this energy is characteristic of
the collision process and covers electrons of all energies. One represents such a characteristic
energy®! according to

D
g =e— (1.102)
"

where e is the electronic charge, D the diffusion coefficient and u the mobility. Engelhardt
and Phelps®' define the effective elastic collision frequency as

vw el|E1
—=—|=— 1.103

N m |:N W} ( )
where m is the mass of the electron and W the drift velocity. The parameters £ and N are
measured experimentally and the collision frequency may be calculated. The quantity vy is
primarily sensitive to changes in the elastic collision cross section and is affected only slightly
by the inelastic cross section. A constant collision frequency implies that WocE/N. However,

energy loss also occurs due to inelastic collisions; an energy exchange frequency is defined
according to

UU

From Equation 1.104, v, is identical with the power input per electron divided by the
excess energy above thermal energy. Figure 1.13 shows the representative trend of vari-
ation of vy and v, as a function of characteristic energy. Both quantities increase with
energy, as expected. Below the first electronic excitation inelastic losses are due to rotational
and vibrational excitation. Table 1.7 shows the influence of gas temperature on v/N in several
gases.

TABLE 1.7
Momentum Transfer Collision Rates for Various Gas Species at Low Background Neutral
Gas Temperatures

/N 107 m3s77]

Gas species T=300K T=500K T=1000K
N, 0.594 0.959 1.77
O, 0.286 0.437 0.804
CO, 10.05 9.68 7.48
H,O 77.90 56.25 34.6
He 0.763 1.01 1.20
Ne 0.07 0.118 0.217
Ar 0.220 0.146 0.094
Kr 1.775 1.315 0.713
Xe 5.29 3.81 1.90
Dry air 0.529 0.845 1.550

N is gas density in m~>,

From Roth, J. R., Industrial Plasma Engineering, Institute of Physics, Bristol, U.K., 1995. With permission.
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FIGURE 1.16 Calculated collision frequency according to formula 1.100. The data Qy are
obtained as follows: argon—Table 3.3 in this volume; helium—Table 3.13; hydrogen—Table 4.8;
nitrogen—Table 4.14.

1.5.9 RATE COEFFICIENTS AND CONSTANTS

In studies on plasma processes, inelastic collision processes are often expressed in a different
form known as rate coefficients. A reaction may involve only one species of particles, the rate
of decay being dependent on its density. A real-life analogy is the number of starvation
deaths per day in a famine-stricken country. The greater the density of population, the
greater is the rate of deaths.

Time rate of decay of population of electrons due to diffusion and radiative decay are
examples of this type. The differential equation that describes the decay is

dNa
dt

— KN, (1.105)

where K| is the rate coefficient of the first order, having the units of s~'. The solution of this
equation is

Na
ln(Na(J) = —Kjt (1.1006)
where N, is the initial concentration of electrons. Confusion should not arise between the
two definitions of K; because they refer to the same decay process and the units clarify which
definition applies.

Reactions involving two species of particles (electron—atom or electron—ion) and result-
ing in a third species are also described by resorting to the rate coefficient. If the densities
of both species are equal the decay occurs according to

dN,
dt

= KN (1.107)
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where K>, the reaction coefficient of the second order, has the units of m* s~!. The solution

is given by

11
Na N NaO

+ Kyt (1.108)
If the densities of both species are not the same, as in attachment of electrons to molecules,
the decay occurs according to

dN, dN,
L= = KN, (1.109)

If N, is expressed in terms of gas pressure according to Equation 1.42, K has the units
of torr s™'. The negative sign indicates that there is a decrease in the population of N,, as
in electron—ion recombination. The solution is

Na NaO
In(22) = KN, — I 111
n(N> J(Na— Np) i+ “(N ) (1.110)

b b0

In the case of electron—molecule attachment, the density of molecules is much greater
than the density of electrons, N,> N,. Further, the initial density of molecules remains
approximately independent of time because of the small number of attachments that occur,
Npo =2 N,,. Substituting these approximations into Equation 1.110, one gets

N, )
In =—K)Nyt 1.111
(NaO LN ( )
which is rewritten as
N, = Ny exp(— Ky Nyt) (1.112)

The decay of electrons is therefore exponential with time.

It is useful to note here that the fraction of particles having a velocity between V" and
V4 dV at the instant of collision is given by the normalized velocity distribution f(V)dV.
The cross section for each collision of the relevant type is Q(V') and the rate coefficient
is given by

Kzzro VOV fV)dV (1.113)
0

with the integration carried out over all velocities. If the cross section is independent of the
velocity, Equation 1.113 simplifies, because of Equation 1.25, to

K> = O(V) (1.114)

The three-body rate coefficient, analogous to the two-body rate coefficient in which two
species are involved, is defined according to the number of species involved in the reaction.
Three cases arise:

Case A. All particles belong to the same species, N,= N, = N.. The rate equation simplifies to

dN,
dt

= —K;N? (1.115)
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6,—1

The units of K5 for a three-body process are m® ™' and its value is some 1072° times
smaller than the two-body rate coefficient. The presence of a third body in such collisions
serves the purpose of removing the excess energy that otherwise has to be dissipated as
electromagnetic radiation.”
The solution of Equation 1.115 is
: : 2K; ¢ (1.116)
S & )

N2 N,

a
where N, is the initial population.

Case B. Two species are identical and the third species is different. In this case the rate
equation is

dN.,
dl‘z = —K3N2N, (1.117)
and the solution is
1 1 N,N,
(Npo — Nao)(N -y 0) + 1n<N;NbZ> = (Nyo — Nao)' K3 t (1.118)
a a D a

where the subscript zero refers to the initial population.

Electron attachment in oxygen is an example of this type of three-body process and
the attachment coefficient in this case is dependent on the square of the gas pressure. The
reaction is

0,4+e+0, = 0; +0,

The measured attachment coefficients due to Chanin et al.?> at low values of E/N

(1Td=1x 10" Vm?) are shown in Figure 1.17 for swarm experiments. These authors

report a reaction rate for the three-body attachment of ~ 2.8 x 10™*m°®s™".
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FIGURE 1.17 Attachment coefficients at low values of E/N, showing pressure dependence arising from
the three-body process. For details see Figure 9.22.
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Case C. All three species are different. The rate equation is

dZ" = —K3N,NyN. (1.119)

For N, <« N;, N, < N,., and if the changes in the populations of N, and N, due to the reaction
are insignificant, the solution is an exponential decay, according to

Ny, = Ny exp(—K3NpN.t) (1.120)

The relation between the rate coefficient and cross section is defined as*

b 1/2 roo
K((a)):(m> JO 0(e)e'*fle)de m3s~! (1.121)

where m is the mass of the electron, Q is the cross section for which process the rate is
being calculated, f(g) is the energy distribution of electrons, and (&) is the mean energy.
If we assume a Maxwellian energy distribution, f(¢) is given as

2 3\, 3¢

To find an analytical expression for K from Equation 1.122, one has to find an analytical
form for representing Q(e). One such expression is

0O(e) = Qo eXp<— %) (1.123)

where y is a constant having the dimension of energy. It is usually necessary to represent
cross sections for energy segments using an equation of type 1.123, in which case one
represents the cross section as

0(e) = Qo Z eXp<— ) (1.124)

where the summation index j covers each energy segment. For a two-segment representa-
tion of attachment cross sections in SFg and CFCls,”® substitution of Equations 1.124
and 1.122 into 1.121 yields

4 &lj
s =[(HF ) e (e )en(-E)]L
J J Euj

where ¢; and &, represent the lower and upper ranges of each energy segment a; is
the relative weighting of each term, and the symbol I is the gamma function.”* Expressions
similar to Equation 1.125 have been derived for swarm properties of a number of electron-
attaching gases by Raju et al.?> 2’ Evaluation of Equation 1.125 is a formidable task
since it involves computation of incomplete gamma functions. For the sake of completeness
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we provide below the representation of attachment cross section in SF¢ for the formation
of SF¢ adopted by Chutjian®*:

€ 2
exp( 44.4) m-, 0<ge<45meV
£

0.868 exp(— m) m?, 45 <& < 200 meV

0(e) = 5.20 x 10718 x (1.126)

A representative value of attachment rate at a mean energy of (38.8) meV at 300K is
228 x 107 m’s™".

Finally, the rate coefficient, e.g., for the attachment process of Equation 1.113 is given
in terms of the energy as

2

(E) ( )1/2Joo 1/2 4
Kl )=1\= e "fle.E/N) Qu(e)de (1.127)
N m 0

where Q, and K, are the attachment cross section and rate respectively. The reduced
attachment coefficient and the rate coefficients are related by the equation

KJ(E/N) =+ (E/N) x W(E/N) (1.128)

where W is the drift velocity. Often the attachment coefficient is measured by a small additive
of an attaching species in a nonattaching carrier gas, and Equation 1.128 then becomes

KE/N) = Ni(E/N) x W(E/N) (1.1.29)

in which N, is the number density of the attaching species.

1.5.10 IoN MoOBILITY

The mobility of a charged particle in an electric field has already been defined in Equation
1.28. An expression can be derived for the mobility of ions in a gas drifting under the
influence of the electric field®® on the basis of the kinetic theory of gases. A few general
comments are in order before the derivation is given.

The electric field imparts energy to the ion, which gains energy between collisions
with atoms and loses energy during collisions. The energy gained is a function of the
parameter E/N and determines the mean energy of the ion. This energy is superimposed
on the thermal energy, which is determined by the temperature of the gas. It is relatively easy
to determine the ratio of the parameter E/N that imparts to the ion, an energy that is
approximately equal to the thermal energy. The collision time, that is the interval between
collisions during which the ion acquires accelaration is 7 (s) and the velocity just before
a collision is eEt/m (m/s). Since 7 is proportional to 1/N the energy gained from the electric
field is a function of (E/N).? Retaining the terminology of McDaniel*® “field energy” for the
energy gained from the field, the field energy is

M
Energy gain = EeE)L (1.130)

where M and m are the masses of the neutral and the ion respectively, and eFA is
the energy gained by the ion in moving through a distance L. For a singly charged ion
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M/m ~1 and A=1/NQ, where N is the number of molecules per cubic meter (typically
~ 50 x 3.52 x 10> m~) and Q is the collision cross section between an ion and a molecule
(typically ~50 x 107**m?). The electric field is typically 1 x 10*V/m. Substituting these
values in Equation 1.130, one finds that the energy gain is 0.01eV. The thermal energy
is 0.026eV. Hence for values of E/N ~5 x 102! Vm? (=~ 5Td) one can write that

M
—eEh < kT (1.131)

Under conditions that satisfy Equation 1.131 the drift velocity is small compared to the
thermal velocity. The average time interval between two successive collisions, assuming that
it is independent of the electric field, is given by

(7) =% (1.132)

where (1) and (W;) are respectively the mean free path and mean thermal velocity, Equation
1.25, of the ions. During the time interval between collisions (7) the ion is accelerated by the
electric field, and moves a distance of

s=l§r2 (1.133)
2m
The drift velocity of the ion is therefore
leE lLeE (\);
=5 1.134
T 2m ’ 2 m (W) ( )
The ion mobility, defined as W;/E, becomes
le (A)
[ ==-— 1.135
i 2m (W) ( )

In deriving Equation 1.135 it has been assumed that the mean free path of the ion is the
same for all ions. This is not true, because the random velocity is superimposed on the drift
velocity. We have seen that the free path decreases exponentially with the mean free
path, i.e., there are many more free paths longer than the mean free path (Equation 1.48).
To take this factor into account one rewrites Equation 1.133, employing 1.132, as

leE [ x
== 1.1
K3 2m<Wi) (1.136)

where x is the distance traveled by the ion between collisions. The average distance traveled
({s)) 1s given by

00 (2 p=x/ ()
_1eE 1 L TR
W = W e
1
Jo (Ai)

(1.137)

dx
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Evaluating the integrals, one obtains the expression

(s) = (Ai)? (1.138)

Substituting Equation 1.132 into 1.138, one obtains

E
(5) = = (r)?2 (1.139)
m
The drift velocity is given by
(s) e E
W, =% A 1.140
@ = my (1.440)
and the mobility by
Wi e (M)
i=—Fm=— 1.141
W= = ( )

Comparing Equation 1.141 with 1.135, one finds that the distribution of free paths leads
to ion mobility that is twice as large. A further refinement is to take into account the initial
velocity of the ion. Langevin derived a relationship more exact than Equation 1.141:

Mi:O.SlSe(A) m+ M (1.142)
My m

where m and M are the masses of the ion and the gas neutral respectively, v is the
r.m.s. velocity of agitation of the gas neutrals, and (1), the mean free path of the ions, is
an approximation to the mean free path of the neutrals ((A) >~ (%;)). A general form of
Equation 1.142 is

A M\'?
ne s (1 +n—1) (1.143)

where p is the gas density and ¢, is the dielectric constant of the gas. 4 is a function of the
parameter y defined by the equation®®

8pD?
2 12
= 1.144
14 & —1)e ( )

where p is the gas pressure and D, is the sum of the radii of the ion and the molecule. 3 is
a dimensionless temperature having values in the range of 0.0 to 4.0. At thermal equilibrium

1 s 1503
Fm0i)’= 3 M= 3 kT (1.145)

where v; is the r.m.s. velocity of the ion, k is the Boltzmann constant, and 7 is the absolute
temperature.
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TABLE 1.8

Mobility of Singly Charged lons at 101.3 kPa and 273K in Units of 107* m? (Vs)™'

Gas I'n u Gas e ut
Air (dry) 2.1 1.36 HCI 0.95 1.1
A 1.7 1.37 H,S 0.56 0.62
A (very pure) 206.0 1.31 He 6.3 5.09
Cl, 0.74 0.74 He (very pure) 6.3 5.09
CCly 0.31 0.30 N, 1.84 1.27
C,H, 0.83 0.78 N, (very pure) 145.0 1.28
C,H,Cl 0.38 0.36 NH, 0.66 0.56
C,HsOH 0.37 0.36 N,O 0.90 0.82
CO 1.14 1.10 Ne 9.9
H, 8.15 5.9 0, 1.80 1.31
H, (very pure) 7900.0 SO, 0.41 0.41

Kuffel, E. and W. S. Zaengel, High Voltage Engineering, Pergamon Press, Oxford, 1974.

Equation 1.142 may be applied to positive ions, negative ions, and eclectrons. In the
case of electron mobilities one makes the approximation m <« M, obtaining

(Ae)

o = 0.8155 (1.146)
m
where (A.) is the mean free path of the electrons.

The mobility of ions at standard temperature (273 K) and pressure (101 kPa) is of the
order of 0.5 to 10 x 107*m? (Vs)~!. Positive and negative ions in a gas have approx-
imately the same mobilities in a given gas. The mobility varies inversely as the gas pressure,
Equation 1.135, and as long as the temperature remains constant the mobility is inversely
proportional to gas number density. The mobility is often expressed in a reduced form. If
is the mobility in m? (Vs)~' at gas number density N (m~>) and temperature 7' (K), the
reduced mobility is given as

N 273

oy 1.14
K369 x 105 T (1.147)

o
The ion mobility depends upon the ion species and the gas in which it moves, even though
E/N remains the same. For example, He" ions in He have a reduced mobility of
10.2 x 107*m? (Vs)~! at E/N=10Td, compared with a mobility of 30.6 x 10~*m? (Vs)~! for
H™" ions.*!

Tables 1.8 and 1.9 list selected mobility values for ions in parent gas as a function of E/N.
The ion attracts a molecule and binds itself to it, forming a cluster. A clustered ion is
subjected to repeated collisions with the molecule and the kinetic energy transferred to the
cluster is of the order of the thermal energy if the E/N ratio is low. If the thermal energy
of the cluster becomes greater than the binding energy, the cluster will break up. The ions
interact between themselves and two effects are discernible.”

The first is the space charge effect produced by widely separated ions. The physical
dimensions of the containing vessel influence this phenomenon. The criterion for negligible
space charge due to n number of ions is given as

n<K

s (1.148)
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TABLE 1.9
Reduced Mobilities of Selected lons (10*m?V~'s™") in Parent Gas as a Function
of E/N (Td)

E/N He"/He Ne"/Ne Art/Ar Krt/Kr H*/H, N>T/Ny
6 10.3 4.07 16.0 1.90
8 10.2 4.05 1.53 16.0 1.89
10 10.2 4.04 1.53 16.0 1.88
12 10.1 4.02 1.53 16.0 1.88
15 10.0 3.98 1.52 15.9 1.87
20 9.90 391 1.51 15.8 1.85
25 9.74 3.84 1.49 15.7 1.84
30 9.60 3.76 1.47 15.5 1.83
40 9.28 3.61 1.44 0.838 15.2 1.80
50 8.97 3.48 1.41 0.828 14.9 1.76
60 8.67 3.35 1.38 0.816 14.5 1.72
80 8.12 3.13 1.32 0.791 13.9 1.66
100 7.67 2.96 1.27 0.767 13.4 1.60
120 7.25 2.81 1.22 0.743 13.2 1.54
150 6.78 2.61 1.16 0.711 13.1 1.47
200 6.12 2.36 1.06 0.666 13.1 1.37
250 5.60 2.17 0.99 0.627 13.2 1.28
300 5.19 2.02 0.95 0.592 13.3 1.20
400 4.58 1.80 0.85 0.546 13.7 1.10
500 4.17 1.63 0.78 0.491 1.02
600 3.81 1.51 0.72 0.453 0.95
700 3.57 - 0.85
800 1.32 0.63 0.398

1000 1.19 0.56 0.359

1200 1.09 0.51 0.329

1500 0.99 0.46 0.294

2000 0.40 0.259

3000 0.220

Ellis, H. W. et al., Atomic Data and Nuclear Data Tables, 17, 177, 1976.

where L is the length of the vessel. The second effect is the random fluctuation of the
number of ions. This will, in turn, change the velocity distribution, derived under the
assumption that mutual ionic interaction is negligible. Space charge becomes significant
at number densities of ~10'*/m* and velocity distribution is affected at number densities
of ~10"7/m?.

The restriction that the energy transferred from the field to the ions should be
smaller than the thermal energy (Equation 1.131) is not so central to the development
of the equation for ion mobility. Wannier**>* has extended the theory to higher electric
fields. At lower fields the drift velocity is lower than the random thermal speed. The velocity
distribution of ions is then almost Maxwellian and the electric field is treated as a
perturbation upon this distribution. Wannier®? applied the Boltzmann method of gaseous
kinetics to the problem of positive ions moving through a gas under the influence of
a static, uniform electric field. As in the case of low electric fields, the ion density is taken
to be small. Velocity averages were computed in preference to calculating the entire veloc-
ity distribution which is a much more complex problem. Extracting the drift velocity
average from the Boltzmann distribution function was accomplished by assuming that
the mean free time between collisions of ions and molecules is constant. This is the case
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for the so called polarization force between ions and molecules which predominated
over other forces at low temperatures. The method was extended to nonuniform ionic
densities.™

Wannier’s results®® are briefly summarized here. If it is assumed that the mean free path is
constant, then the drift velocity varies according to

W~ \/g (high E/N, constant i) (1.149)

On the other hand, if it is assumed that the free time is constant, the drift velocity varies
according to

E
W~ v (high E/N, constant t) (1.150)
At low E/N, either assumption of constant A or constant t leads to the same result:
E
W:N (low E/N) (1.151)

Further refinements of the theory of ionic mobility involve considerable mathematical
expertise and are beyond the scope of this book.

1.6 POTENTIAL FUNCTIONS FOR PARTICLE INTERACTIONS

Consider a collision between a particle of mass My, the reduced mass of the system, and a
fixed target. There is a force acting on the particles because they have electrical charges and
the relative velocity (W§g) changes as a function of time in response to the force between the
particles. This force, which is a center-of-mass quantity, depends on the separation between
the particles, their orientations, and relative velocities. However, the force may be treated
as velocity independent and it can be expressed in terms of an interaction potential, V(R),
such that F=-VV. V is considered as a function of the separation distance only (R) and,
obviously, it is zero at infinite distance.
The angle of scattering in the CM system is given in terms of the potential as™*

d 1>
@(S):_d—m[ij V(R)d2:| (1.152)

—00

where ¢ =energy of the electron, R = distance of the electron from the target (assumed to be
stationary), Rp=distance of closest approach (Figure 1.18), s=impact parameter, and
R*> = R3 + Z°. For distant collisions one can use the approximation Ry~ s. Changing the
integration variable, one gets

_L[Y(AV)_ ReiR
Os) = sJo (dR> R[l _ (&)2]0-5 (1.153)
R

Equation 1.153 is often referred to as the classical impulse approximation or the momentum
approximation to the deflection function. For small-angle scattering the penetration is small
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FIGURE 1.18 Reduced mass particle collision with velocity V' and impact parameter s subject to a
constant attractive force. The quantity @ is the CM scattering angle, R the distance to the fixed center,
« the angular position of the particle along the trajectory, and R, the distance of the closest approach.
For small angle scattering Ry >~ s. The tangent at R,, shown by the dashed line, indicates before and
after symmetry of the collision. Adapted from Johnson, R. E., Introduction to Atomic and Molecular
Collisions, Plenum Press, New York, 1982.

and one can substitute Ry =~ s in Equation 1.153. To evaluate the integral in Equation 1.153
one needs to know the potential function V(R). For example, the simple inverse power
law for the potential is expressed as

V(R) :% (1.154)

For the simplest case, the interaction between two charged particles, Coulomb potential
applies with n=1 and C, =(Qa0g)/4me, where QO and Qp are the charges of the colliding

particles. Substituting Equation 1.154 into 1.153 and carrying out the integration yields the
deflection angle as'

(1.155)

O(s) = ay, [V(f()):|

where

(Tl 1)/2]
ansz0 sin oeda_<n)w (1.156)

Here, the symbol I' denotes the gamma function. For n=1, a,=1; for n=2, a,=mn/2
etc. The quantity @(s)e in Equation 1.153 is related to the differential cross section
and therefore the potential function V(R) has a direct bearing in the calculation of the
cross sections (see also Section 3.3.2). A discussion of potential functions may be found
in McDaniel.*

Let D be the radius of the interacting particles and r the distance between them.

Case 1: Smooth elastic spheres. The particles are assumed to be two rigid impenetrable
spheres and the potential varies according to

oo (r<D)

V(V)z{ 0 (r>D) (1.157)

Case 2: Point centers of attraction or repulsion. Electrons interacting with atoms experi-
ence both attractive force (long range) due to the nucleus and repulsive force (short range)
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due to the orbiting electrons of the atom. The potential is defined by

—dad .
—- (attractive)
viy=1" (1.158)

a (repulsive)
},-11

where a is a positive constant. It is easily recognized that n =1 gives the Coulomb potential.
The interaction between molecules is approximated with values between n=9 and n=15.
Maxwell suggested the value n=4. The mathematical complexity of using this potential
depends upon the chosen value of n.

Case 3: The square well. The potential extends up to a distance of D, outwards with an
attractive well depth of V. The core with diameter D is impenetrable.

Case 4: The Lennard-Jones potential. This is a combination of repulsive and attractive force
with exponents m and n for r, respectively, according to

vy =2 _" (1.159)

rﬂ’l rﬂ

When a and b in Equation 1.159 are expressed as a function of D according to

12 6
Vi) = 44(?) _(Q) ] (1.160)

this potential is known as the Lennard—Jones (6-12) potential. The exponent 12 in the
first term (repulsive) is a mathematical expediency, while the second term (attractive) with
an exponent of 6 is the induced dipole-induced dipole reaction. Figure 1.19 shows these
potentials. An expression for the so-called Yukawa double potential, frequently used
by theoreticians, is given in Equation 9.59, Section 9.3.5.4.

The attraction of a molecule to a charged ion is easily obtained by the following
reasoning. As the ion approaches the molecule a dipole is induced in the latter. The
polarization of the gas (P), defined as the dipole moment per unit volume, is given by the
expression.

P = Eeo(e — 1) (1.161)

where ¢ is the relative dielectric constant of the gas, usually slightly larger than unity, &g
the permittivity of free space, equal to 8.854 x 10~ F/m, and E the electric field. The dipole
moment per molecule (p) is given by

_P_80(8—1)E

1.162
v ¥ (1.162)

where N is the number of molecules per unit volume.
In the presence of an ion having a charge ¢, the eclectric field experienced by the
molecule is

q

= 1.163
4rregr? ( )
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V(r)l V(r)l
Repulsion
© D r © r
Attraction
(a) (b)
V(r)l V(r)l
° 5 D, r °p r
Vo Yo

(c) (d)

FIGURE 1.19 Spherically symmetric potential functions: (a) smooth elastic spheres; (b) point centers;
(c) the square well; (d) the Lennard—Jones potential. Adapted from McDaniel, E. W., Collision
Processes in Ionized Gases, John Wiley & Sons, New York, 1964.

where r is the distance between the ion and the molecule. Equation 1.163 is applicable
as long as the distance is not very small. Substituting Equation 1.163 into 1.162, one gets

e—1
“:(4;11\1);% (1.164)

The electric field along the line drawn from the ion to the dipole axis is given by

i coso

where 6 is the angle subtended. Since the dipole is induced by the charge ¢ this angle is
always zero, 6 =0. The force between the ion and the dipole is therefore

1q
= e (1.166)

Substituting Equation 1.164 into 1.166, one gets

L e=Dg
82 Ney 1°

(1.167)
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The mutual potential energy between the ion and the molecule is given by
o0

V(r) = —J Fdr (1.168)

r

Substituting Equation 1.167 into 1.168, one gets

00 -1 2
o[ 8
or
V(r) = _-h g (1.170)

3272 Negg r#

" where n=4. Polarization interaction is

4

The interaction potential varies according to r~
long range and is always attractive. This model of potential is usually referred to as the r~
potential model with a point charge colliding with a polarizable sphere. The electron is
therefore subject to two potentials, the static and the polarization. At high electron energies
the static potential becomes the only significant interaction.

Classical theory of elastic scattering shows>® that the differential scattering cross section in
the CM system is given by the expression

Quir(©) = vy ¥ (1.171)

where v, is the initial relative velocity of approach.

1.7 QUANTUM MECHANICAL APPROACH TO SCATTERING

Although we have used the results of the quantum mechanical formulation of the scatter-
ing phenomenon, it is appropriate to briefly look into the method, in its most basic form.?
The methods were developed by Faxen and Holtsmark®” in 1927 and by Massey, Mott, and
others™ in the early 1930s and applied to a number of gases, with increasing sophistica-
tion, during the past decades. In the classical approach to the impact phenomenon, the
trajectory of each particle was determined in terms of initial velocity and impact parameter.
In quantum mechanics, however, the projectile orbit is never defined exactly, and one speaks
of the average values of a large number of projectiles interacting with the target.

A plane wave of constant amplitude travels along the +Z direction toward a fixed
scattering center situated at the origin of the coordinate system. The plane wave represents
an infinitely wide beam of homogeneous particles with uniform particle density per unit
area of cross section, in a direction perpendicular to its propagation. The particles are
dissimilar to those forming the scattering center and each particle has the same energy, that
is, the beam is mono-energetic. The scattering occurs in a spherically symmetric field, with the
interaction potential energy varying only as the spatial coordinate.

The total elastic scattering cross section under these assumptions is defined as

T

T 2m
Qel = J J Qdiff (9) sin 6 do d¢ =2 J Qdiff (9) sin 6 df (1 . 172)
0Jo 0

Equation 1.172 is the same as Equation 1.66 and one wishes to calculate Qg as a func-
tion of both electron energy and angle of scattering. Integration then yields the elastic
scattering cross section.
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The plane wave representing the incident electrons is expressed by a wave function

Ae/tkz—wn)

in which 4 is the amplitude, k£ the wavenumber, defined as the number of waves per meter,
o the angular frequency of the wave=2mv, v is the frequency in Hz, and ¢ the time.
This function is familiar to electrical engineers. k is related to the de Broglie wavelength A
according to

21 MRMU
== 1.173
A [ (1.173)
where 7 is the Planck’s constant and the reduced mass is defined according to
mM
Mg =——— 1.174
R m+ M) (1174)

where m is the mass of the projectile (electron) and M the mass of the target particle (atom).
The wave frequency and its energy are related according to

w =

€
— 1.175
- (1.175)
where ¢ is the energy in joules and A, the Planck’s constant, is in joule seconds.

During elastic scattering the energy of the wave does not change and it is customary

to omit the term e/’ as it is present in every term for the wave. The time-independent wave
function for the incoming plane wave is

Vine(r.0) = Ae/* (1.176)

Electrical engineers are familiar with the concept of an incoming wave getting reflected at
a junction of changing impedance, a component of the incoming wave being transmitted.*
The incoming wave is the sum of the reflected and transmitted waves. Applying the same
concept to the electron wave, the total wave function consists of a component of the
incoming plane wave and another component consisting of the scattered wave. The out-
going scattered wave is spherical and decreases in amplitude according to 1/r. Since the
number of particles scattered remains the same, the density of particles will decrease
according to the inverse square of the distance. The wave function for the scattered wave has
the form

A e
Vscate ~ 7]((9)6’]/“ (1.177)
where f(6) is the scattering amplitude. It is defined by the relationship to Qs (6) according to

Qairr(6) = |fi6)| (1.178)

The solution for the wave function has the asymptotic form, from Equations 1.176 and 1.177,

jkr
Y = Yine + Vscart ~ A4 I:ejkz + %f(e):| (1 179)
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The amplitude is usually set as unity, mainly for convenience, i.e., 4 =1.
The time-independent wave equation given by Schroedinger is

2My
hZ

Vi + [E— V(@)Y =0 (1.180)
Here, V(1) is the potential energy of the electron as a function of the radial distance r, and
E is the total energy. For completeness we state that the solution of Equation 1.180 should
be everywhere single valued, finite, continuous, and vanish at infinity. This equation, with
the restrictions mentioned, replaces the fundamental equations of motion of classical
mechanics. The potential energy V(r) is expressed in the same form as in classical theory
because the laws of force are unchanged in both classical and quantum viewpoints. The
solution of Equation 1.180 exists only for certain values of E, called eigenvalues, and
the corresponding functions v, are known as the eigenfunctions. The eigenvalues are the
discrete quantum numbers for the atomic states.
A simplified form of Equation 1.180 is

VY + [k = U]y =0 (1.181)

where we have made the substitutions

2MRE
k= 7; (1.182)
and
2Mg V(r)
U(r) =% (1.183)
In spherical coordinates Equation 1.181 becomes, in the symmetrical case of ¢ =0,
10 (00 1 9. oy 5
—_ 2222 — - K —-UNy = 1.184
2 ar <r 8r> t2sing (Sm ae) [ -]y =0 (1.184)

To find the solution of Equation 1.184 one assumes that the solution depends only on r. The
variables r and 6 are separated to yield two equations, one of which contains only » and the
other only 6. The wave equation is written as

Y(r,0) = L(r) Y(6) (1.185)
where L(r) is called the radial function and Y(6) the spherical harmonic. The former expresses
the radial dependence and the latter the angular dependence of the wave function.

Substituting Equation 1.185 into 1.184 and rearranging terms so that each side contains only
one variable, one obtains

1d(,dL 3r 11 d /. dy
Ldr(r dr>+r[k U(r)]_ Y|:sin9d9<sm9d9 (1.186)

The left side of Equation 1.186 is a function of r only, and the right side of 6 only.
The variables have been separated. If both sides are to be equal for all values of r and 6, both
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must be equal to some constant, let us say /(/+1). Then,

l1d/(,dL 202 B
ZE(F E) +1 [k — U(r)] =Il+1) (1.187)
and
1 1 d/. dy
—?[@% (sme%)} =Il+1) (1.188)
Rewriting these equations, one gets
1d(,dL 5 NG
2 <' dr)+ [k U ——5—|L=0 (1.189)
and
1 d(. d
E%(sm@d—g) +II+1)Y=0 (1.190)

Equation 1.190 is known as Legendre’s equation. It is a second-order equation and has two
linearly independent solutions, each of which may be expressed as a power series in cos 6.*
Both solutions become infinite (i.e., not acceptable) for 6 =0 unless /=0 or a positive integer.
The solution of Equation 1.185 is written as*'

1#(1‘,9) = i A[P/(COS Q)L[(I‘) (1.191)
=0

where the A, are arbitrary constants and L, are the solutions of Equation 1.189. The functions
P, cos 0 are known as Legendre polynomials, which are the series solutions of Legendre’s
equation (1.190). The solution of Legendre’s equation is usually expressed as*

Y = aygF(cos ) + a; G(cos 6) (1.192)

where the function F contains only the even powers of cos 6 and G only the odd powers.
Further, ay and «a; are arbitrary constants. For simplicity’s sake we can write P; for

both F and G remembering that when /=0, 2, 4, ... the associated constant is ay; when
=1, 3, 5, ... the associated constant is ;. The first few terms are given by the following
expressions:
I=0; Pycosf) = Py(cost) =1
I=1; Pjcosh) = Pjcos(f) =cosf
1
[=2; P(cos6) = P(cosd) == (3cos’ 6 — 1)
2 (1.193)
1
[=3; Pcost) = P3(cosf) = 3 (5cos’ & — 3 cos0)
1
I =4; Pycost) = Py(cosb) = §(35 cos*@ — 30cos? 6 + 3)

It is noted here that the constants a, and a; are customarily chosen, for standardizing
purposes, so that each solution has a magnitude of 1 at cos@=1 or at §=0. When /=0,
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choose ay=1; when /=1, choose a; =1; when /=2, choose ay=—1/2; when /=3, choose
a;=-3/2; and so on.
We now determine L, (r) by expressing the function as

Ly(r) =% (1.194)

This is in fact the standard way of expressing the solution of Equation 1.189. G, (r) is the
solution of the equation

d*G(r)
dr2

I1+1)
r2

+ [18 —U(r) — ]G;(r) =0 (1.195)

At large values of r the potential energy U(r) tends to zero, as does also the term containing
1/r%. One expects the asymptotic form of the solution to be

G/(r) = sin(kr + C)) (1.196)

where C is a constant. The proof for this form of solution may be found in McDaniel.?
The solution of Equation 1.189, which is finite at the origin, will then have the asymptotic
form

1 I
Li(r) %Esin(kr—g—kn;) (1.197)

where n; is a constant for a given k (electron energy) and U(r) (given atom). n; is called the
phase shift of the /th partial wave due to the action of the scattering potential. If U(r)=0,
then 7, should be zero; that is, no phase shift if there is no scattering. The term (—/7/2)
is introduced to account for this. Substituting Equation 1.197 into 1.191, one gets the
expression for the total wave as

1 . /
w(r,0) = Z—A/Pl(cos ) sin <k r— il + 17/) (1.198)
= kr 2
It now remains to determine A, so that the solution in the form 1.191 may be completed.
The incident wave is (see Equation 1.176)

Yine = €/ (1.199)

where the amplitude 4 has been equated to 1 for the sake of convenience. The incident
wave is expanded in partial waves:**

o0

Vine = € = /7 =" (21 + 1))j' Pi(cos 0)Ji(kr) (1.200)
=0

where J; (kr) is known as the spherical Bessel function. It is defined in terms of the ordinary
Bessel function of half-integral order by the equation

172
Jikr) = (l Tk r) (1.201)

2k r)
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The values of the first few spherical Bessel functions are**

Jo— Siz ’r” (1.202)

J = Si(‘li(rlz )’) _ Coz(ff ") (1.203)
317, 3

Jr = |:(k_r)3 - H} sin(k r) — mcos(k r) (1.204)

Figure 1.20 shows the first few spherical Bessel functions, which constitute the radial part
of the expansion of the incident wave according to expression 1.200. It is seen that the first
and the largest maximum of J; (kr) occurs near kr=r/r~1.5/. The physical significance
is that most of the scattered electrons whose angular momentum quantum number is / will
be found somewhere within the shell having radii /A and (/+ 1)A.

The spherical Bessel function has asymptotic values at both large and small values of r.
For large values the asymptotic value is given by

| I
Jikr) ~ Hsin(kr - g) (1.205)

The asymptotic form of the incident wave for large values of r then becomes, by substitution
of Equation 1.205 in 1.200,

Vine = /7 ~ i (21 + 1))j' P(cos 6) [klr sin <kr - l;)] (1.206)

=0

1.0 \
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FIGURE 1.20 First four terms of the spherical expansion of the incident wave for various values of
angular momentum of the electron /. /=0 is called the s-wave and is scattered with spherical symmetry
about the scattering center; /=1 is called the p-wave, /=2 the d-wave, /=3 the f~wave, and so on, as in
spectroscopy.
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Subtracting Equation 1.206 from the asymptotic form of the total wave gives the scattered
wave, Yseare, according to

Vscatt = Y(1,0) — Yine (1.207)

One then gets

1 . I . /
Vscatt X IZO:EP/(COS 9){ [A; sm(kr -5+ m) - QI+ 1)]’s1n<k r— 3”)]} (1.208)

The scattered wave is outward bound. The terms in curly brackets in expression 1.208
are often expressed in exponential form, using the trigonometric identity

jkr _ ,—jkr
sin(kry =5—— ¢ (1.209)
2
One then gets the two terms as, after rearrangement,
Jier=B+n) _ gjkr—=5+n,) (kr=5) _ o=(kr-5)
A,[e ¢’ }—(21+1)j’|:e S (1.210)
2j %

A further rearrangement of Equation 1.210 gives, in a straightforward manner,

L[ i . I ,

27].{6](/{)*[7 [A;e"’“ _j/(21+ 1)] _ e*J(/»r*[?)[A/e*.ml _]I(2l+ 1)]} (1211)

At this juncture we have to resort to the physical interpretation that terms with the nega-
tive exponentials (of the type e™" ) are incoming spherical waves, as opposed to terms with
positive exponentials (of the type e¢*) which are outward-bound waves. Since the scattered
wave, does not have a component of the incident wave, the second term in expression 1.211
is zero, i.e.,

A — 21+ 1)=0 (1.212)
We have thus determined the value of the constant A4, as

A= Q1+ 1)jlem (1.213)

Substituting Equation 1.213 into 1.191, the total wave function is obtained as

U(r,0) = i (21 + 1)jle/ Li(r)P/(cos 6) (1.214)
=0

One can also derive an expression for the scattering cross section using Equations 1.177 and
1.214. The scattering cross section is then seen to be

ejk r

r’

| . I g I
16) = ;EPI(COSQ)[Almn(kr -2+ n,) QI+ 1y sm(kr —7” (1.215)
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This will be true only if the right side has the form

£(6) = Z(21+ 1)(e¥" — 1) Py(cos ) (1.216)
=0
Equation 1.216 shows that f{6) is complex, having the form
) = P +jO (1.217)
where
1 o0
= - (21+ 1)sin 2n,P/(cos 6) (1.218)
2%k £
1 o0
0= > @1+ 1)(1 = cos 2m) P(cos 6) (1.219)
=0

Note that Equations 1.218 and 1.219 are obtained from Equation 1.216 using the
trigonometric identities

e/ = cos x + jsin x (1.220)

cos 2x = cos’ x — sin’ x (1.221)

The scattered cross section is defined as
Oseart = /O (1.222)
and one gets
Oseare = |f10)'= P> + 0° (1.223)

Substituting Equations 1.218 and 1.219 into 1.223, one gets the scattering cross section as

2
o0
> @I+ 1)e’ siny Prcosd (1.224)
=0

Qscatt = P

The total elastic scattering cross section is given by integrating Equation 1.224 over the
complete solid angle according to

Qa = J Oscatt 27 sin 0 db (1.225)
0
To carry out this integration we use the standard integration*

T ) 2
Jo P, (cosO)P,(cosB)sinfdb = Il S (1.226)
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where §,,,, i1s the Kronecker’s delta function, which equals unity if m=n, and zero if m #n.
The result of integration is

4 & ,
Ou = k_’jz QI+ 1)sin® (1.227)
=0

An important implication to note here is that the total scattering cross section given
by Equation 1.227 is a function of the scattered amplitude in the forward direction
(6=0), denoted by f(0). To express O in terms of £(0) we first note that P, (cos 0) = 1*° for
all values of /,

£(0) = i 20+ 1)(e¥ — 1) (1.228)
=0
The complex conjugate of f(0) is denoted by f(0)*, and accordingly
/70 = i(zu D(e 1)
=0
Therefore
7(0) = £*(0) = f; Q1+ 1)(e¥" -1 —iki; Q1+ 1)(e™¥ — 1) (1.229)

Simplification of this expression yields*’

2 E .
J0)=f7(0) = —j—k2(21+ 1)sin” n, (1.230)
=0
Substituting Equation 1.227 into 1.230, one easily obtains

]erl

JO0)—f7(0) = (1.231)

or

Qe = —[f(O) SO =— f[/(O)] (1.232)

where .# denotes the imaginary component. This result is known as the optical theorem.

The method of partial waves was first developed by Lord Raleigh in the treatment
of reflection of sound waves by spherical particles.*® The method was first applied in 1927
to the scattering of electrons by rare gas atoms by Faxén and Holtsmark.*’

The phenomenon of Ramsauer—Townsend minimum in the scattering cross section at
low electron impact energies is explained qualitatively by McDaniel.?> The rare gas atoms
have a complete outer shell and therefore the force they exert on an incoming electron is
short range; it is much stronger at small radial distances. The situation may be approx-
imated to a narrow, deep potential well. The radius of the well is short compared with the
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wavelength of the electron and only the s-wave (/=0) will make any contribution to
the scattering cross section. For certain impact energies the s-wave of the incident electron
will be scattered with a phase shift of multiple integrals of & radians. This will result in
zero contribution of the s-wave to the scattering cross section, according to Equation 1.227.
Because of the low contribution of higher order waves to the total scattering cross section to
the narrow potential well previously mentioned, the sum of all contributions to the scattering
section will be very small.

The potential wells become narrower and deeper with increasing atomic number of the
rare gas atom, which qualitatively explains the most pronounced Ramsauer—Townsend
effect in xenon (see Figure 3.54). As we move toward lighter atoms, krypton and argon,
the effect becomes less pronounced. Neon and helium do not show the Ramsauer—Townsend
effect. Certain atoms and molecules do show the effect.

Holtsmark® first applied the partial wave technique to argon, obtaining very
good agreement. Further literature may be found in Massey and Burhop®' and Burke
and Smith.*?
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2 Experimental Methods

A knowledge of experimental methods is indispensable to understand, evaluate, and choose
data for further study. This chapter covers the experimental methods employed for the
measurement of collision cross sections. The methods for measuring other quantities such
as swarm coefficients, drift velocities, plasma diagnostics, etc. will be treated later on in the
appropriate chapters.

A number of ingenious techniques have been developed since the early years of collision
cross section measurement (1920). The parameters employed in the experiments are
controlled and measured with increasing sophistication. The techniques chosen for brief
description, by no means exhaustive, have yielded a wealth of data and these methods are
linked to the data provided and discussed in subsequent chapters. For each quantity
measured, the principle of the method is explained first and is then followed by a brief
description of more recent advances and a typical set of results, to stress the quantities
measured and parameters controlled. The bias is towards data in the range of parameters that
are relevant to discharge phenomena, rather than towards physics of collisions or different
experimental techniques.

Collision cross sections are the fundamental data that are required to interpret theoretical
results, calculate electron energy distribution functions, simulate discharges by the Monte
Carlo technique, and so on. We will not attempt an exhaustive treatment of experimental
methods, but will restrict ourselves to those techniques that are relevant to our purposes.
Earlier experimental techniques and results are extensively discussed in books by McDaniel,’
Hasted,” Gilardini,? and Huxley and Crompton.* A review of techniques and results obtained
up to the year 1971 is also given by Bederson and Kieffer.> A few general comments are,
however, in order.

2.1 TOTAL COLLISION CROSS SECTIONS

The total collision cross section is the sum of elastic and all inelastic cross sections. The first
cross sections to be measured were of this type because of the relative simplicity of the
concept. The methodology of these experiments belonged to the category known as the
transmission method.

Total collision cross sections are measured using a number of different techniques that
have been developed to improve accuracy and reduce discrepancies between the results
obtained by different methods and theoretical analyses. The fundamental principle involved
in these experiments is to measure the number of electrons that survive scattering or that
get scattered as a result of collisions. Though some authors distinguish between these two
techniques, the principle involved is not substantially different. A beam of electrons is
generated by a suitable means such as photoelectric emission,® thermionic emission,”® field
emission,” and electron guns.’ The electrons have low energy when emitted and are then
accelerated through a set of grids to allow them to acquire the desired energy. Divergence of
the beam is minimized by a set of electron lenses or the application of a magnetic field.

55
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The electrons enter a collision chamber and are scattered as they pass through the
chamber. The number of clectrons scattered or the number that survive scattering is
measured and related to the number entering the collision chamber to obtain the total
scattering cross section. Sources of error in this type of experiment are:

1. The electron beam is not monoenergetic in the true sense and the energy spread
may be of the order of 100meV. This spread introduces greater errors at low
electron energies.

2. Not all scattered electrons are collected by the collector.

Secondary electrons are not confined.

4. Since the experiment measures relative electron numbers or currents, obtaining
the absolute cross section involves uncertainties of gas pressure and gas chosen as
reference standard.

W

The electrons should be accelerated in vacuum in the grid region to attain their final
energy, because the presence of gas molecules will result in collisions and the spread of energy
of the beam will become so large that accurate measurements are not possible. Collisions also
destroy the monoenergetic nature, making it impossible to assign a cross section to a definite
energy. However, the collision region should necessarily have gas molecules and therefore
operate at higher pressure. These conflicting requirements of vacuum in the grid region and
higher pressure in the interaction region demand a differential pumping arrangement;
Ramsauer and Kollath® and Brode’ did not adopt such an arrangement. This is usually
achieved by a baffle with a pinhole, each side being connected to a separate pumping system.
The higher resistance of the pinhole to pumping facilitates the maintenance of a pressure
differential.

In an attempt to reduce the errors, ingenious methods are developed and the different
techniques are classified as:

Ramsauer technique
Modified Ramsauer technique
Linear transmission method
Crossed beams method
Time-of-flight methods

S

These methods are explained below with a brief discussion of their salient features.

2.1.1 RAMSAUER TECHNIQUE

The earliest measurements of the total cross sections are due to Ramsauer'® and Brode,'!
who used the direct beam method in the range of 2 to 360eV. Brode’s experimental
arrangement was similar to that adopted by Ramsauer, with minor modifications; Ramsauer
used photoelectric emission for the initial electrons whereas Brode adopted thermionic
emission. A schematic diagram is shown in Figure 2.1. Electrons are liberated from a hot
thermionic filament and are bent into a circle by the application of a magnetic field
perpendicular to the plane of the paper. A series of slits is arranged in a circular path and the
electrons that reach the box B reach the ground terminal through a galvanometer. The
current flowing through B and the filament current are measured, and the number of
electrons that survive scattering is calculated from the absorption equation

I=Iyexp(—QTNL) 2.1
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FIGURE 2.1 Schematic of Brode’s experimental arrangement for measurement of total collision cross
section. F is a thermionic filament that emits electrons which are bent by a magnetic field. They pass
through slits S; to S; and arrive at the collector B. The path length of the electrons is 3.2 cm.

where [ is the current in the absence of scattering, O is the total cross section, N the number
of molecules per m® in the chamber, and L the path length of the electrons. This equation
is known as the Beer—Lambert relation. The difficulty of the transmission method is to
determine I, without ambiguity so that Ot may be determined accurately. Brode'' measured
the current at two different pressures, obtaining two current ratios, eliminating /, and then
solving for Q.

Brode’s setup'! had a path length of 0.032m and the experiments were carried out at a
gas number density of ~4 x 10°°m™> (~ 1 Pa). A ratio of I/I[,=0.1 yields a cross section of
2 x 107" m? per atom. Brode presented his results in terms of the quantity NoQ, which is the
number of collisions per meter length of the path at Ny=3.54 x 102 m™; NoQ =7000m " in
this example. Early measurements showed that a minimum in the cross section, known as the
Ramsauer—Townsend minimum, appears in some gases at approximately 1eV energy. More
recent results place the minimum at approximately 0.25 to 0.75¢V, depending on the gas. It is
appropriate to remark here that the experimentally observed minimum is not satisfactorily
explained by classical theory which predicts a monotonic decrease of the cross section with
increasing energy. Quantum mechanical calculations in the early 1930s provided a reasonably
satisfactory explanation, as is explained in Chapter 1.

Application of a magnetic field served the purpose of confining the secondary electrons
and yielded a better resolution of the electron energy. The experiment of Brode'' belongs to
the category of absorption measurement; that is, the number of electrons surviving scattering
is measured. Both elastic and inelastic scattering cross sections are obtained: the elastically
scattered electrons do not reach the collector because they are deflected; the inelastically
scattered electrons also do not reach the collector because their path curvature is reduced.’

The Ramsauer technique for measuring the total cross section was repeated by Golden
and Bandel®'? using improved technology such as a bakable vacuum system to remove
adsorbed gases, mercury-free pressure measurement, and other measures. Figure 2.2 shows
schematically the improved version of Ramsauer’s apparatus due to Golden and Bandel.®
The chamber is of all-metal construction and employs ultrahigh vacuum techniques. The
electrons are emitted by an indirectly heated cathode and pass through a grid, the potential
of which is varied depending upon the desired beam conditions. The whole apparatus is
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FIGURE 2.2 Schematic arrangement of apparatus used by Golden and Bandel® for measurement of
scattering cross section in the 0.1-20eV range. The pressure in the cathode region is lower than the
pressure in the scattering chamber. Measurements were carried out in helium® and argon.!?

placed in a magnetic field perpendicular to the plane of the page, similar to Ramsauer’s
arrangement. The electrons are selected for momentum by the three slits Sg, Ss, S4 and enter
a collision chamber, passing then to the collector. An improved technique is employed by
having two regions in the chamber that could retain a differential gas density. While the
filament region is pumped out, the collision region is maintained at the required pressure. For
this purpose a pressure-dropping baffle with a small orifice is employed. The entire apparatus
is free of mercury vapor, which was one of the major sources of contamination in the
early work. Golden and Bandel® report a Ramsauer—-Townsend minimum energy of 0.28 eV
and a cross section of 1.5x 107>'m? in argon, with a very sharp rise to the left of the
minimum.

The review article of Brode’ provides a collection of early data in a number of gases.
Books by McDaniel'* and Hasted? may be referred to for the results obtained up to the
year 1972.

2.1.2 MODIFIED RAMSAUER’S TECHNIQUE

Dalba et al.'* introduced an improvement to the Ramsauer technique in the collector part
of the total cross section measurement setup. The interaction chamber is split into two
electrically connected parts: the first chamber limits the gas region and the second chamber is
a pumped region in which the pressure is held constant at a lower value than that of the gas
region. If this pressure is held constant, there is no need to correct the path length of the
electrons in the gas region for the presence of the adjoining region.

The idea behind splitting the interaction chamber into two parts by a diverter valve is
explained in Figure 2.3. The traditional interaction chamber and the collector are shown
in (a). Electrons in trajectory A undergo collision, with narrow angle scattering, but the
scattering angle is such that the electron enters the collection chamber. The effect is that
too small a number of scattering events is counted, resulting in a lower total cross section.
Similarly, electrons along trajectory B undergo collision, closer to the exit aperture of the
interaction chamber. After the scattering event they too enter the collector, again resulting
in too few events being counted. The improvement effected is shown in (b). Electrons along
both trajectories end up in the lower pressure segment of the now divided interaction
chamber. The collector current determines the scattering cross section more accurately.



Experimental Methods 59

A
B _ —_— e
—_———)————————— ===
A \\
AN
AN
AN
\\ B’
Internal chamber Collector
(a)
B—______>____ ________A,—-»-—"‘
A-—mm T TN
\
N
\ B’
\
\
Internal chamber Collector

(b)

FIGURE 2.3 Improved Ramsauer technique for increasing the accuracy of measurement of total
scattering cross section. (a) Standard setup with interaction chamber connected to the collector.
Electrons along trajectories A and B are scattered, though counted as nonscattered electrons. (b) The
interaction region is divided into two sections by a diverter valve. The hatched segment is at a higher
pressure than the following segment. Electrons along trajectories A and B are scattered but they
do not reach the collector, thus increasing the accuracy. Figure reproduced from Dalba, G. et al.,
J. Phys. B, 12, 3787, 1979. With permission of the Institute of Physics, U.K.

The latter method improves the angular resolution of the Ramsauer apparatus to ~0.7°
and the angular acceptance to 5x 10™* sr. Dalba et al.'* used this apparatus to measure
absolute total cross sections in helium over the electron energy range of 100 to 1400eV, and
subsequently extended their measurements to a number of gases. Since the parameters used
in this study are typical of those employed in the Ramsauer technique, a brief summary of
experimental conditions and accuracies is provided below.

1. Magnetic field. The bending magnetic field is provided by a pair of ironless
Helmholtz coils. The mean radius of the coils is 688 mm and the mean distance
between the coils is 635 mm. The nonuniformity is less than one part in 10%.

2. Pumping system. A differential pumping system capable of attaining a vacuum
better than ~1Pa is employed. The difference of pressure between the beam
segment and the interaction chamber is at least 1000. The pressures are measured,
using a capacitance meter, to a stated accuracy of +1%.

3. Current measurements. Currents are in the range of 10~’ A, which is quite large in
the context of electron molecule collision studies. The stated accuracy of current
measurement is 0.3 to 0.6%.

4. Energy measurement. The entire apparatus from the anode to the collector is
equipotential. The stated accuracy of energy measurement is +0.2%.
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TABLE 2.1

Typical Accuracies of the Modified Ramsauer
Technique

Parameter Accuracy
Current measurements +0.6%
Pressure measurements

—Instrument calibration +1.0%
—Thermal transpiration +0.2%
Temperature measurement +0.3%
Interaction length determination

—Geometrical measurement +0.2%
—Trajectories spread +0.4%
—End effects +1.5%
Energy measurements +0.2%
Overall error (quadratic sum) +2%

5. Interaction length determination. The mean geometrical length of the interaction
segment, the hatched region of Figure 2.3(b), is 147.7 0.3 mm, resulting in a
stated uncertainty of £0.2% in the cross section.

6. The overall stated accuracy for the absolute total cross section is +2%. The stated
accuracies of the modified Ramsauer technique adopted by Dalba et al.'* are
shown in Table 2.1.

2.1.3 LINEAR TRANSMISSION METHOD

The linear transmission experiments are of the attenuation type, in which electrons of known
energy are transmitted through the scattering chamber and then detected by a Faraday cup.

Nickel et al.'> describe a linear transmission technique for measuring total scattering
cross sections in rare gases. Linear transmission devices are considered to be important
because the accuracy of the results obtained depends on the geometry of the experimental
setup and there is no need for an indirect normalization procedure. The technique, shown
in Figure 2.4, does not employ a magnetic field, which is a distinct advantage in simplifying
the number of parameters to control and determining the exact path length.

The setup is composed of four sections that are demountable and bakable. The first
section has a cylindrical electron gun capable of generating a beam having an energy that is
variable in the range of 4 to 300 eV. The gun chamber is differentially pumped and connected
to the second section through an orifice. The purpose of this section is to remove the
molecules that stream from the scattering chamber by a second pumping arrangement, the
scattering chamber being at a higher pressure than the gun section. This section also has
a Faraday cup to monitor the stability of the beam and orthogonal electrostatic deflectors
to control the beam. The third section is the scattering chamber and is provided with a leak
(gas admittance) valve and a capacitance manometer to measure the gas pressure without
contaminating the gas.

The last section of the setup carries a Faraday cup, which is provided with a grid
to remove the electrons inelastically scattered in the forward direction. The current
flowing through this Faraday cup is measured and the scattering cross section obtained by
Equation 2.1.

Studies of Jost et al.,'® Kauppila et al.,'” and Wagenaar and de Heer'® also fall into the
category of transmission method.
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FIGURE 2.4 Linear transmission technique adopted by Nickel et al.'® for the measurement of total
scattering cross section in rare gases. The electron gun provides the beam and the beam enters the
scattering chamber. The unscattered electrons are collected by the Faraday cup in the last section of the
apparatus. Figure reproduced with permission of the Institute of Physics, U.K.

2.1.4 TIME-OF-FLIGHT METHOD

As stated earlier, the Ramsauer method and its variants are of the transmission type and the
need to determine the current without scattering has been a source of uncertainty in cross
section measurements. A method to determine I, in Equation 2.1 is to measure the electron
current in the absence of scattering, that is, in vacuum. A second method is to measure the
current due to unscattered electrons at different gas pressures and to treat the quantity I,
as an unknown. The best estimate of I is then used to plot the logarithm of ratios of currents
as a function of N, according to Equation 2.1, and then to obtain the cross section from the
slope of the plot.

The plot should be linear for the results to be acceptable. The y-intercept of such a plot
should be zero according to Equation 2.1, but experimentally this is rarely accomplished,
demonstrating that the approximate value of [, leads to an unsatisfactory situation. The
intercept is the residual electron current in the absence of scattering and if this residual is not
constant the scattering cross section derived from the slope of the plot will be in error. The
reasons for the absence of a constant intercept are several. The gas molecules may diffuse
backwards towards the source of clectrons due to inadequate or complete absence of
differential pumping of the cathode region. Space charge effects or charges accumulated on
the solid surfaces may interfere with electron optics. Furthermore, the necessity of carrying
out the cross section measurements at various pressures for the same electron energy renders
the Ramsauer technique tedious. Setting the electron energy to a desired value at various gas
pressures, in coordination with the transverse magnetic field, also introduces difficulties
because the electron energy is not continuously variable. The discrepancies observed in the
measured cross section are due to a combination of several of these effects.'”

The time-of-flight method attempts to address some of these difficulties. In this method,
an electron drifts through a field-free region. The electron energy is calculated from the
measured flight time and drift distance and this can be of significant help at low energies and
long paths. In the absence of collisions, the relationship between the energy of the electron
and the time of flight is given by the simple equation

1 1m L2
_my_mL (2.2)

e=-——1* =
2e 2e 12

in which e/m is the charge-to-mass ratio of the electron, L the path length, and 7 the time.
For a flight distance of 0.5m and an electron energy of 1eV, the flight time is ~ 1 ps.
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Since microsecond flight times can be measured to an accuracy of a few nanoseconds,
the time-of-flight method can very advantageously be adopted for determining the electron
energy.

The method does not require a monoenergetic electron beam; flight times of individual
electrons are measured, but these electrons may be from a distribution of energies. Thus
a detected pulse shape yields energies of all electrons in the group and there is no loss of
intensity due to picking out a small number of electrons having the desired energy. Further,
the physical quantities measured are time and length, and not potential difference, which
could become a significant source of error due to the presence of contact potentials. Contact
potentials of the order of 10 mV are not uncommon and this aspect alone limits the lower
energy to which the scattering experiments could be extended.

A principal advantage of the time-of-flight method is that electron energies are
determined without the need for establishing energy calibration points. The disadvantage
of the method is that the electron beam must be pulsed with a very small width in order to
obtain the flight time information. The time-of-flight method has been applied to the
measurement of vibrational cross sections®® as well as total scattering cross sections.

The time-of-flight method—the apparatus has also been termed the electron time-of-
flight spectrometer—essentially consists of generating short pulses of electrons, a field-free
drift region, and an electron detector. The generating pulse and the subsequently detected
pulse of electrons serve as time markers. A photocathode illuminated by a short burst of
light*! or a special electron gun® has been used for the purpose. A dc beam, swept across an
aperture by an rf field or by a pulse, provides better control and more accurate timing. If the
desired energy is low, a decelerating field is applied just before the electrons enter the drift
space.?’

Buckman and Lohmann® have adopted a new time-of-flight spectrometer to measure the
absolute total cross section in the energy range 0.1 to 20eV which includes the Ramsauer—
Townsend minimum. The schematic diagram of the spectrometer is shown in Figure 2.5. It
comprises, basically, an electron source in the form of a tungsten filament, a number of
electron lenses, a beam pulsing system, a ficld-free flight tube, and an electron detector in the
form of a channel electron multiplier. The principle of the method is to pulse the electron
beam, thus providing a timing mark for the start of the time-of-flight measurements. An rf
square pulse is applied to a pair of deflection plates and a second pulse is applied to a second
pair of orthogonal plates approximately after an interval of half the width of the first pulse.
The total scattering cross section is obtained by measuring the transmitted electron density
with and without gas in the flight tube. The gas pressure employed is in the range of 0.03 to
0.3 Pa and the pressure ratio on the filament side is less than 0.5%.

The Ramsauer—Townsend minimum measured by Buckman and Lohmann®? occurs at a
higher energy and shows a higher cross section than those measured by Golden and Bandel.'?
Figure 2.6 shows this minimum and total cross sections in argon up to 20eV energy. Selected
data in the figure include: Ferch et al.,>* Haddad and O’Malley,25 McEachran and Stauffer,?®
Bell et al.,>” Kauppila et al.,”® Wagenaar and De Heer,” and Fon et al.*

The time-of-flight method developed by Kennerly and Bonham'? for the measurement of
absolute total cross section is a variation of the earlier method of Land and Raith,?® and the
basis of its capability is its utility for measuring the electron energy distributions of electrons
ejected from gaseous or solid targets by electron impact. The experimental setup is shown in
Figure 2.7.

Electrons are generated by an electron gun and the dc beam is allowed to pass through an
aperture of 1 mm diameter. Pulses are generated by applying a rectangular voltage pulse of
about 10V and 30 ns duration to one plate of a pair of deflection plates. The dc beam is swept
across the aperture by the voltage-pulse rise. In order to prevent the dc beam recrossing the
aperture with the fall, the pulse is delayed by 15ns and then applied to one plate of another
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FIGURE 2.5 Time-of-flight spectrometer used by Buckman and Lohmann® for measurement of
absolute total cross section for electron scattering of helium and argon. Electrons are emitted by a
filament and are directed by a system of lenses to the flight tube which is free of electric field. The
electrons which survive scattering arrive at the channeltron, which is a detector. The total cross section
is measured by the relative intensities of electrons with and without gas in the flight tube. Figure
reproduced with permission of the Institute of Physics, U.K.

pair, orthogonal to the first pair. The beam thus traces out a rectangle with one side centered
on the aperture. The collected current (~1 pA) is passed to an external current measuring
device. The duration of the electron pulse is controlled by varying the rise time of the voltage
pulse in the range of 0.7 to 7 ns; this yields electron pulses having durations of 0.1 to 1 ns. The
energy of the electrons is several keV and the repetition rate is several hundred kHz.

The electrons strike a solid target made of a platinum tube coated with either colloidal
graphite or cesium iodide. The unscattered beam is trapped (Figure 2.7). Secondary electrons
generated enter a flight tube and enter a pair of circular apertures at the detector end of the
flight tube. The purpose of having two apertures is to provide better discrimination against
small-angle scattering in the gas cell. Three orthogonal Helmholtz coils are employed to
reduce the ambient magnetic field to 1 x 1077 T, and the drift and detector regions are triple
shielded to reduce the magnetic field to less than 1 x 1077 T. The detector system consists
of a time-to-amplitude converter (TAC) and a multichannel pulse height analyzer (MC PHA).
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FIGURE 2.6 (a) Total cross section in argon at low energy (in units of 107>°m?). (*) Buckmann
and Lohmann®’; (——) swarm analysis of Haddad and O’Malley®>; (- - -) McEachran and Stauffer?®;
(— - - —) Bell et al.?”’ Not shown are: Ferch et al.>*; Jost et al.'®; Golden and Bandel®. Figures
reproduced from Buckman, S. J. and B. Lohmann, J. Phys. B, 19, 2547, 1986. With permission of the
Institute of Physics, U.K.
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FIGURE 2.7 Schematic apparatus for the measurement of absolute total cross section in helium by the
time-of-flight method. The electron gun generates a beam of electrons which is gated through an
aperture to yield pulses of duration 0.1-1 ns. The pulses fall on a target, generating secondary electrons,
and enter a flight tube. The detector pulse passes through a time—amplitude converter and a multi-
channel pulse height analyzer (not shown).
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A typical time-of-flight pulse has a duration of 1.5ps and contains electrons in the energy
range of 0.1 to 200¢eV, the measurements being restricted to the range of 0.5 to 50eV to
retain accuracy.

2.1.5 PHOTOELECTRON SPECTROSCOPY

A new approach to the measurement of total scattering cross section, based on the idea of
generating electrons by photoionization, is due to Kumar et al.*! and Subramanian and
Kumar.* Short ultraviolet (vuv) photons are allowed to impinge on a small region of the
source gas, which in most scattering experiments is located close to the energy analyzer.
Noble gases such as argon, krypton, and xenon are used as the source gases. When the gas
is photoionized, electrons of two energies corresponding to the ’p, > and 2P3/2 states of the
ion are produced. With photons having a single wavelength, and using two target gases, one
at a time, two electron energies are accessible. With three wavelengths of photons (58.4, 73.6,
and 74.4nm) and three gases (Ar, Kr, Xe) as source gases, eighteen electron energies in
the range of 0.7¢V to 10eV are accessible. However, two of the energies are so close that
they cannot be resolved and, for all practical purposes, seventeen energies are available.

Microwave discharges in helium produce resonant lines of 58.4 nm (He I) and in neon the
discharge produces 73.6 and 74.4 nm radiation (Ne I). The resonant lines are monochromatic;
the energy spread of these lines depends upon the pressure of the helium or neon gas used.
The pressure of the emitting gas is kept constant throughout the experiment. The discharge is
produced in a microwave cavity at 2450 MHz with an average microwave power of 100 W.
The monochromatic light interacts with the target gas in the ionization region, generating
photoelectrons at two discrete energies (Figure 2.8). The intensity of the photon beam is
monitored using a beam splitter and a gate valve.

The photoelectrons are allowed to be scattered by the target gas and differential pumping
allows different source and target gases to be employed. Current is measured first without the
target gas, and then at various pressures of the target gas. The decrease in the current that
occurs with increasing gas pressure of the target gas is a measure of the scattering cross
sections. The advantage of the method is that different gases can be used for the source and
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FIGURE 2.8 Photoelectron spectrometer for measurement of total scattering cross section in rare gases.
The photon beam impinges on the target gas and causes photoionization. The released electrons are
accelerated and a cylindrical mirror analyzer (CMA) with a channeltron is used to analyze the energy
and count the scattered electrons. Reproduced from Kumar, V., et al., J. Phys. B, 20, 2899, 1987. With
permission of the Institute of Physics, U.K.
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FIGURE 2.9 Total electron—xenon scattering cross sections as a function of incident electron energy
from 0.7 to 10eV. (o) Jost et al.'®; (A) Dababneh et al.**; (o) Nickel et al.’; (x) Subramanian and
Kumar®?; (V) Lam*; (+) Haberland et al.*® Reproduced from Subramanian, K. P. and Vijay Kumar,
J. Phys. B, 20, 5505, 1987. With permission of the Institute of Physics, U.K.

the target; the disadvantage is that the electron energy cannot be selected independently and
exact comparison with other methods is rendered difficult. Figure 2.9 shows the cross section
in xenon measured by this method and compares the results with selected previous
measurements.*> > A more complete set of cross sections will be presented in Chapter 3.

2.2 DIFFERENTIAL CROSS SECTIONS

The differential cross section for elastic collisions is defined as
Qa = ZJTJ Quir(0) sin 6 do (1.66)
0

where Qg is the total elastic collision cross section. This equation gives the integral cross
section for scattering in different directions as discussed in Chapter 1. The definition of
Equation 1.66 is not limited to elastic collisions, and the integrated vibrational and
momentum transfer cross sections, for example, are also expressed as

7T

Qv = 27‘[J Qv’djff sin 6 df (2.3)
0
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FIGURE 2.10 Experimental arrangement of Ramsauer and Kollath®® for measurement of angular
scattering. A thermionic filament emits electrons that enter a circular collision chamber and those
electrons that survive collision enter the collector. The collecting electrodes, eleven in total, are arranged
over a circular arc and the current to each gives the ratio of electrons scattered into that angle. The gas
number density in the collision volume is ~10'° m™ (~107° Pa) and the electron energies are limited to
minimize scattering due to inelastic collisions.

and

7T

QM = 27‘[J Qe]’d]’ff sin 9(1 — COS 9) do (2.4)
0

where Qy girr and Qg qier are the differential cross sections at angle 6 for vibrational and
elastic collisions respectively.

2.2.1 BEAM SCATTERING TECHNIQUE

The earliest measurements of the angular distribution of scattered electrons are due to
Ramsauer and Kollath,>® whose setup is shown in Figure 2.10. A thermionic filament
emits electrons which enter a circular collision chamber; those electrons that survive colli-
sion enter the collector. In this experiment the collecting electrodes, eleven in total, were
arranged over a circular arc and the current to each gave the ratio of electrons scattered
into that angle. The gas number density in the collision volume was ~10"”m™ and the
electron energies were limited to minimize scattering due to inelastic collisions. The apparatus
had an overall length of about 20 cm, and pressures of the order of 0.1 Pa were employed in
the scattering chamber.

Inelastic scattering becomes significant at low energies in molecular gases due to
vibrational and rotational excitation. In rare gases, however, inelastic scattering occurs at
considerably higher energies, in the range of ~8 to 20eV. The contribution of the elastically
scattered electrons to the total scattering cross section may be filtered out by adopting energy
selection methods that reject inelastically scattered electrons.”” A factor to note is the
presence of significant maxima and minima, which are attributed to the diffraction of the
electron waves by the target atoms. The complexity of the angular distribution pattern
increases, generally speaking, with the atomic number of the target particle.'

2.2.2 CROSSED BEAMS TECHNIQUE

The crossed beam technique for the measurement of angular scattering consists of a neutral
beam of gas intersecting an mono-energetic beam of electrons having the desired energy. The
scattered electrons at a particular scattering angle 0 are detected and analyzed for energy. It is
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necessary that the interaction should take place in a cell where extraneous magnetic and
electric fields do not exist. Use of multiple orthogonal Helmholtz coils and magnetic shielding
of the interaction volume can reduce the ambient field to as low as 10~ T.*®

Experimental determination of differential cross sections yields relative values, which are
converted into absolute values by adopting two different methods. The first is a phase shift
analysis of an isolated resonance below the first inelastic threshold. An example is the
19.35eV, S resonance in helium. In recent years there has been some interest in adopting
neon as a secondary standard.” The second method is to measure the ratios of elastic
scattering signals in two gases, the target and the reference gas, under identical conditions.
The latter method is known as the relative flow method and was developed at the Jet
Propulsion Laboratory of the California Institute of Technology. It has the advantage of not
requiring the determination of a number of parameters essential for the determination of the
absolute cross section.

The principle of the relative flow method®’ is that two gases, one of which is the
experimental gas and the other is a reference gas in which the cross sections are well known,
are studied, employing exactly the same experimental conditions except for the gas flow rate.
By adjusting the ratio of the gas flow rate, the ratio of the cross sections of the two gases can
be determined. The crossed beam technique for measuring the cross sections has also been
applied by Tanaka et al.,*' who have measured the vibrational cross sections in CO, in the
energy range 1.5 to 100eV. The relative flow method described below is adopted.

A schematic representation of the crossed beam technique for the measurement of
angular distribution of elastically scattered electrons is shown in Figure 2.11.*> The apparatus
essentially consists of three parts. Firstly, the input electron optical system: electrons are
extracted from a filament placed in a small cylindrical chamber below the target gas inlet. A
hemispherical energy analyzer is used to select the electron energy and the electrons are
directed to the scattering chamber (not shown). Secondly, the target gas inlet system: the
atomic target is created by effusion from a long cylinder, the pressure being 3 mPa. Thirdly,
the analyzing system, consisting of a 90° analyzer, a focusing lens system, and a set of
accelerating plates that increase the energy to 100keV. Having reached this energy, the
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FIGURE 2.11 Experimental setup for the flow-through method of Qing et al.** for measurement of
differential cross sections. Figure reproduced with permission of North Holland Publishing Co.
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electrons are scattered on a gold foil. Two surface barrier electron detectors are employed
to measure the polarization of the scattered electron beam impinging on the foil. The sum
of the two count rates is related to the differential scattering cross section. The measured cross
sections are relative with respect to the angle of scattering and the electron energy.

Nickel et al.'> adopted the following procedure for determining the zero scattering angle
for the beam. Helium gas is admitted by a capillary array and the electron energy is adjusted
to 21eV. The electrons that are inelastically scattered are detected on either side in the wing
and the midpoint is taken as zero. The detector position is then shifted by a desired angle and
both helium and the gas under study, in turn, are admitted and measurements taken. The
ratio of the scattering cross section of the experimental gas is obtained as

Qa1(6) _ Nei &
Ow() N

2.5)

where N.; and N, are the numbers of electrons scattered into the angle 6, and 8% and 83
are the molecular diameters respectively.

The technique has been applied successfully to measure differential cross sections of H, in
the energy range of 3 to 75¢V and in the angular range of 20° to 135°, employing helium as
the standard gas.* Measurements have also been made on carbon monoxide and nitrogen
in the energy range of 20 to 100eV and angular range of 20° to 120°,'>* and on carbon
dioxide.*' Selected earlier examples of differential cross section measurements are given in
references 44—49.

Recent progress in the method of measuring the differential scattering cross section
centers on extending the angular range from 0° to 180°, thus removing the need to
extrapolate to these angles. Zubek et al.>® adopt an ingenious technique of applying a
localized static magnetic field to the interaction region of a conventional electron
spectrometer. The magnetic field is produced by four coaxial solenoids, all of the same
length and arranged as two pairs, namely an inner pair and an outer pair. The two members
of each pair are separated by a short distance to form a slot through which the incident and
scattered electrons can enter and leave the field. The current in the inner field flows in a
direction opposite to that in the outer pair. The technique has been applied to measure the
differential scattering cross section in Ar,*® and to study electronic excitation'®® and inelastic
scattering cross section of SFg.>!

The experimental technique of Cubric et al.’ is a significant advance because the
differential cross sections were measured over the complete range of 0° to 180°, overcoming
the fundamental limitation of the angular measurements not covering very small and very
large (<180°) angles. The technique, which is of the crossed beam type, is shown in
Figure 2.12. There are two hemispherical deflection analyzers for energy selection and
analysis of the incident and scattered waves respectively. The target region is surrounded by
two pairs of solenoids. A gas beam effuses out of a hypodermic needle along the axis of the
solenoids. The overall energy resolution is approximately 80 meV.

The two solenoids serve the purpose of creating a highly localized magnetic field. This is
accomplished by controlling the current supplied to them. However, the overall magnetic
dipole moment is zero, thereby not disturbing the operation of the selector and analyzer.
Since the solenoids are axially symmetric, the axial component of the momentum of the
electron in this field remains the same. This component is zero at the axis of the system and
in the field-free region away from the axis for electrons initially directed toward the axis.
Consequently, any such electrons change direction in the magnetic field but still pass through
the field-free region. Similarly, electrons that originate from the interaction region move
radially away from it once they reach the field-free region.
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FIGURE 2.12 Schematic of the setup for measurement of the differential cross section for excitation
of helium. Two pairs of solenoids are employed to separate the trajectories of inelastic electrons with
zero or close to zero degree scattering. Changing the current through the solenoids changes the angle
of scattering so that there is no need to move the analyzer to catch electrons scattered at various
angles. Reproduced from Cubric, et al., J. Phys. B, 32, L45, 1999. With permission of the Institute of
Physics, U.K.

For elastic scattering events the forward scattered electrons and the unscattered straight
through-beam follow the same trajectory, thus preventing the forward scattered electrons
at or near 0° from being measured. However, for the inelastically scattered electrons the
trajectories are separated because of the energy difference. The backward scattered electrons
also have a different trajectory from the trajectory of the incident beam, making it possible to
cover the entire range of 0° to 180° for measurement. The angle of scattering depends on the
current through the coils and, by varying this current, all angles are scanned without moving
the analyzer.

2.3 IONIZATION CROSS SECTION

Measurement of ionization cross section is one of the most fundamental in the field of
gaseous electronics. The cross sections are of vital importance in the development of
discharges, plasma science and technology, developing theories of interaction between
charged particles and neutral atoms, calculating the swarm parameters, simulating the
discharge phenomena, and so on. In this section the methods used for measuring total
ionization cross sections are described.

2.3.1 loN1zATION TUuBE METHOD

The early measurements of ionization cross sections in several gases are due to Tate and
Smith.>* Their experimental arrangement is shown in Figure 2.13, which explains the
principle of the method in a simple way. The tube is divided into two compartments, each
connected to a separate pumping system. The filament emits electrons which pass through
slits S; to S4 and then to the ionization region, which consists of two parallel plates held at a
constant potential difference. The potentials between S; and S, and between S, and S; are
held at the same value, whereas a variable potential difference between S; and Sy accelerates
the electrons to the collision region. A longitudinal magnetic field from a solenoid is applied
to ensure that the electrons are in a narrow beam. The electrons are collected by the trap and
the ion current is given by measuring the current to P;.
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FIGURE 2.13 Schematic diagram for the measurement of ionization cross section. Filament F emits
electrons which are accelerated into the collision chamber. A magnetic field from a solenoid is applied to
ensure that the electrons are in a narrow beam. The cross section is obtained by measuring the positive
ion current.

The ionization cross section is obtained as

Qi=—7 (2.6)

where i, and i_ are the ion and the electron current respectively, NV is the gas number density,
and L is the path length of electrons causing ionization. Tate and Smith>® presented their
results as the number of ionizing collisions (P;) per centimeter path length at 133 Pa at 0°C,
which may easily be converted to the cross section by dividing P; by the number density.

The technique of Tate and Smith belongs to the category of beam-static gas
measurements, though the gas is kept flowing through the tube. However, to convert the
measured currents to absolute cross sections the pumps were cut off till steady state was
achieved and gas pressure recorded. The results obtained by Tate and Smith>® remained as a
standard for nearly thirty years.

Several details need to be considered carefully for minimizing the errors in the
determination of the cross sections.”® The ion current and the electron curent must be
completely collected. The collection should therefore be accomplished with increasing voltage
during each experimental run and saturation obtained. It is observed that rare gases, due
to their monatomic nature, require a lower collecting voltage to attain ion saturation,
whereas molecular gases, due to dissociative ionization, have energetic ions that require much
higher collection voltages. Furthermore, at higher electron energies (~100eV) dissociative
ionization results in even more energetic ions, requiring a further enhanced collecting field.

The path length can also be a source of error due to the magnetic field employed for
collimating the beam. The electrons have a helical path in the magnetic field and trochoidal
drift in the crossed electric and magnetic fields. The actual path of the electrons may therefore
be greater than L and, for reasons of accuracy, this should not exceed a small fraction
of 1% of L.

In determining the electron current, which is augmented due to the ionized electrons, one
must ensure that the secondary electrons and the reflected electrons do not escape from the
trap. The number of ionized electrons should be small compared with the number of
electrons in the primary beam.
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As the energetic electrons pass through the aperture, secondary effects set in, due to
edge effects. The number of secondary electrons generated should therefore be minimum.
Photoelectric action is also a source of unwanted secondary electrons and should be
minimized. Asundi et al.,”> Rapp and Englander-Golden,’® and Schram et al.”” have devoted
considerable attention to these points and made a series of measurements using essentially the
same type of apparatus. The relative currents measured are used to arrive at the absolute
cross section by measuring the absolute cross section at a particular electron energy. This
involves measuring the pressure in an independent manner and with the use of a McLeod
gauge in combination with a cold trap to prevent contamination of mercury vapor which
was often a source of uncertainty in the reported absolute measurements carried out before
the year 1960. Availability of all-metal bakable capacitive manometers has rendered this
difficulty only of historic interest.

It is generally agreed that the results of Rapp and Englander-Golden® constitute a
benchmark set of data that has stood the test of time for nearly 40 years. These authors used
a method that is similar in principle to that used by Tate and Smith.’®> An electron beam
from a differentially pumped, indirectly heated cathode is collimated by apertures and
confined by a strong magnetic field (~600 G) to pass through a chamber containing gas
at ~7mPa and then into an electron collector. The entire system is bakable to a ultrahigh
vacuum of 1077 Pa. A uniform electric field maintained perpendicular to the electron
beam removes the ions generated to an ion collector. The total ionization cross section is
calculated from

I ion

Qi = I.NL

2.7)

where I, is the ion current, I, is the electron current, N the target electron density and L
the effective path length of electrons contributing to the ion collector. For a gas capable
of multiple ionization, the total ionizing cross section is the weighted sum of individual
cross sections,

Qi =0 +200+30i3+ - (2.8)

where Q;, is the n-fold cross section.
Figure 2.14 shows the measurements of Rapp and Englander-Golden®® in rare gases.
Their measurements in several gases will be referred to extensively in the chapters to follow.

2.3.2 IoNIZATION TUBE WITH e/m DISCRIMINATION

The ionization tube of Tate and Smith does not discriminate between the charges of the ion
generated. If the energy of the electron exceeds the second ionization potential, there is a
finite probability that some neutrals will be doubly ionized. To separate the cross sections for
each ionization potential, charge-to-mass discrimination may be employed and Equation 2.8
will then be applicable to the total ionization cross section. Such experiments were carried out
by Bleakney,’® Tate and Smith,> and Harrison.®® Many of the sources of error in the method
of total ionization tube are also inherent in this method.

2.3.3 CROSSED BEAMS METHODS

The ionization tube method of Tate and Smith,>* although simple in concept, is subject to a
number of errors. The length of the electron trajectory within the ion collector region is
uncertain due to the presence of the magnetic field that is employed to collimate the beam.
Electron scattering and secondary effects may also cause errors. Measurement of target gas
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FIGURE 2.14 Ionization cross sections in rare gases. From Rapp, D. and P. Englander-Golden,
J. Chem. Phys., 43, 1464, 1965.

density in the range of 0.01 to 1Pa is difficult, and excluding contamination by mercury
vapor, which has a low ionization potential, was a serious drawback in the experiments
up to about 1965.

The crossed beam technique was originally developed by Fite and Brackmann®' to
measure the ionization cross section of the hydrogen atom by electron impact. Many atomic
species such as H, N, O, and alkali metal atoms are unstable at room temperature and in this
technique the atomic species is produced in adequate abundance and in an environment
where the electron impact ionization can be measured. The technique has been extended
to the study of electron collisions with rare gas atoms by Shah et al.®> We shall describe the
principle of the method before considering the several variations introduced since the first
measurements of Fite and Brackmann.®!

A primary beam of electrons is arranged to intersect a thermal beam of highly dissociated
atoms which is chopped at a fixed frequency. The ions arising out of collision between
electrons and the target particles get mixed with the unwanted ionization products of the
background gas. The complexity is increased because the unwanted ions are of the same type
that one wishes to detect. The number of ions from this source is much larger than the
number from the intended target—electron collision. The undesired ions are the noise and the
desired ions, though of the same kind, are the signals. Long observation periods are required
to reduce the statistical fluctuations of the noise and improve the stability of the various
parameters such as background pressure, beam magnitude, amplifier gains, etc.; these are
extremely difficult to control. To overcome this problem, one or both the beams are chopped
at a fixed frequency and the signal is analyzed with respect to specific frequency and phase
shift. By comparing the signal to the signal obtained by using the undissociated molecular
gas, the ionization cross section of the atom is determined.
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FIGURE 2.15 Block diagram of the crossed beam apparatus. A beam of electrons from a gun inter-
sects a beam of target particles and the various measuring devices are connected as shown. I is
the electron current after collision, /; is the ion signal after collision, R is the number of particles per
second arriving at the target detector.

Figure 2.15 shows schematically the principle involved.”* A beam of electrons generated
by a gun crosses the path of a beam of target particles. The ion signal is fed to a detector and
an analyzer, followed by a phase-sensitive amplifier and counter. A reference pulse from the
electron source and a reference pulse from the target beam generator also feed the same
amplifier. The electron beam and the target beam are terminated, after collision, at an
electron detector and a target detector respectively.

The ionization cross section is given by the equation

fiven

(6) = M 2.9
Oie) LRF(v2 +v3)'"? @3)

where I; =ion current, I, =eclectron current after collision, v, =e¢lectron velocity, v, =target
particle velocity, R=number of target particles per second arriving at the target detector,
F=factor defining the measure of overlap of the two beams, and ¢ =relative energy of the
target and electron, given by

£o + (%)& (2.10)

where m and M are the mass of the electron and the target particle respectively. The methods
of evaluating R and F have been explained by Dolder et al.®® The cross section may be total
or partial, as defined by Equations 2.6 and 2.8 respectively. An absolute measurement of
QOi(e) involves measuring each of the quantities [;, I, R, F, and v, without normalizing to
previous experiments or theory.

Crossed beam experiments generally fall into two categories: (1) the fast-neutral-beam
method; (2) the pulsed electron beam method. The basic fast-neutral-beam method was
first used by Cook and Peterson® to study atomic nitrogen, but it has been improved
considerably for cross section studies in rare gases. Montague et al.®> have adopted this
technique to measure the single ionization of ground-state helium by electron impact. The
method is capable of quantitative measurements of molecular fragment (dissociated atoms)
cross sections as well as parent species, and of unstable atomic and molecular parents as well
as stable atoms and molecules. Wetzel et al.®® have paid particular attention to reducing the
errors and improving repeatability.

The principle of the fast-neutral-beam method is to generate a fast beam of ions (~2 to
4keV), mass filtered and then neutralized by symmetric charge transfer. The resulting beam
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TABLE 2.2
Measured Threshold Energies (eV)

Gas Spectroscopic”® Wetzel et al.®® Rapp et al.>® Stephan et al.®®
He™ 24.59 24.56 24.57 2433
Net 21.56 21.50 21.86 222
Ar* 15.76 15.82 16.06 15.30
Krt 14.00 13.99 14.25 13.59
Xet 12.13 12.03 12.19

Ar*t 43.39 41.8

Kr** 38.36 38.2

Xe** 33.34 32.7

Kr3* 75.31 69.2

Xe*t 65.46 62.9

of fast neutral atoms retains the collimation of the ion beam. The flux of the neutral atoms is
measured absolutely with a calibrated detector. The ionization cross section is measured by
crossing the neutral beam with a well characterized electron beam. The resulting ion beam is
then focused by an einzel lens, separated into different charge states with a hemispherical
electrostatic analyzer, and counted with a channel electron multiplier. The einzel lens and the
hemispherical analyzer are necessary, particularly in molecular gases, where 100% collection
of ionization fragments is usually more difficult than in monatomic gases.

A few comments about the charge transfer method of generating an atomic beam are in
order. Charge transfer collision, in which a fraction of the ions in a fast beam are converted
to neutral atoms, is an inelastic process with very little momentum transfer and the neutral
beam will retain almost the same velocity distribution as that in the ion beam. The charge
transfer collisions are normally of the resonant type and in the lower velocity range the cross
section is large, ~1 to 3 x 10~ m?.

The resonance charge transfer cross section increases in the order of He, Ne, Ar, Kr, and
Xe® for the same velocity. The large cross section discourages the production of metastables,
which was one of the significant sources of error in the earlier stages of the development of
the technique. The majority of collisions take place at large impact parameters (twice the
atomic radius rather than the atomic radius in electron—atom collisions) and lead to very
small scattering angles. The resulting neutral beam remains collimated, and has the velocity
of the incident ion beam. Fast neutral atoms that are scattered by more than 1° are weeded
out by the use of a very small aperture in the cell. The neutral beam is composed of nearly
pure ground-state atoms, since all rare gas excited states are far from energy resonance with
the charge transfer partner. Ionization measurements near threshold show that there are no
metastables.

The threshold for single ionization is taken as the x-axis intercept of the signal vs. energy
plot for the first ten points and a least-squares method is used for a linear fit. The energy
scale is adjusted to make the intercept agree with the spectroscopic ionization potential.
Table 2.2 shows these values, along with the values of Rapp and Englander-Golden,”® and
Stephan et al.*®

2.3.4 PuLseD CROSSED BEAM TECHNIQUE

The crossed beam technique for measuring of the ionization cross section of rare gas atoms
has been successfully adopted by Shah et al.,*> who introduced modifications to their
apparatus for measuring ionization cross sections in atomic hydrogen.®” The pulsed electron
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beam intersects a thermal neutral gas beam. The ions are collected as pulses and identified
from the time of flight in accordance with their charge-to-mass ratio. These investigations are
among the first to make use of the availability of the time-to-amplitude converter.

2.3.5 TIME-OF-FLIGHT METHOD

A variation of the time-of-flight method for the measurement of ionization cross sections has
been developed by Straub et al.”! and applied to a number of gases. The method is simple.
The ionization chamber is filled with the experimental gas to a pressure of approximately
0.4mPa. Pulses of electrons are directed through an interaction region located between two
parallel electrodes, maintained at ground potential, and then collected by a Faraday cup.
Following each electron pulse, an electric field is applied for a short period across the
interaction region. The positive ions generated by ionization are driven toward the bottom
plate. Some of the ions pass through an aperture in this plate and get collected by a position-
sensitive detector that records both their arrival times and their positions. Using an
automated computer system, partial ionization cross sections are measured from threshold
to 1000eV energy. These investigations, carried out during 1995 to 2002, form one of the
most comprehensive and valuable sets from the point of view of applying the same technique
to a number of gases. The time-of-flight mass spectrometer method has also been employed
by Kobayashi et al.”*> for measurement of ionization cross section in rare gases.

The above descriptions reveal that ionization cross section measurements employ
apparatus that has, generally speaking, three basic components: (1) electron beam production
and control of the energy — the electron gun is the preferred choice and commercial brands
are available; (2) interaction region — the crossed beams method is invariably adopted;
(3) detection of the products and quantity of ionization. Several types of mass spectrometer
have been employed: quadrupole mass spectrometer, time-of-flight mass spectrometer (see
Section 4.1.6 for a brief description), cycloidal mass spectrometer, and double focusing
section field spectrometer. Tian and Vidal® have given a brief description of the relative
advantages and disadvantages of some of these methods.

One of the principal concerns is the complete collection of all the ions produced during
the ionizing collisions. At higher impact energies or during dissociative ionization the ions
acquire considerable kinetic energy, making complete collection difficult. A quadrupole
mass spectrometer has the advantage of high mass resolution; however, the ions move
in complicated trajectories under the radio frequency field. The transmission efficiency is
therefore dependent on mass and energy. The mass-dependent transmission of ions can be
calibrated”®; however, the energy-dependent signal is almost impossible to correct since the
energy of the product ions depends upon the incident electron energy, the dissociation
energy, and the mass of the ions.

Table 2.3 provides selected references for these methods and gases studied.

The fast-neutral-beam technique of Wetzel et al.,® described previously, has been shown
to accomplish complete collection for ionization of atoms or neutrals. However, this may not
be the case for dissociative ionization.”> The focusing time-of-flight spectrometer is more
successful in ensuring that all ions generated are collected, since the signal strength as a
function of collection voltage may be demonstrated to have attained saturation.

2.4 TOTAL EXCITATION CROSS SECTION

Measurements of the inelastic collision cross sections of gases have been carried out since the
mid-1930s and a number of techniques have been developed to improve the accuracy of cross
section and resolution of the energy level. Maier-Leibnitz”® measured the inelastic collision
cross sections in helium by a retarding potential technique, using an electron swarm as the
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TABLE 2.3
Selected References for lonization Cross Section Measurement Methods
Method® Gases Energy Range (eV) Reference
A CO, 15-300 Crowe and McConkey”®
CH,, C,Hg, SiHy, Si;He 10-1000 Chatham et al.”®
H,0, CO, CO,, CH, 15-510 Orient and Srivastava’
He, Ne, Ar, Kr, Xe Onset—-1000 Krishnakumar et al.”’
N, 20-1000 Krishnakumar and Srivastava’’
B NHj3 (ammonia) 15-1000 Rao and Srivastava’®
A, Kr, Xe 18-240 Syage”
NH; 10-270 Syage®®
Ar Onset-1000eV Straub et al.”!
C,H, (acetylene) 20-800 Zheng and Srivastava®!
N,, O,, CO, CH,, C,H, 25-600 Tian and Vidal”
CO 15-1000 Mangan et al.®?
Rare gases Onset-1000eV Kobayashi et al.”?
C He, Ne, A, Kr, Xe 12-200 Wetzel et al.®®
N, CO, CO,, 14-200 Freund et al.%
SiF Onset—200 Hayes et al.3
SO, 13-200 Basner et al.%*
D CD, (deuterated CHy) Onset—200 Tarnovsky et al.%¢
CO, 25-600 Adamczyk et al.¥’
E CO, 14.1-171.1 Mirk and Hille®®
C;Hg Onset-950 Grill et al.®

A =quadrupole mass spectrometer; B =time-of-flight mass spectrometer; C=fast-neutral-beam technique;
D =cycloidal mass spectrometer; E =double focusing mass spectrometer.

source of electrons. His technique is usually referred to as the swarm method. Dorrestein”!
employed an electron beam to produce the metastable helium atoms and detected them
by the secondary electrons. Woudenberg and Milatz’® measured the metastables by the
absorption of the 1083 nm line, i.e., the 2 3P level.”? These experiments showed, for the
metastables in helium, a sharp increase in the cross section and a peak in the cross section
quite close to the threshold. These three techniques used different principles and laid the
foundation for further improvements in accuracy and energy resolution. For example, Schulz
and Fox” adopted the secondary electron emission method combined with a narrower
electron energy distribution, using the method of retarding potentials for the latter purpose.

Energetic electrons colliding with gas neutrals excite the neutral and the excitation state
may be short lived, generating a photon after deexcitation. The excited state may have a long
life if it is a forbidden transition, and the atom is then called a metastable. Its detection
usually involves some sort of secondary effect, either a released electron from a metal cathode
or Penning ionization of a second gas that has a lower ionization potential. The experimental
techniques employed till 1968 have been reviewed by Moiseiwitsch and Smith®* in their
classical paper.

The theories developed till 1968 made approximations for simplifying the atomic system.
Many of these approximations were not satisfactory for electron energies below about
100¢eV. This situation has been improved by theorists attempting to push the energy limit to
lower values; for example, Kaur et al.?>%® have succeeded in the calculation of differential
and total cross sections in rare gases for electron energies in the range 15 to 100eV. While
the theoretician calculates transitions to particular levels, the experimentalist can only control
the energy of the electron and infer the transitions. Further, the experiment gives the sum
of several transitions, called cascading, which are of greater significance in the context of
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discharge modeling such as Boltzmann equation solutions and Monte Carlo simulations. The
present state of knowledge on excitation cross sections is that theory has an edge over

Gaseous Electronics: Theory and Practice

experimental data’” and comparisons between the two are possible, though not over the
entire range of electron energies. Reviews have been made by van der Burgt et al.,’® Heddle
and Gallagher,” and Buckman and Clark.'®

Moiseiwitsch and Smith®® classify the experiments on excitation cross section into three
categories:

1.

A setting of approximately zero on the energy analyzer will give the elastic collision
cross section. As the energy is increased a small background electron current is observed and,
at the onset of the first excitation potential in atomic gases, a peak occurs. The peak is
observed in both the elastic channel mode and the inelastic mode. For example, in helium,

Intensities of the spectral lines excited by an electron beam are used as a measure of
the excitation process. The measurements yield the photon excitation cross section
and the probability of generating a photon of given energy per unit atom per
electron particle. In this method, absolute calibration of the optical system should
be carried out. The calibrating source, such as a tungsten strip lamp, is usually
arranged at right angles to the electron beam or on a rotatable mirror if the two
beams are opposite each other. It is essential to use an unpolarized light source,
failing which a reduction factor should be applied, for the calculation of which
theory is available.”

Cross sections for metastables are measured by providing a target at which the
metastable is deactivated. The target may be a metallic cathode, the excitation
energy being converted to the kinetic energy of the released electron and the work
function of the metal. For example, the first metastable levels in helium are 19.82
and 20.61eV above the ground state and the work function of most metallic
cathodes falls in the range of 2.5¢V to 4.0eV. The yield of secondary electrons
provides information about the metastable. In this case the optical calibration
difficulties are substituted by electron emission calibration, such as the efficiency of
collection and precise knowledge of work function, which is a notoriously variable
quantity.

When two gases are mixed, the excitation potential of one of the gases may be
higher than the ionization potential of the second and the ionization in the mixture
will be larger than the sum of the ionizations of the individual constituents. This
effect is known as the Penning effect, after the discoverer, and may be used in place
of the metal target to deactivate the metastables.

Another method of detecting metastables is to determine the selective

absorption of light which transfers the atom from the metastable state to a higher
level, or to record the radiation accompanied by the spontaneous decay of this
higher excited state into the optically resolved state.'® Application of an electric
field or a magnetic field may transfer the metastable to a neighboring excited state
from which a radiative transfer to the ground state or another excited state may
occur. The resulting optical radiation is detected in the usual way.
A study of the energy loss spectrum of the scattered electrons provides valuable
data on the excitation cross section. The method has many common features with
the beam method of measuring scattering cross sections and ionization cross
sections. A beam of electrons is passed through a gas. An electron energy analyzer
is used to measure the energy spectrum of electrons scattered at a particular angle
to the beam axis. Gas pressure is kept low to prevent multiple collisions.

corresponding to the 2 S transition, the elastic channel shows resonance at 19.3eV and the
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TABLE 2.4

Lifetime and Threshold Energy of Metastables in Rare Gases

Gas Coupling Notation Energy (eV) Lifetime (s)

Argon 3p° (°P°3) 4s[3/2]° ['P4] 11.548 24.4
3p° (3P°30) 45'[1/2]° [°P,] 11.723 44.9

Helium 27 19.82 ~10*
2's 20.616 ~0.02

Krypton 4p° (P 58[3/21° P4 9915 85.1
4p° (3P°5)) 58'[1/2]° [°Py] 10.563 0.488

Neon 2p° (P°3) 3s[3/2]° [’P4] 16.619 24.4
2p° (3P°3)) 3p[1/2] [P 18.716 430

Xenon 5p° (°P°35) 6s[3/2]° [*P4] 8.315 149.5
5p° (PP°3p0) 65'[1/2]° [*Py] 9.447 0.078

The atomic core is as shown.
From Fabrikant, I. I et al., Phys. Reps., 159, 1, 1988.

inelastic channel shows resonance at 19.8eV'’! (Table 2.4). The peak is attributed to
resonance, first reported by Schulz and Fox,’* and Schulz’s findings are considered a major
advance in the study of excitation cross sections.

2.4.1 RESONANCE NEAR EXCITATION ONSET

Studies of electron—neutral scattering and excitation cross sections have revealed sharp
features that are attributed to resonances in the electron—atom interaction system. The
resonance may be very close to an excitation level. The electron attaches to the neutral
atom or molecule, forming a negative ion, and after a brief interval of time (~107's)
it autodetaches, resulting in the excitation of the neutral. The excited state may also
be vibrational in nature. Schulz'® and Buckman and Clark'® have given reviews of negative
ion resonances.

Figure 2.16 shows the energy dependence of inelastic collision cross sections in helium.'
The solid line (lower curve) represents the differential cross section vs. electron energy for
electrons scattered at 72° and having excited the 2 7S state. The energy loss for this process is
19.8eV. The top curve is the cross section for the total metastable production, due to Schulz
and Fox,”* who used the retarded potential difference (RPD) technique. Figure 2.17 shows
the vibrational excitation cross sections of the nitrogen molecule in the energy range 1.8 to
3.0eV.'" The vibrational levels are excited by short-lifetime negative ions that undergo
autodetachment.

The time-of-flight method for determining the metastable excitation cross section features
an electron beam colliding with a gas beam consisting of neutral atoms or molecules.'®® The
products of collision are electrons, ions, photons, and metastables. Ions and electrons are
removed by the application of appropriate potentials and only the photons and metastables
arrive at a suitable detector. From an analysis of the time-of-flight and time-to-amplitude
conversion, the cross sections for metastable states are determined.

Zubek et al.' have studied resonance structures in the rare gases over the angular range
of 100° to 180°. A special feature of this investigation is that a newly developed magnetic
angle changing technique has been used, permitting the observation of resonance structures
at and near to 180°.

04
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FIGURE 2.16 Schematic representation of energy dependence of inelastic collision cross sections in
helium. The lower curve represents the differential cross section vs. electron energy for electrons
scattered at a given angle (say 60°) and having excited the 2°S state. The energy loss for this process is
19.8eV. The top curve is the cross section for the total metastable production.
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FIGURE 2.17 Schematic representation of vibrational excitation cross sections of the nitrogen molecule

in the energy range 1.8 to 3.0eV. The vibrational levels are excited by short-lifetime negative ions that
undergo autodetachment.



Experimental Methods 81

Dye laser

Ne energy levels

2P,

Electron gun

659.9 nm

588.2 nm

Gas target (616.4 nm)

Electron beam

Monochromator

FIGURE 2.18 The laser fluorescence method of measuring the metastable cross section in neon. The
electron gun provides the electrons that impinge on the target atoms and excite the atom to the
metastable state. A tunable dye laser provides radiation which is absorbed by the metastable-excited
atom, resulting in the atom being excited to a high level. An optically allowed transition from this higher
state occurs and the emitted radiation is measured. The inset shows the energy level of the neon atom
for these processes.

2.4.2 LASER FLUOROSCENCE METHOD

The principle of the method is that the metastable atom of a gas absorbs radiation of a
definite wavelength and the transition of the atom to a higher state occurs. The attenuation of
the radiation is measured to determine the metastable cross section. Alternatively, the atom,
now in a higher state, falls into an optically allowed lower state, emitting a photon. Philips
et al.'”” used this method to obtain the metastable cross section in neon.

Neon atoms in the ground state are excited to the 1S; metastable state by electron
collision; the threshold energy is 16.716eV. The metastable absorbs radiation of wavelength
616.4 nm, attaining the optically allowed state of 2P, as shown in the inset of Figure 2.18.
Optical emission occurs from this level to the 1S, level and the emitted radiation has a
wavelength of 659.9 nm, which is recorded by a photomultiplier. As the tunable dye laser is
tuned away from the 616.4 nm wavelength the intensity of the 659.9 nm wavelength varies,
a measure of which gives the metastable cross section. The schematic of the method is shown
in Figure 2.18. The method demands a complicated optical setup and suffers from low yield
of the radiation as the atom falls to the 1S5 state.

2.4.3 SWARM METHOD FOR RO-VIBRATIONAL
EXCITATION

Electrons having energy & and scattered elastically by collision with neutrals suffer a
fractional loss of energy (2m/M )e provided that the electron energy is less than the electronic
excitation energy. While in rare gases and in atomic gases this holds true, in molecular gases
the fractional loss of energy, especially at low values of E/N, has been recognized to be due
to rotational and vibrational excitation that occur at low electron energies.
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A review of the methods available for the determination of the cross sections for these
inelastic processes is given by Phelps.'®® These methods are:

1. Beam methods. We have devoted sufficient attention to this technique for the
measurement of various cross sections. The energy spread of the electron beam is of
the order of 100 meV in the earlier experiments, close to 7.5meV in more recent
experiments.'%” The low energy resolution permits accurate measurements of both
rotational and vibrational cross sections, as the threshold for the former process is
of the order of tens of meV.

2. Multiple scattering technique. In this method electrons of the desired energy are
injected into a region free of electric fields. The gas density is chosen such that the
electrons undergo between 20 and 100 collisions as they move through the collision
region. A small fraction of these collisions are inelastic, and electrons lose energy.
The inelastically and elastically scattered electrons are separated by the application
of retarding potentials at the collecting electrode. The attenuation of the elastically
scattered component is then used to obtain the cross section for the inelastic
process. The energy spread of the electrons is 200 meV or more and the technique is
not applicable below 1.5eV. The technique was used in the 1960s by Schulz and his
colleagues'® to measure vibrational cross sections in several nonpolar (H,, N, O,
CO,) and polar (CO) gases.

3. The swarm technique. This method for the determination of rotational and
vibrational cross sections consists of three procedures: (a) measuring the swarm
parameters, that is the drift velocity of electrons (W) and the characteristic energy,
defined as D/u, where u is the mobility of electrons, given by W.=uFE,
(b) determining the electron energy distribution as a function of E/N; (c¢) calcu-
lating the swarm parameters and comparing them with the measured values in (a).
Suitable adjustments are made to the assumed cross sections and the procedure is
repeated till satisfactory agreement is obtained between measured and calculated
parameters.

In the present context, the ratio E/N is the independent variable and in swarm
experiments one independently varies £ and N to make measurements of the required swarm
parameter. The electron energy distribution is then obtained from the numerical solution
of the Boltzmann equation by assuming an e-Q curve, and the swarm parameters are
calculated. A comparison between the measured and calculated swarm parameters, is used as
a guide to change the assumed cross section, and the procedure is repeated iteratively. The
same cross sections as a function of energy should yield swarm coefficients that agree with
measured values over as wide a range of E/N as possible. The cross sections are independent
of E/N and depend only on the electron energy.

The denominator in the parameter E/N is the number of molecules per unit volume at a
given temperature and pressure. It is given by the equation

7.244 x 107
_ X X p -3

- 2.11)

where p is the gas pressure in Pa and 7T the temperature in K. Equation 2.11 yields
N=125x10"m™?, 3.54x10*m 7, and 3.22x10”m™> at 77K, 273K, and 300K
respectively at 133Pa (~ 1 torr) . The conversion factor to pascals (N/m?) is obtained by
760 torr = 101.3 kPa. The parameter E/N has the dimension of V m? and has large negative
exponentials (~1072% to 10™'). For convenient handling of numbers the unit 1 townsend
(Td)=10"%'V m? is used.
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FIGURE 2.19 Fraction of total power absorbed as a function of E/N in molecular hydrogen. Region I,
where elastic collision loss dominates, is shown enlarged for clarity. In region II rotational excitation
and in region III vibrational excitation dominate. By an appropriate choice of E/N these cross sections
may be derived as a function of electron energy. Reproduced from Morrison, M. A. et al., Aust. J.
Phys., 40, 239, 1987. With permission.

To decide upon the range of E/N suitable for calculating the rotational and vibrational
cross sections we consider the loss of energy that occurs by several processes, as shown in
Figure 2.19.''° The fractional loss of energy of an electron in collision with a gas molecule
depends upon the type of collision. The range of E/N may be divided into three regions, as
shown. In region I, at very low values of E/N, there are very few electrons having energy
greater than the rotational excitation threshold. In this range the momentum transfer cross
section (Qy) has the greatest influence on the swarm properties and hence this range is
suitable for the determination of Qy; at low electron energies. In region II, the energy of
individual electrons, and the mean energy of the swarm ((g), eV), are not high enough to
cause vibrational excitation. The fractional loss of power is almost entirely due to rotational
excitations and its energy dependence may be determined in this range of E/N. In region III
vibrational excitation sets in and increases rapidly, even as the rotational excitation and
elastic collision losses decrease. This range is more appropriate for determining the energy
dependence of the vibrational cross sections.

Note that lower values of E/N demand that higher values of N be used in experiments, to
avoid the electrical field becoming unmanageably low from the practical point of view. As an
example, at £/N=0.1Td and 10 m Pa gas pressure the electric field becomes ~3 V/m, which
is very low from the experimental point of view. The gas pressure should be increased by a
factor of at least 10° to achieve experimentally feasible values of E at low E/N. In the example
quoted a gas pressure of ~10kPa (0.1 atmospheres) is a convenient choice. England et al.''”
(1988) have used such high gas pressures to study drift velocities in mixtures of neon and
hydrogen (1.2 to 2.9%) at E/N=0.12 to 1.7 Td; the objective was to derive pure rotational
cross sections in H,.
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Having measured the swarm parameters at the appropriate values of E/N, one calculates

the electron energy distribution. The Boltzmann equation for the energy distribution is
. 1
given by

oF oF
—+veV,Fi+aeV,F,=— (2.12)
ot ) con

Equation 2.12 is in notational form and is quite useless for practical application. Its meaning
may briefly be described as follows. The energy distribution function for the ith particle is F;
which is a function of (r, v, f), where r is the variable in the configuration space (x, y, z), v is
the variable in the velocity space (vy, v, v.), and ¢ is the time. F; (r, v, ) &r dv is the number
of particles of species i in six-dimensional phase space at time ¢ in the differential volume dx
dy dz dv, dv, dv.. The difficulty of finding the solution of this equation is mathematically
insurmountable and one adopts the trick of separating the solution in the form

F(r,v,t) =n(r, 1) - f(v,1) (2.13)

where n(r, t) is a spatially dependent function and f{v, ¢) is a spatially independent function.
f(v, t) is expanded in spherical harmonics. The first two terms of the solution, denoted
by fo(e) and fi(e), are generally known as the “two-term solution.” In the steady state, of
course, f(v,)=f(v).

Having determined the energy distribution, the next step in the process is to calculate the
swarm coefficients using appropriate integrals (see Chapter 6, Section 6.3). Comparing
the measured and calculated swarm properties, one revises the initially assumed Qn(¢) and
the process is repeated. An iterative computation is carried out till there is a best fit with the
final values of QOwm(e), We, and D, /u.

2.4.4 SEMIEMPIRICAL APPROACH

We have already described several experimental techniques to measure the total cross section
in gases. The total excitation cross section may be obtained by summing all the individual
excitation cross sections, that is, optical emission and metastable excitation, to every level. As
already remarked, many of these excitation cross sections may be several orders of magnitude
lower than the lowest ionization or vibrational excitation cross sections. From the discharge
point of view such low cross sections do not make an appreciable difference in the analysis of
energy distribution functions, Monte Carlo simulations, or energy analysis. An alternative
way of arriving at the total cross section is to add the total cross section for individual
processes; the resulting total cross section will be within about 5% of the true value. De Heer
and Jansen,''! and de Heer et al.!'? have adopted such an approach in helium and heavier
rare gases respectively to arrive at individual cross sections. A detailed error analysis for both
the experimental and theoretical values was adopted and these authors call their analysis
semiempirical.

2.5 ATTACHMENT CROSS SECTION

Electron attachment is a process by which an electron attaches to a neutral atom or molecule.
A number of different processes are possible. We restrict ourselves to dissociative attachment
to a molecule, which is one of the most efficient ways of forming a negative ion. A low-energy
electron collides with a diatomic or polyatomic molecule, causing dissociation, and attaches
itself to one of the dissociation products. For certain molecules the cross section for
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FIGURE 2.20 Mechanism of formation of negative ion by dissociation of a diatomic molecule.

dissociative attachment is strongly dependent on the rotational-vibrational cross section. If
the molecule is excited this way initially, the cross section for negative ion formation by this
process can increase dramatically, often by several orders of magnitude. Reviews of electron
attachment to molecules at low energies are given by Domke''? and Chutjian et al.'™*

The mechanism of formation of a temporary negative ion with an electron, near
resonance energies, colliding with a diatomic molecule is

— A+B™

e, +AB,, (2.14)

e1 +AB, — AB_{

where ¢; and e, are the initial and final energies of the electron respectively, and v, and v,
are the initial and final vibrational levels of the molecules respectively. The negative ion AB™
is in the resonance state and autodetaches after a lifetime of 10™'*s. A negative ion B~ is
formed if the resonance state has a longer lifetime, whereas a molecule in the vibrational state
AB,, is formed otherwise. This mechanism is explained with reference to Figure 2.20.''*

The potential energy of the neutral molecule is Vo(R) and ¢ is the energy of the incident
electron. The two nuclei are under the influence of the potential Vy(R). The molecule is
excited to the vibrational level (vq, J;) before attachment. After attachment the negative ion
AB is formed. Its potential energy is shown by the curve designated as V" (R) and the two
nuclei are under the influence of this potential. The two curves intersect at a internuclear
separation of R, and, for R > R, autodetachment is not permitted.

The probability of autodetachment is maximum when the energy difference between
Vo(R) and V™ (R) is exactly equal to the energy of the incoming electron. Under these
conditions the internuclear distance is R. and is called the capture radius. If, however,
autodetachment occurs when the internuclear distance has another value, such as R,q4, then
the molecule acquires the vibrational level (v,, J5). If the lifetime of the resonance is longer,
the nuclei move apart beyond a separation of R, and autodetachment is not permitted.
Dissociative attachment may occur, resulting in the formation of a stable negative ion. For
some molecules and over a certain range of incident electron energies, it is possible to form
more than one resonance state. Moreover, there can be more than one final electronic state
of the molecule, following autodetachment of the electron in resonance. In either case, the
total resonance widths can be viewed as the sum of several partial widths, each segment
corresponding to an electronic state of the neutral molecule.''*
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FIGURE 2.21 Differential cross sections for elastic scattering of 20eV electrons in argon:
(*) Panajotovi¢ et al.'*'; (A) Srivastava et al.'*’; (V)Williams and Willis'?*; (&) Mehr'?; (—)
McEachran and Stouffer'®; (— —) Bartschat et al.'?®; (- - -) Nahar and Wadhera.'*’

Low-energy attachment in some gases such as SF¢ lead to the formation of the ion
SF¢ with the attachment cross section increasing as e, where ¢ is the electron energy.
Attachment cross sections for low-energy electrons have been studied by a number of new
techniques. We refer to a technique developed by Christophorou and colleagues''> ''® as it
is more appropriate to the topics that follow. The method is known as the swarm technique
and a brief description is as follows.

An electron source provides the initial electrons either at the cathode or at a well-defined
plane close to the cathode. The electrons are not monoenergetic in this type of experiment,
and their energy distribution is according to either Maxwell’s distribution or some other
function. The electron swarm, however, may be characterized by a mean energy (e), and
increasing values of E/N increase the mean energy.

The electron source in the experiments of Spyrou and Christophorou''” is an alpha
particle emitter, >>*Cf or **’Pu, producing particles of energy 6.1 MeV/particle or 5.1 MeV/
particle. The decay of each 2>Cf alpha particle produces ~2.3 x 10° electrons in argon and
~1.7 x 10° electrons in nitrogen within a time of ~5ns at 133kPa pressure and ~0.2ns at
3.2 Mpa.''® The bursts of electrons obtained from the emitter are directed to drift towards the
anode under the influence of a uniform electric field. The alpha particles are well-collimated
so that they leave a well defined plane; this is essential for knowing the exact drift distance.

The pulse height distribution as a function of E/N is first recorded with a buffer gas
(nitrogen or argon) in the drift tube and the number density of the target gas is added (1 part
in 10° to 10®) and the ratios of pulse height distributions are then recorded. This ratio is used
to evaluate the reduced attachment coefficient n/N in units of m>. The rate constant K(¢),
is related to the attachment coefficient according to

7

K(s) = %W (2.15)

where W, is the electron drift velocity. The drift velocity of the electrons is usually mea-
sured in a separate experiment with only the buffer gas present in the drift tube. Additional
features are incorporated so that the pressure could be increased to ~10 MPa and the
temperature varied.
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The attachment rate coefficient is related to the attachment cross section according to

k(e)) = (%)L 0u(e) e (e, E/N) ds (2.16)

m

where m = mass of the electron, e =electronic charge, O, = attachment cross section, which is
a function of electron energy, f(¢) = electron energy distribution function, which is a function
of E/N, and (¢) =mean energy. Calculation of Q.(¢) from Equation 2.16 requires a
knowledge of the energy distribution function, making a special note that the rate constant is
measured as a function of the mean energy of the electron swarm. A numerical solution of the
Boltzmann equation is generally used, but the procedure depends upon the availability of
elastic collision cross sections and vibrational excitation cross sections if the buffer gas is
molecular.

Determining the electron energy distribution is, by itself, a formidable task, though its
availability as a general tool has increased in recent years. For the unfolding procedure, one
begins with a given E/N and determines the energy distribution function. The distribution
function yields the mean energy also, and the measured rate constant for the calculated mean
energy is used. For the deconvolution procedure to be successful, the same Q,(¢) should hold
good for all values of k({g)) for which experiments have been carried out. An iterative
procedure is required in which successive iterations between Q,(¢) and k((e)) are carried out.
The computations are stopped when the attachment cross sections, evaluated in two
successive iterations, attain a preset accuracy, usually ~1%.

Three parameters are required for the computations: (1) the attachment rate at a selected
mean energy (¢;); (2) the energy distribution at the same mean energy f[e;, (E/N)]; and
(3) the monoenergetic attachment rate A(e). The purpose of the iteration is to get the final
curve Q,—¢ for which A4(e) is the trial function. The three quantities are related according to

k(ley) = JO A()F[e). (/N de @.17)

The iteration begins with a judicious choice of A—¢ curve that makes A(e,,¢) negligibly small
at a high value of &,x. Using Equation 2.17, kcaic ({(g;)) is obtained and the ratio

kexp <8j>
kcalc (81)

Ok(e)) = (2.18)

is computed. The procedure is repeated at other values of (¢) and these correction factors are
then used to correct the previous A(g) so as to get the new A4(e), according to

> 0k(e)Fl(e)). (E/N)]

_ J
Ant1(e) = An(e) > Flle), (E/M)] (2.19)
J

where A, | and A, are two successive iterations. Equation 2.19 is now used in 2.17 and the
computations are continued until the quantity

Z [kexp(<8j>) - kcalc(<3/>)]2

! (2.20)
Y [kew((e))]

J
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FIGURE 2.22 Differential cross sections (DCS) for elastic electron scattering in the angular range of
20° to 150° at incident energies of 10 to 100eV: (a) three-dimensional representation of the DCS
surface, shown on a logarithmic scale; (b) contours of constant DCS. Numbers correspond to the
logarithm of the DCS values in units of 1072°m? sr~'. Figure reproduced from Panajotovi¢, R. et al.,
J. Phys. B, 30, 5877, 1997. With permission of Institute of Physics, U.K.

attains a predetermined minimum value. The technique has been improved by Datskos
et al.'"?

2.6 CONCLUDING REMARKS

The purpose of this chapter is to expose the reader to a number of different techniques that
have been developed toward the measurement of cross sections for various elastic and
inelastic processes. The number of parameters to be controlled and the accuracy of their
measurement have improved steadily, and the complexity of the experiments has also
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increased. These aspects have been discussed by Filipelli et al.'** for optical emission cross
sections and by Buckman and Clark'® for negative ion resonances.

Differential cross sections for elastic scattering have been a subject of considerable
research in recent years. The cross sections usually show a minimum, and the smallest value
that is measured is often used as a test of sensitivity of the experimental setup. They are also
useful from theoretical points of view with regard to the shape of the curves, magnitude and
dependence on energy. Calculated minima are very sensitive to atomic potentials with which
the calculations are made, and the polarization of the scattered electrons reaches a maximum
in the vicinity of the cross section minima. Theoretical electron polarization and total
polarization are very sensitive to the scattering angle and the electron energy at the cross
section minima.'*!

Panajotovi¢ et al."*! have made extensive measurements of the differential elastic cross
sections in argon in the energy range 10 to 100eV, using a crossed beam technique.
Figure 2.21 shows the differential cross sections measured for electrons of 20eV energy.
Comparisons are made with the data provided by Srivastava et al.,'** Williams and Willis,'*
Mehr,'* McEachran and Stauffer,'?® Bartschat et al.,'?® and Nahar and Wadhera.'?’
Two minima are observed, designated as low energy and high energy minima, and compared
with previous publications. The magnitudes of the minima and the scattering angles at
which they occur are dependent on the electron energy. Figure 2.22 shows the three-
dimensional plot and contour diagram for all energies investigated. The smallest values of
the differential cross sections are found at 68.5°+0.3°, 41.30£+0.02¢eV, and 143.5°£0.3°,
37.30£0.02¢eV.

A notable detail in the experimental procedure of Panajotovi¢ et al.'?! is the energy scale
calibration. The standard procedure is to use the helium resonance structure of 2°S at
19.34 ¢V or the resonances in argon at 11.08 and 11.27eV. On the basis of the reasoning that
calibration should be carried out at an energy level that is as close to the expected minima
as possible and, if feasible, within the same gas, the energy scale was calibrated with the
cadmium resonance that occurs at 29.07 eV with a width of 130 meV. A theoretical check of
these measurements is provided by Sienkiewicz et al.'*®

Modern techniques for the measurement of ionization cross sections have been adopted
by Rejoub et al.'® in a large number of gases, employing a time-of-flight spectrometer and
position-sensitive detector. Kobayashi et al."** have used a pulsed electron beam and pulsed
ion extraction combined with a time-of-flight analysis of the charge to measure the ratios of
multiple ionization cross sections. These developments will be referred to in the following
chapters on cross section data.
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Data on Cross
Sections—I. Rare Gases

Electron—neutral scattering cross sections are important in a number of areas that deal
with discharges, plasma chemistry, fusion research, the Boltzmann equation, Monte Carlo
simulation, swarm experiments, etc.' Data on cross sections are one of the most fundamental
requirements in the study of gaseous electronics, beginning with the measurements of
Ramsauer” and Brode.? A large number of measurements were carried out in several gases
and a summary of these early investigations is given by Massey and Burhop,* Bederson and
Kieffer,” Brandsen and McDowell,’ and in the books by McDaniel’ and Hasted.®* More
recent compilations of cross section data are published by Trajmar and McKonkey’ and
Zecca et al.'”

The total cross section is the sum of elastic and all inelastic scatterings. The latter
are composed of excitation and ionization cross sections. There is momentum transfer during
both elastic and inelastic scatterings and correspondingly the total momentum transfer is
the sum of the momentum transfer for elastic and inelastic scattering. Similarly, differential
scattering cross sections for elastic scatterings are different from those for excitation scat-
terings or vibrational excitation and rotation. Integration of the differential cross sections
over the appropriate angles yields the corresponding integrated elastic or inelastic scattering
cross section. In the following sections we present data for the cross sections in rare gases,
predominantly relying on experimental values.

The cross sections compiled in this chapter are restricted mainly to the literature pub-
lished since 1979, though reference has been made to earlier data if discussion is warranted.
Experimental data have been preferred, though theoretical results are selected on the basis
of necessity. Further, certain cross sections, such as elastic and momentum transfer, are
measured at selected electron energies and recourse to theory is essential to fill the gaps.
For each gas considered, a check on the total cross sections expressed as the sum of the
individual cross sections has been provided and compared with the measured total cross
sections. Electron—atom interaction is termed collision in the classical sense and scatter-
ing in the wave mechanical sense. Although we use the latter term, the former term is used
occasionally and interchangeably.

3.1 ARGON

Argon gas has been studied from the discharge point of view for more than 100 years.
Interest in this gas is due to several important fundamental and technical considerations.
Its presence in high concentration plays a major role in the performance of the high pressure
Ar-Kr—F, laser system and in direct nuclear-pumped lasing media using He—Ar mixtures.'"

Argon gas has been subjected to intense study since the discovery of a minimum at
low electron energies by Ramsauer'>'? and Townsend and Bailey.'*'" Easy availability of the
gas and the interest aroused by the successful explanation of the effect by the application of
the quantum mechanical method'® added further interest. We summarize the data obtained
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during the past twenty-five years or so. Table 3.1 shows selected references for cross section
measurements in argon. It is convenient to include other rare gases as well in this table, as
several of these gases are usually measured by the same group, using the same apparatus.
An attempt to provide relative agreement between results of several methods and several
groups is beset with the problem of choosing a reference cross section. Each group of authors

TABLE 3.1

Selected References of Scattering Cross Section Data in Rare Gases

Type
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Qelv QT’ Qin,Ta Qex
Or
Or
cha QTa Qin.Tﬂ ch

O

Qely Qdiﬁ: Qm
O

Oex

Ot

Oex

0

Oex

Or

Owm, Qairr
Or

Q (set)
Owm
QdiIT

Or

Or

Qdiﬁ'
QM» ch
Oi

Or

Om

Om
Oud: Oms»
Or

Gas
Ar, He

Ar, Kr

Ar, He, Ne, Kr, Xe
Ar

Rare gases

Ar

He, Ar

Ar, He, Ne

He, Ar

Ar, He, Kr, Ne, Xe
Ar, He, Kr, Ne, Xe
Ar

He

He, Ne

He

Ar, Kr, Ne, Xe

He

Ar, He, Ne

He

Ar, He

He, Ne

He

Ar, Ne, Kr

He

Ne

Ar, Kr, Xe

Ar, He, Ne, Kr

Ar

Kr, Xe

Ar, Kr

Ar, He, Ne

Ar, Xe

Ar

Ar, Kr

Ar

Ar, Kr, Xe
Ar

Xe

Ar, Kr
Ar, Ne

Ar
Ne
Ar, He, Ne, Xe

Energy Range

0.1-100
20-400
16-40
0.6-12.5
25-950
&—100 eV
0-20

10-2000
Onset—500
£1—1000
0.1-20
0.5k—16k
0.6k—20k
5-15
15-3000
0.25-31
1-50
20-3000

0.5-20 eV
100-1400
500—5000
16-700
5-200
25-750
50-2000
0-2.18
11.5-19.9
Onset—200
16-100
1.9-750
3-100
15-800

1-500

0-4

10-50
500-3000
0.05-60
3-150
0-10000
Onset—150
0-50
0-100

0.002-10
1-100
4-300

Method

Direct beam
Direct beam

Direct beam
Beam-static gas
Beam-—static gas
Swarm coefficients
Review

Crossed beam
Beam-static gas
Beam-static gas
Ramsauer

Mass spectrometer
Beam-static gas
Transmission
Semiempirical
Beam transmission
Time-of-flight
Semiempirical

Crossed beam
Modified Ramsauer
Beam-static gas
Transmission
Crossed beam
Transmission
Spectrometer
Swarm data
Swarm method
Mass spectrometer
Crossed beam
Transmission
Crossed beam
Transmission,
employing H
Compilation
Swarm analysis
Crossed beam
Transmission, with H
Transmission
Theory
Swarm method
Mass spectrometer
Theory
Swarm analysis

Compilation
Crossed beam
Linear transmission

Source

Brode®

Normand?!

Bullard and Massey?>
Ramsauer et al.?
Webb**
Asundi et al.?
Engelhardt et a
Kieffer et al.?’
McConkey et al.*®
Fletcher et al.”’

Rapp et al.*°

Golden and Bandel®!
Schram et al.>? (1966)
Schram et al.*? (1966)
Kauppila et al.*

De Heer et al.*

Stein et al.*®
Kennerly et al.>

de Heer et al.¥’
Nesbet®

Williams®

Dalba et al.*

Nagy et al.*!

Blaauw et al.*?
Register et al.**
Wagenaar et al.*
Van Zyl et al.*®
O’Malley et al.*®
Specht et al.¥’
Stephan et al.*®
Chutjian et al.'!
Dababneh et al.*
Srivastava et al.*
Kauppila et al.”!

1.26

Kiictikarpaci et al.*
Haddad et al.>
Zhou Qing et al.>*
Nogueira et al.*®
Jost et al.>
Fon et al.”’
Hayashi®®(1983)
Mathur et al.>*(1984)
McEachran et al.®°
Yamabe et al.®!
Bell et al.%?
Hunter et a
Register et al.**
Nickel et al.®
(continued)
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TABLE 3.1
Continued
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Ar
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Ar, He

Ar, Kr, Ne

Ar, He, Ne, Kr, Xe
Kr

Ar

Ar

Ar

Ar, He, Ne, Kr
Ar, Kr, Xe

He, Ne

Ar, Ne

Ne

Ar

He

All rare gases

Ar, He, Kr, Ne, Xe
Ar, Kr, Xe

Ar

Kr, Xe

Kr

Art, AT, AT
Art, AP, AP
He

He

Ar, He, Kr, Xe.
Kr and Xe

Art to Ar't

He

Ne

Ar

Ar

Ar

Ar

Ar

Ar, Ne, Kr, Xe

Ar, Kr

Ar

Ne

Ar, He, Kr, Ne, Xe
Ar

Ar, Kr, Xe

Ar

Ar

Ar, Ne, Kr, Xe
Ar

Ar, Ne, Kr, Xe

Energy Range
0.08-20.0

20-100
0.12-20.0
700-6000
20-200
0.175-20
300-1000
12-142
3-300
0-200
0.7-10
0.7-10
100-3000
20-100
2.5-15
26.6-10,000
£—1000

£—10,000
0.05-2.0
3-20
81-4000
5-300
20-100
20-100
Onset—500
30-500
0.001-100
0-470 eV
18-5300
1.5-50
0.1-7.0
Onset—60
Onset—1000
1-10
11-1000
10
0.001-1000
10-10,000

20-235
10-100
140-1000

140-1000
20-80

20-80
0.5eV-10keV
10.3-160.3
Onset—1000

Method

Time-of-flight,
employing H
Transmission
Time-of-flight
Transmission
Linear transmission
TOF spectrometer
Crossed beam with H
Time-of-flight
Theory
Fast neutral beam
PE spectroscopy
PE spectroscopy
Modified Ramsauer
Relative flow
Swarm analysis
Pulsed crossed beam
Pulsed electron beam

and mass spectrometer

Review

Electron beam
Time-of-flight
Modified Ramsauer
Linear attenuation
Time-of-flight MS
Time-of-flight MS
EI spectrometer
Theory

Swarm analysis
Time-of-flight
Time of flight
Crossed beam
Crossed beam
Optical absorption
Time-of-flight
Crossed beam
Photon counting
Spectrometer
Compilation
Semiempirical

EI spectrometer
Crossed beam
Electron beam
Spectrometer
Semiempirical
Electron beam
EI spectrometer
EI Spectrometer
Semiempirical
Theory
Time-of-flight

Source

Ferch et al.%
Wagenaar et al.%’
Buckman et al.%
Garcia et al.%’
Wagenaar et al.”
Buckman et al.”!
Iga et al.”
Mason et a
Nahar et al.”*

Wetzel et al.”®
Subramanian et al.”®
Kumar et al.”’

Zecca et al.”®

Nickel et al.”®
Nakamura®

Shah et al.¥!
Krishnakumar et al.%?

1.73

3
Lennon et al.®

Weyherter et al.3*
Furst et al.®®
Zecca et al.%¢
Kanik et al.¥’
Bruce et al.®®
Ma et al.¥
Cartwright et al.”®
Trajmar et al.”!
Pack et al.”?
Syage”®
McCallion et al.>*
Brunger et al.?®
Gulley et al.”®
Mityureva et a!
Straub et al.”®
Gibson et al.”’
Tsurubuchi et al.'®
Zubek et al.'"!
Pitchford et al.!*?
Brusa et al.!”.

For a correction

see Zecca et al.'®.
Cvejanivi¢ and Crowe'”
Panajotovi¢ et al.'*®
Sorokin et al.'%
Zubek et al.'%®
Phelps et al.'’
Sorokin et al.!%
Filipovic et al.'®®
Filipovic et al.''°
Zecca et al.'®
Sienkiewicz et al.!'!
Kobayashi et al.''?

1.97

3

Ot =total, Op =momentum transfer, Q. =-elastic, Qqir=differential, Q.x=-excitation, Q.. 1=total excitation,
Owmer = metastable, Q;=ionization, Q;, = total inelastic, Q (set) =complete set. H=magnetic field, EI =electron
impact, PE = photoelectron, MS = mass spectrometer. Energy in units of eV.
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generally chooses its own values against which other measurements are compared.
A compilation of these results, therefore, necessarily involves an arbitrary choice. We
choose the analytical equations of Brusa et al.'” and Zecca et al.'® as reference, as they cover
a broader range of electron energies. Further, the analytical equation provides the advantage
of easier calculation at odd values of the electron energy (say 13.48 eV) without resorting
to excessive interpolation.

A few remarks about the analytical equations for expressing the cross sections as a
function of electron energy are in order. A number of equations are available in the literature
for representing various cross sections. Such equations are useful for presenting data or
a large number of gases, as otherwise one has to resort to extensive tables that are not the
most efficient way of presenting data, particularly if a large energy range covering several
decades is involved.

Further, the analytic equations are helpful to evaluate quickly the cross sections at a
given energy, particularly in situations where repeated reference to closely spaced electron
energies is required. Boltzmann equation analysis and Monte Carlo simulations are examples
of such requirement. The functions for cross sections will not, of course, be in perfect
agreement with measurements and the discrepancy between individual sets of measurements
and the values obtained by the analytical function should be made available. The user can
then determine the degree of accuracy required for a specific application and choose the data
that satisfy this requirement.

The analytical functions for elastic scattering of electrons are useful for finding the
zero energy cross section Q(e = 0) by extrapolation. This quantity is equated to 474>, where
A has the dimension of length and is known as the scattering length. It appears in the
expression for s-wave scattering shifts in the quantum mechanical description of scattering
phenomena,'® providing a link between theory and the analytic function. The relation of
the analytical functions to the theory has been discussed by Inokuti et al.?® and the types
of functions useful for representing several different cross sections are also provided. The
generally preferred analytical functions for the scattering cross sections are based on the
Born—Bethe approximation, with fitting parameters for each gas. This procedure has been
found to be more applicable in the high energy range, >500¢V.

Zecca et al.,'> !> March et al.,!'® and Brusa et al.'” have, however, generated functions
for both molecular and rare gases and the expressions are easy to use. One has to bear in
mind that evaluation of the fitting parameters involves choosing data from one or few
groups, thereby indirectly bestowing them the status of reference values because all other
measurements are compared to the selected data. However, on the basis of stated accuracy
of the measurements, the close agreement between the results of several groups renders
the procedure justifiable. We adopt the procedure of Zecca et al.'” in presenting data.
However, the required number of decades is chosen in preference to their two decades, and a
percentage difference graph is added for each cross section as calculated from the tabulated
values in the original reference.

3.1.1 TOTAL AND MOMENTUM TRANSFER
CROSS SECTIONS IN Ar (20<e<1000eV)

The significance of the lower energy considered in this section is that it is to the right side
of the maximum of the e—Qr curve where analytical expressions of the type (3.1) apply.
De Heer and Jansen™ calculated the total cross section of argon by considering the
experimental and theoretical data available till then (1977) and their method is usually
referred to as semiempirical in the literature. Their tabulated data were used by Zecca et al.”®
to evaluate a sixth-order double logarithmic dependence of the total cross section on energy
(i.e., log O1—log ¢); the resulting coefficients in order of ascending power of ¢ are: 0.673 24,
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0.758 06, —0.253 55, —0.105097, 0.047 59, —0.00522, —0.00006. A more recent function is
due to Brusa et al.'” and Zecca et al.'®

The analytical function for the total cross section given by Brusa et al.'” is

o Lo, +2/BD L | (5]
"7 AB+e) CD+e) eVACIB—DI| \5+1

3.1)

in which 4, B, C, and D are fitting parameters and ¢ is the electron energy in keV. The
parameters and the range of electron energies for which the analytic function (3.1) is
applicable are shown in Table 3.2. Data that are used to obtain the fitting parameters are
as follows: 10 to 300 eV range: Nickel et al.®® for helium, neon, argon, xenon; Kanik et al.*” in
xenon; in the 100 to 4000eV range: Dalba et al.* for helium; Zecca et al.”® for neon and
argon; Zecca et al.®® for krypton and xenon. The criteria adopted for the choice of data were:

1. A wide coverage of energy range should be available to ensure better consistency. '’

2. Data to come preferably from the same group measuring all the noble gases, to
minimize systematic errors.

The number of experimental points ranged from 34 (neon) to 47 (krypton). In the
discussion of total cross sections in some rare gases we distinguish two ranges: (1) 20 to
1000eV, (2) 0 to 20¢eV. Since the same equation applies to several rare gases, a reference is
made to them. A comparison of selected results may be found in a recent reference.

Figure 3.1 shows the total cross section in argon, calculated according to the function 3.1
and using the fitting parameters shown in Table 3.2. The curve is almost obscured by the
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FIGURE 3.1 Totaland momentum transfer crosssectionsin argon. Total cross sections: A, de Heeret al.’’;
o, Kauppila et al.>'; x, Jost et al.>®; O, Nickel et al.%%; &, Ferch et al.,’%; +, Wagenaar and de Heer®’; A,
Buckman and Lohmann®; 0, Zecca et al.”®; #, Subramanian and Kumar’$; —, empirical formula of

Brusa et al.'” with the correction shown in Zecca et al.'® Momentum transfer cross sections: x,
Srivastava et al.’%; O, Iga et al.”?; m, Pack et al.®? The broken line is drawn as a guide to the eyes.
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TABLE 3.2
Parameters for the Total Cross Section and the Energy Range for the Analytical Function
(Equation 3.1)

Gas Energy Range A B C D
(eV) (keV' x 1072 m?) (keV) (keV~" x 1072 m?) (keV)

He 10-3000 37.2 0.0032 5.37 0.330

Ne 40-3000 4.120 0.106 2.07 1.031

Ar 14-3000 0.341 0.424 4.00 0

Kr 12-4000 0.261 0.986 3.59 0.0127

Xe 90-4000 0.101 20.16 0.407 0.219

Reproduced from Brusa et al., Z. Phys. D, 38, 279, 1996. With kind permission of Springer Science and Business
Media.

density of experimental points lying on it, indicating the degree of accuracy that the function
has achieved. The scattering cross sections are much larger in the heavier rare gases than in
helium or neon, particularly at low electron energies. For example, at 10eV electron impact
energy the total cross section in argon is 20.06 x 10~2°m?, which is approximately 400% of
the cross section in helium at the same impact energy.

Momentum transfer cross sections measured by Srivastava et al.,’ 0 Iga et al.,”*> and Pack
et al.®? are also shown in Figure 3.1. This cross section controls the diffusion phenomenon
and the ratio of diffusion coefficient to mobility of gases (D/u). Srivastava et al.® employed
an apparatus that consists of an electron scattering spectrometer, gas flow system, and a
multichannel analyzer for detecting and storing the scattered electron signal. The
experimental gas effused through a capillary, producing a well-defined beam of atoms at
90° to the electron beam. Differential cross sections covered the electron energy range of 3 to
100 eV and an angular range from 20° to 135°; normalization was with respect to helium. The
differential elastic cross sections were integrated to derive momentum transfer and elastic
scattering cross sections.

The momentum transfer cross sections cannot be measured below a certain minimum
energy, due to experimental limitations. To extend the range of the electron energies toward
the lower limit, Pack et al.””> employed swarm experimental results to derive the ratio of the
longitudinal diffusion coefficient (D;) to mobility () in the electron energy range from 0 to
100eV. The principle of this method has been briefly touched upon in Chapter 2 and
essentially consists of solving the Boltzmann equation and calculating the swarm coefficients.
A comparison with experimental results is then used to apply corrections to the initial cross
sections by a backward prolongation technique, first used by Frost et al.'* The technique
will be considered further in Chapter 6.

The Ramsauer—Townsend minimum in the momentum transfer cross section obtained by
the swarm method is deeper at 0.25eV with a cross section of 0.09 x 1072*m?, as shown in
Table 3.3. In the range of 0.4 to 8eV electron energy, the momentum transfer cross section
agrees very well with the total cross sections of several investigators. For energies greater than
10 eV the momentum transfer cross section begins to get smaller than the total cross section;
the differences increase with increasing energy.

Momentum transfer cross sections in the higher energy range from 300 to 1000eV have
been obtained by Iga et al.”? in a crossed beam geometry with a small magnetic field (1.5 uT).
Elastic differential cross sections are measured and, by integration, the integrated elastic and
momentum transfer cross sections are derived in the usual manner. The values lic smoothly
on the curve connecting the points of Pack et al. (see the broken line in Figure 3.1). There is
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TABLE 3.3

Momentum Transfer Cross Section in Argon

Energy Qm Energy Qm Energy Qm
0.000 7.5 0.35 0.235 15 14.1
0.001 7.5 0.400 0.33 20 11.00
0.005 6.1 0.500 0.51 25 9.45
0.010 4.60 0.700 0.86 30 8.74
0.020 3.25 1.00 1.38 50 6.9
0.050 1.73 1.20 1.66 75 5.85
0.070 1.13 1.30 1.82 100 5.25
0.100 0.59 1.70 2.30 150 4.24
0.150 0.23 2.10 2.80 200 3.76
0.170 0.16 2.50 3.30 300 3.02
0.200 0.103 3.00 4.10 500 2.1
0.250 0.091 5.0 6.7 700 1.64
0.300 0.153 10.0 15 1000 1.21

Electron energy in units of eV and cross section in units of 1072°m?.
From Pitchford, L. C. et al., www.siglo.com. Courtesy of main author.

paucity of data in the 100 to 300eV range of electron energies. Table 3.3 shows the
momentum transfer cross sections.

3.1.2 TotAL CROSS SECTIONS IN Ar (0 < £¢<20 eV)

Total scattering cross sections in this range of electron energy have been of particular interest
from the earliest studies of Ramsauer and Townsend. The Ramsauer—-Townsend minimum in
rare gases occurs in this range of impact energies and the phenomenon of very low cross
sections in the 0 to 3eV range is of interest from the theoretical aspect of application of
quantum mechanics to the argon atom.

The experimental technique of Golden and Bandel,! who used the Ramsauer beam
technique, has been described in Section 2.1.1. Ferch et al.®® used time-of-flight spectroscopy
in the electron impact energy range of 0.08 to 20eV. Milloy et al.!'” calculated the
momentum transfer cross sections in argon, using the drift velocity, and Dt/u up to 4eV
energy. Experiments carried out to determine the differential elastic cross sections also yield
the momentum transfer cross section, by integration,

T

Om = 27TJ Quifr(1 — cos ) sin 6d6 (3.2)
0

These results are summarized in Figure 3.1. While the cross section minimum is observed to
occur at approximately 0.25 to 0.285eV, the magnitude of the minimum differs by a factor
of four, the highest being observed by Ferch et al.®® and the lowest by Pack et al.”> (Table 3.4).
The dominance of the p-wave contribution to the total cross section in the Ramsauer—
Townsend region increases the forward scattering. It is possible that the results of Golden
and Bandel®' are too low in this energy region because of poor discrimination against
forward scattering of electrons. In the time-of-flight method adopted by Buckman and
Lohmann,*® the energy resolution is estimated to be 20meV whereas the Ramsauer—
Townsend minimum has a width in excess of 150 meV. However, as the energy increases
towards 1eV the discrepancy between the results of Ferch et al.®® and those of Buckman and
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TABLE 3.4

Ramsauer-Townsend Minimum Cross Section in Argon

Authors Method Energy Cross section
Golden and Bandel®! Total 0.28 0.15
Milloy et al.!'’ Momentum transfer 0.25 0.095
Ferch et al.® Total 0.34 0.31
Buckman et al.®® Total 0.3 0.31
Pack et al.”? Momentum transfer 0.25 0.091

Energy in units of eV and cross section in units of 1072°m?.

Lohmann®® increases, reaching a maximum of 12%. The reasons for this discrepancy are not
clearly understood.®®

The total cross section extrapolated to zero energy gives a cross section, Q1(0), that is
usually expressed in terms of a length according to Q1(0)=4mwA?, where A is called the
scattering length. At zero energy the total cross section contains only the s-wave scattering
and equals the momentum transfer cross section as determined by swarm experiments. The
scattering length determined by Pack et al.”” is 89.2 x 10~'?m. Earlier values are quoted by
Zecca et al.'®

3.1.3 ELASTIC AND DIFFERENTIAL
CROSS SECTIONS IN Ar

The procedure followed for presenting the total cross sections is also adopted for presenting
the elastic scattering cross sections. Brusa et al.!” have demonstrated that Equation 3.1 is
applicable for this purpose, with different values for the fitting parameters A, B, C, D for all
the rare gases except helium, in the energy range 10 to 10,000eV. The values of these
coefficients are shown in Table 3.5. The elastic scattering cross section measurements usually
have an uncertainty of 20 to 30%, arising from the fact that the measured differential cross
sections are integrated over the scattering angle. The measurements are not carried out over
the entire range of angles from 0 to 180°, and extrapolation is required at each end of the
range. This extrapolation can introduce large errors. Further, for the determination of
absolute differential cross sections, normalization is required, using other known experi-
mental or theoretical cross sections.

The elastic scattering cross sections used for finding the fitting parameters were obtained
indirectly by Brusa et al.'” by subtracting the inelastic scattering cross sections from the
total cross sections. This procedure yielded cross sections that were not dependent on
direct measurements and the parameters evaluated are not biased towards an individual set
of data.

Figure 3.2 shows selected elastic scattering cross sections published by several groups,
along with the calculated values. For electron energies greater than 20eV, the total cross
section given by Zecca et al.'® is also given again, to convey the contribution of inelastic
scatterings to the total cross section. De Heer et al.>’ evaluated a set of cross sections in
argon. The elastic scattering cross section is obtained by integrating the differential cross
sections of several publications up to 1979, using the equation

T

Ou = 27 L Q.in(6) sin 6.d8 (33)
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TABLE 3.5
Fitting Parameters for Elastic Scattering Cross Sections in Rare Gases

Gas No. of Points  Energy Range (eV) A (keV'107°m? B keV™") Ckev'107m? D (keV)

Ar 52 10-10,000 0.632 0.593 3.65 0

Kr 52 10-10,000 4.115 0.0017 0.388 1.35
Ne 52 10-10,000 7.7076 0.0381 3.64 1.11
Xe 48 80-10,000 1.210 0.203 0.121 13.60

From Brusa, R. S. et al., Z. Phys. D, 38, 278, 1996. With kind permission of Springer Science and Business Media.
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FIGURE 3.2 Integral elastic scattering cross sections in argon. The full line is the semiempirical formula
of Zecca et al.'8; (A) semiempirical data of de Heer et al.*”; (®) Srivastava et al.>’; (0) Iga et al.”; (A)
Nahar and Wadhera’; (m) Furst et al.®%; (0) Gibson et al.”® Total cross section according to Zecca
et al.,'® broken curve, is included to show the contribution of inelastic scattering cross sections. Data
calculated by the present author (unpublished).

where Qg 1s the differential elastic cross section. The theoretical calculations of Nahar and
Wadhera” in the energy range 3 to 300eV are also shown. There is extremely good
agreement between their values and the experimental results of Srivastava®® over the entire
range of electron energy. The measurements of Furst et al.*® in the range 3 to 20eV again
show reasonable agreement. The higher energy range (400 to 1000eV) is covered by Iga
et al.”> whose values lie smoothly on the semiempirical curve. A comparison of selected
investigations of Qy is given in a recent publication by the present author.'”’

Differential cross section data available up to 1977 have been reviewed by Bransden and
McDowell.''® Since then, accurate measurements have been published by: Srivastava et al.,*
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3 to 100eV, angular range 20° to 135°; Wagenaar et al.,’® 20 to 200eV, angular range 0° to
10°; Weyherter et al.,%* 0.05 to 2eV; Zubek et al.,'°® 10eV; and Cvejanovi¢ and Crowe, !
20.4 to 110eV, angular range 40° to 120°. The experimental setup of Wagenaar et al.” has
the special feature of measuring the cross sections at low angles, with a resolution of 0.25°, at
energies less than 100eV. The experiments of Weyherter et al.** and Gibson et al.”® have the
special feature of extending the lower range of electron energy, covered by Zubek et al.,' to
higher angles up to 180°, and the results of Cvejanovié¢ and Crowe'® to continuously variable
electron energy.

The differential scattering cross section is a function of both the angle of scattering and
the electron energy. The direct determination of absolute cross sections is exceptionally
difficult and the usual method adopted to achieve this goal is to measure the relative
differential cross sections and then convert them to an absolute scale by normalization to
cross sections of targets for which the absolute cross sections are reliably known.®> Helium
and neon targets are used for the purpose of normalizing the elastic scattering cross sections.

The normalization is accomplished by two different techniques: at sufficiently low
energies where only elastic scattering occurs in rare gases, phase shifts of some of the lowest
order partial waves may be obtained by fitting the angular distribution measurements. These
extracted phase shifts, together with higher order phase shifts obtained by the Born
approximation, are used to place the differential cross sections on an absolute scale. This
method, known as the phase shift method,’® has been successful in helium, making that gas
a preferred choice for normalization. The second method is the relative flow technique that
has been explained in Chapter 2. Briefly, the cross section in the target gas is measured and,
under identical conditions, the target gas is replaced by helium and measurements are carried
out at the same angles. The ratios of measured cross sections are related to the flow rates and
the absolute cross section of the target gas is determined. This technique, known as the
relative flow normalization technique, has also been employed in argon,” though the
agreement between the two methods has been poor. The angular and energy dependence of
the differential cross section shows that two steep minima occur in rare gases except in
helium; the explanation for this experimental observation has been provided by Furst et al.®
In helium the s-wave phase shift is dominant at all energies, though there is a negligibly small
contribution from the p-wave phase shifts.* In other rare gases, with increasing energy the
p- and d-waves make a larger contribution.

Figure 3.3 shows the angular variation of the cross sections at selected energies.
Srivastava et al.>® normalized their measurements to helium, Gibson et al.® applied the phase
shift analysis, and Cvejanovi¢ and Crowe'”® normalized their relative cross sections to the
absolute cross sections of Srivastava et al.>® The agreement between the measurements is
good over the overlapping regions of energy.

At 1eV and 3eV there is only a broad hint of minimum in the experimental results,
whereas at 10eV the minimum is clearly seen. For a heavy rare gas atom such as argon, the
validity of phase shift analysis at any energy is not generally successful. Due to the higher
polarizability of the atom, higher order partial waves make a greater contribution to the
scattering cross section at any energy. The effect of the higher order contribution is to cause
a more pronounced forward peak in the differential scattering cross section. The relatively
large d-wave contribution causes distinct minima in the differential cross sections at
low energies. As the energy increases the d-wave contribution dominates, resulting in a shift
of the minima with electron energy.®® At 75 and 100 eV two minima can be seen (Figure 3.3),
and theoretical calculations by Nahar and Wadhera’ and others confirm the existence of
two minima at higher energies.

A three-dimensional plot of the differential cross sections as a function of the scattering
angle at various energies shows two global minima, one at a low angle and the other at
a higher angle. This aspect of differential scattering has been referred to in Figure 2.22 of the

50,99,103
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FIGURE 3.3 Differential scattering cross sections in argon as a function of scattering angle at various
electron impact energies. Both experimental and theoretical results are shown. Due to experimental
limitations, experimental results do not cover the entire range of the scattering angle. (a): (m) Gibson
etal.,” 1eV; (A) Srivastava et al.,>* 3eV; (0) Nahar and Wadhera,”* 3eV; (—A-) Gibson et al.,”® 10eV.
(b): (@) Cvejanovi¢ and Crowe,'?® 50eV; (A) Srivastava et al.>’; (0) Nahar and Wadhera.” (c): 75¢eV.
(d): 100eV. Symbols for (c) and (d) same as for (b). Compiled by the author (unpublished).

previous chapter.'® Theoretical verification of these results is provided by Sienkiewicz
etal.,'"! Figure 3.4, and the observed critical minima, (39.3 eV, 68°) and (39.5¢V, 141°), agree
with the measurements of Panajotovi¢ et al.'® The critical minimum points serve as a check
for the accuracy of measurements and calculations in argon.

3.1.4 ToTAL EXCITATION CROSS SECTIONS IN Ar

Excitation of atoms and molecules by electron impact results in the output of radiation and
the generation of metastable states which return to ground state by indirect means, such as
being excited back to the allowed level by scattering. The total excitation cross section is
required for the purposes of discharge simulation, finding the solution of Boltzmann
equation, and so on. Detailed discussion of excitation to every allowed level will not fall into
the domain of our requirement; in argon alone there are over 75 lines. A review of electron
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FIGURE 3.4 Differential cross sections in argon as a function of angle of scattering and electron impact
energy, calculated by Sienkiewicz et al.!'! Two global minima are observed. For experimental results see
Figure 2.22. Figure reproduced from Sienkiewicz, J. E. et al., J. Phys. B, 33, 2081, 2000. With
permission of Institute of Physics, U.K.

impact excitation cross sections in atoms covering up to 1968 is given by Moiseiwitsch and
Smith."" Electron excitation of metastable atoms has been reviewed by Fabrikant et al.'*
and electron impact optical excitation functions are reviewed by Heddle and Gallagher.'*!

Argon has 18 electrons, with the outer electron shell having the principle quantum
number 7 =3 in the 3s® p°® configuration. Within 14.3 eV of the ground state there are nearly
thirty electronic states. Of the first four levels, level 1 (4s[3/2],, onset energy 11.548 eV) and
level 3 (4s'[1/2]y, onset energy 11.675eV) are metastables; their lifetimes are 55.9 and 44.9s
respectively.''® Level 2 (4s[3/2];, onset energy 11.631¢eV) and level 4 (4s'[1/2];, onset energy
11.723¢V) radiate to ground level with emission wavelengths of 106.6nm and 104.8 nm
respectively (Table 3.5). A partial energy level diagram of argon is shown in Figure 3.5.

The cross sections for 23 states, due to Chutjian and Cartwright,'' in the electron energy
range of 16 to 100eV, covering both the forward and backward hemispheres, have been
recognized as benchmark measurements. The adopted values of electron energies are 16, 20,
30, 50, and 100eV; the energy losses of the scattered electrons are measured. The scattering
angle ranges from 5° to 138° and differential excitation cross sections are extrapolated to
0° and 180° to yield integral cross sections. The sums of their cross sections are shown in
Figure 3.6. The total cross section reaches a peak in the region of 30 to 50eV with a cross
section of 0.9 x 1072°m?. Hayashi'*? has provided cross sections to an additional two states,
making 25 in all, with the added advantage that the cross sections are presented in a range
of electron energies, up to 1000¢eV.

Optical measurements of excitation cross sections are classified as apparent excitation
cross sections and cascade excitation cross sections. An electron beam traverses the gas,
exciting some atoms to level i. As they fall to a lower level j, the resulting radiation is detected
to measure the optical emission cross sections (Qg-pt). The sum of all emissions to lower states
is termed the apparent excitation cross sections for the level i:
0™ (ex) = Y " OiPP(ex) (34)

Jj<i
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FIGURE 3.5 Partial energy level diagram of argon.
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FIGURE 3.6 Excitation cross sections for 25 levels of argon.'?? Plotting is due to Saced Ul-Hagq.
See reference [20] of Phelps and Petrovic.'” The numbers are levels as labeled in reference [199].

A level i may be populated both by direct electron impact excitation and by higher exciting
levels cascading into it. The cascade cross section is the sum of all optical cross sections for
the transition into the level from higher levels:

05 (ex) = ) 0P (ex) (3.5)

k>i
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The direct electronic excitation cross section is obtained as the difference between the
apparent cross section and the cascade contribution:’

0(ex) = 0} (ex) — 0F*(ex) 6.6

For example, McConkey and Donaldson®® measured the apparent excitation cross sections
by optical methods. Most of the cascade contribution in argon is in the infrared region and a
Fourier transform spectrometer has been used by Chilton et al.'? to determine the direct
excitation cross section.

Cross sections for some or all of the first four levels, consisting of two metastable states
and two resonance levels, have been measured by the following: McKonkey and
Donaldson,?® level 2 and level 4; Mason and Newell,”® total metastables including level 1
and level 3; Mityureva and Smirnoff,”” level 1 and level 3; Tsurubuchi et al.,'® level 2 and
level 4; Filipovié et al.,'” level 4; Filipovi¢ et al.,''* levels 1, 2, and 3. The values of
Tsurubuchi'® for the lowest resonance states and the values of Mason and Newell”® for the
total metastable levels are shown 