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Though this be madness, yet there is method in’t.

WILLIAM SHAKESPEARE, Hamler, 11, 2:211



Contributors

Pauline Agbayani-Siewert, Department of Social Welfare, School of Public Policy and
Social Research, University of California, Los Angeles, Los Angeles, California
90095-1656

Carol S. Aneshensel, Department of Community Health Sciences, School of Public Health,
University of California, Los Angeles, Los Angeles, California 90095-1772

William R. Avison, Centre for Health and Well-Being, The University of Western Ontario,
London, Ontario, Canada N6A 5C2

Carol A. Boyer, Institute for Health, Health Care Policy, and Aging Research, Rutgers
University, New Brunswick, New Jersey 08903-5070

Evelyn J. Bromet, Department of Psychiatry and Behavioral Sciences, State University of
New York at Stony Brook, Stony Brook, New York 11794-8790

Kendrick T. Brown, Department of Psychology, Macalester College, St. Paul, Minnesota
55105

Tony N. Brown, 5006 Institute for Social Research, University of Michigan, Ann Arbor,
Michigan 48106-1248

Martha Livingston Bruce, Department of Psychiatry, Weill Medical College of Cornell
University, White Plains, New York 10605

Mary Amanda Dew, Departments of Psychiatry, Psychology, and Epidemiology, Univer-
sity of Pittsburgh School of Medicine and Medical Center, Pittsburgh, Pennsylva-
nia 15213

George W. Dowdall, Department of Sociology, St. Joseph’s University, Philadelphia, Penn-
sylvania 19131

William W, Eaton, Department of Mental Hygiene, School of Public Health, The Johns
Hopkins University, Baltimore, Maryland 21205

Linda K. George, Department of Sociology and Center for the Study of Aging and Human
Development, Durham, North Carolina 27710

Allan V. Horwitz, Institute for Health, Health Care Policy, and Aging Research, Rutgers
University, New Brunswick, New Jersey 08903-5070

James S. Jackson, 5006 Institute for Social Research, University of Michigan, Ann Arbor,
Michigan 48106-1248

vii



viii Contributors

Ronald C. Kessler, Department of Health Care Policy, Harvard Medical School, Boston,
Massachusetts 02115

Stuart A. Kirk, Department of Social Welfare, School of Public Policy and Social Research,
University of California, Los Angeles, Los Angeles, California 90095-1656

Neal Krause, Department of Health Behavior and Health Education, School of Public
Health, University of Michigan, Ann Arbor, Michigan 48109-2029

Bruce G. Link, Division of Epidemiology, School of Public Health, Columbia University,
New York, New York 10032

Keri M. Lubell, Department of Sociology, Indiana University, Bloomington, Indiana 47405

Jane D. McLeod, Department of Sociology, Indiana University, Bloomington, Indiana
47405

John Mirowsky, Department of Sociology, The Ohio State University, Columbus, Ohio
43210-1353

Joseph P. Morrissey, Sheps Center for Health Services Research, Chapel Hill, North Caro-
lina 27599-7590

James M. Nonnemaker, Department of Sociology, University of Minnesota, Minneapo-
lis, Minnesota 55455

Rosavinia W. Pangan, Department of Community Health Sciences, School of Public Health,
University of California, Los Angeles, Los Angeles, California 90095-1772

Leonard I. Pearlin, Department of Sociology, University of Maryland at College Park,
College Park, Maryland 20742-1315

Bernice A. Pescosolido, Department of Sociology, Indiana University, Bloomington, Indi-
ana 47405

Jo C. Phelan, Division of Sociomedical Sciences, School of Public Health, Columbia
University, New York, New York 10032

Michael F. Polgar, Center for Mental Health Services Research, Washington University,
St. Louis, Missouri 63105-2198

Sarah Rosenfield, Institute for Health, Health Care Policy, and Aging Research, Rutgers
University, New Brunswick, New Jersey 08903-5070

Catherine E. Ross, Department of Sociology, The Ohio State University, Columbus, Ohio
43210-1353

Jaya Sastry, Late of the Department of Sociology, Duke University, Durham, North Caro-
lina, 27710

Sherril L. Sellers, 5006 Institute for Social Research, University of Michigan, Ann Arbor,
Michigan 48210-1353

Galen E. Switzer, Departments of Medicine and Psychiatry, University of Pittsburgh School
of Medicine and Medical Center, Pittsburgh, Pennsylvania 15213

David T. Takeuchi, Department of Sociology, Indiana University, Bloomington, Indiana
47405

Mark Tausig, Department of Sociology, University of Akron, Akron, Ohio 44325-1905

Peggy A. Thoits, Department of Sociology, Vanderbilt University, Nashville, Tennessee
37235

J. Blake Turner, Division of Sociomedical Sciences, School of Public Health, Columbia
University, New York, New York 10032

R. Jay Turner, Department of Sociology, University of Miami, Coral Gables, Florida 33146

Debra Umberson, Department of Sociology and Population Research Center, University
of Texas, Austin, Texas 78712-1088



Contributors ix

Blair Wheaton, Department of Sociology, University of Toronto, Toronto, Ontario, Canada
MST 98 727245

David R. Williams, Institute for Social Research, University of Michigan, Ann Arbor,
Michigan 48106-1248

Kristi Williams, Department of Sociology and Population Research Center, University of
Texas, Austin, Texas 78712-1088

Yan Yu, Department of Sociology, University of Maryland, College Park, Maryland 20742

Shanyang Zhao, Department of Health Care Policy, Harvard Medical School, Boston,
Massachusetts 02115



Preface

Within American society, mental disorder is commonly understood as an attribute of the
individual. This intuitive understanding reflects the experiential reality that it is individuals
who are beset by feelings of fear and despair, confused by intrusive or jumbled thoughts,
addicted to drugs, and so forth. In this regard, everyday thinking is consistent with contem-
porary psychiatry, which also individualizes pathology, increasingly in biological terms.

The contributors to this handbook collectively articulate an alternative vision, one in
which the individual experience of psychopathology is inextricably embedded within its
social context. This theme—the interface between society and the inward experience of its
constituents—is developed here in a more encompassing manner than has been previously
undertaken. Although this perspective may seem self-evident, especially in a handbook on
the sociology of mental health, the widespread adoption of a medical model of aberrant
states, especially by sociologists, has, we submit, obscured the relevance of social organi-
zation and processes.

This problem is tackled at its most fundamental level by several authors who question
our basic understanding of mental illness as illness. One aspect of this critique points to the
historical and cultural specificity of the medical model, thereby calling attention to its
socially constructed nature. Some question the often tacit assumption that mental disorders
exist as objective states that can legitimately be assessed with universal and standardized
criteria, especially with regard to comparisons among culturally disparate groups. Several
authors also call attention to the impact of social, economic, cultural, and political forces
on our science, including the methods we use, how we interpret data, and the conclusions
we draw about the mental health impact of these very same forces. Throughout this vol-
ume, then, the authors confront the dilemma that even the manner in which we think about
mental disorder is shaped by the nature of the society in which we live and conduct our
research.

Most of this handbook is devoted to the explanation of one elementary observation:
Disorder is not uniformly distributed throughout society, but occurs more densely within
some social strata than others. The explanation of social variation in risk has engaged the
attention of sociologists since the earliest community-based surveys revealed an inverse
association with socioeconomic status. It continues to do so.

xi



xii Preface

The most influential idea running through this body of work—the idea that connects
work on gender, socioeconomic status, race, ethnicity, age, and poverty—is that social
group differences in disorder are somehow linked to corresponding differences in exposure
to the social conditions that cause disorder. This idea does not dispute the etiological sig-
nificance of biological factors but sets these influences to the side, held in reserve to ac-
count for individual (as distinct from group) differences. The explanation of group differ-
ences in disorder necessarily entails casual agents whose own occurrence also depends (at
least in part) on group membership. Social factors best fit this criterion.

This one idea is key to understanding the distinctive vision that sociologists bring to
the study of mental health. From a clinical perspective, disorder is abnormal and its origins
lie in anomalous experiences or attributes (an admittedly overly simplistic account). For
the sociologist, the occurrence of abnormality is a normal by-product of the routine func-
tioning of society. In other words, the social arrangements and processes that serve the
interests of some segments of society inevitably harm others. The sources of systematic
differences in disorder, then, lie not in the bizarre or happenstance, but in the repetition and
reproduction of the commonplace. Thus, it is not surprising that social stratification and
inequality are prominent themes in this handbook.

The influence of social forces, however, is perhaps most evident in the aftermath of
the onset of mental, emotional, or behavioral problems. Here, we see that individuals with
essentially the same disorder often follow divergent sequences of societal response, which
determine (at least in part) the course of the disorder—its duration, the likelihood of recov-
ery, and the chances of relapse or recurrence. One dimension of the societal response is the
definition of the problem in medical terms and associated processes of help seeking and
treatment, as well as the institutional contexts within which these processes unfold. Stigma
constitutes a second dimension of societal response, sometimes counterbalancing the po-
tentially restorative effects of treatment. And perhaps the most social aspect of mental
illness concerns its impact on others, especially the family.

The course of a particular disorder over time displays considerable variation at the
individual level. Response to treatment, including reactions to powerful pharmaceutical
agents, is often defined in biological or intrapsychic terms. However, there are pronounced
group differences in the course and consequences of mental illness as well, differences that
once again point to the equally powerful influence of the social factors that differentiate
one group from another. The impact of gender, race, age, and socioeconomic status are
apparent at virtually every juncture, pointing once again to the significance of systems of
stratification and inequality.

These perspectives have characterized the sociological study of mental illness for
nearly a half-century. In this sense, this handbook can be viewed as a historical record of
the emergence of the field and its current state, a description of a work-in-progress. It
presents the state of the art in theory, method, research, and interpretation. Its authors,
however, have gone one step further, offering their vision of what lies on the horizon or just
beyond it, presenting a sociological agenda for the future. This agenda, we submit, is the
reintegration of individual psychopathology into society.

It is our immodest hope, too, that this handbook will foster a reintegration of the
sociological study of mental health. Just as the discipline has become increasingly special-
ized, so too has the subdiscipline. As Toffler (1984) notes, one of the most highly devel-
oped skills in contemporary Western civilization is dissection—the splitting up of prob-
lems into their smallest possible components—a skill perhaps most finely honed in science.
Yet in editing this handbook, we have seen the same themes emerge repeatedly in some-
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what different guises. Our initial pleasure at what seemed like a fortuitous outcome has
given way to the realization that this outcome was inevitable because its authors have all
been describing one and the same thing: the social experience of mental illness. The many
stages and transitions of this process have generated areas of specialization that have ob-
scured continuities across time and place. We as a field should assume responsibility for
tending these commonalities with the same commitment we have brought to each unique
manifestation.

Finally, in undertaking this handbook, we began with what we knew best and branched
out to create what we thought of as an encyclopedic perspective. Having reached the end of
this task, we see now all too clearly other topics that rightfully have a place in the table of
contents. Thus, we expect that the next handbook on this topic will differ from the present
one—as indeed it should.

CAROL S. ANESHENSEL

Jo C. PHELAN

REFERENCE

Toffler, A. (1984). Science and change: Foreword. In I. Prigogine & 1. Stengers (Eds.), Order out of chaos:
Man’s new dialogue with nature (pp. xi-xxvi). New York: Bantam Books.



Acknowledgments

This book is about people who suffer, and it is fitting to recognize and appreciate their
pain. Thus, we acknowledge the many people whose lives have been affected by mental
illness and whose life experiences are reflected at least partially in the content of this book.
We are especially indebted to the persons who participated in the various research projects
recounted here. These individuals have generously taken the time to tell us their stories,
answer our questions, and fill out our forms, even though these activities were at times
painful or at the very least tedious. Our debt to these persons is enormous, far greater than
we can acknowledge here.

Similarly, we would like to take this opportunity to thank those who conducted the
original scholarly work that informs this handbook. Some of these individuals are to be
found among the authors of this volume. Most appear only in the text and references, how-
ever, insofar as their work constitutes the body of knowledge that we refer to as the sociol-
ogy of mental health.

We would also like to thank the many colleagues and friends who contributed chap-
ters to this handbook. We sought out the leading experts in the field, and so the fact that
each chapter offers an authoritative summary and critique of its respective subject comes
as no surprise. However, these authors also took on the difficult task of extending this
knowledge base beyond its past accomplishments. Their creativity, critical thinking, and
occasional outrageousness have gratified and delighted us. The success of this volume is
due to their enthusiastic commitment to the project, the goodwill with which they responded
to our suggestions for revisions, and their acquiescence to demanding deadlines. To these
outstanding authors, we express our special appreciation.

The work presented in this volume is the result of the collective efforts of a large
number of people working in several institutions, most of which are acknowledged by
individual authors, but several have played a more fundamental role in facilitating this
project. In particular, our gratitude goes to the Mental Health Section of the American
Sociological Association for its support and sponsorship of this book. This official backing
no doubt lent credence to the undertaking and helped gain the participation of the respected
scholars whose work is collected here.

Dr. Aneshensel also wishes to thank the University of California, Los Angeles, for a

XV



xvi Acknowledgments

three-month hiatus from her teaching responsibilities, which enabled this project to get off
the ground. I am especially grateful to Carmi Schooler, Director of the Socio-Environmen-
tal Studies Laboratory at the National Institute of Mental Health (NIMH), and Leonard 1.
Pearlin, research professor in the Sociology Department, University of Maryland, College
Park. During my leave, both provided a rich intellectual atmosphere, congenial compan-
ionship, supportive resources, and, perhaps most important, space. Both Len and Carmi
also shared with me their firsthand recollections of the emergence of the sociological study
of mental health, which gave me a greater appreciation of the critical role played by a small
group of social scientists working within the Socio-Environmental Studies Laboratory at
NIMH.

Dr. Phelan also wishes to thank Bruce Link, Sharon Schwartz, and the Psychiatric
Epidemiology Training Program at Columbia University for their ongoing intellectual in-
spiration and nurturance and for the excellent schooling they provide in issues relating to
the social sources, meanings, and consequences of mental illness.

We also wish to thank Howard Kaplan for developing and editing the larger series of
which this handbook is a part and for offering us the opportunity to edit this particular
volume. We are especially pleased to have had the privilege of crafting its theme and the
good fortune to work with its distinguished authors. We are also grateful to our editor, Eliot
Werner, who has shepherded this project to its completion.

Finally, there is you, the reader of this volume. We thank you in advance for your
critical attention to this material, with the hope that it contributes to your own work.



Contents

I. INTRODUCTION:
ALTERNATIVE UNDERSTANDINGS OF MENTAL HEALTH

The Sociology of Mental Health: Surveying the Field ..............
Carol S. Aneshensel and Jo C. Phelan

Mental Illness in a Multicultural Context ...............co0vvaen.
Pauline Agbayani-Siewert, David T. Takeuchi, and Rosavinia W. Pangan

Mental Illness as Psychiatric Disorder.......vcv0eeiieennecnonas

Martha Livingston Bruce

The Sociological Study of Mental Illness:
A Critique and Synthesis of Four Perspectives ....................

Allan V. Horwitz

II. OBSERVING MENTAL HEALTH IN THE COMMUNITY

Issues in Mental Health Assessment . .....oocvvevierresennccnnnae

Galen E. Switzer, Mary Amanda Dew, and Evelyn J. Bromet

Analyzing Associations between Mental Health
and Social Circumstances ........ccoevvninetnnesreceonnsensnes

John Mirowsky

III. THE SOCIAL DISTRIBUTION OF MENTAL ILLNESS

Overview of Descriptive Epidemiology of Mental Disorders.........

Ronald C. Kessler and Shanyang Zhao

19

37

57

81

xvii



xviii Contents

8. SoCIaAl Class . vvvvveetivieensnnesssesscesesosssossscssennnnnsns 151
Yan Yu and David R. Williams

9. Race, Ethnicity and Culture in the Sociology of Mental Health ...... 167

Tony N. Brown, Sherrill L. Sellers, Kendrick T. Brown,
and James S. Jackson

10. Mental Disorder in Late Life: Exploring the Influence
of Stress and Socioeconomic Status .....ccviiiviivirrrreenncenas 183

Neal Krause

11. Splitting the Difference: Gender, the Self, and Mental Health ....... 209
Sarah Rosenfield
12. Family Status and Mental Health . .................ciieiiian... 225

Debra Umberson and Kristi Williams

13. WorkandMental Health . ........cciiiiiiiiiiiniinnennenanneen 255
Mark Tausig

IV. SOCIAL ANTECEDENTS OF MENTAL ILLNESS

14, Social StresS.....iiiiirintiiereeesreersoscesosesacsscassnnnens 277
Blair Wheaton
15. Social Integration and SUpport..........coveiiiviiitrrnsnennnns 301

R. Jay Turner and J. Blake Turner

16. Saocial Stratification and Inequality ...................co0vinne.. 321
Jane D. McLeod and James M. Nonnemaker

17. Self, Identity, Stress, and Mental Health ......................... 345
Peggy A. Thoits

18. The Sense of Personal Control: Social-Structural Causes
and Emotional Consequences ...........ccviiiteiinirannaaeanes 369

Catherine E. Ross and Jaya Sastry

19. The Stress Process Revisited: Reflections on Concepts
and Their Interrelationships ......ccoiiiiiiiiiiiriniierecennnss 395

Leonard I. Pearlin

20. Social Transmission in Acute Somatoform Epidemics .............. 417
William W. Eaton



Contents

21.

22,

23.

25.

26.

27.

28.

V. SOCIAL CONSEQUENCES OF MENTAL ILLNESS
The Social Dynamics of Responding to Mental Health Problems:

Past, Present, and Future Challenges to Understanding
Individuals’ Useof Services........coiiiiiiiiiiiieiinitieneennss

Bernice A. Pescosolido, Carol A. Boyer, and Keri M. Lubell

Mental Health Services and Systems .........ccoiiiiieiiieniennns
Michael F. Polgar and Joseph P. Morrissey

Labelingand Stigma.........ciiiiiiiiiiiiiiiinitiiieceennanss
Bruce G. Link and Jo C. Phelan

Impact of Mental Illnessonthe Family ..........................
William R. Avison

VI. INSTITUTIONAL CONTEXTS OF MENTAL ILLNESS

Mental Hospitals and Deinstitutionalization......................
George W. Dowdall

Instituting Madness: The Evolution of a Federal Agency ...........
Stuart A. Kirk

VII. SOCIAL CONTINUITIES

Life Course Perspectives on Mental Health ......................
Linda K. George

Mental Illness as a Career: Sociological Perspectives ..............
Carol S. Aneshensel

xix

441

461

481

495

519

539

565

585

605



PART 1

Introduction

Alternative Understandings of Mental Health



CHAPTER 1

The Sociology of Mental Health

Surveying the Field

CAROL S. ANESHENSEL
Jo C. PHELAN

This handbook describes the ways in which society shapes the mental health of its mem-
bers and further shapes the lives of those who have been identified as mentally ill. The
terms mental health and mental illness encompass a broad collection of cognitive, emo-
tional, and behavioral phenomena. Mental illness includes, for example, the experiences of
a person who speaks to a companion whom no one else can see; someone who sits silently
in her room, alone, eating little and sleeping less, contemplating death; a person suddenly
overwhelmed with intense anxiety for no apparent reason; an individual whose consump-
tion of alcohol makes it difficult for him to hold a job or maintain friendships; the person
who is frequently sick with no identifiable physiological disease; and, someone who lies
even when the truth would be personally advantageous and feels no remorse when others
are injured by his actions. Although the classification of these states as “iliness” has been
questioned, the very use of the term mental health in the title of this handbook and in the
designation of the sponsoring section of the American Sociological Association reflects
widespread acceptance of this perspective among sociologists.'

Mental illness is a multifaceted concept whose understanding requires the insights of

' The terms mental health and mental illness are often used as antonyms, although the concept of health
usually includes dimensions of well-being that go beyond the mere absence of illness.

CaroL S. ANESHENSEL * Department of Community Health Sciences, School of Public Health, University of
California, Los Angeles, California 90095-1772. Jo C. PHELAN * School of Public Health, Columbia
University, New York, New York 10032,

Handbook of the Sociology of Mental Health, edited by Carol S. Aneshensel and Jo C. Phelan. Kluwer Aca-
demic/ Plenum Publishers, New York, 1999.
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several disciplines, each contributing a distinctive viewpoint. Psychiatry brings
intraindividual considerations to the forefront, for example, whereas cross-cultural varia-
tions occupy this position in anthropology. This volume seeks to articulate a distinctively
sociological orientation. This is a fool’s errand insofar as there is not one but several socio-
logical perspectives, each sharing features with those of other disciplines. Moreover, it is
intellectually more fashionable to call for multidisciplinary perspectives. Nevertheless, we
have undertaken this task out of a conviction that social arrangements and processes are
fundamental to understanding the causes of mental illness and its consequences.

This assertion rests first and foremost on a foundation of empirical research demon-
strating repeatedly and convincingly that mental disorders are not randomly distributed
throughout society, but tend to cluster more densely within some social strata than others.
Much of this volume is dedicated to describing and explaining these distributions. Here it
suffices to note that a person’s chance of developing and maintaining a healthy mental state
throughout the life course is influenced by his or her social status, for example, by gender,
race or ethnicity, and socioeconomic status (SES). These characteristics also influence the
ways in which disorder is likely to be experienced and expressed, for example, as depres-
sion versus alcoholism. Although some of the covariation between social status and mental
health may reflect social selection processes, especially for severe and persistent disorder,
the weight of the empirical evidence favors a social causation interpretation (Aneshensel,
1992; Link & Phelan, 1995). Thus, social variation in the prevalence of disorder demon-
strates incontrovertibly that some aspects of mental illness are social in origin.

The evidence concerning social consequences is equally compelling. Being identified
as mentally ill is itself a social transformation. One’s identity is altered, often irrevocably,
to include what is generally regarded as a socially undesirable and stigmatizing attribute.
This transformation has profound repercussions for one’s subsequent social relationships.
For example, after people recover from depression, their husbands and wives often remain
apprehensive about the future and fear relapse, foreboding that may become self-fulfilling
prophecy (Coyne et al., 1987).

However, most people who are beset by signs and symptoms of mental illness do not
see themselves as being mentally ill, nor are they identified in this way by others—by
friends, family, employers, physicians, or mental health professionals. Few seek treatment;
involuntary commitment is even less common. Each of these outcomes is influenced by the
person’s social characteristics. For example, irrespective of the intensity of symptoms,
women are more likely than men to recognize emotional problems, to identify these prob-
lems as depression, to seek help, and to obtain treatment (Yokopenic, Clark, &
Aneshensel, 1983). Social characteristics also shape interactions with the professions
and institutions that treat those who are mentally ill. For example, the likelihood that a
diagnosis will be assigned to a given set of symptoms depends upon seemingly irrel-
evant characteristics such as race and gender (Loring & Powell, 1988; Rosenfield, 1982).
In addition, sociocultural factors shape ideas about how disorder can be ameliorated and
the means to achieve this end, for example, through psychotherapeutic or psychopharma-
ceutical treatment.

Mental illness is a fertile field for sociological inquiry, then, because social character-
istics and processes are implicated in both the etiology of disorder and in its consequences.
The characteristics that have been most important to sociological inquiry have been those
that signify status within stratified social systems, including SES, gender, age, and race or
ethnicity. Also attracting considerable sociological attention are characteristics that reflect
the occupancy of major social roles, especially marriage, parenting, and employment. Role-
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related research has also examined the mental health impact of entrances into and exits
from social roles, as well as the quality of experience within roles, especially their capacity
to generate stress or provide support.

The remainder of this chapter introduces three substantive areas that are of particular
interest to the sociology of mental health. The first concerns the socially constructed nature
of mental illness. The second and third areas deal, respectively, with the social antecedents
and consequences of mental health. We then conclude the chapter with an overview of the
remainder of the text.

MENTAL ILLNESS OR SOCIAL CONSTRUCTION?

The very concept of mental illness is of profound sociological interest, because there is
considerable sociocultural variation in how mental illness is manifest and understood, both
across societies and within the various strata comprising a given society. In the extreme,
sociologists disagree over whether mental illness exists as anything other than a social
construction manufactured primarily by the institution of psychiatry (Scheff, 1966). As
observed by Eaton (1986), the controversy is not over the occurrence of bizarre behav-
iors—by which he means human activities that are rare, culturally deviant, and inexpli-
cable—which seem to occur in all cultures and historical periods; rather, the issue is the
contrary ways of comprehending these behaviors.

The importance of relativity, subjectivity, and frame of reference can be seen in
Davidson and Layder’s (1994, pp. 26-27) description of the proverbial Martian who visits
Earth seeking to conduct research on madness:

What absolute, external criteria could it use to define madness? Unhappiness? Then all those
who have recently been bereaved or suffered some other tragedy would be classified insane,
along with countless others who live lives of quiet despair brought about by poverty, injustice,
racism, war, famine and disease. Cruelty and brutality are not the exclusive property of mad
people, but are regularly practiced in many of our most cherished institutions; auditory and
visual hallucinations are not considered untoward in the feverish, the religious fanatic, the psy-
chic or the drug user; no therapeutic intervention has been designed to “cure” the grandiose self-
importance of statesmen, prelates, and pop stars, and our political leaders’ mendacity and abil-
ity to simultaneously maintain wholly inconsistent and contradictory positions is not taken as an
indication that they are deranged.

This passage introduces several themes that resound throughout this volume.

First, madness appears in many guises: disturbances of feeling—unrelenting sorrow,
sudden euphoria, paralyzing anxiety, reckless abandon; breakdowns in thinking—irration-
al, intrusive, jumbled ideas, hallucinations, delusions; and bizarre behavior—purposeless
acts, unintelligible talk, rigid immobility. These states, which collectively comprise the
category of human experience labeled mental illness, have little in common with one an-
other—schizophrenia, for example, bears virtually no resemblance to major depression—
except in being extreme, troublesome, and socially inappropriate. This hodgepodge quality
means that the concept of mental illness is often too amorphous to be useful except as a
way of speaking about the conglomerate subject matter of psychiatry.

Second, the attribution of madness to aberrant thoughts, feelings, or behaviors is not
inherent to the state, but rather contingent upon the context within which these states occur.
As the previously quoted passage makes clear, this attribution is not made when there are
other reasonable explanations for these states. Thus, extreme emotions are not seen as
indicators of mental illness when the affect is appropriate to the situation (Thoits, 1985),
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such as, for example, a parent’s grief over the death of a child. The identification of a state
as aberrant, then, is not absolute, but relative to circumstances.

Third, whether the attribution of madness is made depends not only on the setting, but
also on the person’s characteristics. There is greater tolerance of deviance among rock
stars, for example, than among office workers. The characteristics of the observer matter as
well. For example, families often tolerate extremely peculiar behavior, behavior that would
certainly prompt a mental health professional to apply a diagnostic label, because people
are reluctant to apply the label of mental illness to a loved one and fear the consequences of
doing so. The line between eccentricity and insanity, therefore, is not fixed, but moves
according to extrapsychic criteria.

These considerations point to the socially constructed nature of mental illness. It does
not exist in a material way, but only as an abstraction inferred on the basis of subjective and
sometimes arbitrary standards. These standards, in turn, can be found only in societies with
worldviews that include the concept of mental illness. Here, we speak not only of clinical
definitions of mental illness as found in the diagnostic labels used by psychiatry, but also of
lay understandings such as being “crazy” or “insane,” “having a nervous breakdown,” or going
“berserk,” or “postal.” The existence of these ways of categorizing human experience is a nec-
essary precondition for classifying any particular person as being in this condition. Recogni-
tion that mental illness is a social fabrication superimposed on some states and persons has
led some social critics to claim that mental illness is a “myth” (Szasz, 1974).

Nevertheless, the kinds of thoughts, emotions, and actions commonly referred to as
“mental illness” are experienced across diverse cultures, social structures, physical envi-
ronments, and historical epochs. The pervasive presence of these troublesome states sug-
gests that the social construction of mental illness is connected to an objective reality (al-
beit not in a one-to-one correspondence). The interpretation of this reality, however, has
varied widely across place and time. The historical development of the social constructions
culminating in current concepts of mental illness has been described in detail elsewhere
(Eaton, 1986; Foucault, 1965; Szaz, 1974; see also Chapters 3 and 4). Here, we merely
highlight two traditions that are especially consequential for sociology.

The first is a religious or moral interpretation that views aberrant states as resulting
from possession by evil spirits, demonology, witchcraft, or sinfulness. Indeed, it was the
close analogy between religion and witchcraft on the one hand, and psychiatry and mental
illness on the other, that led Szasz (1970) to his heretical declaration that mental illness was
a fraud perpetrated on helpless victims by institutional psychiatry. As we shall see, this
tradition is important for sociology because it links mental illness to the study of social
deviance and the associated processes of labeling and stigmatization (see below and Chap-
ter 23 in this volume).

The second tradition emphasizes natural or physical causes, such as Hippocrates’s
contention that both mental and physical diseases are attributable to imbalances of the four
bodily humors (blood, phlegm, black bile, and yellow bile). The modern version of this
tradition understands mental illness as a disease, placing madness squarely within the prov-
ince of medicine. Although a variety of understandings of aberrant states have some cur-
rency in the modern Western World, the medical model dominates.

The Medical Model

The defining characteristic of the medical model is the assumption that mental disorder is
a disease or a disease-like entity with a physiological, genetic, or chemical base that can be
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treated through medical means (Cockerham, 1996; Kirk & Kutchins, 1992).2 Terms such as
disease and illness are used literally to connote identical meanings as in the physical realm,
not as metaphors that simply call attention to certain similarities between mental and physi-
cal dysfunction. Troublesome thoughts, feelings, and actions are seen as signs and symp-
toms of underlying pathology. The designation of these states as “signs and symptoms” is
the quintessence of the medical model and, as we shall see, the basis for its critique. From
this perspective, the appropriate means of treatment are medical interventions, principally
psychopharmacology.

This orientation has gained considerable scientific and lay acceptance in recent years,
partly due to the effectiveness of various psychotropic medications, and partly due to ac-
tions taken by psychiatry to formalize diagnostic criteria to enhance its scientific base
within the field of medicine (Chapter 26). The medical model has one seemingly fatal
shortcoming, however: No demonstrable organic pathology has been established for most
disorders. There are exceptions to this generalization, such as Alzheimer’s disease, in which
the accumulation of beta amyloid causes plaques in the brain that result in dementia, al-
though even in this case, the cause of these accumulations is uncertain. Most mental, emo-
tional, and behavioral disorders, however, lack identifiable brain abnormalities in anatomi-
cal structure or in chemical composition or functioning (Klerman, 1989). The absence of
identified physiological causes has led some critics of the medical model to question whether
these conditions can properly be thought of as diseases.

Biopsychiatry has countered with the claim that the medical model is validated when
symptoms subside following the administration of substances that alter the brain’s chemis-
try, even in the absence of information about what caused the symptoms in the first place.
In other words, the remedy authenticates the disease, or so the argument goes. The suc-
cesses of the psychopharmacological approach have indeed been impressive (side effects
notwithstanding), especially for some severely disabling conditions such as schizophrenia,
bipolar disorder, and major depression.

However, physiological correlates do not demonstrate that the origin of the condition
itself is physiological (Cockerham, 1996). Furthermore, critics point out that drug treat-
ments provide temporary symptom control but do not cure the putative disease that causes
the symptoms. This palliative effect is no small feat, enabling many to function within
society who would otherwise be beyond even rudimentary participation in basic social life.
Nevertheless, the claim that symptom alleviation is evidence of an underlying disease is
compromised by the absence of curative effects.

The Medicalization of Deviance

The medical model of mental illness is a problem for sociology. True, some sociological
research enthusiastically embraces this model, in particular epidemiological research con-
cerned with discrete diagnostic entities (as defined by the American Psychiatric Associa-
tion [APA] and the National Institute of Mental Health [NIMH]; see, for example Chapters
3 and 7). However, other sociologists reject the model’s most fundamental premise that
what is wrong can legitimately be considered a disease or an illness, or, indeed, that any-

2 Sociologists usually distinguish between the concept of disease as a pathological condition and illness as the
subjective awareness of being unwell. This distinction is less commonly used in the mental health area be-
cause of the controversy over whether these states can legitimately be considered diseases.
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thing is wrong. Still other sociologists study disorders or symptoms but are ill at ease with
some of the assumptions of the medical model or its implications. This ambivalence is
evident throughout this volume as authors struggle with definitions and search for a vo-
cabulary that does not rely on the nomenclature of psychiatry.

The primary sociological alternative to the medical model was articulated in the six-
ties and seventies as part of the antipsychiatry critique, which portrays mental illness as
socially unacceptable behavior that is successfully labeled by others as being deviant. Key
proponents of this position include Szasz (1970, 1974), who contends that mental disor-
ders are “myths,” labels used to control socially devalued behavior; Scheff (1966), who
argues that the mental illness label is disproportionately applied to socially devalued per-
sons; and Laing (1967), who asserts that these are sane responses to an insane world, re-
sponses that serve to dissociate the individual from intolerable circumstances. These views
share the idea that there is nothing inherently bad about the behaviors conventionally de-
fined as mental illness. From this perspective, the fact that these definitions are used is
more informative about the society doing the labeling than about the persons or behaviors
being labeled. The causes of such “mental illness,” therefore, are social, political, and
economic, not medical.

Critics of labeling theory, however, conclude that the empirical evidence contradicts
some of its most crucial tenets and puzzle over its continuing influence within sociology
(e.g., Gove, 1982). Most problematic is the notion that mental illness exists only in the eye
of the beholder (Szasz, 1974). The most damaging evidence against this proposition is the
presence of similar “symptom” profiles across disparate cultures and social systems—clus-
ters of emotions, cognitions, and actions that tend to occur together, to be subjectively
distressing, and to create impairment. That specific clusters of “symptoms,” such as those
defining depression and schizophrenia, arise in heterogeneous settings among diverse peoples
demonstrates that these phenomena have an objective reality apart from their subjective
interpretation (Eaton, 1986). The sameness of these clinical profiles has been proffered as
evidence that these individuals are all suffering from the same thing, and, furthermore, that
this “same thing” is mental illness.

The presence of similar states in dissimilar settings discredits the idea that mental
illness is defined solely by the observer, without any basis in the behavior of the labeled
individual. It does not, however, demonstrate that these ubiquitous phenomena are illnesses.
Indeed, in many settings, the states we refer to as mental illness are defined in decidedly
different terms, as evidence, for example, of soul loss (see Chapter 2). Across different
settings, the states being described resemble one another, but the names applied to these
profiles differ. Although the phenomena themselves exist, universally treating these phe-
nomena as “symptoms” of a disease may be problematic. In other words, abnormal behav-
ior, incoherent thoughts, and painful emotions are ubiquitous phenomena, but the under-
standing of these conditions as disease is culture-specific.

In accordance with the foregoing arguments, subsequent critiques of the psychiatric
perspective have taken as given the deviant status of the behaviors identified as mental
illness but question the construction of these deviant behaviors in medical terms. These
critiques note the lack of empirical evidence supporting a medical interpretation for many
of these conditions, as discussed earlier. Of equal importance, they emphasize several nega-
tive social, personal, and scientific consequences of adopting a medical model.

Conrad and Schneider (1980), for example, describe a historical shift toward the
“medicalization” of deviance. Among the consequences they cite is a lessening of indi-
vidual responsibility for one’s behavior, insofar as the deviating individual is considered
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“sick,” not “bad.” Moreover, the medical model diverts attention away from the social
sources of deviance because it focuses on processes internal to the individual. An addi-
tional problem is the illusory moral neutrality of medicine, which obfuscates its social
control function, a function that is more visible when exercised by the state or church.
Furthermore, they argue that medicalization removes deviance from the realm of public
discussion, because only medical experts are considered qualified to have opinions about
illness.

The Debate over Diagnosis

In recent years, the debate over the nature of the phenomena being investigated has taken
place in a methodological forum: Should mental health be measured as discrete diagnostic-
type entities or as continuous attributes? This debate was ignited by the development and
widespread use of the Diagnostic Interview Schedule (DIS; Robins, Helzer, Croughan, &
Ratcliff, 1981), an instrument that yields diagnostic-type assessments based on informa-
tion obtained by lay interviewers in community-based surveys. The DIS rapidly ascended
to the status of instrument-of-choice via its sponsorship by NIMH, its large scale applica-
tion in the Epidemiologic Catchment Area (ECA) study (Regier et al., 1985), and events
occurring within the American Psychiatric Association (APA), specifically the develop-
ment of the Diagnostic and Statistical Manual of Mental Disorders (DSM; American Psy-
chiatric Association, 1987; Kirk & Kutchins, 1992; see Chapter 26).

The DIS displaced the symptom checklist, which had been the principal tool used by
sociologists studying mental health. Large-scale community-based research, the bread and
butter of sociological research into mental health, thus came increasingly under the con-
ceptual control of those whose job it is to make diagnoses, that is, psychiatrists. However,
sociologists retained their expertise in the methods of survey research and the analysis of
the data it generates. As a result, sociologists have been among the lead researchers in all of
the major epidemiological research conducted within this diagnostic protocol, including
the ECA project and the National Comorbidity Study (Kessler et al., 1994; see Chapter 7).

The diagnostic approach, however, has come under heavy fire from sociologists. In
particular, Mirowsky and Ross (1989a,b) have articulated the limitations of this approach,
focusing on the ways in which it impedes scientific understanding of the phenomena under
study. Specifically, they criticize the practice of “reifying diagnostic categories”: describ-
ing observable attributes (such as hallucinations and flattened affect) in terms of hypotheti-
cal underlying entities (such as schizophrenia). They contend that reification diverts atten-
tion away from the causes of the real attributes and toward the hidden and possibly
nonexistent biological causes of socially constructed psychiatric entities. They also call
attention to the methodological weaknesses inherent in artificially reducing continuous
phenomena into dichotomous categories, such as the presence or absence of a diagnosable
disorder. In addition, the specific diagnostic categories of DSM have been criticized be-
cause the system is atheoretical and, consequently, impedes scientific research progress
(Carson, 1996; Follette, 1996; Follette & Houts, 1996).

These views remain controversial. Those advocating diagnostic-type assessments ar-
gue that disorder is indeed a discrete entity, qualitatively distinct from seemingly similar
normal states, and that symptom checklists measure ephemeral distress of limited clinical
importance, “problems in living” (Klerman, 1989; Swartz, Carroll, & Blazer, 1989; Tweed
& George, 1989). Critics of diagnostic-type measures contend that these instruments reify
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mental illness and trivialize the distress that is most common and consequential in the
general population (Mirowsky & Ross, 1989a,b; Pearlin, 1989). Note, however, that nei-
ther side asserts that the phenomena do not exist, or are not abnormal. Instead, the issue is
whether these phenomena are extreme forms of normal states or qualitatively distinct from
normality. To some extent, this debate reflects tension between the borders of sociology
and psychiatry over what constitutes worthwhile areas of inquiry. It also embodies, we
submit, sociology’s continuing discomfort with the idea that mental illness is an illness.

Dis-ease over Disease

The unresolved nature of this debate is evident in the content of this handbook. Some
authors use one perspective or the other, diagnosis or distress, whereas other authors shift
back and forth, including both alternatives. This heterogeneity reflects ambivalence within
sociology about the phenomena under investigation. It reflects as well concerns about le-
gitimization in a field dominated by another discipline (psychiatry).

This tension reflects two distinct traditions within the sociology of mental heaith: the
social etiology of mental iliness and the social construction of mental illness. The etiologi-
cal approach implicitly assumes that psychic distress can meaningfully be understood as
mental illness and sets as its prime task the identification of the social factors that are likely
to cause it. In contrast, the constructionist approach takes as problematic the translation of
aberrant states into an illness metaphor. This orientation illuminates the subjective and
relative nature of mental illness but does not account for the original emergence of states
that come to be construed as illnesses. Conversely, the etiological orientation addresses the
latter issue, but does so by setting to the side issues concerning whether these states are
legitimately treated as illnesses. Thus, each perspective takes as given that which is prob-
lematic in the other perspective. As a result, these two orientations have developed along
largely independent lines (see Chapter 4).

For a variety of sociopolitical reasons, including, importantly, the policies of NIMH,
the primary source of funding for mental health research, the issues raised by the
antipsychiatry critique have become bracketed off to the side of mainstream sociological
research, which typically adopts, at least implicitly, a medical model of mental illness. This
practice does not mean that these issues have been laid to rest, but rather that the debate
about the nature of the phenomenon being investigated has been conducted at the periphery
of substantive sociological research rather than at its core.

For example, there are marked gender differences in the prevalence of specific disor-
ders, with depression and anxiety being more common among women than men, and sub-
stance abuse and personality disorders being more common among men than women. One
of many interpretations of these countervailing gender differences is that men and women
are socialized into gender-appropriate modes of expressing distress, specifically that so-
cialization practices inhibit emotional expression among men and discourage aggression
among women (see Chapter 11). The idea that social learning shapes the types of disorder
that people are likely to develop, and the manner in which disorder is displayed, is wholly
inconsistent with the idea that these are signs and symptoms of an underlying disease (Kirk
& Kutchins, 1992). Yet the question of whether alcoholism is the functional equivalent of
depression typically does not take up the more fundamental issue of whether alcoholism
and depression are diseases.

The majority of sociologists working in this specialty area begin with the recognition
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that the phenomena that form the subject matter of this book are extremely consequential
for individuals and societies, and concern themselves with uncovering the social origins
and consequences of these phenomena. Some sociologists working on such problems ac-
cept the illness model, whereas others remain agnostic as to the nature and meaning of
these phenomena. What is common across these orientations is the acknowledgment that
some persons suffer from bizarre thoughts, painful emotions, and problematic behaviors;
that these states are more common among some subgroups of the population than others;
and that these states have social antecedents as well as social consequences.

SOCIAL ANTECEDENTS OF MENTAL ILLNESS

Although the origins of sociological interest in mental health can be traced to Durkheim’s
(1951/1897) Suicide, contemporary research has been influenced most directly by early
community surveys of mental health conducted in the decades following World War II
(e.g., Gurin, Veroff, & Feld, 1960; Hollingshead & Redlich, 1958; Srole, Langner, Opler,
& Rennie, 1960). These studies demonstrated certain key regularities in the distribution of
disorder, especially its inverse association with SES. These patterns remain evident in more
recent epidemiological research (Kessler et al., 1994; Mirowsky & Ross, 1989¢; Robins et
al., 1984) including the work reported in this volume (see Chapter 7). Virtually all of this
descriptive epidemiology has been conducted by sociologists or with their substantial col-
laboration.

In addition to identifying social strata at especially high risk of mental disorder, soci-
ologists have also sought to explain why these differentials exist. Although many disci-
plines are engaged in the task of uncovering the causes of mental illness, a key aspect of
sociological research concerns the connection between these causes and one’s location
within society (Aneshensel, 1992; Pearlin, 1989; Link & Phelan, 1995). True, some etio-
logical factors tend to occur randomly. For example, virtually everyone is at risk of expo-
sure to unforeseen natural disasters, exposure that may induce posttraumatic stress disor-
der (PTSD). Randomly distributed etiological factors, however, are of limited value in
explaining why some social groups have higher rates of disorder than others. At the risk of
belaboring the obvious, the unequal distribution of disorder across social strata cannot be
accounted for by etiological factors that are uniformly distributed throughout society.?

Sociological explanations for the occurrence of mental disorder, therefore, tend to
emphasize causal factors that are consequences of one’s social standing. Much of this ex-
planatory work utilizes the stress process model, especially as it has been elaborated for
stress mediators, including prominently social and personal resources, such as social sup-
port and mastery (Pearlin, 1989; Pearlin, Lieberman, Menaghan, & Mullan, 1981). A key
feature of this research is an emphasis on socioeconomic disadvantage and the unequal
distribution of material and psychosocial resources that might otherwise ameliorate the
harmful impact of exposure to social stressors (Aneshensel, 1992; Pearlin, 1989). Still
other work emphasizes sociocultural influences, such as the impact of minority-group sta-
tus and inequality on mental health.

The sociological approach is also distinctive in its emphasis on ordinary aspects of

3 Etiological factors may exert stronger effects among some groups than others, however, thereby generating
group differences in disorder even when the groups have similar exposures. However, this apparent effect
modification, sometimes referred to as differential vulnerability, is in actuality a proxy for the differential
distribution of the resources that exert this modifying effect (Aneshensel, 1992).
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social life. Many clinical theories of psychopathology, in contrast, link abnormal emotions,
thoughts, and behaviors to anomalous social circumstances—to traumatic childhood expe-
riences, deviant family dynamics, chaotic environments, and so forth. From this perspec-
tive, mental illness is an aberration whose origins lie in deviations from normal experience.
The sociological orientation views abnormality in individuals as a by-product of the rou-
tine functioning of society. From this perspective, pathology is not evidence of some break-
down in the social system, but rather the unfortunate yet inevitable outcome of society
functioning as usual (Aneshensel, 1992). The arrangements that are functional for society
as a whole are seen as creating conditions that are dysfunctional for some persons.

For example, involuntary unemployment is a potent source of emotional distress. Al-
though losing one’s job is not an ordinary or routine experience for most individuals, the
occurrence of job loss is a commonplace feature of most contemporary economies. Thus,
some individuals will inevitably experience the mental health consequences of unemploy-
ment. The question is not whether there will be unemployment-related disorder, but rather
who is at greatest risk for unemployment and, hence, disorder.

The sociological approach articulated in this volume, therefore, seeks the origins of
psychopathology in ordinary aspects of social organization and routine social processes.
For example, one productive line of research emphasizes connections between social roles
and mental health, probing not only the occupancy of various roles and role constellations,
but also the quality of experience within these roles (see Chapters 12 and 13). An important
application of this perspective has been the explanation of gender differences in mental
health (see Chapter 11). Although being married and being employed are each associated
with better mental health, the impact of these roles depends at least in part on gender.
Variation within roles also is influenced by gender, with men and women encountering
somewhat different sets of stressors on the job and in the home. Thus, the ways in which
society is organized around family and work are consequential to the mental health of men
and women.

In summary, sociological research into the social antecedents of mental illness tends
to adopt a structural approach: The sources of disorder are sought in the basic social ar-
rangements that constitute society. Within this framework, a major goal is to explain why
disorder is more common among some segments of society than others. The emphasis is on
etiological factors that are consequences of one’s location within society, that is, risk that
derives from systems of social stratification and inequality. This approach often utilizes the
stress process as the connection between structure and mental health outcome: High levels
of disorder among certain groups can be attributed to their extreme exposure to social
stressors or limited access to ameliorative psychosocial resources.

SOCIAL CONSEQUENCES OF MENTAL ILLNESS

The occurrence of mental illness sets in motion a variety of social processes with important
consequences for the person with the disorder, for his or her family, and for society in
general. From this vantage point, questions concerning the nature of mental illness and its
antecedents give way to questions concerning its consequences. The occurrence of some-
thing identifiable as mental illness is taken as given, and the focus of inquiry shifts to
accounting for its social repercussions. Although research into the social antecedents of
mental illness tends to use a structural approach, research into its consequences more often
uses a symbolic interactionist framework.
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This approach predominates in research concerned with one of the most consequen-
tial issues, the labeling of persons as mentally ill, especially the adverse impact of stigma
for psychiatric patients (see Chapter 23). One aspect of this work concerns the ways in
which people come to see themselves as being “troubled.” For example, Karp (1996) ob-
serves that depressed people initially attribute their emotional distress to external situa-
tions, and convert to an internal attribution that “Something is seriously the matter with
me” when the situation changes but the distress continues. Thoits (1985) suggests that such
self-attributions are likely to arise when the person becomes aware that his or her emo-
tional reactions are inappropriate to the situation, a discrepancy that is also likely to lead
others to view the person as emotionally disturbed.

In this framework, the individual comes to adopt as his or her own the real or imag-
ined responses of others, that is, to view the self as others do, as mentally ill. Not all
distressed persons, however, come to see themselves as being troubled or in need of help.
In this situation, the person’s self-perception may be seriously at odds with the perceptions
of others, including importantly family members, agents of social control such as the po-
lice, or mental health professionals. These conflicting perspectives may lead to the imposi-
tion of an official label as mentally ill, a label the person may strenuously resist.

Work conducted within this tradition usually sets to the side questions concerning the
origins of the primary deviance (i.e., the signs and symptoms of mental iliness) that prompts
the application of the label “mentally ill.” Rather, it deals with the secondary deviance and
other consequences that result from having had this label applied to oneself. The work of
Scheff (1966) was especially influential in the development of this perspective, particu-
larly his assertion that labeling is the single most important cause of a career of mental
illness. From this perspective, a stable pattern of secondary deviance emerges because
persons who are labeled mentally ill are treated in ways that tend to reinforce social stereo-
types of the mentally ill; in particular, they may be punished when they attempt to return to
their customary roles and rewarded for conforming to the role of mental patient. Social
attributes are important not because they contribute to acts of primary deviance, but be-
cause they shape whether these acts are construed by others as mental illness.

Critics of labeling theory argue that stigmatization of mental illness is relatively rare
and inconsequential, and, therefore, not capable of generating the adverse outcomes ob-
served among mental patients (Gove, 1982). Instead, these outcomes are a result of the deviant
behavior itself. Proponents of the modified labeling theory, however, dispute the idea that stig-
matization is negligible. At issue is whether labeling effects offset any benefits of psychiat-
ric treatment, which entails not only therapy but also labeling in the form of diagnosis
(Link, Struening, Rahav, Phelan, & Nuttbrock, 1997; Rosenfield, 1997; see Chapter 23).

Within this context, the issue of self-attribution of mental illness is crucial because it
differentiates coerced help seeking and involuntary commitment from help seeking by choice
and elective treatment. Classic sociological work, such as Goffman’s (1961) analysis of
asylums as total institutions, necessarily emphasized processes within mental hospitals,
because this was the site of most treatment, at least for serious and persistent mental illness
(Chapter 25). Following deinstitutionalization, treatment research has emphasized path-
ways to treatment among the general population.

A key sociological issue with regard to treatment is the identification of the social
determinants of help-seeking behavior, especially the tendency of distressed persons to not
seek help. The types of formal health services used also have garnered substantial atten-
tion, particularly the preferential use of general medical care rather than specialty sources
of psychiatric treatment. Research into the use of health services necessarily entails exami-
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nation of the formal institutions that interface with mentally ill people. Important issues
here include socially patterned differences in access to health care; reluctance to use men-
tal health services; availability of appropriate and affordable services; managed care; in-
voluntary commitment; social stigma; and other consequences of having been treated as a
mental patient, especially within the confines of a psychiatric ward or a mental hospital.

Finally, the social consequences of mental illness necessarily include its impact on the
family. One strand of inquiry addresses the role of the family in accounting for variation in
the course of disorder, including its duration and chronicity, most notably with regard to
the relapse of former psychiatric patients. Other work examines the impact of patients upon
the health and well-being of family members. In this instance, mental illness is treated as a
cause of stress and emotional distress for others (see Chapter 24).

OVERVIEW OF THE HANDBOOK

In summary, mental illness is of interest to sociologists because social arrangements and
processes define the very construct of mental illness, shape its occurrence, and channel its
consequences. These three themes form the framework around which this handbook is
organized. Specifically, the chapters that follow examine mental illness as a social product,
analyze its social etiology, and explore its social impact.

The handbook starts with a consideration of how social processes shape understand-
ings of mental health, including the ways in which we as social scientists go about studying
its occurrence and consequences. Part I deals with issues of definition and social construc-
tion. Two perspectives are discussed in detail: cultural variations in the conceptualization
of mental illness (Chapter 2), and the medical model that predominates in contemporary
Western psychiatry and is implicit in much of the mental health research conducted by
sociologists (Chapter 3). The concluding chapter in this section seeks to illuminate the
contributions made by alternative approaches to defining mental health (Chapter 4). Part II
continues with issues of definition and conceptualization, but in a more concrete fashion,
dealing with alternative measurement and analytic strategies (Chapters 5 and 6). It also sets
the stage for the substantive sections that follow by introducing key methodological issues
that cut across specific content areas.

The second theme addressed in this handbook concerns the social origins of mental
illness. Part I11 begins with a general description of how mental illness is distributed through-
out society (Chapter 7), followed by discussions of specific indicators of social stratifica-
tion, including social class; race, ethnicity, and culture; age; and gender (Chapters 8-11). It
also considers two major life domains especially relevant to mental health: the family (Chap-
ter 12) and work (Chapter 13). The chapters in this section describe how mental illness
varies according to one’s social characteristics and the social roles one fills. Each chapter
goes beyond description, however, and seeks to further our understanding of how these
social patterns are created. Part IV continues this focus on social causation, examining the
stress process as a crucial link between social stratification and mental health (Chapters 14,
16, and 19). This section emphasizes psychosocial mediators of the stress process, includ-
ing social integration and support (Chapter 15), self-concept and identity (Chapter 17), and
personal control (Chapter 18). It additionally emphasizes the social contexts of the stress
process, including, importantly, social stratification and inequality (Chapters 16 and 19).
Also included in this section is a conceptual examination of the process of social contagion
as it related to mental health (Chapter 20).
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The third theme represents a substantial shift in emphasis from the social antecedents
of mental illness to its consequences. Part V begins with an analysis of treatment for mental
illness, focusing on both the individual’s help-seeking behavior (Chapter 21) and the sys-
tem of mental health services (Chapter 22). The chapters on treatment are followed by two
chapters that consider possible consequences of mental illness and treatment. One focuses
on stigma and its impact relative to any benefits of treatment (Chapter 23). The second
deals with the impact of mental illness on the family (Chapter 24). Part VI examines two
institutional contexts for the processes surrounding treatment and its impact. One is the
mental hospital, whose changing role over time has resulted in the deinstitutionalization of
many persons with severe mental illness who now live in the community without being part
of'it (Chapter 25). The other is the NIMH, whose institutional life coincides with the emer-
gence of the sociology of mental health, and whose programs, policies, and funding priori-
ties have shaped the current state of the discipline (Chapter 26).

This handbook concludes with two chapters that present frameworks for integrating
its diverse topics. The penultimate chapter takes a life-course perspective, examining how
mental health problems ebb and flow over time, emphasizing the connections between
mental health and the other trajectories of a person’s life, such as work and family (Chapter
27). The final chapter examines the internal organization of a career of mental illness as it
evolves over time (Chapter 28). Both of these chapters consider not only the onset of disor-
der but also its course over time, including issues of chronicity and recurrence, and its
impact on the totality of the individual’s life.

The sociological approach articulated in this volume emphasizes communalities in
experience among people having similar social characteristics as distinct from the personal
experience of any single person. In some important respects, each instance of mental ill-
ness is distinctly different from all others. The trajectories of one’s personal history that
converge and combine in the experience of confused thinking, strange behavior, or emo-
tional distress are unique, as are the interpersonal actions and reactions that shape the
course of disorder and its aftermath. Nevertheless, social regularities in the occurrence and
consequences of disorder are not produced by idiosyncratic experience. This volume is
dedicated to identifying and explaining these social patterns.
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CHAPTER 2

Mental Illness
in a Multicultural Context

PAULINE AGBAYANI-SIEWERT
Davip T. TAKEUCHI
Rosavinia W. PANGAN

How does culture affect the expression and prevalence of mental illness? This question
reflects a critical tension in scientific investigations of mental health and illness that is
revealed in the history of the development of the Diagnostic and Statistical Manual of
Mental Disorders (DSM). The DSM provides a description of different “accepted” mental
disorders and the clinical criteria for assessing each. Since the American Psychiatric Asso-
ciation (APA) first published the DSM in 1952, it has become widely used by clinicians,
psychiatric researchers, and social scientists for different purposes. As a foundation, DSM
assumes that mental disorders are discrete biomedical entities that are explained by bio-
medical processes. It is often implicitly assumed that psychiatric symptoms or syndromes
are universally distributed and uniformly manifested. This assumption is unwarranted, be-
cause groups vary in how they define such constructs as “distress,” “normality,” and “ab-
normality.” These variations affect definitions of mental health and mental illness, expres-
sions of psychopathology, and coping mechanisms (White & Marsella, 1982).

The changes from DSM-I to the latest version, DSM-IV, mirror some of the social and
institutional changes that have taken place in the United States over this 45 year period
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(Rogler, 1997; see Chapter 26). As DSM-1IV was being developed, social scientists and
policy makers pressured the manual developers to consider cultural factors in the assess-
ment of mental disorders. As a result, DSM-IV includes an appendix of culture-bound
syndromes and statements about “specific cultural features” within each disorder section.
Although the concession to include cultural factors in DSM was seen by some as a marked
improvement, it did leave the DSM with a somewhat shaky foundation. Social and cultural
explanations may not be consistent with the psychiatric tendency to focus on standardized
discrete classifications of mental disorders (Aneshensel,1992; Kleinman, 1988).

The debate about the role and significance of culture and mental illness is not new, nor
is it recent. This chapter begins with a review of the historical basis for the debate, exam-
ines the sources for the current interest in these issues, and provides a summary of the
theoretical perspectives that guide empirical research on the role that culture plays in ex-
pressing, reporting, and responding to mental illness. The chapter concludes by advocating
the integration of structural and cultural perspectives with conventional methodologies
when investigating psychological distress and more serious forms of mental illness in eth-
nic minority communities.

HISTORICAL CONTEXT

Cultural relativists contend that explanations of mental illness cannot be separated from
the individual’s social and cultural context. In contrast, the universalists argue that a bio-
logical similarity and unity among people supersedes culture. Both perspectives agree that
culture plays a role in the perception of mental illness. However, conceptual and theoreti-
cal disagreements continue unresolved regarding the impact of culture on the etiology,
experience, expression, responses, and outcome of mental illness.

Each perspective comes with a voluminous body of theoretical and empirical research
that supports its respective explanation of mental illness. Inherent in each explanation is a
set of beliefs that frames research questions and methodology, guides diagnosis, and im-
plies prevention and treatment techniques and strategies. Changing definitions and expla-
nations of mental illness provide evidence for a cultural and social constructionist perspec-
tive. At the same time, a biomedical perspective maintains that historical evidence supports
the argument that mental illness is a universal phenomenon that has consistently occurred
throughout history and continues to afflict humankind. From this perspective, changing
definitions and explanations are viewed merely as differences in interpretation based on
available knowledge for any given period in time (see Chapter 4).

The Cultural Perspective

Cultural theories have disputed psychiatry’s biological reductionism (Fabrega, 1995). Dur-
ing the 1950’s, social construction theorists questioned the validity of a medical model and
argued that mental illness was socially and politically constructed (Szasz, 1960). Biomedi-
cal explanations of mental illness as a disease similar to physical diseases were contested
(Foucault, 1957). Although anatomical and physiological links were made for physical
diseases, none could be made for the majority of identified mental disorders. Cultural theo-
rists argued that our perceptions and responses to mental illness are shaped through social
interactions, which are themselves formed by the cultural and sociopolitical context of
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society. Concepts of mental illness are not fixed, but are specific to a culture at a given time
in its history (Foucault, 1965; Szasz, 1961).

A Euro-Mediterranean orientation of madness was dominant from the Medieval to
Renaissance periods. Individuals who manifested patterns of symptoms outside the normal
boundaries of behavior were labeled as mad. Dominant religious beliefs and symbols were
reflected in definitions and explanations of madness, which was perceived as a conflict between
the external supernatural forces of good and evil. Intervention was generally apathetic, and the
afflicted were ostracized, left to wander, or were imprisoned. The perception and response to
mentally ill persons began to change parallel to a restructuring of the economic system
from a peasant economy to a capitalist one. Perceptions of the mad as victims of supernatu-
ral conflicts shifted to one of individual moral corruption and sinfulness. By the sixteenth
century, persons believed to be mentally ill were institutionalized in hospitals originally
established for lepers. These institutions played an important socioeconomic function of
protecting the status quo by ensuring that a cheap source of labor was readily available and
by tempering uprisings by the unemployed and homeless (Foucault, 1965).

Perceptions of mental illness during the American Colonial period also incorporated
religious ideology (Manning & Zucker, 1976). The concept of mental illness did not exist
prior to the nineteenth century, and affected individuals were referred to as “distracted.”
Emotional distress was expressed through religious idioms that reflected the dominant re-
ligious ideology and generally consisted of a blending of medical and religious treatment.
As the United States began a transition from an agricultural to an industrial economy, the
perceptions of mental illness caused by supernatural forces shifted to individual moral
blame. Overindulgence, idleness, and masturbation were the prominent explanations given
for behavior patterns perceived as insane. A biological basis for insanity also emerged
during this historical period. The chronically afflicted were thought to have had an incur-
able hereditary disposition to insanity. Thus, two perceptions of mental illness existed:
Individuals either caused their own insanity or inherited a predisposition for developing it.
Asylums established to treat the chronically insane were largely occupied by the poor and
homeless, who rarely were discharged. The affluent were treated in private sanitariums and
had a more successful treatment outcome than those placed in asylums. Differences in
social class influenced perceptions of insanity, its course, treatment, and outcome (Man-
ning & Zucker, 1976).

With a predominant orientation that mental illness was a myth and nonexistent, early
social constructionist theories were viewed as “antipsychiatry” and were ineffective in re-
directing psychiatry’s momentum toward a biological explanation of mental illness (Fabrega,
1995). With their roots in social construction, sociological theories such as social labeling
and symbolic interaction also fell from prominence as primary explanations of mental ill-
ness. Although these theories did not dispute a biomedical explanation of mental illness,
they redirected the focus of attention from the individual to society by conceptualizing
mental illness as a product of societal response (see Chapter 4). Anthropological research
made significant contributions toward a cultural understanding of mental illness and was a
prominent leader in the cultural relativity movement beginning in the midtwentieth cen-
tury. Anthropology has generally tended to focus and rely on cross cultural studies of men-
tal disorders with populations in preindustrial, non-western, “exotic” cultures. Although
this research significantly contributed to the clarification and development of concepts and
theory in cross-cultural research on mental illness, it was seldom applied or tested in the
same manner with racial and ethnic minorities who were considered culturally different in
modern, mainstream Western societies such as the United States.



22 Pauline Agbayani-Siewert ET AL.
The Biomedical Perspective

The historical evolution of psychiatry’s perception of mental illness as a universal phenom-
ena began during the early twentieth century as it moved toward a scientific medical model
of mental illness (Jimenez, 1988). The twentieth century ushered in the concept of psychia-
try as an official branch of the medical sciences. Although moral and ethical issues were
still believed to be related to the causes of mental illness, psychiatry, wanting to share in the
medical knowledge and developments of the twentieth century, began to move purposely
toward “scientific” explanations of mental illness (Pilgrim & Rogers, 1993). It was also
assumed that an alignment with the medical sciences would bring recognized legitimiza-
tion to a somewhat nebulous profession. Thus, psychiatrists began to use scientific idioms
such as diagnosis, treatment, and outcome to categorize mental illness according to a medi-
cal model. The focus shifted, then, from the individual to a disease. The discovery of en-
cephalitis, epilepsy, and paresis with its origin in syphilitic infection provided convincing
evidence that mental and physical disorders were linked (Grob, 1983). Eventually, biologi-
cal explanations of mental illness have found acceptance in the general public’s attitudes
and beliefs through popular media and literature, along with the popularized use of some
medications (e.g., Prozac) that have become common household words.

Although social science research continues to advance a greater understanding of the
cultural and social origins of distress, psychiatric research continues to strengthen its bio-
medical perspective of mental illness. Hereditary predisposition is the current theme that
dominates perceptions and treatment interventions of mental illness (Fabrega, 1987;
Kleinman, 1988). As psychiatry becomes more entrenched in medical explanations and as
the biological orientation of mental illness is strengthened, the role of structural and cul-
tural factors becomes increasingly minimized.

ETHNIC AND RACIAL MINORITIES IN THE UNITED STATES

The United States is becoming increasingly diverse as we move into the twenty-first cen-
tury. Currently, ethnic and racial minority groups comprise 31% of children and 23% of the
entire population (Hollman, 1993). By the year 2025, nearly one-third of all adults and
one-half of all children will be from ethnic minorities (Lewit & Baker, 1994). In the past
decade alone, the majority of people in some major urban cities, such as Los Angeles and
New York, are from ethnic minority groups. Thus, the racial makeup of the United States.
is changing dramatically, while our understanding of ethnic minority mental health and
illness has not significantly increased since the 1980s. A critical component of these changes
is attributed to immigration from non-European geographical areas such as Mexico, Asia,
Cuba, and Haiti. The rate of immigration parallels that at the turn of the century, when large
numbers of Europeans entered the United States. Although still the largest of the racial and
ethnic minority groups in the United States., African Americans are projected to be the
second largest group next to Latinos by the year 2025 (Lewit & Baker, 1994). Immigrants
from other countries will increasing alter the composition of ethnic and racial minority
groups in the United States.

As the United States undergoes continued demographic changes, there is renewed
interest in studying cultural factors in the distribution of mental illness within ethnic minor-
ity communities. When examining prevalence rates of specific disorders, we find great
variation in both cross-national studies and among ethnic groups in the United States. For
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example, a wide range has been observed in lifetime prevalence rates for major depression
across different countries: Taiwan; 1.5%, Edmonton, Canada, 9.6%; Savigny, France, 16.4%;
United States, 17.1%; Christchurch, New Zealand, 11.6%; Korea, 2.9% (Weissman et al.,
1996; Kessler et al., 1994),

Rates of Minority Mental Illness

In attempting to understand the impact of cultural factors on mental illness, a common
research strategy has been to describe the distribution of mental illness across different
racial and ethnic categories. In the early part of this century, data based on hospital and
clinic admissions and treatment were used to draw conclusions about the prevalence and
type of mental disorders found in ethnic and racial minority communities. Using a treated-
case-method approach, late nineteenth- and early twentieth-century research consistently
reported a high prevalence rate of schizophrenia among African Americans (Bell & Mehta,
1980). Reportedly low rates of depression were explained as African Americans lacking
the psychic makeup to experience sadness and depression (Bevis, 1921). Conversely, other
research suggests that repeated misdiagnosis of African Americans led to higher rates of
schizophrenia and lower rates of affective disorders (Bell & Mehta, 1980; Jones & Gray,
1986; Simon, 1973; Spitzer, Endicott, & Robins, 1978).

Although African Americans were reported to have high rates of mental illness, Asian
Americans were described as a relatively problem-free population (Kimmich, 1960; Kitano
1962; Sue & McKinney, 1975; Yamamoto, James, & Palley, 1968). Findings from these
studies supported a belief that Asian Americans had lower rates of mental disorders than
most other groups in the United States, including Euro-Americans.

The rates of mental illness for nonwhite Hispanic groups vary widely, and it is often
unclear if these rates of mental illness are similar to or different from other groups (Martinez,
1993). Data are mixed and sometimes contradictory on nonwhite Hispanic rates of mental
illness (Vega & Miranda, 1985). Research has indicated lower, similar, and higher rates of
overall and specific disorders (Jaco, 1960; Malzberg & Lee, 1956; Vega & Miranda, 1985).

Treatment data, however, have been criticized for not adequately reporting true preva-
lence rates. For example, researchers have repeatedly demonstrated the underutilization of
mental health services by some ethnic minority group members, whereas others have ques-
tioned the validity of clinical diagnosis (Jones & Gray, 1986, Rogler, Malgady, & Rodriquez,
1989; Sue & Morishima, 1982).

AFrRICAN AMERICANS. By the middle of the twentieth century, survey research became a
more prominent means of documenting the level of treated and untreated cases of mental
iliness in communities. A shift from treated populations to community surveys brought
with it contradictions of earlier assumptions and understanding of ethnic and racial minori-
ties. For example, unlike the wide discrepancies found in treatment data between African
Americans and whites, community surveys demonstrate only modest or no differences in
diagnostic disorders (Adebimpe, 1994).

Unlike rates under treatment data, Epidemiologic Catchment Area study (ECA) data
showed no differences in the rates of schizophrenia between whites and African Americans
after controlling for age, sex, socioeconomic status, and marital status (Adebimpe 1994).
Adebimpe suggests that the disparity in findings found between community and treated
samples can be attributed to an interaction between racism, sociodemographic, and experi-
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ential differences between whites and African Americans that necessarily affect treatment.
For example, racial stereotypes and assumptions about African Americans have resulted in
this history of receiving more severe diagnoses misdiagnosis, and differential treatment
than whites (Adebimpe, 1994). The ECA study also found that African Americans had
higher 6-month prevalence rates of cognitive impairment, drug abuse, panic attacks, and
phobia (Griffith and Baker, 1993, p.152). Griffith and Baker caution that significantly higher
cognitive impairment may be related to substance abuse, anxiety disorders, panic attacks,
and other medical problems. Although the ECA offers new information about the preva-
lence and types of mental disorders experienced by African Americans, Williams (1986)
warns that the ECA sampling methodology significantly undersampled middle- and upper-
income African Americans, seriously limiting the extent to which the study’s findings can
be generalized.

Within-group variability has been generally neglected in epidemiological research
with African Americans. Although stereotypes have led to an assumption that the majority
of African Americans are poor and disadvantaged, about 10% are found in the upper classes
and approximately 40% are middle class (Sue & Sue, 1990). Differences between Euro-
American and African American rates of psychiatric illness are typically attributed to race.
In a review of community surveys on African American mental disorders, Williams (1986)
concluded that most findings of racial differences can be accounted for by socioeconomic
variables. However, the fact remains that African Americans are overrepresented in lower
socioeconomic levels, and, as such, may be more vulnerable to stressors linked to psycho-
logical distress. In an analysis of 21 cross-national studies, including the United States,
Dohrenwend et al. (1980) concluded that the severest psychopathology is twice as com-
mon in lower socioeconomic classes.

AsIAN AMERICANS, Asian Americans were not specifically recruited for inclusion in the
ECA study. However, the notion that Asian Americans are generally well adjusted and
problem free has been challenged by other research (Sue & Sue, 1974). Low utilization
rates are not necessarily indicative of low prevalence rates, but may be a reflection of
cultural factors, such as a stigma associated with perceptions of mental illness, the pres-
ence of family support, cultural incompatibility of Western forms of treatment, and differ-
ential meanings associated with mental illness. Uba (1994) conducted an extensive review
of the research literature on Asian American emotional distress and concluded that Asian
Americans have a rate of mental illness higher or equal to Euro-American rates. In addi-
tion, variations in rates and types of mental disorders vary across the numerous subgroups
that comprise the Asian American category. For example, Southeast Asians have higher
rates of posttraumatic stress syndromes than other Asian American groups, whereas Fili-
pino Americans reportedly have higher rates of depression than most other Asian groups
(Kuo, 1984) and the general population (Tompar-Tiu & Sustento-Seneriches, 1994).

NATIONAL COMORBIDITY STUDY AND
ETHNIC AND RACTAL MINORITIES

A decade after the ECA study, the National Comorbidity Survey (NCS), another large-
scale psychiatric epidemiological survey was launched (see Chapter 7). It was the first time
that a structured interview schedule, the Composite International Diagnostic Interview (CIDI;
World Health Organization 1990) was used on noninstitutionalized random sample of the
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national population. The CIDI is based on DSM-III-R nosology because revisions to what
would become DSM-1IV were still in progress at the time. Spanning 17 months of lay inter-
views across the 48 contiguous states, the NCS looked at the comorbidity of substance
disorders and nonsubstance psychiatric disorders (Kessler et al., 1994).

Kessler et al. (1994) reported a 48% lifetime prevalence of one or more psychiatric
disorders (i.e., affective, anxiety, substance use, and other disorders) (see Chapter 7). Mean-
while, nearly 30% had at least one disorder within the past 12 months. Major depressive
episode (17.1%), alcohol dependence (14.1%), social phobia (13.3%), and simple phobia
(11.3%) had the highest lifetime prevalence rates. Of those with a history of mental disor-
der (48%), more than half (56%) had two or more DSM-III-R disorders. Overall, NCS
findings were similar to those reported from the ECA study, although the NCS rates are
generally higher in the absolute.

However, notable differences emerged between the two studies in relation to race.
Controlling for age, income, and education, Kessler divided race into four categories—
“white,” “black,” “Hispanic” and “other”—and found that blacks were 50% less likely than
whites to have had any kind of disorder within their lifetime or within the past year. Hispan-
ics, on the other hand, showed no significant differences in lifetime or 12-month preva-
lence of any disorder compared to non-Hispanic whites. Neither the ECA nor NCS studies
actively focused on Asian Americans.

Mexican Americans

Until recently, the ECA project was considered one of the most sophisticated and compre-
hensive in epidemiological research on Mexican American mental illness. Findings showed
that Mexican Americans and non-Hispanic whites in Los Angeles were very similar across
selected mental disorders, whereas whites had higher rates of drug abuse/dependency (Karno
etal., 1987). Research has been mixed about the role of immigrant status on psychological
distress and mental illness. Some studies have reported a greater vulnerability toward men-
tal distress by immigrants than nonimmigrants, whereas others have concluded the oppo-
site (Burnam, Hough, Karno, Escobar, & Telles, 1987; Rogler, Cortes, & Malgady 1991;
Warhiet, Vega, Auth, & Meinhardt, 1985).

The ECA data suggest that structural and cultural factors play a powerful role in shap-
ing rates of mental illness. Burnam et al. (1987) examined the relationship of acculturation,
mental disorder, and immigrant status. Mexican Americans who were native born and highly
acculturated had the highest lifetime prevalence rates across five disorders: major depres-
sion, dysthymia, phobia and alcohol and drug abuse/dependence. Immigrant Mexican
Americans had lower prevalence of major depression and drug abuse/dependency than
nonwhite Hispanics, whereas native Mexican Americans had higher prevalence than non-
Hispanic whites of dysthymia, phobia, and alcohol abuse/dependency. The differential rate
of mental distress between native born and immigrant groups has been attributed to struc-
tural and cultural factors, including an association between acculturation and a sense of
status deprivation; selective immigration, with the disproportionate immigration of the most
healthy individuals (Burnam et al., 1987); and, traditional cultural factors, such as strong
family cohesiveness and support, and perceptions of mental illness (Shuval, 1982). Al-
though these explanations point out important differences among Mexican Americans re-
lated to acculturation, they do little to advance an understanding of the cultural sources for
these differences. In research with ethnic minorities, acculturation has been used to mea-
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sured either the extent to which one has learned a new culture or the psychological changes
experienced by the individual as a result of being in contact with other cultures and partici-
pating in the process of acculturation. Thus, the operationalization of acculturation as a
social learning or psychological construct does not directly measure culturally related fac-
tors.

Explanations of Group Differences

Generally, there appear to be both similarities and differences across racial and ethnic
categories. Differential rates between groups and within groups indicate a need to examine
cultural and structural factors. When group differences are found, cultural explanations are
often neglected in favor of explanations based on ethnic or racial differences, or factors
related to cultural conflict. For example, differences in levels of acculturation have been
used to explain greater immigrant vulnerability to psychological distress such as depres-
sion (Vega, Warheit, Auth, & Meinhardt, 1984), adjustment problems (Abe & Zane, 1990),
and unhappiness (Padilla, Alvarez, & Lindholm, 1986). Conversely, recent data have indi-
cated that immigrants have less psychological distress and mental disorders than their na-
tive-born cohorts. However, little is known about how the acculturation process creates
psychological distress, nor is it clear whether acculturation protects individuals or makes
them more vulnerable to mental disorders. Generally, level of acculturation does not com-
municate much information except to point out that people come from different cultures
and describe the extent to which they hold on to traditional ways. Minimal information is
revealed on the sources of cultural differences and how cultural content affects the etiol-
ogy, expression, and treatment of mental disorders. Research on ethnic and racial minori-
ties has tended to superimpose empirically untested cultural descriptions of a group onto
findings in an attempt to understand and explain observed ethnic and racial differences in
rates of mental disorders. For the most part, cultural factors are not directly examined but
are inferred. Thus, we are left to speculate about the role of culture in mental disorders and
how culture affects rates of mental illness for ethnic and racial minorities.

Figure 2.1 illustrates the two models of mental health research with ethnic and racial
minorities discussed earlier. The conventional model examines how social factors directly
affect mental health outcomes, unless the elaborated model allows for the integration of
social, structural, and cultural factors. The conventional model is based on an assumption
that one’s place in society, such as membership in ethnic minority group, or as immigrant,
is analogous with cultural factors such as beliefs, attitudes, and values, and as such can
predict the expression, response, and prevalence of psychological distress and psychopa-
thology. An empirical examination of the direct effect of cultural variables on mental health
outcomes is oftentimes circumvented and replaced with conceptual descriptions of a group’s
culture. One problem with this approach is that we lose sight of the fact that cultural factors
are only inferred and are not empirically based. The conventional model also assumes that
all individuals within a particular category are similar based on their shared membership.
For example, research has tended to focus on four general ethnic minority categories. How-
ever, each category is comprised of within group differences that may conceal more than
they inform (Takeuchi, Uehara, & Maramba, 1997). The category Asian American encom-
passes numerous subgroups with distinct cultural, educational, historical, and socioeco-
nomic differences. The elaborated model proposes to directly examine cultural factors and
their impact on mental health outcome, while continuing to include social factors.
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FiGure 2.1. Conventional and Elaborated Explanations of Culture and Mental Illness

CULTURAL THEMES

Two major themes emerge from the literature examining ethnic and racial group differ-
ences in psychopathology: structural factors and cultural factors. Social structural factors
can enhance or constrain the manner in which cultures express distress (Linsky, Bachman,
& Straus 1995). Although a number of channels of expression for psychiatric distress may
exist universally, whether a society is individualistic or collectivistic, for example, could
pave specific pathways and affect the manifestation of symptoms. A study of the Hutterites
in North America illustrates how structural factors influence the expression of mental ill-
ness. Alternately, cultural factors may also influence modes of expressing mental illness
such that these modes are more acceptable in some groups than others. The preference of
the Chinese for a clinical diagnosis of “neurasthenia” as opposed to depression, for ex-
ample, illustrates how culture affects the manner in which individuals present psychologi-
cal distress. The next two sections will briefly discuss the Hutterite and Chinese cultures to
iliustrate these two themes.

The Hutterites

The Hutterites are members of the Anabaptist sect that originated in Central Europe during
the sixteenth century. Severe religious persecution in 1565 drove them out from Moravia (a
geographic region in the former Czechoslovakia) and into other countries, including the
Ukraine. A large number of Hutterites eventually migrated to the United States beginning
in 1874, and in 1918 to Canada, where they have remained in religious communes. As a
socially (and genetically) homogeneous group, the Hutterites provide an interesting insight
into the effects of sociostructural factors on mental health.

An NIMH-funded study on the Hutterites conducted in the early 1950s by sociologist
Joseph Eaton, in collaboration with psychiatrist Robert Weil, showed high rates of psycho-
ses (Eaton & Weil, 1955). This finding was unexpected. After a thorough investigation,
Eaton claimed that “the Hutterite way of life, despite the good mental health reputation of
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its members, provides no immunity from severe psychiatric disorders” (p. 53). The sect
ranked third among nine other groups (e.g., an urban district in Baltimore, an arctic village
in Norway, Williamson County in Tennessee). But rather than interpret the results as in-
dicative of the Hutterites’ proneness to psychotic illness, Eaton was more inclined to pro-
pose that the high expectancy ratio was “a function of the thoroughness of the survey meth-
ods” (p. 76). Since methodology has often been a source of disagreement among researchers,
it is indeed relevant to meaningful comparisons of diverse groups. However, the various
rates presented by Eaton in his analyses, and results of more recent cross-national studies,
highlight a more striking observation: Culture has a profound impact on the expression and
interpretation of psychological distress, which manifests in the different rates that have
been reported in the psychiatric epidemiological literature.

Eaton and Weil (1955) found a lifetime morbidity of 199 in a population of 8,542, or
one case per 43 Hutterites. A breakdown of the diagnostic categories revealed that 74% of
psychotic cases (n = 53), were of the manic-depressive kind. These 39 Hutterites showed
psychotic symptomatology characterized by a depressed mood with “mental and motor
retardation, perplexity, or agitation” (p. 100). Meanwhile, other categories were discov-
ered to be much less prevalent than manic-depressive reaction. A recent reanalysis of Eaton’s
data by Torrey (1995) using DSM-III-R criteria showed strikingly low rates of schizophre-
nia (0.9 per 1,000) and bipolar disorder (0.6 per 1,000). Thirty-two (3.7 per 1,000) were
rediagnosed with major depression.'

That depression among Hutterites is four times more prevalent than schizophrenia
and six times more common than bipolar disorder brings some intriguing questions to the
fore: What is it in the Hutterite way of life that contributes in the expression of psychologi-
cal distress, specifically depression? How does a Hutterite view her or his depressive con-
dition?

Hutterites reside in agricultural colonies called Bruderhdfe, and practice a highly con-
servative, Christian way of life. They are isolated from more modern communities sur-
rounding their enclaves, decline involvement in political issues, and are strict pacifists.
Crime is almost unheard of and transgressions against one another are highly discouraged.
The collectivistic orientation of this society requires every individual, child or adult, to
give up selfish motives for the good of the group. Thus, a theocratic system coupled with a
heavy emphasis on collectivistic values work hand in hand in the formation of a Hutterite
culture.

The Hutterites’ religious orthodoxy influences this group’s depressive symptomatol-
ogy. Eaton and Weil (1955) observed that “the content of the delusions and the verbal
production [seemed] to be greatly colored by their notion that their disorder [was] a spiri-
tual or religious trial by God” (p. 101). The Hutterites referred to depression as Anfechtung,
meaning “temptation by the devil” (p. 101). It was believed that Anfechtung befalls “good
people” (p.102); hence, its victims did not need to feel stigmatized for having the disease.
Despite the supportive atmosphere in the colonies, the depressives nevertheless experi-
enced a loss of self-esteem and felt sinful. Eaton claimed that “the culture of a Hutterite
village [was] conducive to the development of such sentiments” (pp. 105-106).

Psychoanalytical theories and research on anger and its relationship to mental health

! At the time of Eaton’s study, individuals who have had an episode of depression of any state (mild, acute, or
depressive stupor), may be diagnosed with manic-depressive psychosis without having a prior history of
manic attacks. Conversely, it could also be used on individuals who have had manic attacks only. Torrey’s
(1995) reanalysis using DSM-III-R criteria reflects the breakdown of Eaton’s single category into three sepa-
rate diagnoses—schizophrenia, bipolar disorder, and major depression.
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may provide some insight into the high prevalence of depression among the Hutterites.
Abraham (1927) attributed depression to repressed violence, and Freud (1993) conceptu-
alized it as anger turned inward. Modern theories of depression suggest a similar causal
link (White, 1977). A number of empirical studies have indeed found a positive correlation
between suppressed anger and depression (Biaggio & Godwin 1987; Moore & Paolillo
1984; Riley, Treiber, & Woods 1989; Clay, Anderson, & Dixon 1993).

Laden with guilt for experiencing a socially unacceptable emotion such as anger, a
Hutterite who has been conditioned to control overt display of a basic human emotion has
little choice but to internalize her or his aggression. In addition, Hutterites are socialized at
an early age to find guilt within themselves instead of their brethren (Eaton & Weil, 1955,
p. 86). Not surprisingly, Eaton found that among the manic-depressives in the sect, only a
few expressed verbal threats, and there were no incidents involving physical injury. Thus,
the Hutterites’ constant suppression of aggressive impulses to maintain group harmony
may have drastic repercussions on their mental health.

That depression was found to be a common reaction to the Hutterite way of life is a
classic example of culture’s profound influence on the ways individuals respond to their
environment. Thus, the context in which mental disorders appear should be treated with
equal gravity as their prevalence. This concept has been clearly elucidated by Bales (1946)
in his attempt to identify the social structural factors that influence rates of alcoholism
within society. He suggested that (1) levels of stress or “inner tensions”; (2) societal atti-
tudes toward drinking (abstinence, ritualistic, “social drinking,” utilitarian); and (3) the
availability of means other than drinking to relieve stress work simultaneously and may
have differential effects in any particular culture. In a recent study testing Bales’s theory,
Linsky et al. (1995) found that levels of societal stress and degree of permissiveness to-
ward drinking were correlated with indicators of alcohol problems (death rate from cirrho-
sis and average consumption of alcohol) at the state level of analysis. These results support
Bales’s theory and further emphasize the importance of cultures and social structures in the
expression of mental disorders.

The Chinese

Neurasthenia. Numerous studies on depression among the Chinese have verified the
prominence of somatic complaints presented by depressive individuais (Cheung, Bernard,
& Waldmann, 1981; Kleinman, 1977, 1980, 1982; Marsella, Kinzie, & Gordon, 1973;
Tseng, 1975). Chinese depressive symptomatology is markedly different from the affective
and dysphoric manifestations of the disorder that are more common in the West. Lin (1982)
remarks that “one may even wonder if one is not looking at a distinctly different illness” (p.
240). Additionally, results of these studies reveal significantly lower prevalence rates of
depression among the Chinese compared with Western populations. However, some re-
searchers ascribe these findings to culturally biased diagnostic criteria being used inappro-
priately in these epidemiological studies (Kleinman, 1977; Lin, 1982; Zhang, 1995). Thus,
Chinese depressives whose primary symptoms are somatic are systematically being
undercounted as a result of using culturally irrelevant instruments. Kleinman (1977) refers
to this error as “category fallacy,” a major source of error in the interpretation of cross-
cultural epidemiological studies.

Although major depressive disorder has been found to have low prevalence among
the Chinese, researchers have reported high rates of “neurasthenia.” Furthermore, the dis-
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order also appears to be the most common clinical diagnosis in this population (Cheung,
1989; Ming-Yuan, 1989). A term introduced by American neurologist George Beard in
1869, neurasthenia’s symptoms include physical and mental fatigue, memory loss, insom-
nia, palpitations, dizziness, hypochondriasis, depressed mood, phobias, and headache—to
name but a few of the 70 some symptoms described by Beard (1880). From the late 1800s
until the mid-1900s, neurasthenia became a popular diagnosis worldwide. It gradually lost
its foothold in the psychiatric community when biological etiologies failed to explain the
constellation of neurasthenic manifestations and its symptoms overlapped with newly de-
veloped categories (e.g., depressive, anxiety, and somatoform disorders). Despite the APA’s
decision to exclude neurasthenia in DSM-III (and in subsequent editions), it has remained
an indispensable category in the Chinese psychiatric nosology. Instead of concurring with
Kleinman’s (1986) conclusion that neurasthenia is but “a culturally salient form of chronic
somatization that acts as a final common pathway for several distinctive types of pathol-
ogy, of which major depressive disorder is the principal disease” (p.165), some researchers
maintain that neurasthenia should be kept a separate construct, not a subtype of depression
(Ming-Yuan, 1989; Yan, 1989; Young, 1989). Young (1989) asserts that “the elimination of
the category only indicates change of diagnostic concept without definite direction”
(p. 138).

In addition to the narrowly defined depressive criteria that are built into research
instruments, unique aspects of the Chinese culture may mask depression altogether, thereby
favoring the diagnosis of neurasthenia. Language, absence of body—mind dualism, shame
and loss of face, family privacy issues, and a somatopsychic orientation of traditional Chi-
nese medicine are factors that have been repeatedly cited in the literature (Draguns, 1996;
Lin, 1985). As a “nosological dilemma,” Rin and Huang (1989) have found that the diag-
nosis of neurasthenia is preferred by patients because it does not carry the stigma that is
often associated with mental disorders. Consequently, clinicians favor using neurasthenia
to establish rapport with their clients and their family.

Neurasthenia is a culturally sanctioned disease category among the Chinese. More-
over, its status as a “heterogeneous disease” (Yan, 1989) clearly warrants further investiga-
tion. Thus, it may be premature to jettison this disorder given the repercussions it may have
on future cross-cultural comparisons.

CONCLUSIONS

The effect of culture on the expression and prevalence of mental illness has been relatively
ignored in epidemiological research. As discussed earlier, culture is typically addressed
only indirectly with the proxies of ethnic and racial categories, immigration, and accultura-
tion. This approach precludes a direct examination of cultural and structural explanations.
Using ethnic and racial categories to imply cultural explanations tells us little about how
culture shapes the perceptions, expression, and responses to mental illness. In the future,
studies must begin to develop and include measures that function to directly assess the
multiple facets of culture.

Figure 2.2 depicts a working illustration of the elaborated model that integrates social
factors and directly examines the effect of cultural variables on mental health outcome.

For example, using the construct of individualism—collectivism, Triandis (1993) pro-
posed that mental health and psychological well-being are associated with an individual’s
set of cultural values and beliefs. The construct of individualism~collectivism is defined as
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Ficure 2.2. Cultural Explanation of Responses to Mental Illness among Asians

a cultural syndrome such as shared beliefs, attitudes, norms, roles, and values organized
around a theme that is manifested in individual and group behavior. Individualism empha-
sizes autonomy, with personal goals taking precedence over group goals. Collectivism, in
contrast, makes minimal distinction between personal and group goals. Collectivists will
not generally perceive individual personal problems as sufficiently important reasons to
seek professional help (Tracey, Leong, & Glidden, 1986). They tend to rely on collective
forms of coping that make facing life’s challenges more manageable (Kashima & Triandis,
1986). Collective coping may help to explain why some ethnic groups seemingly underutilize
mental health services and instead, rely on family members to care for mentally ill rela-
tives. The measure of individualism—collectivism goes beyond ethnic and racial categories
to an in-depth examination of underlying cultural structures that affect perceptions, expres-
sion, and response to mental disorders.

Another example of a culturally specific construct is “loss of face.” Defined within
the context of an individual’s strong identification with a specific collective, “loss of face”
pertains to “a threat [to] or loss of one’s social integrity” (Zane, 1993, p. 1). Extant litera-
ture on Asian culture has consistently alluded to or directly identified loss of face as an
important construct in social dynamics. In examining various putative factors that prevent
Asian Americans from seeking treatment for substance abuse, loss of face to the family and
the ethnic community has been recognized as a significant cultural component (Ja & Aoki,
1993). As illustrated in Figure 2.2, cultural constructs should serve a key function when
probing for unique explanations and causations in mental health research in areas such as
modes of expression, social reactions, help-seeking behaviors, and the utilization of ser-
vices.

In addition to a direct examination of the structural and cultural variables discussed
earlier, the predictive ability of an elaborated model requires that outcome measures be
culturally appropriate and relevant. Epidemiological research has tended to examine West-
ern conceptualizations of mental disorders. Social and cultural explanations of mental dis-
orders may not be consistent with the psychiatric tendency to focus on standardized, dis-
crete classifications of mental disorders. Examining symptoms or clusters of symptoms
based on Western conceptualizations of mental disorders or psychological distress may not
be valid for use with ethnic and racial minorities (Rogler et al., 1989). The symptoms
chosen as indicators of the various mental disorders may not represent the experiences of
some groups. For example, exposure to stress can affect groups in different ways. Recent
immigrants may respond to distress in ways that are similar to those found in their country
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of origin. Statistical equivalence-of-scale measures between groups do not necessarily trans-
late into conceptual equivalence (Vernon & Roberts, 1982). Measurement error may occur,
because the symptoms that comprise diagnostic categories may be interpreted differently
across different groups. It may prove useful to consider constructs that are common in
other cultures (e.g., susto for Mexicans and neurasthenia for the Chinese), because varia-
tions in rates of mental illness may reflect differences in how an immigrant group per-
ceives, experiences, and expresses psychological distress.

Rates of mental disorders may be affected by the types and number of outcomes used
in epidemiological research. By expanding the spectrum of outcomes measured, we could
gain a better understanding of the cultural and structural factors that account for variation
in rates of mental illness. The recent ECA study left out the majority of DSM-III diagnostic
categories, leaving us to speculate on possible alternative expressions of psychological
distress. The inclusion of multiple outcomes may avoid biased over- or underreporting of
mental disorders. Fabrega, Rubel, and Wallace (1967) reported Mexican American gender
differences in the expression of internalized distress. Women tended to express their dis-
tress as depression and anxiety, whereas men used alcohol and aggressive behavior, Exam-
ining recent ECA data, Aneshensel, Rutter, and Lachenbruch (1991) demonstrated that
gender differences in the expression of stress are disorder-specific and that there is no
difference between men and women’s vulnerability to stress. Stress exposure was related to
depression for women and to substance use for men. If only depression had been measured,
the findings would have led to an incorrect conclusion that women were more vulnerable to
stress than men. The extension of this issue to race, ethnicity, and cultural groups is self-
evident.

Rates of mental disorders may also be affected by a group’s cultural perceptions,
attitudes, and beliefs regarding mental illness through the methods of data collection. For
example, loss of face may result in a response bias to Western concepts of psychological
distress, resulting in the underreporting of mental disorders. Similarly, overreporting re-
sults biases findings when excessively compliant respondents answer questions regarding
their mental health status (Rogler et al.,1989).

Since each group constitutes a unique set of social and cultural structures and beliefs,
mental illness will be processed differently with concomitant variances in rates of psycho-
pathology, treatments, and outcomes. Ethnocentric cultural assumptions about abnormal
behavior and symptoms make it difficult to accurately assess true differences in mental
disorders across groups or culturally influenced expressions of psychological distress (Good
& Good, 1986). It may be more helpful to examine the level of functioning, such as daily
routines that are related to definitions of normal and abnormal behavior, within a particular
culture, along with assessing the individual’s ability to fulfill culturally specific psycho-
logical, social and occupational role expectations (see Waxler 1974). Without fully reject-
ing a biological basis of mental illness, evaluating the individual’s level of functioning
incorporates the structural and cultural context of mental illness (Lemert 1951). It also
redirects the focus of attention from the individual to society by viewing mental illness as
the product of a process of societal interaction and reaction. This perspective represents a
person-in-environment model that integrates biomedical, sociostructural, and cultural fac-
tors.

Epidemiological studies are especially vulnerable to problems of instrument validity
and cultural biases in the reporting and understanding of mental illness among ethnic and
racial minority groups. Current epidemiological studies, with a reliance on traditional meth-
odologies, will do little to unravel the sources of variations in rates of mental disorders.
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Until these issues are addressed, it is not clear if findings represent a biased or valid report
of psychological distress and mental illness. Extant literature strongly suggests the promi-
nent role of culture in the perception, experience, response, treatment, and outcome of
mental illness. Along with a biomedical perspective, epidemiological research on mental
disorders needs to include a person-in-environment perspective that more accurately rep-
resents the reality of ethnic and racial minorities. Because of the nature of their methods,
researchers using large-scale epidemiological studies will have difficulties in fully under-
standing the cultural factors that help to explain the distribution of mental illness. If the
intent is to understand reasons for ethnic differences in rates of mental illness or more
systematically understand cultural factors, it may be prudent in the future to supplement
large scale community surveys with more ethnographic investigations and/or in-depth in-
terviews. By incorporating and integrating different approaches to the study of culture, we
will have a more complete grasp of the cultural contexts that so profoundly shape and
affect people’s lives.
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CHAPTER 3

Mental Iliness
as Psychiatric Disorder

MARTHA LIVINGSTON BRUCE

INTRODUCTION

To the sociologist, perhaps the single most important characteristic of the psychiatric per-
spective is that psychiatry views mental illness as a real illness, as distinct from being a
socially constructed myth. Whereas some social perspectives might argue that “mental
illness” is a label applied by society or social groups to subsets of unusual, unappealing, or
disruptive behaviors and feelings, the psychiatric perspective would argue that these be-
haviors and feelings are themselves the signs and symptoms of true underlying disease or
disorder states. Psychiatry uses the term mental illness for a spectrum of syndromes that
are classified by clusters of symptoms and behaviors considered clinically meaningful in
terms of course, outcome, and response to treatment. The purpose of this chapter is to
describe how psychiatry defines and organizes these syndromes and to identify the kinds
of clinical features associated with the syndromes most relevant to sociological inquiry.
The overall goal is to show how the psychiatric perspective of mental illness encompasses
more than a single dichotomous category—indeed, even more than a series of dichoto-
mous diagnoses—for use as outcome variables. Rather, psychiatric notions of heterogene-
ity along a number of clinical axes within and among psychiatric disorders offer consider-
able richness to a sociological understanding of the risks and outcomes of mental illness.
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Modern psychiatry’s conceptualization of mental iliness as disease or disorder has
found increasing support in recent years because of evidence of genetic or biological risk
factors and of physiological mechanisms (as indicated by brain scans, blood levels, and
response to pharmacotherapy). The medical model of mental illness has ramifications for
how individuals with psychiatric disorder are viewed by others. By suffering a disease or
disorder, persons with mental illness become eligible for what sociologists call the “sick
role.” In the sick role, individuals are not considered personally responsible for their con-
dition. The sick role contrasts with other models of mental illness in which individuals can
elicit such pejorative labels as “bad,” “weak,” or “immoral” (Mechanic, 1978, 1995). The
power of a medical label for the public persona of mental illness is well understood by
advocacy groups, such as the National Alliance for the Mentally Iil, which prefers the even
more medically oriented term, brain disorder for psychiatric problems. At the same time,
evidence of the contribution of personal behavior (e.g., smoking, exercise, sexual practice,
and diet) in the risk of cancer, hypertension, AIDS, and numerous other diseases diffuses
boundaries between personal responsibility and disease risk even within the medical model.
From that perspective, labeling behaviorally linked conditions such as alcohol dependence
or drug abuse as psychiatric disorders becomes somewhat more consistent with the current
medical model of disease than sometimes argued (see below).

Psychiatry’s medical model of disease by no means negates the role of social factors
in the study of mental illness. First, the sociologist’s task of determining how and to what
extent social factors contribute to, modify, or mediate the risk, course, and outcomes of
psychiatric disorders is arguably easier when biological factors are better defined and mea-
sured. Second, the medical model’s classification of persons with mental illness as having
a disease or disorder places an obligation on society to care for those persons, and an
obligation on persons with the illness to accept the privileges and constraints of such care.
Sociologists continue to investigate the extent to which the willingness and ability of social
groups to provide affordable and accessible care for persons with mental illness varies by
a range of social factors, including the characteristics of the group, the characteristics of
the individuals with the disorder, the kinds of treatment available, and the characteristics of
the disorder itself. For example, public acceptance of medication therapy for major depres-
sion has increased rapidly in the past decade with the introduction of a class of antidepres-
sants that are easier to use and have fewer side effects. Yet, as noted later, younger adults
with major depression are more likely to be treated than older adults with major depres-
sion, in part because of the public perception that depression is an expected and therefore
normal consequence of aging. Finally, the extent to which a person with a history of mental
illness can function in society is an inherently sociological question, as any society can
choose or not choose to structure itself in such a way as to facilitate housing, jobs, and
companionship for persons with a wide range of capacities and needs. For example, vari-
ous social and medical trends, including the advent of more efficacious antipsychotic medi-
cations in the 1950s, the community mental health movement in the 1960s, and the rise in
managed care in the 1990s, have resulted in dramatically shortened hospital stays for per-
sons with even severe mental illness. These changes, however, have not necessarily been
mirrored by the development of sufficient treatment and support services for these indi-
viduals to maintain viable and productive lives in the community (Greenley, 1990).

The remainder of this chapter describes the psychiatric perspective of mental illness
in greater detail in order that this information can enrich sociological research on these and
other questions about mental illness. The chapter is organized into three major parts. The
first two parts describe how psychiatry classifies mental illness. The first part examines
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issues concerning the processes of classification and diagnosis that are particularly rel-
evant to sociology. The second part is a catalogue of major psychiatric diagnoses and their
criteria. This section may be particularly useful to readers unfamiliar with the fourth edi-
tion of the Diagnostic and Statistical Manual of Mental Disorders (DSM-1V; American
Psychiatric Association, 1994). Other readers may want to skip ahead to the final section,
a discussion of several other dimensions (labeled “clinical features™) of mental iliness, as
viewed from the psychiatric perspective, that are not often incorporated into sociological
studies of mental illness but have particular relevance to sociology.

PSYCHIATRY’S APPROACH TO CLASSIFYING MENTAL ILLNESS

Modern psychiatry justifies its conceptualization of mental illness as a disorder or disease
in great part by the extent to which reliable diagnoses are both possible and related to a
specific course, etiology, and response to treatment (Mechanic, 1978; Klerman, 1989).
The two major diagnostic systems are those of the American Psychiatric Association and
the World Health Organization as described in the DSM-IV, and the International Classifi-
cation of Disease (ICD-10; World Health Organization, 1990), respectively. These sys-
tems are purposefully similar. For the most part, these systems of modern psychiatry use
phenomenonology as their fundamental classification tool. Diagnoses form the major types
of category and are defined, in large part, by clusters of signs and symptoms that are
clinically meaningful in terms of personal distress, associated loss of functioning, or risk
of negative outcomes such as death, disability, or loss of independence. This section con-
siders some general caveats about this approach before reviewing the most sociologically
relevant diagnoses covered in DSM-IV.

This emphasis on phenomenology, as distinct from theories of etiology or other orga-
nizing principals, represents a change in modern psychiatry, codified in 1980 by DSM-III
(American Psychiatric Association, 1980; Rogler, 1997). The development of DSM-III re-
flected efforts of the research community to standardize diagnostic criteria. DSM-III drew
on, for example, the Research Diagnostic Criteria (RDC; Spitzer & Endicott, 1978) and
Feighner Criteria (Feighner et al., 1972) and corresponding research instruments. A goal of
DSM-III and its successors has been to encourage reliability in making psychiatric diag-
noses by providing operationalized criteria for both clinicians and researchers. The strength
of this approach is in offering a mechanism to increase the consistency with which diag-
noses are made across individual clients, clinicians, institutions, and geographic regions.
Reliability does not, of course, confer validity, and the emphasis on reliability has left
DSM-III and successors vulnerable to considerable criticism from a wide range of theoretical
perspectives (see Millon, 1983; Rogler, 1997). (See Chapter 5 for a discussion of the
interplay between reliability and validity in the assessment of mental health.)

To the sociologist, the potential pitfalls in relying on phenomenology to make psychi-
atric diagnoses are quite obvious. Even if we accept the psychiatric assumption that the
disorders are “real,” we also know that how individuals perceive, experience, and cope
with disease is based in large part on cultural explanations of sickness and expectation
about iliness behavior (Kleinman, Eisenberg, & Good, 1978). As culture is highly influen-
tial in shaping the subjective experience of disease, objective indicators of disease are only
imperfectly related to the reported subjective experience of the illness (Angel & Thoits,
1987). The lack of objective indicators has large implications for clinical and population-
based mental health research because assessment necessarily relies upon the individual’s
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self-reported appraisal of his or her own symptoms. These self-appraisals contribute di-
rectly or indirectly to virtually all mental health measures used in studies of the risk, help-
seeking behavior, treatment, and outcomes of health conditions.

The lack of correspondence between objective and subjective measures also has im-
plications for the accuracy of diagnoses made in clinical practice. For example, group
differences in the language used to express and give meaning to symptoms affect the
diagnostic process. Additional, perhaps more subtle, potential sources of bias are expecta-
tions of providers based on itrelevant characteristics of the patient, such as race and ethnicity,
socioeconomic status, age, or some combination of those characteristics. In the case of
depression, for example, providers often believe that depressive symptoms are normal
reactions to the stresses and losses associated with aging and low socioeconomic statuses.
The elderly and the poor, therefore, may be underdiagnosed (and underserved) because
their symptomatology is not seen as problematic. The problem arises in finding the right
line between “over medicalizing” what might be a normal reaction to these events and
conditions versus ignoring a debilitating yet treatable disease (NIH Consensus Develop-
ment Panel, 1992).

A second potential problem in the DSM’s phenomenological approach is the distinc-
tion between “mental” and “physical” conditions. In introducing its classification schema,
the authors of the DSM-IV acknowledge the problem in using the term mental disorder
with the implication of a distinction from physical disorders:

a compelling literature documents that there is much “physical” in “mental” disorders and much
“mental” in “physical” disorders. The problem raised by the term “mental” disorders has been
much clearer than its solution, and, unfortunately, the term persists in the title of DSM-IV be-
cause we have not found an appropriate substitute, (American Psychiatric Association, 1994, p.
Xxi).

Although DSM-1V relies heavily on phenomenology, differentiating “mental” from “physi-
cal” introduces decisions based on etiology. DSM-IV warns not to include symptoms that
are clearly due to a general medical condition, but does not explain how to accomplish this
task. This problem is especially difficult for disorders such as depression with high levels
of medical comorbidity and for the study of psychiatric disorders among the medically ill
(Katz, 1996). There is no gold standard, laboratory test, or methodology generally ac-
cepted by the field for distinguishing symptoms of depression from those associated with
medical illness. Cohen-Cole and Stoudemire (1987) differentiate four common approaches
to this problem: (1) Inclusive, when symptoms of depression are counted whether or not
they might be attributable to a primary physical problem, which increases sensitivity at the
expense of specificity; (2) Etiologic, when symptoms count toward the diagnosis of de-
pression only if they are not “caused” by physical illness, which is the approach stipulated
by DSM-1V and the decision rule for the assessment tools such as the Structured Clinical
Interview for Axis I DSM-IV Disorders (SCID; Spitzer, Gibbon, & Williams, 1995), al-
though neither explains how to accomplish this task; (3) Substitutive, when additional
psychological, affective, or cognitive symptoms are substituted for somatic symptoms in
making the diagnosis (e.g., Clark, Cavanaugh, & Gibbons, 1983); and (4) Exclusive, when
somatic items are eliminated from the existing criteria and the diagnosis is made on the
basis of nonsomatic symptoms. The strategy chosen has profound implications for the
estimated rates of disorder, especially in medically ill populations. For example, in a sample of
elderly medical inpatients, Koenig, George, Peterson, and Pieper (1997) report a twofold
difference (from 10.4% to 20.7%) in the prevalence rate of major depression depending
upon which of these strategies is used. Other potential sources of variation are the instru-
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ment used for making the diagnostic assessment and who determines the attribution of
symptoms to medical or mental etiology. In highly structured interviews, such as the Diag-
nostic Interview Schedule (DIS; Robins, Helzer, Ratcliff, & Seyfried, 1982), the interviewee
makes this decision, whereas in structured clinical interviews, such as the SCID (Spitzer et
al., 1995), the interviewer makes a clinical judgment.

Rates of medical illness are disproportionately high in older relative to younger adults,
making the likelihood that psychiatric symptoms will be misattributed to medical illness
highest in the elderly (Small, 1991). This problem is exacerbated by cohort differences in
the amount of stigma associated with mental health problems and psychiatry (Leaf, Bruce,
Tischler, & Holzer, 1987). Consequently, older individuals are more likely to interpret
symptoms of depression or anxiety as indicative of medical morbidity (Hasin & Link, 1988)
and to seek care from medical rather than mental health clinicians in response to these
symptoms (Leaf et al., 1988). These factors most likely contribute to the relatively low
correspondence between scoring high on a symptom assessment of depression or anxiety
and meeting diagnostic criteria for these disorders in older age groups compared to younger
age groups.

Although differences in classification criteria do not change the phenomena, or their
underlying condition per se, the label attached to these signs and symptoms has far reach-
ing implications. From the individuals’ perspective, the type of diagnosis given will affect
the type and range of formal medical or psychosocial treatment offered to them and the
expectations placed on them for physical, emotional, and functional recovery by clinicians,
family, friends, and employers. From society’s perspective, the type of diagnosis assigned
will affect findings generated from research on the risk, outcomes, and potential treatment
of these phenomena. These points concern not just the diagnostic decisions made in more
complex situations, such as medically ill patients, but for all psychiatric diagnoses. For
these reasons an understanding of the criteria currently used by psychiatry to diagnose
specific types of mental illness is an essential tool for any sociological investigation of
mental illness.

TYPES OF PSYCHIATRIC ILLNESS

This section briefly introduces the characteristics of the major psychiatric disorders com-
prised by DSM-IV. DSM-1IV attempts to describe the full range of psychiatric conditions,
referred to as diagnoses and their subtypes, using a system of mutually exclusive and jointly
exhaustive categories. DSM-1V’s categorical orientation and focus on diagnostic dichoto-
mous boundaries have drawn thoughtful criticism (Mirowsky & Ross, 1989; Rogler, 1997).
A major concern is the notion that a person either has or does not have a symptom, or that
a person either has or does not have a diagnosis. Critics argue that symptoms and condi-
tions rest on a continuum, with individuals potentially having different degrees of symp-
tomatology. Dichotomizing psychiatric states loses information about the degree of symp-
tomatology in both groups. Although acknowledging this criticism and admitting to the
impreciseness of classificatory boundaries, the authors of DSM-IV also argue that the
categorical approach—that is, defining diagnostic cases—is “thus far” still more prag-
matic in clinical settings and useful in stimulating research (American Psychiatric Asso-
ciation, p. xxii). The classification system is reinforced by financial reimbursement strat-
egies, which usually determine payment based on whether or not a patient meets diagnostic
criteria for a specific disorder.
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For each DSM-1V diagnosis, the criteria are defined first by the presence of a speci-
fied cluster of signs and symptoms, usually occurring together and for a minimum duration
of time. Second, these signs and symptoms—individually or in combination—must reach
a minimum threshold of severity, usually indicated by functional impairment or level of
distress. Third, exclusion criteria are applied, so that a symptom does not count toward a
diagnosis if the symptom, for example, is due to a medical illness, medication use, or substance
use. Although, in a small number of cases, DSM-IV does not permit certain diagnosis to exist
in the context of another diagnoses (e.g., major depression is not possible if a person has a
bipolar disorder), psychiatric comorbidity (i.e., a person meeting criteria for more than
one DSM-IV diagnosis) is not only possible but fairly common (Kessler et al., 1994).

The subset of DSM-IV disorders covered in this chapter was chosen for several rea-
sons. The first group, schizophrenia and other psychotic disorders, was included because
it represents the majority of conditions labeled “serious mental illness.” These conditions
have been a primary concern of sociology since Faris and Dunham introduced the debate
over social causation versus social selection when they identified socioeconomic patterns
in the housing location of patients discharged from mental hospitals in the 1930s. The
second two disorder groups, depression and anxiety, became more focal to sociological
research with the advent of community-based surveys because the self-report question-
naires used in these studies were heavily laden with symptoms indicative of these two
disorders. Depression and anxiety are the most prevalent disorders in adult women. Sub-
stance-related disorders are included both because they are also very prevalent, especially
in men, and because of their inherent interest to the sociologist. Unlike psychotic, depres-
sive, and anxiety disorders, a substance-related diagnosis such as alcohol dependence is
based more on a voluntary behavior (e.g., drinking) than on an internal feeling state. To-
gether, these first four sets of disorders comprise the great majority of psychiatric disorders
observed in community populations (Kessler et al., 1994). The two final sets of disorders
discussed in this chapter were chosen for their relevance to children and elderly adults,
two groups that have relatively less power and fewer resources compared to working-age
adults. Additionally, because children are usually, and elderly often, dependent on other
people for care and guidance, mental illness in these two groups often has an especially
large impact on family and friends.

Schizophrenia and Other Psychotic Disorders

Psychotic disorders, including schizophrenia, have particular relevance to sociology be-
cause they comprise a large proportion of the conditions labeled as “severe mental ill-
ness.” Schizophrenia is usually described as a rare disorder affecting approximately 1% of
the population over the lifetime, yet this 1% represents as many as 4 million people in the
United States today (Keith, Regier, & Rae, 1991). Schizophrenia is severe because it not
only brings considerable personal suffering but also because people with schizophrenia
very often are unable to complete their education, maintain a job, and otherwise function as
normally expected in our society. One reason schizophrenia and related disorders are inter-
esting to sociologists, then, is that these conditions serve as a kind of mirror for the capaci-
ties needed to live successfully in our society. In addition, the kinds of lives lived by people
with schizophrenia speak to the level of intolerance in our society of people who do not
have those capacities.
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Historically, the term psychotic has been defined in a variety of ways, none with
universal acceptance. Compared to earlier versions, DSM-IV uses a relatively narrow defi-
nition, with psychosis referring to delusions, prominent hallucinations (usually without
insight, that is, recognition by the individual as being an hallucination), disorganized speech
(an indicator of disorganized thinking), or disorganized or catatonic behavior. Delusions
are erroneous beliefs that usually involve a misinterpretation of perceptions or experi-
ences. The bizarreness, that is, implausibility, of delusions can be difficult to judge, espe-
cially across cultures (Rogler, 1996). Hallucinations are distortions or exaggerations of
sensory perception, most often hearing things no one else hears, but also seeing, smelling,
tasting or feeling things that are not present. Hallucinatory experiences are a normal part of
religious experience in some cultures, making the judgment of bizarreness or abnormality
particularly difficult.

Among the major DSM-1V diagnoses characterized by psychosis are schizophrenia,
schizo—affective disorder, and schizophreniform disorder. Schizophrenia is defined as a
disturbance lasting at least 6 months and, in its active phase, including two or more of the
five symptom groups: (1) delusions; (2) hallucinations; (3) severely disorganized speech;
(4) grossly disorganized or catatonic behavior, or (5) negative symptoms (e.g., affective
flattening, alogia/poverty of speech, and avolition/inability to initiate and persist in goal-
directed activities). These negative symptoms reportedly account for much of the morbid-
ity associated with schizophrenia because they generally interfere with social and occupa-
tional functioning. Schizophreniform disorder is similar to schizophrenia but with shorter
duration and the possibility of less functional decline. Schizo—affective disorder is a dis-
turbance in which a mood episode (i.e., depression or mania) and the active phase symp-
toms of schizophrenia occur together and are preceded or followed by at least 2 weeks of
delusions and/or hallucinations without mood symptoms.

Depression and Other Affective Disorders

Although the early community-based studies of mental illness, most notably the Midtown
Manhattan Study and Stirling County Study, aimed to assess all forms of mental illness,
much of what they measured was depression and anxiety. This result occurred because the
questionnaires largely tapped into these conditions, and because both conditions are highly
prevalent. In more recent decades, investigations into depression have formed the back-
bone of social stress research. Depression is an appealing topic for study because its high
prevalence (as much as 17% over the lifetime; Kessler et al., 1994) makes it relatively easy
to study in population samples and also makes the findings from such a study relevant to
a large population. The relative commonness of depression, however, also makes it diffi-
cult to study because the very term depression is used both casually and with a wide range
of meanings that may or may not be linked upon the same continuum. For this reason,
knowledge of the diagnostic criteria is useful for precision and clarity.

The predominate feature of depression and other kinds of affective disorders is mood.
The major types of disturbances, usually experienced as episodes, are characterized by
either mania or depression. These episodes form the major components of the affective
diagnoses, with bipolar disorder defined by episodes of mania often interspersed with
episodes of depression, and major depressive disorder defined by episodes of depression
without a history of mania.
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DEePrEssiON. The essential feature of a major depressive episode, as defined by DSM-1V,
is a period of at least 2 weeks during which there is depressed mood or the loss of interest
or pleasure in nearly all activities. In children, the mood may be more irritability than sadness.
To meet full criteria for an episode of major depression, individuals must also concurrently
experience symptoms, also lasting 2 weeks or more, from at least four out of a list of seven
groups: (1) changes in weight or appetite; (2) changes in sleep; (3) changes in psychomotor
activity; (4) decreased energy; (5) feelings of worthlessness or guilt; (6) difficulty thinking,
concentrating, or making decisions; and (7) recurrent thoughts of death or suicidal ide-
ation, plans, or attempts. Symptoms must be entirely new or significantly worse than nor-
mal. Symptoms also must be severe, which means they are associated with clinically sig-
nificant distress and/or impairment in social, occupational or other types of functioning.

Major depression is diagnosed when an individual experiences one or more major
depressive episodes without history of mania (defined below). In contrast to the episodic
nature of major depression, dysthymia is defined by chronically depressed mood that oc-
curs for most of the day, more days than not, for at least 2 years, with at least two additional
depressive symptoms and no history of mania. An individual can be chronically dysthymic
and experience periodic episodes of major depression. Recent studies also suggest that
acute but relatively mild episodes of depressive symptoms (i.e., minor, subsyndromal,
subthreshold depression) may also have clinical relevance and impact on outcomes such
as functional status and institutionalization (Judd, Rapaport, Paulus, & Brown, 1994,
Meyers, 1994; Sherbourne et al., 1994). Although not formally recognized by DSM-1V,
minor depression has been included in the section labeled “needing more study.” The
research criteria proposed by DSM-IV for minor depression are similar to major depres-
sion but with fewer symptoms (two vs. five).

Mania. A manic episode is defined by a distinct period (1 week or more) during which
there is abnormally and persistently elevated, expansive, or irritable mood. Concurrently,
an individual must experience at least three additional symptoms from a list of seven
symptom groups: (1) inflated self-esteem or grandiosity; (2) decreased need for sleep; (3)
increased talkativeness; (4) racing thoughts; (5) distractibility; (6) increased goal-directed
activity or psychomotor agitation; and (7) excessive involvement in pleasurable activities
that have a high potential for painful consequences (e.g., buying sprees, sexual indiscre-
tions, or foolish business investments). These symptoms must be severe enough to cause
marked impairment in functioning. Variations on the manic episode include mixed epi-
sodes (e.g., symptoms of both depression and mania for at least 1 week) and milder Ay-
pomanic episodes.

Most sociological studies that assess depression using symptom scales do not differ-
entiate between respondents with and without a history of mania. Using DSM-1IV criteria,
however, a history of mania changes the type of diagnosis given to a person who is cur-
rently depressed. Bipolar I disorder is defined by a history of manic or mixed episodes,
with or without a history of major depressive episodes. Bipolar II disorder is characterized
by a history of major depressive episodes, as well as episodes of hypomania. Cyclothymic
disorder is also defined by hypomania episode but with interspersed subsyndromal de-
pressive symptoms.

Anxiety Disorders

Although the most highly prevalent set of psychiatric disorders, the anxiety disorders have
not received the same level of research attention from sociologists as have depression and
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schizophrenia. As noted earlier, however, many of the self-report measures of overall mental
illness used in early sociological studies—indeed, even those currently used to assess
depression—actually contain symptom indicators of anxiety. Perhaps not surprisingly, then,
sociological research has begun to document the strong influence of society on the risk
and outcomes of anxiety disorders as has been observed for other mental disorders.

Anxiety disorders encompass 4 range of diagnoses characterized by excessive worry,
fear, or avoidance behavior. The major forms of DSM-1V anxiety disorders include: (1)
panic disorder without agoraphobia; (2) panic disorder with agoraphobia; (3) agoraphobia
without history of panic; (4) specific phobia; (5) social phobia; (6) obsessive—compulsive
disorder; (7) posttraumatic stress disorder; (8) acute stress disorder, and (9) generalized
anxiety disorder.

Panic disorder, which can occur with or without comorbid agoraphobia, is diagnosed
by a history of two or more panic attacks. These attacks are discrete periods characterized
by sudden onset of intense apprehension, fearfulness, or terror, often associated with feel-
ings of impending doom ih situations in which most people would not feel afraid. The
criteria for a panic attack demand at least four out of 13 additional somatic or cognitive
symptoms, for example, shortness of breath, palpitation, chest pain or discomfort, choking
or smothering sensations, and fear of *“going crazy” or losing control. Attacks have a
sudden onset and short duration (i.e., 10 minutes or less). Panic attacks are often experi-
enced as a heart attack or similar physical condition, resulting in exacerbated worry by the
sufferer and family, as well as substantial use of medical resources (Eaton, Dryman, &
Weissman, 1991).

Phobia, or fear, is the basis of several of the anxiety disorders. Important to the diag-
nosis of phobias is the difference between manageable fear, which many of us have to
specific stimuli, versus fear that is both excessive and leads to clinically significant im-
pairment. Agoraphobia is anxiety about (or avoidance of) places or situations from which
escape might be difficult, or in which help might not be available if needed. Individuals
with agoraphobia often stay inside their homes most of the time. Agoraphobia often coex-
ists with panic disorder. Specific phobias (previously called simple phobias in DSM-III)
refer to clinically significant anxiety provoked by exposure to a specific feared object or
situation (e.g., snakes, bridges), often leading to avoidance behavior. Social phobia is also
characterized by clinically significant anxiety, in this case, provoked by exposure to certain
types of social or performance situations, often leading to avoidance behavior.

Obsessive—compulsive disorder is characterized by obsessions, which cause marked
anxiety or distress, and/or compulsions, which serve to neutralize anxiety. These obses-
sions or compulsions must be severe enough to be time consuming (i.e., lasting at least 1
hour per day), or to cause marked impairment/distress. As defined by DSM-IV, obsessions
are persistent ideas, thoughts, impulses, or images that are experienced as intrusive and
inappropriate (i.e., outside the individual’s control), cause marked anxiety or distress, and
are not simply excessive concerns about real-life problems. Examples include thoughts
about contamination (e.g., from shaking hands), doubts (e.g., Did I leave the iron on?),
need for things to be in a particular order (e.g., symmetrical), and sexual imagery. Compul-
sions are repetitive behaviors (e.g., washing hands, returning home to check the iron) or
mental acts (e.g., praying, counting). The goal of these compulsions is to prevent or reduce
anxiety or distress as opposed to providing pleasure or gratification. Generally, compul-
sions are attempts to reduce anxiety about an obsession, so that, for example, excessive
worry about germ contamination from shaking hands is linked to excessive hand washing,
and excessive doubts about the iron burning down the house are linked to countless trips
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home to ensure that the iron has been turned off. For the diagnosis of obsessive—compul-
sive disorder, compulsions or obsessions must cause marked distress, be time consuming,
or significantly interfere with normal functioning.

Posttraumatic stress disorder (PTSD) is characterized by the reexperiencing of an
extremely traumatic event (e.g., war, rape, assault) accompanied by symptoms of increased
arousal, and by avoidance of stimuli associated with the trauma. In contrast to other diag-
noses, PTSD is explicitly defined in reference to an etiological agent. The symptoms of
acute stress disorder are similar to those of PTSD but occur in the immediate aftermath of
an extremely traumatic event.

Generalized anxiety disorder (GAD) is arguably the most common and least severe
of all the anxiety disorders, if not of all DSM-IV diagnoses (Blazer, Hughes, George, Schwartz,
& Boyer, 1991). GAD is defined by 6 months of persistent and excessive anxiety and
worry about events or activities. The individual experiencing GAD finds it hard to control
the worry, which is accompanied by three or more symptoms including: (1) restlessness;
(2) fatigue; (3) difficulty concentrating; (4) irritability; (5) muscle tension; and (6) sleep
disturbance. To satisfy GAD diagnostic criteria, excessive anxiety must cause distress
and/or interfere with accomplishing normal tasks.

Substance-Related Disorders

The interplay among personal behavior, societal expectations, and biology is especially
obvious in the class of conditions labeled substance-related disorders in DSM-IV. In DSM-
IV, “substance” refers in large part to a “drug of abuse” obtained either legally (e.g., alco-
hol, caffeine, nicotine) or illegally (e.g., PCP, opioids). “Substance” also refers to medica-
tions and toxins. Substance-related disorders are problematic conditions related to
consuming these substances. Perhaps more than many of the diagnoses included in DSM-
IV, the sociologist may question the reasons for including substance-related conditions as
psychiatric disorders because the causes of these “problematic conditions” (i.e., drinking
alcohol or using drugs) are self-induced and often (especially in the case of alcohol) so-
cially sanctioned behaviors. The logic for their inclusion, however, is consistent with DSM-
IV’s reliance on phenomenology rather than etiology or cause. DSM-IV’s criteria focus on
the signs and symptoms (e.g., craving, physiological withdrawal) rather the drinking per
se. Society’s ambivalence regarding the classification of substance-related conditions is
reflected in the separation of alcohol, drugs, and mental health into three separate insti-
tutes of the National Institute of Health and in the ways in which many states organize and
finance their services in terms of these three categories.

The essential feature of substance dependence is a cluster of cognitive, behavioral,
and physiological symptoms indicating that the individual continues to use the substance
despite significant problems related to its use. A pattern of repeated self-administration
usually results in tolerance (i.e., need for markedly increased amounts to achieve a desired
effect or markedly diminished effect for a given amount), withdrawal, and compulsive
drug-taking behavior. Substance abuse is less severe than substance dependence and is
characterized by a maladaptive pattern of substance use, manifested by recurrent and sig-
nificant adverse consequences (e.g., repeated failure to fulfill role obligations, use when
physically hazardous, or multiple legal, social, and/or interpersonal problems). Compared
to substance dependence, the symptoms of substance abuse tend to be defined by social
rather than biological or psychological problems.
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Disorders in Childhood

Although children suffer from a number of psychiatric disorders that are also common
among adults (e.g., depression and anxiety), an additional set of disorders is defined by
onset during childhood. Among these are mental retardation, learning disorders, pervasive
developmental disorders, and attention-deficit/hyperactivity disorder (ADHD).

Of these, ADHD is both relatively common (prevalence of approximately 3-5%) and
very disruptive to the life of the affected child and family. In DSM-IV, ADHD is character-
ized by persistent inattention and/or hyperactivity in more than one setting (e.g., home and
school) at a level greater than normally observed in children at a similar developmental
stage. To meet diagnostic criteria, at least some ADHD symptoms must appear before age
7. In addition, a child needs to demonstrate 6 or more maladaptive symptoms lasting six
months or more related either to inattention (e.g., careless mistakes at school, difficulty
sustaining attention in tasks, not listening, not following through on instructions, difficulty
organizing tasks, avoiding tasks that require sustained effort, losing tools needed for a
task, being easily distracted or forgetful) or hyperactivity/impulsivity (e.g., fidgeting, leaving
one’s seat inappropriately, leaving the room inappropriately, difficulty playing quietly,
being always on the go, talking excessively, blurting out answers prematurely, having
difficulty waiting one’s turn, interrupting others). In ADHD, these symptoms result in
considerable impairment in family, school, and social groups, and children with ADHD
are often disruptive to these settings. Because many of these symptoms mirror the normal
behaviors of very young children, these symptoms cannot be easily evaluated or identified
until at least age 4, an age at which children are developmentally ready to pay sustained
attention to tasks and more able to control their own behavior.

Childhood behavioral disorders are of particular interest to sociologists because it is
even more evident than usual that the line between normal and abnormal behavior is drawn
by cultural or even subgroup norms rather than by some absolute criterion. Indeed, ADHD
usually does not get diagnosed until a child enters school and is confronted with more
constraints on his or her behavior than in the home. On the other hand, a hallmark of
ADHD is the inability to constrain one’s behavior to social expectations as opposed to a
lack of willingness. From this perspective, ADHD brings huge and unwanted problems to
a child. As with most psychiatric illnesses, ADHD also greatly burdens and is a source of
stress for the family, which puts family members at risk for other negative outcomes.

Dementia and Delirium

Dementia and delirium are predominately problems of aging adults. The risk of dementing
disorders is frightening to many older people not only because of the loss in cognitive
capacity per se but also because dementia generally results in the loss of physical indepen-
dence. Families assume much of the responsibilities for the older person with dementia,
providing either direct care or coordinating care from formal providers or institutions. As
noted for children with mental disorders, the perceived emotional and financial burden of
caring for a family member with dementia is often stressful and increases the risk for
depression and other health problems.

The predominant disturbance of dementia and delirium is a clinically significant deficit
in cognition or memory. In both conditions, the cognitive and memory deficits represent a
significant change from previous functioning, differentiating them from mental retarda-
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tion. Also unlike mental retardation, dementia and delirium are disorders associated with
aging and old age.

DSM-1V dementia criteria include evidence of memory impairment as well as distur-
bance of one or more of the following functions: (1) language (aphasia); (2) motor activity
(apraxia); (3) recognition (agnosia); and (4) planning, organizing, and abstracting (execu-
tive function). To meet diagnostic criteria, the level of disturbance must result in signifi-
cant functional impairment. Subtypes of dementia are differentiated by their etiology with
major types, including: (1) Alzheimer s type dementia; (2) vascular dementia; and (3) less
common dementias resulting from other medical conditions (e.g., HIV, head trauma), sub-
stance use (e.g., alcohol), or indeterminate etiology. Alzheimer’s dementia and vascular
dementia differ by their patterns of onset and course. The onset of Alzheimer’s disease is
gradual, and decline continues gradually, often for many years, resulting in great disability
and functional dependence. Only very recently have drugs become available that effec-
tively help slow the course of Alzheimer’s dementia. Vascular dementia is associated with
cerebrovascular disease. In contrast to Alzheimer’s dementia, the onset of vascular dementia
is often, although not always, very rapid and in direct response to a recognized cere-
brovascular event (e.g., a stroke). In vascular dementia, recovery of memory and cognitive
functioning is possible. The term pseudodementia has been used to describe dementia-like
symptoms in depressed elderly patients. In many of these patients, the true diagnosis is
confirmed only when the dementia-like symptoms resolve with antidepressant treatment.
Recent evidence suggests, however, that this set of depressed patients is at disproportion-
ately high risk for subsequent onset of confirmed dementia (Alexopoulos, Young, & Meyers,
1993).

Delirium is characterized by disturbance of consciousness and change in cognition
over a short period of time that are not accounted for by preexisting dementia. Delirium is
particularly prevalent in older, hospitalized medical patients, often in response to the medical
condition itself or to the medication and/or other treatment factors used for the medical
condition.

CLINICAL FEATURES OF PSYCHIATRIC DISORDERS

In describing the diagnostic criteria of the major psychiatric diagnoses contained in DSM-
1V, the previous section focused on the differences in the signs and symptoms among these
disorders. From the psychiatric perspective, the process of using these signs and symp-
toms to make a judgment (i.e., to diagnose) about the kind of problem a patient may have
(i.e., adiagnosis) is a critical step is recommending appropriate treatment and care (Klerman,
1989). As noted previously, diagnostic classification has been criticized by sociologists for
losing information about what are often continuous phenomena. Yet diagnostic classifica-
tion is usually only one (often the first) step. Most clinically oriented researchers and clinicians
also assess patients along a number of other dimensions. These other dimensions are not
often incorporated into sociological mental health research yet have great potential for
enriching our understanding of the contribution of social factors to the etiology and course
of psychiatric disorders and of the ways in which psychiatric problems affect an individual’s
social functioning, social status, and social environment. Although these different dimen-
sions have overlapping qualities, they are organized below for convenience sake into three
sets: (1) severity, (2) episode duration, and (3) onset and illness course
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Severity

Severity is a measure of the magnitude or intensity of an illness. For sociologists oriented
toward continuous measures, measures of severity are intuitively appealing, as they move
beyond a dichotomous indicator of “sick/not sick™ to a degree of illness. The notion of
severity of illness is embedded, implicitly or explicitly, in many sociological theories about
the etiology, care, and outcomes of mental illness, with hypotheses such as the greater the
stress, the greater the severity of the resulting illness, or that the effect of predisposing
factors on seeking help will be weaker in the context of more severe mental illness than in
the context of less severe illness.

Severity, measured in terms of number of symptoms, is perhaps the most familiar
clinical feature to sociologists given that it lies at the heart of most symptom scales, in-
cluding those designed for use in epidemiological samples, such as the Centers for Epide-
miologic Study-Depression Scale (CES-D; Radloff, 1977), and those designed for use
with diagnosed patients, such as the Hamilton Depression Scale (Hamilton, 1960). Al-
though symptom scales differ in the time period assessed (e.g., current state vs. past month)
and the detail provided by possible responses (e.g., yes/no vs. some of the time/much of
the time/all of the time), most scales produce a continuous outcome measure ranging from
little or no symptomatology to considerable symptomatology (see Chapter 5, this volume).
Well-designed symptom scales generally correlate highly with diagnostic criteria, so that
respondents who score high on symptom scales (e.g., depressive symptoms) are most likely
to also meet criteria for the corresponding disorder (e.g., major depression), but this corre-
spondence is far from perfect. Symptom scales are also used to designate individuals with
subsyndromal or subthreshold conditions.

Symptom scales do not perfectly correlate with diagnoses, in part because they do
not incorporate the inclusion and exclusion criteria used in making psychiatric diagnoses.
In particular, symptom scales assess the presence or duration of symptoms but not whether
this constellation of symptoms meets severity criteria in terms of associated distress or
functional impairment. An individual may experience a great number of psychiatric symp-
toms, but these symptoms may be mild enought to allow an individual to continue to
function well in home and work roles. In contrast, a different individual may report only
the minimum symptoms necessary to meet diagnostic criteria (or only subthreshold criteria),
yet the depression may be severely debilitating or lead to negative outcomes such as job
loss or disability (e.g., Blazer, Hughes, George, 1987; Broadhead, Blazer, George, & Tse,
1990; Bruce, Seeman, Merrill, & Blazer, 1994).

Arguably, less methodological progress has been made in knowing how to assess syn-
drome severity than in developing strategies for assessing the presence of symptoms and
operationalizing whether or not these symptoms fit the structure of a given psychiatric
diagnosis. Assessing severity is complicated, in part, because social factors may well have
an even greater influence on the assessment of both distress and functional impairment
than on the assessment of symptom presence. Gender differences in the willingness of men and
women to acknowledge symptoms of depression, for example, suggest similar differences
in the willingness of men and women (or across other sociocultural groups) to acknowl-
edge that a behavioral symptom (e.g., weight gain, distractibility, shortness of breath) is
upsetting to the individual (Newmann, 1986). Similar subgroup variation might be ex-
pected in the willingness to report that symptoms interfere with normal functioning or lead
to help-seeking behavior.
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Syndrome severity is also affected by variation in the number and kinds of roles typically
filled by an individual. An example comes from Boyd, Weissman, Thompson, and Myers
(1982, p. 1198) who compared depression assessed using the CES-D (Radloff, 1977) and
Schedule for Affective Disorders and Schizophrenia (SADS/RDC; Spitzer & Endicott,
1978) in 482 community-dwelling adults. The authors describe an 85-year-old woman
who scored very high on the CES-D but did not meet criteria for major depression using
the SADS. The woman lived alone, had almost no social contact, and was homebound due
to fear of both crime and medical morbidity. She, in essence, had no family, work or other
social roles. Although the woman affirmed almost all the SADS depression items, the items
could not be scored positive because she had not sought help and, having no role to impair,
reported no role impairment. Although this example sounds extreme, the very factors that
reduced this woman’s functional scope—social isolation, homebound status, and medical
morbidity—are disproportionately prevalent in older adults and have been implicated as
major risk factors for first-onset major depression (Bruce & Hoff, 1994). More generally,
individuals’ normal role structures can influence both the likelihood of meeting diagnostic
criteria and our ability to assess severity among those who have been diagnosed with a
mental disorder.

Misconceptions about severity also have an impact on beliefs about treatment. One
example stems in part from the sociological literature linking depression to life events.
This literature is concordant with much of popular culture, where there seems to be general
acceptance that symptoms of depression are common, if not normative, after bad things
happen. This cultural acceptance of the depressive reactions to negative events has several
sequelae. First, although DSM-IV generally excludes etiology from its diagnostic criteria,
an exception is made for depressive episodes that follow bereavement. In DSM-IV, be-
reavement serves as an exclusion criterion for major depressive episodes, although similar
exclusions are not made for other negative life events (e.g., job loss, injury, divorce). The
cultural acceptance of depressive symptoms as normal reactions to events also contributes
to the notion that such symptoms are normal and should not be medicalized by treatment.
This attitude is particularly pervasive with regard to elderly adults, many of whom experi-
ence numerous losses in terms of their physical function, loved ones and friends, and
residential independence. For example, an influential article in the popular press severely
criticized geriatric psychiatry for making a disorder out of the normal reactions to the
difficulties of aging (Jacobson, 1995). What is lost in this kind of argument is the notion of
severity in terms of the pervasiveness of symptoms, the duration of symptoms, and the
impact these symptoms have on distress and functioning (Katz, 1996). Ironically, perhaps
the most sociologically interesting observation is that attitudes about whether a person
deserves treatment can reflect knowledge and assumptions about the etiology of a condi-
tion (e.g., virus vs. events) rather than the efficacy of treatment in relieving distress and
improving functioning.

Episode Duration

Time provides an additional dimension by which to describe mental disorders, both in
terms of characterizing a specific episode and the long-term course of the illness (next
section). Criteria for most DSM-IV disorders require that symptoms be present for at least
some minimal amount of time. For example, symptoms of depression must be present most of
the day on most days for at least a 2-week period. Accordingly, some episodes of depres-
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sion can last as little as 2 weeks, whereas others can persist for months or years. Some
disorders, such as schizophrenia, are predominately chronic, with at least some symptoms
usually persisting over much of the individual’s lifetime after initial onset. Other disorders
are more episodic in nature. Major depression, for example, is usually characterized by
periodic episodes, often lasting at least 6 months. A small proportion of depressive epi-
sodes last 2 years or more; these are labeled as chronic.

An important question, then, for characterizing a disorder is when the current episode
began. Whether a “psychiatric case” is identified by random selection from the community
or from a persons seeking treatment from a mental health facility, researchers rarely inter-
view their subjects at the very beginning of a psychiatric episode. Most survey research,
then, produces samples with considerable heterogeneity in the duration of these conditions.
Research evidence suggests that for many disorders, the duration of the episode is associ-
ated with the risk of various clinical and social outcomes (Callahan, Hui, Nienaber, Musick,
& Tierney, 1994; Katon et al., 1994; Sargeant, Bruce, Florio, & Weissman, 1990). Other
evidence suggests that episode duration differentiates potential risk factors (Alexopoulos
et al., 1996; Sirey, Myers, & Bruce, in press). This evidence argues for the inclusion of
duration indicators in sociological analyses of risk factors and outcomes. For example, a
considerable body of recent research has documented high rates of major depression in
various medical care populations or in populations experiencing losses or other life events.
These studies tend to assess the patients either at one period of time or only with a long-
term follow-up, so that little is known about the extent to which these depressions are
transient, self-limiting reactions to the experiences associated with needing care versus
persistent, high-risk conditions that would potentially benefit from intervention.

Onset and Illness Course

Whether a given episode is a first or a recurrent episode is an important source of heteroge-
neity within a diagnostic category. For most psychiatric disorders, the strongest risk factor
for the onset of an episode is whether or not the individual has a history of previous
episodes (American Psyciatric Association, 1994; see also Kessler & Magee, 1994). Some
evidence suggests that other risk factors also differ depending upon past psychiatric his-
tory. For example, Post (1992) argues that life events have a greater impact on the risk of
a first episode of depression than on the risk of a recurrent episode. The rationale is that life
events provide some of the kindling needed to ignite the initial depressive episode. Once
started, the history of depression fuels subsequent episodes, regardless of life events. Simi-
larly, the prognosis of any given episode tends to be worse if the individual has a history of
previous episodes.

The terms used to describe the course of mental illness have traditionally been ill-
defined and inconsistently used. To understand the kinds of phases characterizing an epi-
sodic course, the conceptualization developed by Frank and colleagues (1991) for major
depression is illustrative. As the operationalizations of these definitions are purposefully
vague and depend upon the diagnostic schema and the assessment instruments used, they
are presented both to suggest the ways in which the elements of course can be incorpo-
rated into sociological inquiry and to provide a common language for this kind of analysis.

In this schema, an episode is the period during which an individual meets full symp-
tomatic criteria for the disorder. In DSM-1V depression, for example, symptoms must last
at least 2 weeks. Remission from the episode is defined as the interim period (e.g., 2 weeks
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to 6 months) during which the individual’s symptoms have decreased sufficiently that he or
she has only minimal symptoms and no longer meets full diagnostic criteria. Partial remis-
sion is a period of decline from the episode to full remission. Response (i.e., to treatment)
is the point at which partial remission begins. Recovery from the episode (but not necessarily
from the illness per se) occurs when an individual remains minimally symptomatic be-
yond the defined period of remission (e.g., more than 6 months). Relapse occurs when
symptoms meeting full diagnostic criteria reappear during the period of remission (but
before recovery). Recurrence occurs with the reappearance of a new episode once recovered.

Heterogeneity with respect to past history has important implications for survey re-
search on psychiatric illness. A random community sample will generally yield a dispro-
portionately large number of recurrent or chronic cases compared to first-onset cases so
that analyses of both risk factors and outcomes will need to control for, or stratify by, past
history. In many samples, the number of first-onset cases will be too small for rigorous
analysis. Other complicating factors are the tendency for respondents to forget or other-
wise misreport previous psychiatric episodes and the need to control for previous subclinical
conditions in respondents without a history of diagnoses (Bruce & Hoff, 1994).

Additionally, history of previous psychiatric episodes calls into question the indepen-
dence of potential risk factors from the illness itself. The goal of teasing apart the impact of
sociological variables in the course of the illness from the impact of the illness on the social
environment is particularly challenging with retrospective data but is also difficult in lon-
gitudinal studies. What may be most important—or at least, most attainable—is that the
interplay among social and psychological factors through the course of time is incorpo-
rated into the conceptual framework of the data analyses and their interpretation (Link,
Mesagno, Lubner, & Dohrenwend, 1990; Miller et al., 1986).

Although identifying age of onset is essential for determining past psychiatric history,
age of onset has also been implicated as a source of heterogeneity in psychiatric illness. In
depression research, for example, patients whose first episode of depression occurs later in life
(e.g., after age 60) tend to experience a different constellation of symptoms during their
initial episode and have a different course and outcome than do comparably aged patients
whose first onset was when they were younger (Alexopoulos et al., 1993). In the case of
late-life depression, patients with late onset tend to have a greater prevalence of vascular
risk factors as well as more comorbid cognitive impairment, suggesting a different etio-
logic path (Alexopoulos et al., 1997). Age of onset in this context represents a proxy
indicator for some underlying source of heterogeneity among individuals meeting the same
diagnostic criteria.

CLOSING THOUGHTS

The past 40 years of sociological research on the risk for and outcomes of mental illness
can be characterized by increasing concern with heterogeneity in psychiatric conditions.
Assessment of overall mental illness was replaced with assessment of specific types of
psychiatric problems. This chapter has focused on sources of heterogeneity within specific
psychiatric disorders, specifically, dimensions such as severity, duration, onset, and course.
One of the interesting questions in the face of increased differentiation in the psychiatric
variable—whether as the dependent variable or as the risk factor for other outcomes—is
whether the links to social phenomena will be equally specific. Evidence points to both
specificity and generalization. For example, in a prospective analysis of women who de-
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veloped breast cancer, those with a history of major depression were significantly more
likely than controls to be diagnosed with late-stage breast cancer (predicting poorer chances
of recovery), whereas women with anxiety disorders were significantly more likely than
controls to be diagnosed with early-stage breast cancer (Desai, Bruce, & Kasl, in press).
These findings underscore the differences between anxiety and depression, in this case, in
terms of women’s help-seeking behavior and/or the clinical interaction between patient and
provider. In contrast, other studies report shared social risk factors across different disor-
ders. For example, poverty is associated with an increased risk of depression, alcohol abuse,
and phobia (Bruce, Takenchi, & Leaf, 1991). Evidence of potential “fundamental causes”
of psychiatric outcomes (Link & Phelan, 1995) pose equally important questions about the
ways in which biological, social, and/or cultural factors link general risk factors to specific
psychiatric phenomena.

Finally, whether mental health is assessed using continuous measures or diagnostic
indicators, investigations into the relationships between mental health and social factors
can be strengthened by incorporating additional psychiatric dimensions into these analy-
ses. In particular, we need to incorporate more carefully the notion of time into our analy-
ses and examine how social factors interact with the risk, expression, course, and outcomes
of mental illness, taking into account the longer term context, at least in terms of age of
onset, duration of the episode, history of past episodes, time to recovery, and so forth.
Equally important is the assessment of severity. As noted earlier, current approaches to
assessing severity, especially in terms of role functioning, are methodologically weak and
could benefit greatly from sociological contributions. Well-measured indicators of severity
offer great potential for specifying the ways in which social and psychiatric factors interact
over time.
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CHAPTER 4

The Sociological Study
of Mental Illness

A Ci'itique and Synthesis of Four Perspectives

ALLAN V. HOorRwWITZ

INTRODUCTION

For both laypeople and mental health professionals, the nature, causes, and cures of mental
illness are found in the symptoms of specific disordered individuals. Mental illness, as a
cultural category, is rooted in the personality or, more recently, in the brain. These indi-
vidualistic conceptions of mental illness are entrenched in both common sense and in the
large and powerful mental health professions—psychiatry, psychology, social work, and
nursing—that define, study, and treat mental illness. Sociologists who study mental disor-
ders must confront deeply rooted asociological models that have a high degree of social
legitimation.

In this chapter, I outline four sociological styles of thinking about mental disorder.
Each reacts in a distinct way to the dominant individualistic model of mental illness. The
most common style accepts the prevalent definition of mental illness and searches for the
social causes of mental disturbances in individuals. A second style, more common in an-
thropological and historical than in sociological studies, examines how symptoms that emerge
in individuals are cultural products of particular sociohistorical contexts. Both address the
social causes of symptoms but make different assumptions about whether psychiatric symp-
toms emerge independently of cultural contexts or are cultural products.
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Two other sociological orientations do not address how symptoms arise in individu-
als, but focus instead on how social and cultural factors affect responses to mental disor-
der. One style uses traditional measures of mental illness as a base and studies the varia-
tion in the reaction to these symptoms. The other imputes no significance to mental disorders
apart from the cultural constructions of reactors; in this view, mental disorders are social
definitions.

Figure 4.1 presents a highly oversimplified classification of these sociological expla-
nations of mental disorder. Two dimensions form this table. The first is whether studies
seek to explain, on the one hand, how symptoms emerge in individuals or, on the other
hand, the social response to symptomatic persons. Both (I) etiological and (Il) sociological
psychology dimension study how particular individuals develop mental disorders. In con-
trast, the (III) social response and (IV) social constructionist schools explain the ways in
which social groups define and respond to individuals displaying mental symptoms. The
second basis of classification is whether the basic aspects of mental symptoms are viewed
as cultural products; In this regard, (I) etiological and (III) social response studies either
see symptoms as emerging independently of culture or take the nature of symptoms for
granted. In contrast, the major goal of both (II) sociological psychology and (IV) social
constructionist explanations is to understand how categorizations of symptoms themselves
are culturally produced.

The remainder of this chapter discusses the strengths and weaknesses of these four
styles of sociological explanation of mental disorder and the extent to which each style is
compatible with or divergent from the others. Although these styles encompass the domi-
nant sociological approaches to mental disorder, neither this classification nor the discus-
sion that follows captures the great heterogeneity within each style. In addition, any classi-
fication of this sort necessarily reifies the fuzzy boundaries between the styles. My goal is
to illuminate the most general assumptions of each style as well as to indicate: when these
assumptions are complementary, contradictory, or mutually exclusive. In my view, there is
no single distinctively sociological style of explaining mental illness but a variety of ex-
planations that can illuminate a phenomenon that is not generally considered to be within
the social domain at all.

ETIOLOGICAL STUDIES

The dominant tradition in the sociological study of mental illness examines how social
factors influence variation in rates of mental illness (see e.g. Dohrenwend & Dohrenwend,
1969; Pearlin, 1989). The outcome this style attempts to explain is the same as that used by
investigators from mental health disciplines—symptomatology in individuals. Diagnoses
or scales that can be applied across many different cultural contexts measure mental symp-
toms. In this sense, the etiological study of mental illness is comparable to the study of
physical illnesses. Both mental and physical illnesses are clusters of symptoms whose
nature is independent of the cultural context in which they arise. This assumption is implicit,
rather than explicit; indeed, many, or most, investigators in this tradition would probably
even reject it. Nevertheless, their research uses measures that do not vary across cultural
contexts and do not take into account the possible historical and culture aspects of symptoms.

The distinctly sociological aspect of this approach is not the conception of mental
disorder, but rather how mental symptoms arise from individuals’ positions in the social
structure (Mirowsky & Ross, 1989a; Pearlin, 1989). In contrast to other mental health
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Nature of Symptoms

Object (_)f Not Culturally Dependent Culturally Dependent
Explanation

Individual

Responders

Ficure 4.1. Sociological explanations of mental disorder.

disciplines, sociological research explores how the properties of social systems are related
to the development of mental disorder. This orientation emphasizes the etiological role of
chronic strains such as poverty or single parenthood; acute life events such as unemploy-
ment or marital dissolution; aspects of social roles such as role conflict, role overload, or
role strain; and the degree of social support people can rely on when they deal with stres-
sors (e.g., Aneshensel, 1992; Kessler, Price, & Wortman, 1985; Turner, Wheaten, & Lloyd,
1995). The explanatory variables are aspects of the social environment that are external to
the personalities or brains of individuals, although these aspects of individuals may medi-
ate the impact of social factors. Sociological studies also are concerned with differing rates of
mental disorder across different social locations (nations, cities, regions, etc.) or groups
(social class, gender, age, etc.), rather than with why particular individuals develop symp-
toms of mental illnesses (e.g., Barrett & Rose, 1986; Schwab & Schwab, 1978). Finally,
sociologists study samples of community members, most of whom have not been profes-
sionally treated for mental illness, not just clinical samples of treated individuals (Weissman,
Myers, & Ross, 1986).

Because etiological studies do not search for the reasons particular individuals de-
velop illnesses, hut for differences in rates of mental illness across social locations, groups,
and positions, these studies must adopt certain conceptualizations of mental illness. The
only way to establish comparability across settings is to use standard and reliable measures
that vary minimally from application to application (Hahn, 1995). Only standardized and
comparable scales can measure symptoms across settings. Idiosyncratic aspects of personal
experience or social context are, in theory, if not always in practice, controlled for and,
ideally, eliminated.

There have been two major strands in the etiological study of mental disorder (see
Part III of this volume). One focuses on the social causes of particular mental disorders.
Durkheim’s Suicide (1897/1951), which studied social variation in suicide rates among
different groups, is the first systematic study of this sort. The initial American study of this
type is Faris and Dunham’s (1939) research on variation across Chicago neighborhoods in
treated rates of schizophrenia and manic-depression. This explanatory style dominates con-
temporary studies of psychiatric epidemiology, which explore sex, age, ethnic, and social
class variations in the incidence and prevalence of particular diagnostic categories such as
major depression, anxiety disorders, substance abuse/dependence, and antisocial personal-
ity disorder in community populations (Kessler et al., 1994; Robins et al., 1984).

A second strand of etiological research uses global symptoms of distress rather than
particular psychiatric disorders as the object of explanation. This research tradition, which
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began in sociology with the Midtown Manhattan Studies of the 1950s (Srole, Langner,
Michael, Opler, & Rennie, 1962), is grounded in the psychodynamic assumption that mental
disorders are not distinctive symptom clusters but are continuous with normal behavior
(Grob, 1991; Hale, 1995). The boundary between mental health and mental illness is fluid
rather than rigid. Nor is psychological distress sharply separated from physical distress,
because both represent nonspecific, generalized responses to the same stressors (Cassel,
1974; Selye, 1956). Measures of this concept do not use symptoms of particular disorders
but, rather, continuous scales of depression, anxiety, and psychosomatic symptoms that
indicate generalized distress (e.g., Langner. 1962; Radloff, 1977). Although these scales
do not provide diagnoses, they indicate the global mental health consequences of different
social arrangements and examine variation in well-being across groups—social class, age,
sex, ethnic, and so on (Aneshensel, Rutter, & Lachenbruch, 1991).

Some of the most heated contemporary controversies in the sociology of mental
disorder arise between advocates of continuous and diagnostic measurements of disorder
(see especially Klerman, 1989; Mirowsky & Ross, 1989b). Proponents of continuous models
believe they more accurately represent the underlying realities of psychiatric symptoms;
upholders of diagnostic models think they more suitably classify, explain, and treat mental
disorders. Nevertheless, from a broader perspective, both styles embody the same explana-
tory mode. Both use standardized measures of mental illness abstracted from any particular
context to explain social variation in the occurrence of disorder. The diagnostic model is
best suited to understand the social correlates of particular disorders, and the continuous
model best measures the stressful consequences of different social arrangements (Aneshensel
et al., 1991). As general styles of explanation, however, their similarities outweigh their
differences.

The diagnostic and continuous etiological models have made major contributions to
the study of mental disorder. One is to indicate how mental disorders can result from the
external environment, including long-term structural strains such as impoverishment, en-
vironments that induce hopelessness for the future, or single parenthood, as well as more
discrete stressful life events such as marital dissolution, unemployment, or natural disas-
ters (Avison & Turner, 1988; Holmes & Rahe, 1967; Turner et al., 1995; Wheaten, 1990).
Another contribution is to show the wide variation across groups in both the type and
amount of mental disorder (Dohrenwend et al., 1980). For example, younger people report
more: disorder than older people, and rates of disorder among the young may have grown
in recent decades (Klerman, 1988); men report far more substance abuse disorders than
women, while women consistently display more disorders marked by depression and anxiety
(Horwitz, White, & Howell-White, 1996); disorders are more prevalent in lower than in
higher socioeconomic groups (Kessler & Cleary, 1980) although blacks paradoxically do
not report more disorder than whites (Kessler et al., 1994; Robins et al., 1984). The distinc-
tively sociological contribution of these studies is to show how social factors external to
the brains and personalities of individuals produce mental disorders.

Social variation in rates of disorder also call into question the adequacy of clinical
samples that are used to establish the presumably biological and psychological origins of
disorder. A contribution of etiological research has been to show that clinical samples are
not representative of the kinds of individuals who suffer from various disorders. For ex-
ample, rates of disorder among people who are ethnic minorities, poorly educated, older,
and male far exceed their presence in psychiatric treatment (Horwitz, 1987; Olfson & Pincus
1994a). Psychiatric epidemiology now routinely assumes that only community samples
provide accurate estimates of disorder in general populations.
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A final strength of etiological studies is their usefulness for cross-cultural research.
Because these studies assume that the characteristics of mental disorders (whether continu-
ous or diagnostic) arise independently of social contexts, symptoms can be isolated from
the cultural settings in which they emerge and then compared across cultures. For ex-
ample, the major cross-cultural study of mental disorders—the World Health Organization’s
study of schizophrenia—uses diagnostic schedules applied in nine widely varying settings
(Wittchen et al., 1991). The findings indicate both a high degree of comparability across
countries in rates of core symptoms of schizophrenia and widely varying rates of symp-
toms beyond the core (Sartorius et al., 1986). The use of symptoms that are extracted from
particular settings allows for the comparative study of disorders across different settings.

Several weaknesses are also apparent in etiological models. One is the failure to es-
tablish valid standards of mental illness. Continuous measures of generalized distress are
so vague and global that what they measure: is not clear. They are analogous to measures
of body temperature in which elevations indicate that something is wrong, but not what is
wrong (Dohrenwend & Dohrenwend, 1982). The problem of validity is equally serious for
diagnostic studies, which lack criteria for the inclusion of any particular diagnosis in the
general category of mental iliness (Wakefield, 1992a). The Diagnostic and Statistical Manual
of Mental Disorders (4th ed.) (DSM-IV) (American Psychiatric Association, 1994, pp.
xxi-xxii) defines mental disorders (in theory, although not in practice) as patterns of thought
and behavior associated with distress and functional impairment resulting from dysfunc-
tion in the individual and not from expectable responses to events or from deviant behav-
ior. Yet etiological studies make no attempt to separate mental disorders that are individual
dysfunctions from disorders that emerge as reactions to stressors. Nor do they justify why
some diagnoses such as alcohol and drug abuse or antisocial personality disorders indicate
individual dysfunctions rather than patterns of deviant behavior (Wakefield, 1992b). Etio-
logical studies show social variation in particular symptoms but not why these symptoms
are indicators of mental illness.

A related problem of etiological studies is the tendency to overestimate rates of
mental disorder in community populations (Wakefield, 1997). Depending on the context,
virtually all of the particular symptoms that comprise continuous or diagnostic measures
can indicate either normal or abnormal responses to stressors. The lack of valid criteria of
mental illness may account for findings that one-fourth of the population have a mental
illness over the course of a year and more than 50% over their lifetimes (e.g., Kessler et al.,
1994). In contrast to clinical studies, which deal with people who can be presumed to have
problematic conditions because they have sought professional help, studies or untreated
populations cannot assume that symptoms represent mental illness rather than understand-
able, ordinary, and transitory reactions to life experiences. Because they do not separate
symptoms that are individual dysfunctions from those that are expectable responses to
stressors or deviant behaviors, etiological studies are prone to an abundance of Type II
errors in which nondisordered people are counted as having disorders (Wakefield, 1997).
Until etiological studies develop and use a valid concept of mental disorder, they likely
will continue to provide inflated estimates of disorder.

Etiological studies also face the problem of whether the same symptom reports reflect
the same underlying disorder in different types of people. If members of different groups
manifest disorders in unlike ways, comparing rates of the same standardized symptoms
will not provide good estimates of group differences. For example, etiological studies con-
sistently show that women report far more depression and generalized distress more than men.
Yet if men respond to stressors through different expressions, such as problematic use of
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alcohol, gender comparisons of depression only or alcohol problems only will inaccurately
represent gender differences in reactions to stressors (Horwitz et al., 1996). Likewise, if
people of higher social-class status are prone to commit suicide in the same circumstances
that make lower class people prone to homicide, social-class comparisons of rates of sui-
cide alone or of homicide alone would be misleading (Henry & Short, 1954). Different
rates of the same disorder among groups could represent many things, including differen-
tial exposure to stress, various coping strategies, or different styles of expressing distress.
This problem again points to the need for development of valid measures of mental illness
that are sensitive to possible variations in the way diverse groups develop and express
disorders.

Etiological studies have made many contributions to explain social variation in the
emergence of mental disorders. Directly confronting some fundamental conceptual issues
that are currently ignored would maximize their ability to illuminate important aspects of
the sociology of mental disorder.

SOCIOLOGICAL PSYCHOLOGY STUDIES

The etiological model has dominated mainstream studies in the sociology of mental disor-
der. As aresult, mental illness has been viewed, at least implicitly, as consisting of culture-
free symptoms measurable through standardized scales. In etiological approaches, social
and cultural factors affect rates of psychiatric disorders, but not the basic nature of these
disorders themselves. The model of sociological psychology makes fundamentally differ-
ent assumptions about the nature of mental illness. Although rarely used in recent socio-
logical studies, this model has flourished in anthropological and historical studies of psy-
chiatric disorder. Its basic principle Is that cultural contexts fundamentally shape the types
of mental disorder that individuals experience and display. Psychiatric symptoms develop
from culturally specific patterns of socialization, norms of appropriate emotional display,
and general cultural schemas, rather than from culture-free disease processes.

In sociological psychology models, mental disorders do not develop independently of
their cultural context but are products of particular times and places. Major aspects of the
central psychiatric illnesses found in contemporary U.S. society—such as depression, anxiety
disorder, substance abuse, or personality disorder—could not arise in different socio-
historical eras (e.g., Nuckolls, 1992). Conversely, the types of disorders that develop in
fundamentally different cultural contexts could not emerge here. The goal of research is to
show how aspects of the broader social, cultural, and historical context shape the types of
mental disorders that individuals develop. Thus, etiological and sociological psychology
models differ not only in their basic assumptions about the nature of mental illness, hut
also in their fundamental goals: The first model explains social variation in universal symp-
toms of mental disorder; the second explains the social and cultural origins of the kinds of
mental disorders that emerge in particular contexts.

There are several predecessors of current studies of sociological psychology. One is
the neo-Freudian movement led by Erich Fromm (1941), Karen Horney (1937), and Henry
Stack Sullivan (1953). Despite differences among prominent neo-Freudians, all criticized
traditional psychiatric thought, psychoanalysis in particular, for ignoring the social shaping
of psychiatric symptoms and character disorders. For neo-Freudians, individual psychol-
ogy was social psychology: Social and Cultural institutions determine character structures,
symptoms, and neuroses. Fromm (1941, p. 231) captures this aspect of neo-Freudian thought:
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“The essential nucleus of the character structure of most members of a group ... has
developed as the result of the basic experiences and mode of life common to that group.”
For example, the oedipal complex stems from the types of family relationships found in
patriarchal societies, or the anal character structure emerges from the values of rationality,
retention, and order that capitalist societies emphasize. Likewise, the contradictions of
capitalist society may be responsible for many of the typical neurotic conflicts of contem-
porary women, such as masochistic character traits (Horney. 1937). As social structures
and cultural values change, modal personalities and psychopathological styles that typify
an era will also change. To the extent that models grounded in sociological psychology are
correct, the symptom scales used in seemingly objective measures reflect culture-bound
manifestations of pathology rather than context-free signs of illness.

Another precursor of sociological psychology is the culture and personality school in
anthropology, which emerged concurrently with the neo-Freudian movement (Harris, 1968,
Chapter 15, 16). This anthropological tradition also developed as a reaction against the
presumed universality of mental disorders and character structures in psychoanalytic theory.
Instead, anthropologists emphasized the cultural shaping of personality. Customs and so-
cial organization, rather than universal psychic dimensions and mechanisms, shaped ab-
normal, as well as normal, thoughts and feelings in group members (Dubreuil & Wittkower,
1976). Anthropologists viewed Freudian and other Western psychiatric theories as
culturebound manifestations of Western thought that were not inherently superior to
ethnopsychiatries established in other cultures. The nature and symptoms of personality
problems in non-Western societies were unlike those emphasized by Western psychiatry
(Kardiner, 1939). A considerable amount of cross-cultural research in this vein associated
culturally specific institutions of child rearing with the development of particular person-
ality types (Whiting & Child, 1953). This research crossed over to sociology in such major
works of the 1950s as Reisman, Glazer, and Denney’s The Lonely Crowd (1951) and
Whyte’s The Organization Man (1956), which located major forms of character structure
in dominant forms of social organization. Although it is now unfashionable, the culture
and personality school is an intellectual precursor of an active “new” anthropology of
mental illness.

Contemporary anthropological studies are not likely to trace types of mental illness
to styles of childhood socialization. Instead, they argue that culture shapes mental illnesses
through providing the symbolic expressions of meaning that organize all thought and ac-
tion (Geertz, 1973; Sewall, 1992; Swidler, 1986). The “new” cross-cultural psychiatry
emphasizes how the most fundamental aspects of selves, personal experiences, and symp-
toms of disorder are culturally produced and determined, not as childhood products of
socialization, but as ongoing accomplishments of everyday experiences. Cultural forces
shape not only relatively superficial aspects of psychiatric symptoms, such as the content
of delusions, but also define essential aspects of mental illnesses (Littlewood, 1990). The
taken-for-granted notion in Western psychiatry that experience is rooted in separate, indi-
vidual selves does not hold in cultures that experience and interpret symptoms as physi-
ological or as disturbances in interpersonal relationships (Hopper, 1992; Kleinman, 1988).

For example, the Chinese may use physiological expressions to display the same dis-
tressing symptoms that Westerners manifest through psychogenic idioms (Kleinman, 1986).
It might be technically possible to translate diagnostic categories and symptom scales of
depression into other languages but the data obtained from such cross-cultural compari-
sons of Western psychiatric entities may be no more valid than epidemiological surveys of
“soul loss” among middle-class North Americans (Hopper, 1992). The same diagnosis of
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“depression” cannot capture the radical difference between symptoms experienced as guilt-
ridden despair and those processed as lower back pain (Kleinman, 1987). Cultural differ-
ences in the experience and manifestation of symptoms are so profoundly that the two
forms of expression cannot be encompassed within the same diagnostic category. From this
perspective, a valid understanding of how individuals experience psychiatric symptoms
can arise only within the framework of the relevant cultural context (e.g. Guarnaccia, 1993).

The study of the cultural production of mental disorders has flourished among histo-
rians as well as anthropologists. Writing with the advantage of hindsight, historians can
document how disorders that seemed natural and universal to observers during a prior era
retrospectively become anachronistic and culture-bound entities.

Edward Shorter (1992, 1994) has developed a general model of psychiatric disorder
in historical context. He assumes that universal biological and psychological factors present
in all cultures produce very general predispositions to express psychosomatic, depressive,
and anxious symptoms. But the mind must interpret the distressing sensations that emerge
from the brain, so that people can answer questions about the nature, causes, and course of
symptoms. Culturally appropriate styles of symptom formation and the dominant fashions
of the medicopsychiatric profession mold vague and incoherent feelings of suffering into
specific symptom patterns. Individuals do not make these interpretations idiosyncratically,
but through culturally learned and rewarded patterns that provide recognizable interpreta-
tions of experience. Without these interpretations, it would be impossible for people to
make sense of their disturbing perceptions. The result is that very general predispositions
to distress become culturally recognizable patterns of hysteria, neurasthenia, chronic fa-
tigue syndrome, anorexia, multiple personality disorder, and so forth. Although diffuse
biological or psychological vulnerabilities might provide underlying predispositions, the
actual, manifest disorders reflect the symptom pool available in the particular cultural
context.

A good illustration of this theory is hysteria—once; the paradigmatic psychiatric dis-
order. A plethora of studies demonstrate how the symptoms of hysteria manifest the par-
ticular cultural, professional, and scientific assumptions of the time (see especially Goldstein,
1987; Micale, 1995). Some of these assumptions stemmed from the repressive sexual prac-
tices in late nineteenth century Western societies, some from the diagnostic practices used
in psychiatry in this period, others from the culturally produced and rewarded models of
appropriate symptom formation, and still others from the presence of a charismatic medi-
cal leader, John-Martin Charcot. When the social factors that gave rise to the particular
symptom display found in hysteria changed, the characteristics of this disorder disappeared
and mutated into other disorders such as neurasthenia, chronic fatigue syndrome, and other
psychosomatic disorders (Shorter, 1992). A corollary of the historical approach is that
disorders that seem natural and universal at the present time will prospectively be viewed
as culture-bound products of a particular time and place. For example, anorexia might
represent a comparable culture-bound syndrome that develops where food supplies are
abundant, thinness is a valued cultural norm, and outward appearance takes precedence
over inner character (Brumberg, 1989).

The emphasis of current anthropological and historical studies on how social, cul-
tural, and professional factors shape the kinds of symptoms that individuals experience
would seemingly be very congenial to sociological styles of explaining mental disorders.
Yet studies of how expressions of personal distress might be cultural products are virtually
absent from the sociological literature. Instead, sociologists who reject standardized mea-
sures of mental disorder found in etiological models have ignored the study of personal
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experience and focused instead on the ways in which professionals create and apply psy-
chiatric diagnoses. The unfortunate result is that sociologists have ceded to anthropolo-
gists, historians, psychologists, philosophers, and literary critics the study of the cultural
shaping and internalization of such contemporary psychiatric experiences as anorexia and
bulimia (Brumberg, 1989), chronic fatigue syndrome (Shorter 1994), multiple personality
disorder (Hacking. 1995), alien abduction (Showalter, 1997), and repressed memory of
sexual abuse (Ofshe & Watters, 1994).

The strength of sociological psychology studies is their focus on how social factors
influence not only variability of rates of mental disorder but also the nature of psychiatric
symptoms themselves. Unless sociologists believe that mental symptoms do reflect cul-
ture-free disease processes, there is no reason why the social shaping of the form of psychi-
atric outcomes should be any less powerful than the social shading of rates of disorders.
The most common psychiatric symptoms of distress—anxiety, depression, and the like—
are very amorphous and amenable to channeling into a variety of particular manifestations.
Showing how particular cultural and social factors shape incoherent predispositions to
distress into definitive psychiatric syndromes ought to be, but has not been, a high priority
of sociological research.

Another strength of sociological psychology studies is their potential to show how
different symptoms might reflect the same underlying disorder: for example, women who
now display multiple personality disorders could possibly have developed hysteria in the
late nineteenth century. Conversely, behaviors with surface similarity might reflect very
different types of phenomena: Starvation behavior of fourteenth-century Italian nuns, for
example, may reflect a religious mentality far removed from the self-starvation of modern
adolescent girls (cf. Bell, 1985; Brumberg, 1989). Studies of how underlying cultural and
social dynamics shape particular symptom formations can lead to more valid comparative
studies of psychiatric disorders.

Sociological psychology models also have the potential to understand how “appro-
priate” symptom pools develop and are used in particular sociohistorical contexts (Shorter,
1992). Both general cultural currents and professional fashions shape the manifestations
of symptoms. Sufferers actively, albeit unknowingly, select culturally appropriate ways of
expressing distress: They are not passive recipients of professional labels. How the experi-
ence of sufferers interacts with popular symptom interpretations among mental health pro-
fessionals will be a fruitful topic of study.

Studies of the cultural grounding of psychiatric disorders also face difficult problems.
One problem is the need to develop standards to compare symptoms across cultures. Claims
that the Chinese are likely to manifest depression physiologically, whereas Westerners dis-
play depression psychologically (Kleinman, 1986), or that anorexia at the end of the twen-
tieth century is analogous to hysteria at the end of the nineteenth century (Shorter, 1994),
are impossible to verify in the absence of standards that are themselves not culturally
specific but underlie different manifestations of psychiatric disorders (Leff, 1990). The
absence of culture-free grounds for comparison across cultures renders all disorders idiosyn-
cratic, which precludes the development of a more general theory of how cultures produce
styles of disorder.

To this point, sociological psychology studies have not established how particular
aspects of social and cultural arrangements and professional ideologies lead to various
styles of pathology. No general theory explains how particular factors, including family
structures, cultural goals, identity categories, and changing professional models of illness,
lead styles of psychiatric disorder to emerge, flourish, and disappear. For example, it is not
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clear whether culture primarily shapes expressions of mental disorder through socializa-
tion styles that create enduring personality predispositions or through contemporaneous
currents of thought and action that provide “appropriate” symptom styles that channel
distress. The best sociological explanations will not just assert that culture in general shapes
the nature of psychiatric symptoms, but will explain how certain styles of psychiatric
expression emerge from particular social and cultural contexts.

SOCIAL RESPONSE STUDIES

Both of the models discussed thus far, etiological and sociological psychology models,
examine psychopathology in individuals. Etiological models explain why some types of
people, but not others, develop symptoms of mental illness; sociological psychology mod-
els explain how people express their distress in culturally patterned ways. In contrast,
social response models do not study the emergence of psychiatric symptoms but, instead
study the responses that people make to these symptoms. This orientation addresses different
kinds of questions than the first two models, such as “When do responders label behavior
as ‘mental illness’ rather than another type of behavior?”; “How are social characteristics
of labelers and labelees related to variation in the labeling of the mentally ill?”; or, “How
do social factors affect the treatment of people after they have been labeled mentally il1?”
The kinds of questions asked by social response models shift the object of explanation
from the people who develop symptoms to those who respond to symptoms (Horwitz,
1982).

No grand theoretical tradition encompasses social response theories. Instead, this
style of research emerged from empirical studies in the 1950s and 1960s that examined how
factors such as family structures (Clausen & Yarrow, 1955; Freeman & Simmons, 1963;
Myers & Roberts, 1959; Sampson, Messinger, & Towne, 1964), social class (Hollingshead
& Redlich, 1958), or culture (Kadushin, 1969) influence responses to mental symptoms.
Mechanic’s (1968) concept of “illness behavior” provides the first general distinction be-
tween these studies and traditional studies of the causes of mental illness. “Illness behav-
ior” encompasses the responses of disordered persons themselves, other lay reactors, and
professionals. These responses include the definitions of what sort of condition people
have, decisions regarding what to do about the condition, and the consequences of these
decisions for the course of the illness. Studies of iliness behavior do not explain how
symptoms of illness develop in the first place but how, given the presence of symptoms,
sufferers themselves and others around them define, classify, and respond to their experi-
ences of illness (Mechanic, 1962).

Studies in the social response tradition find many social variations in the response to
mental symptoms (Kessler, Brown, & Broman, 1981; Leaf et al., 1985; Veroff, Kulka, &
Douvan, 1981). For example, people with greater educational attainment are more likely
than poorly educated people to attribute personal difficulties to mental symptoms and to
seek help from mental health professionals (Olfson & Pincus, 1994a). Likewise, women
are more likely than men to make psychological attributions for problems and view mental
health professionals as appropriate remedial agents (Horwitz, 1987). Or elderly people are
far more likely than middle-aged or younger people to make physical interpretations of
problems and approach general medical, rather than mental health, professionals for help
(Leaf et al., 1985). Cultural factors also influence how families respond to their mentally ill
members. Ethnic minorities, for example, often undertake more informal caretaking, suffer
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less burden from providing care, and rely less on professionals than white families (Jenkins,
1988; Horwitz & Reinhard, 1995; Lefley, 1987). All these findings address different issues
than the question of why psychological symptoms emerge, so they art: compatible with any
explanation for the development of symptoms.

Some recent social response studies investigate variation in reactions to disorders
identified in etiological studies of community populations (Narrow, 1993; Regier et al.,
1993). This research-compares who, among people that community surveys define as men-
tally ill, either seck no professional treatment, help from nonpsychiatric professionals, or
help from mental health professionals. These studies indicate that most people who are
identified as mentally ill through symptom scales either seek no formal treatment or seek
help from nonpsychiatric professionals, or from alternative healing sources (Regier et al.,
1993). Social and cultural factors systematically influence these responses: Those entering
mental health treatment are more likely to be women, middle-aged, highly educated, and
white (Olfson & Pincus, 1994b). “Unmet need” for psychiatric services—defined as iden-
tified psychiatric conditions where people with diagnoses have not sought professional
help-is presumed to be especially acute among ethnic minorities, people with little educa-
tion, and the elderly (Narrow, Regier, Rae, Manderscheid, & Locke, 1993).

This research gives less prominence to the corresponding finding that nearly half of
people who do enter psychiatric treatment have no Psychiatric disorder, even as defined
by the generous standards of contemporary psychiatric epidemiology (Regier et al., 1993).
Those who enter and, especially, those who remain in mental health treatment, are highly
educated, upper income, middle-aged females who have the lowest rates of psychiatric
disorder (Olfson & Pincus, 1994b). Epidemiological studies of help seeking thus point not
only to underuse by people who may benefit from mental health services, but also to
possible overuse by those with little apparent need of these services.

The social response model has also generated some strong comparative research. The
World Health Organization (WHO) studies of schizophrenia, noted earlier, show not only
similarities in rates and types of certain symptoms of schizophrenia across cultures but
also divergences across cultures in the course of these symptoms over time (Sartorius et
al., 1976). In particular, outcomes of schizophrenia are better in the less developed coun-
tries than in the more developed countries, where schizophrenia has a more chronic course.
The varying responses to people with schizophrenic symptoms in different cultures seem
responsible for the prognosis of the disorder. Compared to more economically developed
societies, less developed societies have lower expectations for performance and place less
stigma on the mentally disordered (Hopper, 1992; Waxler, 1974).

One strength of social response studies is to show how the nature of psychiatric
symptoms only partly determines how people react to psychiatric disorder. A variety of
factors-including the relationship to the person who is ill, ethnicity, social class, age, gen-
der, social networks, and culture—affect the definition, classification, and reaction to symp-
toms (Horwitz, 1982). In addition, studies of social response can make important contribu-
tions to understanding the sociological factors that can either impede or enhance the optimal
provision of mental health services (Mechanic, 1987). Response studies can indicate the
social variations in response to the kinds of untreated, as well as treated, disorders uncov-
ered in epidemiological research. Because this orientation complements, rather than chal-
lenges, the prevailing psychiatric paradigm of mental disorder held by clinical research-
ers, these studies are often conducted in interdisciplinary teams of sociologists and other
mental health researchers.

Despite their useful empirical and policy contributions to the study of mental illness,
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no major theory has emerged concerning the social and cultural conditions leading to varying
responses to mental illness (see, however, Freidson, 1970; Horwitz, 1982; Pescosolido,
1992). The lack of a general theory that links particular aspects of societies to certain
kinds of responses to mental disorder limits the contribution of this style of research.

Another problem of response studies lies in their often unquestioning assumption
that professional mental health treatment is beneficial. The presence of symptoms in the
absence of treatment is assumed to indicate “unmet need” for services instead of, for ex-
ample, successful lay response to disorder. Better questions for sociological research would
be to ask about the costs as well as benefits of professional treatment and the benefits as
well as the costs of lay treatment. How definitions and responses of community members
keep people out of, as well as propel them into, professional treatment is virtually unstud-
ied, as are the consequences of both types of response on the future course of symptoms
(Rogler & Cones, 1993). Response studies should also pay more attention to how macro-
level determinants at the group, neighborhood, and societal levels, as well as social charac-
teristics of individuals, affect responses to mental disorder (e.g., Catalano, Dooley, & Jack-
son, 1981).

SOCIAL CONSTRUCTIONIST STUDIES

A fourth and final style of sociological explanation asserts that abnormality and normality
are not aspects of individual behavior at all but are cultural definitions applied to certain
types of behavior. Unlike the first two sociological styles of explanation, the object of
study is not disordered individuals, but how cultural categories of mental illness arise, are
applied, and change. Yet unlike social response studies that either bracket the issue of the
nature of mental iliness or use notions of “real” mental illness as abase to explain variations
in social reaction, social constructionist studies directly challenge the view that psychiatric
symptoms are properties of individuals. Hence, they are not compatible with traditional
views but are radically different and mutually exclusive ways of looking at mental disorder.

The central assumption of constructionist explanations of psychiatric disorder is that
the essence of mental disorders resides in cultural rules that define what is normal and
abnormal(e.g., Coulter, 1973; Gaines, 1992; Szasz, 1961). The problems addressed in this
orientation are how these rules arise and change from one era to another and who has the
power to enforce definitions of normality and abnormality. The symptoms of individuals
that evoke social judgments are viewed as unimportant apart from the rules that define
these symptoms as abnormal or normal. The objects of explanation are cultural definitions
and rules, not the individuals who manifest the behaviors to which the rules are applied.

The historical origins of the social constructionist view of mental illness are found in
Durkheim’s The Rules of Sociological Method (1895/1966). In this work (unlike in Sui-
cide), Durkheim views all sorts of deviant behavior as violations of social rules. Crime
(and by implication, mental illness) has no reality apart from the cultural rules that define
its existence. What is defined as criminal is not dependent on individual behavior, but on
the value systems of collectivities that define and apply rules of appropriate and inappro-
priate behaviors. The “same” behavior manifested in different conditions can be defined
in multiple ways depending on the system of classification applied by the particular group.
Durkheim’s contribution was to move the object of analysis in studies of deviance from
the behavior of individuals to the cultural definitions that define deviance.

The first application of Durkheim’s approach in the study of mental illness was Ruth
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Benedict’s (1934) “Anthropology and the Abnormal.” Benedict questioned the validity of
Western definitions of normal and abnormal behavior. She asserted that the sorts of behav-
ior that Western psychiatry defines as abnormal—such as paranoia, seizures, trances, and
the like—are often considered normal in other cultures. Among the Shasta Indians in Cali-
fornia or the native people of Siberia, for example, seizures are not viewed as dreaded
illnesses but as signs of special connections to a supernatural power that singles out people
for authority and leadership. In ancient Greece, homosexuality was presented as a major
means to a good life rather than as abnormality. Among the Dobuans of Melanesia, a con-
stant fear of poisoning that runs through life is seen as normal rather than paranoiac behavior.
Conversely, behaviors that are normalized and even rewarded in our culture, such as mega-
lomania, would be considered abnormal in other cultures. The Dobuans, for example,
would regard a cheerful, helpful product of the Dale Carnegie school as crazy. Normality
resides in culturally approved conventions, not in universal psychological standards of
appropriate functioning. For Benedict and the anthropologists who followed her, “all our
local conventions of moral behavior and of immoral are without absolute validity” (p. 79).

The hugely popular writing of the French philosopher Michel Foucault (e.g., 1965,
1973) extend the Durkheimian vision into the history of mental illness in Western civiliza-
tion. Like Benedict, Foucault viewed madness as a property of cultural categories rather
than as the symptoms of individuals. What makes the mentally ill mad is not anything they
do but how their cultures categorize their behaviors. These categories are not constant but
change according to the dominant modes of thinking in each time period. For Foucault
(1965), mental illness did not exist until the seventeenth century, when the madman re-
placed the leper as the signifier of threat and disorder in Europe. He asserted that before
then, madness was linked with wisdom and insight and since then, with alien forces that
must be controlled by reason or by chains.

Thomas Scheff (1966) brought the social constructionist viewpoint on mental illness
into American sociology in his study, Being Mentally 1ll. Scheff (1996, p. 32), following
Becker (1963, p. 9), defines deviance as “not a quality of the act the person commits, but
rather a consequence of the application by others of rules and sanctions to an offender’.”
Thus, psychiatric symptoms are “considered to be labeled violations of social norms”
rather than intrapsychic disturbances of the individual (Scheff, 1966, p. 25). Scheff renamed
psychiatric symptoms as “residual rule-breaking,” which refers to norm-violating behav-
ior that lacks an explicit cultural label. “Residual rules” do not refer to how disordered
individuals behave, but to how observers categorize certain kinds of rule-violating
behaviors. “Mental illness” is a category observers use to explain rule-violating behavior
when they are unable to explain it through other culturally recognizable categories.

Scheff’s concept of “residual rule-breaking” refers to a different object of explana-
tion than the concept of psychiatric disorder used by etiological or culture and personality
studies. It does not explain symptoms that develop in individuals but, rather, the responses
made to these symptoms. Yet, it is also different from the concept of “illness behavior”
used by social response studies. For Scheff, psychiatric symptoms are violations of re-
sidual rules; it is only possible to recognize symptoms through the cultural categories that
classify what sort of phenomenon they are. Unlike the social response concept of mental
illness, responses cannot vary around a given base of mental symptoms, because these
symptoms cannot be defined except through the definitions used to classify them as symp-
toms. Scheff’s view does not complement but, instead, challenges traditional studies of
mental illness.

Scheff’s actual use of the notion of residual-rule breaking does not follow from and is,
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in fact, inconsistent with his concept of this phenomenon (see Horwitz, 1979). One would
expect this concept to be used in studies of how observers interpret and classify rule-breaking
behavior and the conditions under which they apply labels of mental illness, or other labels,
to behaviors. In practice, however, residual rule breaking comes to be synonymous with
the traditional concept of mental illness. Scheff, and those who followed him (e.g., Haney
& Michiclutte, 1968; Rosenhan, 1973; Scheff, 1974; Wenger & Fletcher, 1969), studied
whether labels of mental illness were correctly or incorrectly applied to individuals, a
question that presupposes the validity of a traditional psychiatric notion of mental illness
that provides a standard for when labels have been correctly applied.

The most influential strand of subsequent labeling studies ignores the notion of re-
sidual rule breaking entirely and uses labels of mental illness as a factor in the environment
that may exacerbate or alleviate mental symptoms (Link, Cullen, Frank, & Wozniak, 1987;
Link, Cullen, Struening, Shrout, & Dohrenwend, 1989). This work uses social concepts of
mental disorder as one important factor contributing to why some mentally ill people func-
tion better or worse than others. Labeling becomes an aspect of the social environment that
explains the course of mental illness, an endeavor similar to response studies that explain
the course of mental symptoms after their initial development, but one far removed from
constructionist concerns with the nature of the rules that define what mental illness is. One
reason for the poverty of constructionist studies of mental illness following Being Mentally
Ill may be the fundamental conceptual confusion that lies at the heart of this work.

Research embodying social constructionist styles of explaining mental illness has not
developed far beyond Scheff’s initial statement. The best empirical studies examine how
particular categories of disorder such as homosexuality (Bayer, 1987), premenstrual syn-
drome (Figert, 1996), or posttraumatic stress disorder (Scott, 1990) either succeed or fail
to gain recognition from professionals as “official” categories of mental illness. Other good
studies in this vein indicate how mental health professionals legitimize their authority to
define and manage mental illness (Kirk & Kutchins, 1992; Scull, MacKenzie, & Hervey,
1996). Recent constructionist studies, however, do not connect professional constructions
of mental illness with lay processes of self-labeling (see, however, Thoits, 1985; Weinberg,
1997). The creation of a distinctly sociological explanation of how systems of interpreta-
tion and classification of mental illness arise and change as a result of social and cultural
forces remains unrealized.

The greatest strength of social constructionist views of mental illness is their socio-
logical conceptualization of the nature of mental symptoms, a conceptualization that does
not rely on psychology or biology. Social constructionist studies demonstrate that taken-
for-granted categorizations do not simply reproduce symptoms, but are socially contingent
systems that develop and change with social Circumstances (Berger & Luckmann. 1966).
Biological psychiatry, for example, which defines mental illness as a disease of the brain,
legitimizes a particular construction of social reality that has great credence in contempo-
rary Western societies and is an orientation that may reduce the stigma placed on mental
illness through its emphasis on disease processes. The legitimacy provided symptoms viewed
as products of brain disorders results not from the actual locus of symptoms in the brain,
but from the credence that a particular culture gives to disorders thought to result from
brain malfunctions. Attributing symptoms to elevated levels of serotonin has no more
inherent validity as a cultural explanation than attributing them to unconscious forces or to
demonic possession. The explanation and functioning of social systems of classification
are questions independent of the explanation of the types of symptoms individuals develop.

The constructionist perspective also entails a number of weaknesses. One is its inability
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to deal with any inherent constraints that biology creates in the manifestations of mental
illness (Leff, 1990). Not everything about mental illness is socially constructed, because
some aspects of psychiatric disorders would create problems, regardless of how they are
defined (Murphy, 1976). Especially when symptoms emanate from disturbances of brain
functioning, there may be limited variation in the societal reaction to them. Constructionist
studies have yet to develop a language to deal with the impact of, say, massive alcohol
consumption, psychotropic drugs, elevated levels of serotonin, or schizophrenia, apart from
their social definitions.

Another problem of constructionist models stems from their view that mental disorder
is whatever is considered as such in a particular cultural context. Despite this assumption,
constructionists typically present their work as a critique of traditional psychiatric views
rather than as a different way of examining mental symptoms. Yet their concept of mental
disorder provides no logical or scientific grounds for claiming that any view of mental
illness is better, or worse, than any other view. A constructionist has no criteria to critique,
for example, the labeling practices of nineteenth century English psychiatrists, who claimed
that women who had orgasms during sexual intercourse were mentally disordered, or their
American counterpart, who diagnosed runaway slaves as suffering from the disorder of
mania (Wakefield, 1994). A pure constructionist perspective has no extracultural criteria
for why labels are right or wrong and, therefore, cannot judge the adequacy of any classi-
fication of mental symptoms (Hahn, 1995).

Another problem constructionists face is the possibility of conducting comparative
work in the absence of grounds to compare mental disorders across different contexts.
Benedict, and those who followed her, asserted that universal standards of mental illness
do not exist, because all definitions of mental illness are culturally specific. If so, how is it
possible to compare the phenomena that indicate the “same” behavior in two different
contexts? If, for example, the Dobuans see paranoia as normal and altruism as disordered,
what criteria can distinguish “paranoid” or “altruistic” behaviors from the cultural defini-
tions of these phenomena? The constructionist is unable, without self-contradiction, to
separate the unclassified behavior (e.g., suspicion of others people’s motives) from the
social definitions of the behaviors to compare unclassified symptoms across contexts.
Whenever the rules used to classify mental disorder are considered to be purely products
of the particular setting, comparisons across settings become a conceptual impossibility.
Yet the constructionist view lacks criteria at a more generalized level than the particular
culture: under study that could provide standards for comparing concepts of mental disorder
across different cultures. Only a generalized concept of mental disorder as a certain type
of violation of cultural rules in any setting (e.g., “incomprehensibility” or “harmful dysfunc-
tion”) will allow the comparison of labels of mental illness beyond particular settings
(Horwitz, 1982; Wakefield, 1994).

Constructionist studies also suffer from the almost purely coercive model of psychia-
try that they embrace (Micale, 1995). Psychiatric practice tends to be equaled with ex-
ploitative social control without therapeutic aspects. Similarly, constructionist views have
tended to see patients as passive victims of coercive psychiatric practices. Yet patients are
generally active participants and shapers of their treatment, both because they initiate the
vast majority of psychiatric help seeking, and because mental health professionals rely on
patient descriptions of their symptoms. Indeed, very often, patients desire more treatment
than professionals are willing to give them. Borges and Waitzkin (1995), for example, find
that female help seekers are commonly disappointed by the failure of physicians to pre-
scribe desired psychotropic drugs.
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A final weakness of constructionist studies is that the view of mental illness as a cul-
tural label ignores the genuine suffering of people with psychiatric disorders. In the con-
structionist literature, it appears as if the problems of labeled individuals would disappear
if only they were not labeled as mentally ill. This ignores the deep pain that inheres in
unlabeled, as well as labeled, symptoms. The political extension of the constructionist
view that labeling is responsible for symptoms can also extend to political advocacy that
attacks governmental support for the mentally ill (e.g., Breggin, 1991; Szasz, 1961).

The social constructionist view can lead to multiple insights about the nature of men-
tal illness. When constructionists engage in a different sort of enterprise, which is posed at
a different level of analysis, than other styles of explanation they can illuminate the: cul-
tural aspects of mental illness (Holstein, 1993). Like Durkheim, their insights speak to the
operation of society and culture, not to the functioning of individual personalities or brains.

A SYNTHESIS OF PERSPECTIVES

There is no single style of sociological explanation of mental illness. Neither do styles
easily split into “objectivist” versus “subjectivist” or “medical” versus “labeling” models.
Even the four general styles presented here represent a great simplification of how sociolo-
gists study mental disorder. A central issue is whether these varying styles of explanation
are distinct ways of studying mental illness, or whether they can be synthesized.

The possible integration of styles depends on the nature of the questions that each
secks to answer. Whenever two different styles address the same question, it makes sense
to ask whether the basic assumptions that underlie each can be reconciled. However, when
styles address different questions, they may in some cases be complementary but in other
cases irreconcilable, so attempts to integrate them are bound to fail.

Traditional etiological research must be grounded in standardized measures that can
be applied across various groups. Although it requires the use of comparable measures, it
can benefit from culturally sensitive research that might reveal how “the same” can actu-
ally mean different things in different settings. Adding a cultural dimension to etiological
research would enhance its ability to ensure that standardized measures in fact measure the
same thing for different people, and in different settings. Likewise, greater sensitivity to
the fact that members of different groups might manifest distress in different ways could
indicate that symptoms of presumably different disorders may actually measure the same
underlying psychiatric disturbance. Attention to issues of cultural specificity can help etio-
logical research attain its central goal of comparing rates of mental disorder across different
groups.

Conversely, research in sociological psychology can benefit from understanding which
aspects of mental disorder are comparable, as well as which are different, across settings.
Indeed, cross-cultural comparisons of different types of psychiatric symptoms are impos-
sible in the absence of some criteria that identify how different styles of symptom presen-
tation are variants of the same general concept of mental disorder. A central question for
sociological psychology studies should be the cultural variation in the presentation of uni-
versal types of human distress. The cultural basis of particular types of psychiatric disor-
ders does not preclude the development of standardized measures of disorder that can also
be applied in other settings. Indeed, if research shows that different symptoms represent
the same underlying syndrome in different groups, the sociological psychology model
would make a basic contribution to traditional etiological work.
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Social response models are highly compatible with both etiological and sociological
psychology studies. The study of illness behavior begins with the question of how people
interpret, define, and respond to symptoms. The study of how people respond to symptoms
is compatible and complementary with any sort of explanation of how these symptoms
arise in the first place. Studies that begin with the presence of psychiatric disorders iden-
tified in etiological studies that examine the social variation in the response to these disor-
ders are stronger than studies of social response alone, because they provide a point of
comparison—the presence of psychiatric disorder—that would otherwise be absent.
Whether disorders are manifestations of universal or culturally specific mental illnesses is
irrelevant: Social response studies are compatible with either the etiological or sociological
psychology styles of explanation.

In contrast to the ease of integrating social response styles with studies of the causes
of disorder is the difficulty of synthesizing constructionist with most other styles of expla-
nations. For the constructionist, mental symptoms are cultural categories with no reality
outside of the cultural definitions that form their essential properties. Their epistemology
is so distinct from traditional studies of mental disorder that there is no consistent way to
combine the two types of study. Scheff’s Being Mentally Ill provides a good case study of
the dangers of using constructivist assumptions about the nature of mental illness to answer
conventional etiological questions: A conceptual apparatus in which mental symptoms are
viewed as properties of cultural systems is irreconcilable with explaining why some indi-
viduals, but not others, develop mental symptoms.

Constructivist and etiological explanations do not explain the same phenomena; there-
fore, although each can and should attend to the findings of the other, these orientations
cannot fruitfully be synthesized. For example, suppose that schizophrenia is shown to stem
from faulty biochemistry in the brain. This would not invalidate a constructionist con-
ception, because the resulting changes, if any, in social conceptions of schizophrenia be-
come pan of the cultural understanding of the disorder. Schizophrenia as a brain disorder
that is invariant across societies is a distinct entity from the cultural conception of schizo-
phrenia as a brain disorder, which can only arise and have consequences in particular
cultures. The debates between proponents of the etiological and constructionist styles of
explanation can never be resolved fruitfully unless both sides agree that they are engaged
in different types of research enterprises. Similarly, although response and constructionist
explanations do not conflict with each other, each has a different goal: Constructionists
critique what social response studies take for granted—the definition of mental disorder;
conversely, response studies coexist with definitions of mental disorder that construc-
tionists reject. The two types of studies do not compete, but they have different research
ends.

Constructivist explanations are more readily integrated with sociological psychology
studies. Indeed, one of the central flaws of constructivist research—ignoring the experien-
tial aspect of mental disorder—can be overcome by viewing disorders as culturally spe-
cific but experientially real. In addition, the synthesis of these two perspectives introduces
needed lay perspectives into a constructionist model that has been too exclusively focused
on the behavior of mental health professionals. A synthesis of these orientations could
show that many people considered mentally ill are not passive victims of professional
labelers but actively use culturally constructed conceptions of psychiatric disorder to at-
tain valued personal and social goals. Likewise, sociological psychology studies can ben-
efit from attention to the constructionist emphasis on how various types of cultural labels
arise, as well as how individuals come to internalize them.
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CONCLUSION

Sociologists have made, and will continue to make, major contributions to the study of
mental disorder. Some of these contributions will complement the findings of biological
and psychological research, others will contradict these findings, and still others afford a
distinctively sociological perspective on mental illness. None of the styles of explanation
considered here is inherently superior to the others, and, if used well, all provide distinctive
insights about the nature of mental illness. Optimal sociological insight will come, how-
ever, when users of any style do not accept the commonsense view of the nonsociological
nature of mental disorders, but critically analyze the nature of the phenomenon they seek
to understand. Not only the causes but also the nature of psychiatric symptoms have social
and cultural aspects that biologists and psychologists are trained to ignore. Some funda-
mental aspects of psychological disorders may turn out not to be psychological at all.
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CHAPTER 5

Issues in Mental Health
Assessment

GALEN E. SWITZER
MARY AManDA DEw
EvVELYN J. BROMET

Biosocial and sociocultural factors leave imprints on mental health which are discernible when
viewed from the panoramic perspectives provided by a large population.
SRrotLE (1962)

Deviations from “normal” emotional functioning have been recognized and documented
for as long as written accounts of history have existed. Parables concerning mental disor-
der appear in the written works of all major religions, and statutes concerning the mentally
ill were a part of early Roman law (Eaton, 1980). Depending on the particular historical
period in which they lived, those whose behavior did not conform to accepted norms were
labeled variously as possessed, holy, mad, or insane. In the late nineteenth and early twen-
tieth centuries, as mental disorders increasingly came under the purview of medical sci-
ence, the previous broad categories of mental disorder (e.g., raving, melancholic, lunatic,
idiot; Jarvis, 1971) began to be subdivided into more specific “diagnostic” categories. This
categorization process, or nosology, has continued to the present day and is currently em-
bodied in its most specific form as the American Psychiatric Association’s Diagnostic and
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Statistical Manual of Mental Disorders (DSM-1V; American Psychiatric Association, 1994),
and the International Classification of Diseases (ICD-10; World Health Organization, 1992),
which describe the symptoms and diagnostic criteria of more than 250 psychiatric disor-
ders. In this chapter, we briefly describe the historical roots, current practical issues, and
future directions of the assessment of mental health in community-based populations. Our
focus on macro, community-level assessment stems, in part, from the fact that sociologists
have generated much of the literature and instrument development for group mental health
assessment. In general, we focus on instruments designed for, and studies conducted with,
adults.

Although in modern times, the process of evaluating and diagnosing mental disorders
in clinical/treatment settings has been primarily the work of psychiatrists, cross-fertiliza-
tion has led to increased interest in mental health and disorder in several other disciplines.
Figure 5.1 depicts four major parent disciplines concerned with mental health issues in
terms of the domains on which they draw in conceptualizing the study of mental health and
disorder.

In general, psychiatry and psychology have traditionally focused relatively more heavily
on internal states, whereas epidemiology and sociology have focused on characteristics
external to the individual in examining mental health issues. In terms of examining internal
states, psychiatry, especially, tends to emphasize physical, organic factors in the etiology of
and solutions to mental disorders. In contrast, psychology places relatively more emphasis
on cognitive and affective processes. Sociology and epidemiology both focus to a greater
degree on external factors, although sociology tends to give greater weight to societal-level
structures and processes, whereas epidemiology, more than any of the other disciplines,
emphasizes physical environmental factors in mental disorder. Each discipline contributes

Psychological
Psychiatry > @ “  pgychology
Biological V4 i
gica > Social
Epidemiology > @ <€ Sociology
Environmental

Ficure 5.1. Major disciplines concerned with mental health issues.
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a unique perspective and emphasizes slightly different, but overlapping, sets of variables
as predictors and outcomes of mental disorders.

Where a discipline theoretically locates the “causes” of mental disorders is a critical
determinant of how mental health will be assessed. Thus, psychiatrists and psychologists
typically assess mental health individually with clinical interviews, neurological exams,
and behavioral observation, whereas epidemiologists and sociologists are more likely to
conduct population-based studies using community surveys, interviews, and secondary data
sources. Nevertheless, across the disciplines, there is some consensus that mental health
and disorder involve the interaction of unique personal characteristics with societal and
environmental factors. This multifactorial perspective has produced several hybrid areas
of study, including psychiatric sociology, social psychiatry, and psychiatric epidemiology.
Each of these hybrids has focused on applying and evaluating the assumptions and theories
of its parent discipline (e.g., sociology, epidemiology) to mental health issues. Among
these hybrids, the psychiatric subdisciplines of sociology and epidemiology stand out as
fields that seek to combine elements from alt four domains (see Figure 5.1). Consequently,
the history of these areas will be adopted as the organizing perspective from which to view
the development of community mental health assessment research in the past 150 years.

Brief History of Community Mental Health Assessment

Although this chapter focus primarily on relatively recent developments in assessment in-
struments and techniques, a brief discussion of the evolution of community mental health
evaluation seems warranted. Dohrenwend and Dohrenwend (1982) identified several dis-
tinct periods or eras of instrumentation and methodological developments that have culmi-
nated in what they refer to as “third generation” studies. Each of the three generations of
studies and instrument types has distinctive characteristics, which are summarized in Table
5.1.

Conducted prior to World War II, the first set of community mental health studies
attempted to assess broad patterns of mental disorder in the community by gathering infor-
mation from informants, medical records, and, occasionally, from direct interviews (e.g.,
Jarvis, 1971). One of the first systematic efforts to assess treated prevalence of mental
disorder in the community was conducted by Faris and Dunham (1939). These sociologists
reviewed all medical records of Illinois state mental hospitals from 1922 through 1931 and
drew inferences about the rates of diagnosed general mental disorder, and of schizophrenia

TaBLe 5.1. Characteristics of Three Generations of Epidemiological Research

Timespan Method Assessor Primary goal ~ Limitations
First generation 1850-1950 Key informant Clinician General Validity
Agency records disorder type  Reliability

Direct interview

Second generation 1950-1980 Direct interview Clinician or Impairment Validity
lay interviewer

Third generation 1980-present  Direct interview Clinician, Diagnosis or ~ Validity
Self-report survey  lay interviewer,  impairment
Computer assisted  or self

Source, Based on Dohrenwend & Dohrenwend (1982).
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specifically, in the adult population living in and around Chicago. Their expectation was
supported that a variety of sociological factors would result in higher rates of general
disorder and schizophrenia in more densely populated, less affluent, inner-city areas. This
application of sociological and epidemiological methodology to the assessment of mental
disorder in the community was a significant departure from the traditional individualized
methods used in clinic settings. The clinical setting tends to emphasize the unique aspects
of each individual’s personal history as distinct from the commonalities that exist across
groups of similar persons, or among those exposed to similar environmental conditions.

The primary limitation of such first-generation community mental health studies was
the fact that prevalence estimates were based on treated (rather than general population)
samples; rates of individuals seeking mental health treatement were used directly to esti-
mate rates of disorder in the population. It is now well established that only a fraction of
those with mental disorders ever seek treatment, meaning that these initial community studies
almost certainly underestimated “true” prevalence rates (Dohrenwend & Dohrenwend, 1982).
In addition, the lack of standardized guidelines for diagnosing disorders at that time led to
problems with comparability among these studies (Faris & Dunham, 1939).

The involvement of the United States in World War II ushered in the second genera-
tion of assessment studies. In the 1940s, the Neuropsychiatric Screen Adjunct (NSA) was
developed by the U.S. Army to eliminate from the armed forces those individuals who
could not serve effectively as soldiers (Star, 1950; Stouffer et al., 1950). The NSA, de-
signed to assess general psychiatric status, found much higher prevalence rates of psychi-
atric impairment than expected based on pre—World War II studies. The necessity of evalu-
ating large numbers of individuals for military service, coupled with the strikingly high
observed rates of impairment, provided the impetus for the further development and refine-
ment of instruments for use in community settings in the postwar period.

Two classic studies from this second generation—the Midtown Manhattan study in
New York (Srole et al., 1962), and the Stirling County study in Nova Scotia (Leighton,
Harding, Macklin, Macmillan, & Leighton, 1963 )—were designed and conducted by soci-
ologist Leo Srole and psychiatrist Alexander Leighton, respectively. Both studies drew on,
and expanded, the Selective Service NSA items as a basis for rating individuals along 5- or
6-point continuums of psychiatric impairment ranging from completely well to completely
or severely impaired. Both studies used relatively sophisticated techniques—including
solicitation of a diverse set of expert opinions, pilot testing items, and assessment agreement
between interview items and psychiatric ratings—to improve their instruments. In addi-
tion, these studies used state-of-the-art probabilistic sampling methods to select several
hundred respondents who were representative of their respective communities. Advan-
tages of these second-generation studies over previous efforts to assess population-based
mental health included the use of community samples and direct interviewing, methods
that had not previously been feasible. These new methods were made possible by the fact
that these new instruments could be administered by nonclinician lay interviewers rather
than psychiatrists, making them substantially less costly. Finally, there was growing evi-
dence that instruments developed during this second phase of epidemiological investiga-
tion were considerably more reliable than their predecessors (Dohrenwend, 1995).

However, second-generation efforts did evoke some of the same validity concerns as
first-generation studies. First, instruments used in these studies did not adequately assess
the full range of clinical diagnostic categories, including impairment resulting from behav-
ioral disorders or substance abuse. Second, and perhaps more important, there was ample
evidence that psychiatric impairment, as defined by instruments used in the community,
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was not comparable to disorder as defined by psychiatrist clinicians; impairment was mea-
sured on a continuous scale quite different from discrete diagnostic categories (Srole et al.,
1962; Leighton et al., 1963). Given that diagnosis of disorder was not the central purpose,
however, it is important to acknowledge that many of these instruments did provide rela-
tively stable dimensional assessments of areas such as general distress and depression (Link
& Dohrenwend, 1980). Finally, additional validity concerns arose during this period as
researchers and psychiatrists noticed large differences in the rates of psychiatric disorders
between countries. The most striking example involved reported rates of manic—depres-
sive psychosis in Britain that were 20 times those found in the United States (Kramer,
1961), which led to a large multisite study in the two nations (Cooper et al., 1972). This
collaborative study—in which the Present State Examination (PSE) was chosen as the stan-
dard instrument—revealed that the cross-national differences had been produced by dis-
parities in instrumentation and methods of diagnosis, findings that led to further refinement
and standardization of community diagnostic instruments.

In a reflexive process, the demand for reliable instruments for epidemiological and
clinical-based research spurred the psychiatric community to undertake several major re-
visions in its core diagnostic manual. Increasing detail and specificity of the DSM, in turn,
led to the development of a third generation of instruments based on the more specific
diagnostic categories found in the DSM. In response to the high cost of having clinicians
administer these instruments in the community, the National Institute of Mental Health
(NIMH) developed a fully structured interview that could be administered by lay inter-
viewers. The Diagnostic Interview Schedule (DIS; Robins et al., 1988), based on the DSM-
I1I, was designed for use in the Epidemiologic Catchment Area (ECA) studies conducted
at five sites in major U.S. cities and has now been translated into several other languages
(Regier & Robins, 1991; see Chapter 26 of this volume). In the past two decades, the
number and variety of psychiatric assessment instruments designed specifically for use in
the community has proliferated. Currently, a variety of fully structured and semistructured
diagnostic instruments are available for community-based research.

REVIEW AND SUMMARY OF MAJOR ASSESSMENT TECHNIQUES

In general, mental health measures used in community settings currently fall into two cate-
gories, referred to here as dimensional and diagnostic. Dimensional instruments—also
called screening instruments or symptom inventories (depending on how they are used and
the type of data they gather) and designed for use by lay interviewers in research con-
texts—were designed to provide information about an individual’s relative symptom level
rather than a discrete diagnosis. These instruments can be fully structured (no deviations
in how questions are asked) for lay interviews, semistructured (with probes as needed to
gather maximum information) for clinician interviews, or self-administered questionnaires.

In contrast, diagnostic instruments—also called schedules or examinations—are based
very closely on the specific symptoms described by the DSM-1V, or, more recently, the
ICD-10, used to make diagnostic judgments in the clinic. One of the central goals in the
development of diagnostic instruments was to allow nonclinicians to conduct fully or
semistructured interviews that provide the equivalent of psychiatric diagnoses. Although
there are many differences between diagnostic and dimensional instruments, perhaps the
central distinction is that diagnostic instruments categorize individuals into dichotomous
outcomes (e.g., meets criteria for major depression or not), whereas dimensional instru-
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ments place individuals along a continuum of symptom severity (e.g., more or less de-
pressed).

The debate over the relative advantages and disadvantages of diagnostic versus di-
mensional approaches continues both at academic and policy levels. Proponents of the
diagnostic approach argue that discrete categorization of mental illness is necessary from
the practical standpoint of determining who is eligible for insurance and/or social service
assistance. In addition, they assert that diagnostic typology, founded on consistent decision
rules, will produce more precise assessment of mental status than will dimensional systems
(Regier et al., 1984; Weissman, 1987). Moreover, they argue that mental illness is more
than a matter of degree of severity along a continuous dimension; conditions such as schizo-
phrenia and major depression are qualitatively distinct from normal human functioning. In
contrast, proponents of a dimensional approach suggest that diagnostic approaches rely too
heavily on microbiological models that view individuals as either diseased or not diseased.
Mirowsky and Ross (1989a) argue that the discipline of psychiatry is inherently motivated
to adhere to this medical model in order to retain its traditional preeminence over other
disciplines concerned with mental health issues. They contend that discrete measurement
of nondiscrete psychological phenomena (1) disregards useful information about the de-
gree and characteristics of psychological distress; (2) confounds information on symp-
toms, causes, and consequences of distress; and (3) provides assessments that are rela-
tively insensitive to changes in mental status (see Mirowsky & Ross, 1989a, 1989b). Clearly,
the controversy over techniques for community mental health assessment will continue,
and we suggest that prior to selecting an instrument, researchers become familiar with the
major arguments on both sides of the issue.

Tables 5.2 and 5.3 list psychiatric assessment instruments that have been widely used
in community studies. Instruments are divided into two tables corresponding to whether
they provide a diagnostic (dichotomous; Table 5.2) or dimensional (continuous; Table 5.3)
assessment of mental disorder.

Diagnostic Instruments

As noted earlier, proponents of categorical instruments argue that each mental disorder is
qualitatively distinct from other disorders and from normality (Clementz & Iacono, 1993).
All the diagnostic or categorical instruments listed in Table 5.2 are based on the DSM or
ICD and assess lifetime and/or current psychiatric status for a broad set of disorders. Most
were developed originally for use in clinical research as opposed to epidemiological field
studies (Ustun & Tien, 1995; with a few exceptions, most notably the DIS and the Composite
International Diagnostic Interview [CIDI]), because they were generated for use in a clini-
cal setting, where the ultimate goal was to treat psychiatric disorders. These instruments
generally assign only one primary diagnosis using a hierarchical system. One of the draw-
backs of using these instruments (e.g., Structured Clinical Interview for DSM-1V [SCID]
and PSE) in a hierarchical format is that, although assigning a single primary diagnosis
may be useful for guiding treatment decisions in clinic settings, the high degree of
comorbidity in psychiatric disorders may make it less desirable for assessing prevalence of
psychiatric disorders in the population.' Additionally, diagnostic instruments can be fairly
lengthy, because they cover a broad range of areas and may lead to respondent fatigue.

! These instruments, however, may be used in an alternate format that includes administration of the entire item
set, which allows the investigator to evaluate comorbidity.
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TaBLE 5.2. Frequently Used Diagnostic Schedules

Diagnostic schedule

Format: fully vs. semi-
structured interview
vs. self-administered Domains Administration
Source questionnaire assessed format

CIDI

Composite International

Diagnostic Interview

DIGS
Diagnostic Interview for
Genetic Studies

DIS (III, 1A, ITIR, 1V)
Diagnostic Interview
Schedule

DIPD-R
Diagnostic Interview for
Personality Disorders

PAF
Personality Assessment
Form

PDE/IPDE
Personality Disorder
Examination

PDQ/PDQ-R/PDQ-4
Personality Diagnostic
Questionnaire, 4th ed.

PRIME-D

PSE
Present State
Examination

SADS/SADS-L
Schedule for Affective
Disorders and
Schizophrenia

SCAN

Structured Clinical
Assessment for
Neuropsychiatric
Disorders

SCID/SCID-II
Structured Clinical
Interview for DSM-IV

SIDP/SIDP-R
Structured Interview for
DSM-1V Personality
Disorders

Robins et al., 1988 Full Axis I Lay interview

Nurnberger et al., 1994 Full Axis1 Clinician interview

Robins et al., 1981 Full Axis I Lay interview

Zanarini et al., 1987 Full Axis I Lay interview

Shea et al., 1987 Semi and Axis II Clinician or
rating scale lay interview

Loranger, 1988 Full Axis II Lay interview
WHO, 1992a

Hyler et al., 1994 Self-report Axis I Questionnaire
Spitzer et al., 1995 Self-report Depression  Questionnaire
Wing et al., 1961 Full Axis I Lay interview

Wing et al., 1974

Endicott & Spitzer, Semi Axis 1 Clinician
1978

Wing et al., 1990 Semi Axis I Clinician or
lay interview

Spitzer et al., 1992 Semi Axis I Clinician interview
AxisII

Pfohl et al., 1982 Semi AxisII Lay interview
Pfohl et al., 1989

“Axis 1 includes the following clinical disorders: dementia-related, organic, substance-related, schizophrenia, mood, anxiety,
somatoform, factitious, dissociative, sexual/gender, eating, sleep, impulse-control, and adjustment. Axis 2 includes the following
personality disorders: paranoid, schizoid, schizotypal, antisocial, borderline, histrionic, narcissistic, avoidant, dependent, obses-
sive-compulsive, and mental retardation.
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TABLE 5.3. Frequently Used Dimensional Scales

Galen E. Switzer ET AL.

Dimensional scales

Source

Format®

Anxiety
BAI
Beck Anxiety Inventory

STAI
State-Trait Anxiety Index

Depression

BDI

Beck Depression Inventory
CES-D

Center for Epidemiologic
Studies Depression Scale
HDRS/HDI

Hamilton Depression
Rating Scale/Inventory
ZUNG

Zung Depression Scale

Personality

MCMI-II

Millon Clinical

Multiaxial Inventory

MMPI

Minnesota Multiphasic
Personality Inventory

MPI

Maudsley Personality Inventory
MPQ

Multidimensional Personality
Questionnaire

NEO

NEO-Personality Inventory

Social Adjustment

SAS

Social Adjustment Scale
K-SAS

Katz Social Adjustment Scale

Multiple Domains

GHQ

General Health Questionnaire
HSCL/SCL-90/BSI

Hopkins Symptom Checklist
Symptom Checklist

Brief Symptom Inventory
PERI

Psychiatric Epidemiology
Research Instrument

POMS

Profile of Mood States

Beck & Steer, 1990

Spielberger, 1984

Beck et al., 1961

Radloft, 1977

Hamilton, 1960
Reynolds & Koback, 1995

Zung, 1963

Millon, 1987

Dahlstrom et al., 1972

Eysenk, 1947

Tellegen, 1993

Costa & McCrae, 1985

Weissman & Bothwell, 1976

Katz & Lyerly, 1963

Goldberg, 1972

Parloff et al., 1954
Derogatis et al., 1974
Derogatis & Cleary, 1977

Dohrenwend et al.,
1986

McNair, Lorr, &
Droppleman, 1992

Self-administered

Self-administered

Self-administered

Self-administered
Self-administered

Self-administered

Self-administered
Self-administered

Self-administered

Self-administered

Self-administered

Self-administered

Self-administered

Self-administered

Self-administered

Semistructured
Self-administered

Self-administered

“Most measures listed as self-adminstered can also be administered in a fully structured interview format.
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Traditionally, diagnostic instruments used in the community have demonstrated only
moderate reliability and relatively low validity (Ustun & Tien, 1995). For example, re-
searchers using a variety of diagnostic instruments, including the DIS (Robins, Helzer,
Ratcliff, & Seyfried, 1982), the SCID (Williams, 1992), and the Schedule for Affective
Disorders and Schizophrenia (SADS; Bromet, Dunn, Connell, Dew, & Schulberg, 1986)
have typically found fewer reported symptoms when the instrument is administered a sec-
ond time to the same individuals (Robins, 1985). One of the difficulties in establishing
reliability for diagnostic instruments is that the criteria for verifying reliability are rela-
tively strict. To be deemed reliable, a diagnostic instrument must identify the same indi-
viduals as cases and as noncases in a second administration of the schedule as in the initial
administration (Robins, 1985; Dohrenwend, 1989). This dichotomous, or “hard,” approach
to reliability is generally more stringent than the correlation coefficient used to establish
reliability of a dimensional scale.

Validity concerns about diagnostic instruments are currently even more pressing than
reliability concerns. Although category definitions have become much more specific and
well defined—improving the face validity of included items—diagnostic instruments may
still lack criterion validity. For example, DIS diagnoses obtained during the ECA studies
(Anthony et al., 1985; Helzer et al., 1985) differed significantly from the number and type
of diagnoses assigned to the same samples through clinical interviews (Anthony et al.,
1985; Shrout, 1994). As Murphy (1995) notes, however, there is some controversy over
whether clinical interviews should serve as the gold standard by which to assess the valid-
ity of community-based instruments. In the ECA studies, prevalence rates assigned by psy-
chiatrists, as well as those assigned by the DIS, varied significantly across the metropolitan
administration sites (Robins, 1985), suggesting that neither assessment technique provides
completely reliable and valid estimates of prevalence.

Similarly, concerns have been raised about the construct validity of diagnostic instru-
ments. The primary technique for validating diagnostic measures has been to assess the
degree of correspondence of diagnoses obtained in the community with psychiatrists’, clinical
psychologists’, or psychiatric social workers’ diagnoses of the same individuals through
clinical interviews. Thus, experienced clinicians’ diagnoses—rather than a latent condition
particular to the individual—become the construct represented in diagnostic instruments
(Mirowsky & Ross, 1989a). Given the considerable variance in clinician-assigned diag-
noses for individuals exhibiting similar symptoms and mental health histories, it has been
argued that validating instruments against such diagnoses is tenuous at best (Mirowsky &
Ross, 1989a).

Dimensional Instruments

Although dimensional instruments have been developed to assess a wide variety of im-
pairment types, we focus here on five categories of impairment that are most frequently
assessed: anxiety, depression, personality, social adjustment, and multiple distress domains.
Anxiety, depression, and social adjustment (the ability to function effectively in social
contexts) are generally considered to be state-like, or episodic in nature. Anxiety and de-
pression are embodied in several of the primary Axis I disorders recognized by the DSM-
IV and also are the most frequently assessed subcomponents on multiple distress instru-
ments. In contrast, personality is typically regarded as an enduring trait, and is the central
component of DSM-IV Axis II disorders. Measures in these five domains typically contain
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a series of items asking respondents to rate the presence—absence, frequency, and/or inten-
sity of psychiatric symptoms during a timeframe of the past 1-2 weeks. Dimensional in-
struments, such as those listed in Table 5.3, differ from diagnostic instruments in several
important ways. First, many of these instruments assess only one or two areas of symp-
tomatology rather than a broad range of disorders, as found in most diagnostic instruments.
Second, rather than defining caseness as a dichotomy, these instruments provide an over-
all score for the area of distress, based on a sum or average of the individual items in the
instrument. Subscale scores for particular types of symptoms may also be computed. Symp-
toms are presumed to reflect quantitative departures from normal functioning (Clementz
& Tacono, 1993). Most published dimensional instruments do, however, provide cutpoints or
threshold levels that differentiate between “cases” and “noncases,” where caseness is typi-
cally defined as a high, clinically significant level of symptomatology, or as showing a high
likelihood of meeting psychiatric diagnostic criteria in a formal clinical assessment. These
cutpoints may, however, have very low convergence with diagnoses based on clinical
interviews and ratings (Dohrenwend, 1995). Finally, most dimensional instruments measure
only current distress—-as opposed to past episodes or lifetime rates—Ilimiting the amount
and type of information they provide.

Like diagnostic instruments, dimensional instruments have suffered from criticisms
concerning reliability and validity. Although the internal consistency of established scales
is relatively high—in the range of .80 to .85—test-retest reliability has been less consis-
tent (Murphy, 1985). Variability in test-retest reliability may in part reflect the fact that
some instruments (e.g., General Health Questionnaire [GHQ]) conceptualize and assess
symptomatology or distress as acute (atypical, time-discrete symptoms), whereas others
(e.g., Hopkins Symptom Checklist [HSCL]) focus on more chronic aspects of the symptoma-
tology (may be typical and enduring symptoms). As might be expected, instruments assess-
ing chronic symptomatology tend to have higher test—retest coefficients than those assess-
ing episodic or acute symptoms (Murphy, 1995) in part because the phenomenon being
assessed is inherently more stable over time.

Link and Dohrenwend (1980) found that early versions of dimensional instruments
demonstrated very low correspondence with diagnosable disorder, thus raising serious
questions about the validity of such instruments as measures of psychiatric disorders. Even
more recently developed instruments (e.g., Center for Epidemologic Studies—Depression
Scale [CES-D]) may exhibit this weakness (Breslau, 1985). However, positive evidence
concerning validity has been found for some dimensional scales (e.g., Hopkins Symptom
Check List [HSCL], Symptom Check List [SCL-90}), which have relatively stable under-
lying factor structures that seem to correspond to specific clinical syndromes (Derogatis &
Cleary, 1977). However, as noted by Dohrenwend and Dohrenwend (1965, 1982), the
high correlations among virtually all dimensional instruments (even when they were de-
signed to assess different domains of psychiatric impairment) raise serious questions about
the legitimacy of interpreting the measures as assessing different constructs. Instead, these
instruments all may be measuring a more general factor such as nonspecific distress or
demoralization (Dohrenwend & Dohrenwend, 1965, 1982).

In general, although diagnostic and dimensional instruments were developed with
divergent goals, their application in community assessment studies may be quite similar.
Dimensional instruments assess symptomatology on a continuous scale but are frequently
published with a threshold or cutpoint above which individuals are defined as “cases,” or
as experiencing “significant distress.” Conversely, in addition to reporting caseness, stud-
ies using diagnostic instruments often report continuous variables such as the number of
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symptoms endorsed or average level of symptom severity. This merging of diagnosis and
dimensionality and intensity may be the ultimate future of community mental health as-
sessment.

PRACTICAL ISSUES IN ASSESSMENT

We have grouped several practical assessment issues into three broad categories—sam-
pling, instrument selection, and instrument administration—that we discuss here in detail.

Sampling Considerations

Because several excellent chapters and texts have been written on sampling considerations
in community-based research (e.g., Fowler, 1984), only the most critical issues are men-
tioned here. The ultimate usefulness of a study assessing prevalence or incidence of mental
disorder in the community is contingent on the generalizability of the findings. It is there-
fore critical to assemble a representative study sample. In sociological and epidemiologi-
cal studies of mental disorder, samples are typically drawn from the community at large.
However, in some circumstances, they may be drawn from new admissions or existing
patients at hospitals and clinics (Bromet et al., 1992). Three major sources of potential
bias in these samples include selection effects, nonresponse, and attrition (Dillman, 1978;
Fowler, 1984; Goldstein & Simpson, 1995; Zahner, Chung-Cheng, & Fleming, 1995).

For community samples, selection effects are most likely to occur when a probability
sample (one in which every person has an equal or known probability of being selected) is
not obtained. Certain characteristics of individuals with psychiatric disorders may make
them under- or overrepresented on lists from which community samples are often selected.
For example, those with moderate to severe impairment may be less likely to be living
independently, have established credit, have their own telephone, have a record of military
service, or be registered voters. Conversely, they may be more likely to have had contact
with the social service and criminal justice systems, and to have required medical assis-
tance. Techniques for minimizing sampling bias in community samples include establish-
ing (1) well-delineated sampling frames, (2) clear definitions of inclusion—exclusion crit-
eria, and (3) explicit procedures for selection (Fowler, 1984).

Among patients admitted to hospitals or clinics, important selection effects have al-
ready occurred prior to the researcher’s attempts to draw a sample. First, the level of
symptom severity in a treated population is likely to be higher than that in the community.
This is true despite the fact that many people with diagnosable disorders never seek treat-
ment (Burke & Regier, 1994; Regier, Goldberg, & Taube, 1978). In addition to differences
in symptom severity, comorbidity of mental and somatic disorders may further increase
the probability that “cases” will be admitted to a hospital setting, known as Berkson’s Bias
(Berkson, 1946). Finally, important patient demographic characteristics (ethnicity, income,
education) are known to be associated with access to health care—A frican Americans, for
example, are less likely to receive services for most types of mental disorder than are
European Americans (Cheung, 1990; Horwath, Johnson, & Hornig, 1993; Padgett, 1994;
Sue, Fujino, Hu, & Takeuchi, 1991). These same demographic and social characteristics
are also associated with type of treatment setting; those with higher socioeconomic status
(SES) are more likely to be treated in private as opposed to public facilities. All these
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factors underscore the importance of basing prevalence rates on general, rather than treated,
populations.

A second potential threat to obtaining a representative sample comes from differential
rates of survey/interview completion—also called nonresponse bias (Dillman, 1978). In
community samples, for example, individuals with some forms of mental disorder may be
more likely to refuse to participate in interviews. Furthermore, severe symptom levels
may prevent individuals with disorders from responding reliably in interviews or completing
self-administered instruments. Efforts to minimize this form of bias should include special
efforts to (1) secure participation from individuals who may be at most risk of having
disorders, (2) ensure that study instruments can be completed even by individuals with low
functioning levels, and (3) gather “objective” information from secondary sources (e.g.,
interviews with informants, collection of data from billing records, insurance files, and/or
medical records) in order to examine and control for differences between responders and
nonresponders. Additionally, sophisticated statistical techniques that take into account, and
adjust for, characteristics of nonresponders have been used successfully in large epidemio-
logical studies such as the National Comorbidity Survey (Kessler et al., 1994).

A similar type of potential bias exists for longitudinal studies in the form of study
attrition due to morbidity or mortality. The debilitating effects of mental disorders may
make individuals with such disorders—both in community and institutional settings—
more likely to drop out of a study due to increased mortality or psychiatric morbidity.
Although few proactive options are available for completely eliminating attrition-related
bias, it is important to gather and utilize baseline and secondary source information about
those individuals lost to attrition to assess and statistically account for demographic, psycho-
social, and psychiatric differences.

Instrument Selection

There are several important issues to consider in selecting an instrument for research. Of
key importance is whether the instrument provides reliable and valid assessments of the
particular construct(s) of interest. Although the initial identification of possible instruments
to assess depression, for example, may be relatively simple, determining whether the in-
struments have been proven reliable and valid may be more difficult, especially given the
profusion of choices currently available. The Health and Psychosocial Instrumentation
database (HaPI-CD; Behavioral Measurement Database Services, 1997) is an excellent
resource for identifying and obtaining psychometric information on currently available
instruments.

Most basic sociology, psychology, and epidemiology texts describe methods for evalu-
ating the psychometric properties of instruments, including the critical factors for deter-
mining whether the instrument is reliable and valid, so only a brief overview is presented
here. In establishing reliability, it is important to evaluate (1) whether the items that com-
prise the measure are internally consistent (i.e., measure a single underlying construct),
and (2) whether an instrument provides similar symptom estimates or diagnoses for a
person across reasonably short timespans and in different formats (e.g., clinician interview,
lay interview, self-report). The most commonly used method of establishing the internal con-
sistency of a measure is Cronbach’s alpha (Cronbach, 1951), which provides a score rang-
ing from 0.00 to 1.00, indicating the degree of “interrelatedness” among items included in
the analysis; higher scores indicate better internal consistency. The test-retest method—in
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which the same instrument is administered to the same individuals on separate occasions—
is often used to determine whether impairment or diagnosis is consistently assessed across
time (Burke & Regier, 1994; Shrout, 1995).

Although there are several types of validity that can be evaluated, perhaps the two
most relevant types are criterion and construct validity (Goldstein & Simpson, 1995).
Evidence of criterion validity can be established by assessing the degree of correspon-
dence between scores obtained with the instrument (e.g., a diagnosis of major depression)
and some observable phenomenon (e.g., eating and sleeping disturbances), or between
scores on two or more instruments intended to measure the same condition (e.g., Beck
Depression Inventory and Zung Depression Scale). Construct validity can be established
by showing that hypothesized relationships between scores on the measure and specific
predictors or outcomes are empirically supported and/or that the measure does not corre-
late as highly with variables hypothesized to represent different constructs (Carmines &
Zeller, 1979; Nunnally, 1978). Construct validity can therefore be established only in the
context of a model or a set of well-defined theoretical relationships among variables. For
example, a researcher assessing dysthymia using a newly created measure could generate
a set of hypotheses about psychosocial factors that should be associated with dysthymia. If
these predicted relationships are empirically established, the researcher has evidence that
the underlying construct of dysthymia is indeed being assessed.

A second important issue is to determine whether a diagnostic instrument, dimen-
sional instrument, or some combination of the two techniques should be used. A primary
consideration should be the overall goal of the project in terms of how the data will be
used. For example, if the goal is to describe differences between cases and noncases, or to
isolate risk factors for a particular disorder, a diagnostic instrument would be appropriate.
If the goal is to assess the general degree of impairment, or to describe the comorbidity
and intensity of psychiatric dysfunction, a dimensional instrument would be more suitable.
Characteristics of the population under examination should also be considered. The preva-
lence and incidence of many psychiatric disorders in the general population are low (Rob-
ins & Regier, 1991). Thus, studies using strict diagnostic criteria to define cases of a dis-
order may have difficulty generating enough cases to examine in relation to other variables.
In addition, it has been suggested that a combined, or multimethod, approach might draw
on the relative strengths of diagnostic and dimensional instruments and maximize the quality
of information gathered (Dohrenwend, 1995; Duncan-Jones & Henderson, 1978; Ustun &
Tien, 1995). One multimethod approach utilizes both types of instruments in a sequential
process first to screen and then diagnose individuals who meet initial criteria (for ex-
amples of this technique, see Dohrenwend & Dohrenwend, 1981; Dohrenwend, Levar, &
Shrout, 1986, Duncan-Jones & Henderson, 1978).

A third issue to consider is the appropriateness of the instrument for the study popula-
tion. Most psychiatric instruments are based on middle-class, Western European/North
American assumptions about mental health and illness. For example, many of the classic
symptoms of schizophrenia (delusions, hallucinations, disorganized speech) are part of the
religious ceremonies or daily spiritual experiences of many cultural groups (Eaton, 1980).2
Conversely, it appears that some mental disorders—for example, ataques de nervios among
Puerto Ricans—are recognized only among non-European cultures (Guarnaccia, Good, &
Kleinman, 1990). Culture-bound assumptions pervade both the DSM and epidemiological

2 There is evidence, however, that distinct subsets of what Western culture defines as symptoms of schizophre-
nia appear in and are defined as mental disorder by most other cultures (Eaton, 1980; Murphy, 1976).
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instruments based on DSM categories. Consequently, it is important to determine whether
the instrument has been used successfully with the particular cultural/ethnic groups in-
cluded in the sample. Other demographic, medical status, and psychosocial characteristics
(e.g., age, education, language skills, motivation for participating in the study) of the popu-
lation are also important to consider in this regard. For example, there is concern that some
instruments (e.g., the Beck Depression Inventory [BDI]) may not be appropriate for less
educated populations due to the relatively complex response options. Other instruments—
for example, those that include a relatively high proportion of somatic symptom items—
may be inappropriate for physically ill groups in whom such symptoms may reflect medical
status rather than emotional distress (Dew, 1998).

Instrument Administration

Depending on the study instrument, researchers may have several choices about how to
gather information from respondents. An initial consideration should be the feasibility of
using a particular instrument with the population of interest. Feasibility issues include the
burden to potential respondents and the financial cost per subject of gathering the informa-
tion. Community respondents may be reluctant to complete a lengthy interview or survey,
because of both the time involved and perceptions that they will be asked to give confi-
dential or sensitive information. Treated populations may have had more experience with
the types of questions asked in mental health instruments, but, depending on the nature or
severity of their illnesses, may also have more difficulty in completing certain types of
assessments such as self-administered questionnaires. Some reluctance to participate may
be addressed with careful explanation of the study procedures and how the data will be
used, assurances of anonymity, and with monetary or other types of incentives offered to
participants. Incentives will not only increase participation rates but will also substantially
increase the cost per participant of gathering data (Dew, 1993; Dillman, 1978).

Another important cost consideration in determining feasibility is the cost of the as-
sessment modality, and of the services of the person who will administer the assessment.
Clinician interviewers are most costly, followed by trained lay interviewers (training peri-
ods for lay interviewers may range from a few days to a few weeks), research-assistant-
administered questionnaires/interviews, and self-administered questionnaires. If it is nec-
essary to use interviewers with some clinical experience to gather the data, it may be most
feasible to employ individuals with master’s level psychology, social work, or other social/
behavioral science backgrounds.

In terms of the format of data gathering, in-person interviews are generally the most
costly mode of assessment, followed by telephone interviews and self-administered ques-
tionnaires. Although self-report forms have been developed for most of the dimensional
instruments (e.g., BDI, GHQ, Psychiatric Epidemiological Research Instrument [PERI]),
this administration method is limited by the respondent’s ability to read and understand
questions, and is also less amenable to moving respondents through complicated question
sequences. Telephone interviews may provide a middle ground in terms of cost and quality
of information gathered. They also have been shown to yield highly reliable mental health
data if the interviewers are carefully trained and supervised (Aneshensel et al., 1982a,
1982b; Aneshensel & Yokopenic, 1985; Fenig, Levar, & Yelin, 1993; Paulsen, Crowe,
Noyes, & Pfohl, 1988; Wells, Burnam, Leake, & Robins, 1988). The use of computers to
aid in recording responses to both interviews and self-administered questionniares has also
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become more prevalent. Self-administered computerized versions of several instruments
(e.g., DIS, PSE, BDI, Clinical Interview Schedule [CIS], Health Assessment Question-
naire [HAQ]) have been developed and evaluated, and seem to provide a reliable, valid,
and highly efficient means of assessing disorder/impairment (Brugha, Kaul, Dignan, Teather,
& Wills, 1996; Dignon, 1996; Erdman et al., 1992; Kobak, Reynolds, & Greist, 1993;
Lewis, 1994; Steer, Rissmiller, Ranier, & Beck, 1994; Thornicroft, 1992; for a review, see
Kobak, Greist, Jefferson, & Katzelnick, 1996).

Each method of administration—clinical interview, interview, self-administered ques-
tionnaire—has its own sources of bias. A potential source of bias common to all forms of
assessment is the motivation of the respondent for participating in the assessment. Indi-
viduals whose psychiatric status is linked to social and monetary benefits (e.g., social ser-
vices, housing, public assistance) may be motivated to overreport symptomatology to en-
sure that these benefits are not withdrawn. Conversely, individuals who believe they might
be stigmatized by family, friends, and work or educational colleagues may be motivated to
underreport symptoms.

Even when they are motivated to report symptoms accurately, respondents may have
difficulty recalling and accurately reporting information. Recall bias may especially threaten
the validity of instruments assessing lifetime prevalence of psychiatric disorders; respon-
dents may simply not remember the range of symptoms or duration of episodes occurring
many years in the past. If this bias is assumed to be distributed randomly across population
groups, it will contribute to overall measurement error and decrease the statistical power to
detect differences among groups. If the bias is systematic (e.g., treated groups may be more
attuned to current and past symptoms than nontreated groups), then artifical associations
may be produced with risk factors or with outcomes. For example, recent studies have
indicated that poor recall of earlier psychiatric episodes among the elderly may cause older
cohorts to underreport psychiatric episodes relative to younger cohorts (Giuffra & Risch,
1994; Weissman et al., 1984). This tendency may have led researchers falsely to conclude
that rates of mental disorder are rising in more recent cohorts. Because of the serious threat that
this form of bias poses to the validity of instruments attempting to document psychiatric
history, several techniques, such as the Life Chart Interview, which was pilot-tested at the
Baltimore site of the ECA study, are being developed to improve the accuracy of auto-
biographical recall (Lyketsos, Nestadt, Cwi, Heithoff, & Eaton, 1994).

Another source of bias may be the order or format in which questions are asked. For
example, an instrument that places general questions about daily functioning after a spe-
cific set of symptom-related questions may produce artificially low functioning estimates
because the impairment has been made salient by the symptom questions. Additionally,
extensive research on survey and interview techniques indicates that item wording, struc-
ture, and response categories all affect how participants respond to particular items
(Schwarz, Hippler, Deutsch, & Strack, 1985; Tanur, 1992). When instruments are admin-
istered in an interview rather than a self-report format, there is the additional potential for
interviewer bias (Dew, 1993; Dillman, 1978). Interviewer effects are most dangerous when
interviewers are not blinded to the study hypotheses but can also occur anytime interviewers
selectively probe for additional information on particular items or with particular partici-
pants, or give nonverbal expressions of approval or disapproval toward participants.

Finally, even if all these sources of potential bias are eliminated, there is still the
possibility that the measure itself will provide biased estimates of disorder or symptom
severity scores because of misclassification or measurement error. As with other forms of
error, random misclassification reduces statistical power. If misclassification is systematic,
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however, examination of group differences may produce misleading conclusions. For ex-
ample, if, despite experiencing similar symptomatology, Group A finds it easier to endorse
(or acquiesce to) certain symptoms than Group B, the instrument will have produced arti-
ficial group differences.

There are several strategies to address threats to validity present in the instrument
administration context. To counteract the potential that participants will be unmotivated or
unable to provide accurate information, it is critical to establish interpersonal rapport with
participants and to assure participants that their responses will be confidential. The
researcher’s interest in the topic should be clearly explained, and the researcher’s links to
other community or educational organizations that might be respected or valued by the
participant should be noted. Several techniques can be used to assist the participant in
recalling past events such as (1) working backward chronologically from present to past
(Loftus, Smith, Klinger, & Fielder, 1991), (2) providing autobiographical landmarks—
linking recall to important events in the participants’ lives (Friedman, 1993), and (3) con-
ducting a “life chart interview,” which combines these techniques and provides a visual
interactive memory aid for interviewees (Lyketsos et al., 1994).

To avoid biases that might occur as a result of item wording and format, as well as
biases introduced by the interviewer, it is critical to pilot-test instruments for readability
and flow, and to observe and evaluate interviewers. In conjunction with pilot testing and
administration of the measure for “real” data collection purposes, it is important to estab-
lish and update question-by-question instructions for interviewers, to conduct ongoing
interviewer training and/or refreshers, and periodically to have interviewers observe and
critique each other.

Although several steps can be taken to reduce biases that come from the interviewer
or respondent, it is more difficult to address biases inherent in the instrument itself. Simply
identifying misclassification bias may not be possible in the context of a single research
project unless several measures of the same disorder are included and compared. Psycho-
metric analysis including item and factor analysis within sample subgroups, and group
comparisons using multiple measures of the same construct, or multiple sources of data
(Fenig et al., 1994), may be the primary means of combating misclassification.

CONTROVERSIES IN MENTAL HEALTH ASSESSMENT:
RELIABILITY AND VALIDITY ISSUES

As opposed to the very practical issues covered in the previous section, this section deals
with the more philosophical issues in mental health assessment. The first issue concerns
the tension between reliability and validity, and the second section extends the discussion
of validity to include the context within which mental health issues are studied.

Maximizing Reliability at the Expense of Validity?

Most individuals interested in research understand that a measure’s ability to perform consis-
tently (reliability), and to measure the targeted underlying construct (validity), are both
highly desirable and necessary elements of the assessment process. The relationship be-
tween reliability and validity concerns is sometimes less explicitly stated. First, reliability
is a necessary but not sufficient condition for establishing validity (i.e., an unreliable mea-
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sure can never be valid). Second, validity is neither a necessary nor a sufficient condition
for establishing reliability (i.e., a measure’s reliability is independent of its validity). Fi-
nally, because it is a precondition for, and generally much easier to achieve than validity,
reliability tends to be the focus of psychometric analysis of instrumentation.

The history of the DSM, and of community-based instruments founded on DSM defi-
nitions (e.g., CIDI and DIS), is one of increasing specificity in nomenclature, in diagnostic
criteria, and in the number of different disorders identified. The increasing specificity and
detail of these measures and continued refinement of items and assessment techniques has
led to great improvements in the reliability of clinical research and community mental
health assessment. However, this improvement should not be interpreted as an indication
that the measures are simultaneously becoming increasingly valid (see Kirk & Kutchins,
1992). Although it is true that community assessment techniques must produce consistent
results if they are to be claimed as valid, it is also true that a measure may be 100% reliable
and 0% valid. Thus, while community-based measures have become increasingly reliable,
there are enduring questions about their validity (Dohrenwend, 1995; Murphy, 1995).
These questions stem in part from the lack of correspondence between diagnoses assigned
to patients by community assessments and those assigned by expert clinicians; the sever-
ity of this problem varies according to the type of disorder being diagnosed. Although it is
not clear if either assessment technique should be used as the “gold standard,” the lack of
agreement between the two assessment modalities raises serious validity concerns. Be-
cause the DSM, and community-based diagnostic instruments based on it, rely on conser-
vative criteria for diagnosis—typically, observable behavioral criteria—community-based
measures may tend to underestimate the prevalence of some disorders.

Assessment Context

We close the body of this chapter by coming full circle to the issue of the broader context
within which beliefs about, descriptions of, and attempts to assess mental health and disor-
der take place. Although such issues are addressed from other perspectives elsewhere in
this volume, our discussion of assessment issues would not be complete without a caution
about the limitations of measurement techniques. Assessment techniques are tools created
in a particular social context to gather information about the empirical world. As such,
these instruments are not “objective” and can be no better or worse than the assumptions
on which they are founded. A society’s beliefs about the causes of mental disorders and their
likely solutions will ultimately be reflected in the instruments used to assess mental health
by that society. More broadly, the particular social arrangements—including the distribu-
tions of power, status, and resources—will all influence the creation, selection, and admin-
istration of instruments.

Numerous examples of the influence of social and political context on the definition
and assessment of mental disorders can be found simply by charting the flow of diagnostic
categories into and out of the DSM. The recent creation and addition of posttraumatic
stress disorder (PTSD) to the DSM was a direct result of concerted post-Vietnam War
lobbying efforts by American military veterans. The elimination of homosexuality as a
diagnostic category was a result of lobbying by gay and lesbian organizations, changes in
prevailing societal attitudes, and the greater willingness on the part of the medical commu-
nity to acknowledge the lack of empirical evidence that homosexuality reflects psychopa-
thology. The fact that posttraumatic symptoms and homosexuality have been a consistent
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part of human experience while their status as mental disorders has changed dramatically
in the last 15 years is evidence of the subjective and transmutable nature of psychiatric
categorization. These same societal forces have, at various times, defined broad popula-
tion groups (e.g., women, ethnic minorities) as being “by nature” more vulnerable to psy-
chiatric disorders. The emphasis on genetic or organic factors as a source of mental disor-
ders has demonstrated the power of such explanations for some disorders (e.g., Alzheimer’s
disease), and their failure for others (e.g., major depression). The increased specificity of
organic and genetic explanations—by helping to define both what biology can and cannot
explain—has actually fostered the growth of sociological and epidemiological explana-
tions for and investigations of mental health issues. The disciplines of mental health cur-
rently find themselves in a social context that encourages interdisciplinary efforts to as-
sess and weigh the importance of physical, psychological, social, and environmental factors
as precursors of mental disorder.

FUTURE DIRECTIONS

Finally, there are at least three growing movements in mental health assessment that are
worth noting: interdisciplinary collaboration, multimethods approaches, and psychometric
advances. First, as mentioned earlier, this is a time of increasing interdisciplinary collabo-
ration that has the potential to produce more complex and multivariate examinations of the
predictors and outcomes of psychiatric disorders. Sociologists have already contributed
valuable insights to the study of mental health issues. Sociology offers a unique and valuable
perspective to this process, including its focus on macrolevel historical, political, and eco-
nomic forces on the definition and assessment of mental disorder that might otherwise be
absent. Sociological models of mental health should continue to expand to incorporate
biological variables in order to achieve a fully integrated perspective of the interactions
between personal characteristics and broader societal forces.

Second, as is noted by several authors (e.g., Dohrenwend, 1995; Usten & Tien, 1995;
Fenig et al., 1994), there is increasing application of, and great future potential for,
multimethods and/or multisource approaches to the assessment of community mental health
and disorder. As we noted earlier, there are enduring concerns about the reliability and
validity even of state-of-the-art mental health assessment techniques. Dohrenwend (1995)
suggests that the strengths of dimensional and diagnostic instruments can be used symbi-
otically to overcome the weaknesses of each. For example, individuals could be screened
using a relatively inexpensive dimensional self-report instrument (e.g., the PERI), and
then subsamples with severe symptomology could be further evaluated using a diagnostic
instrument (e.g., the SADS). In this manner, the ability of dimensional instruments to
provide reliable estimates of general disorder in the population could be combined with
the ability of diagnostic instruments to provide finer-grained estimations of disorder near
the diagnostic cutpoint. In addition to the use of more than one type of instrument, the use
of multiple sources of data (e.g., medical records or informants) should significantly im-
prove the ability to ascertain symptoms of mental disorder (Fenig et al., 1994).

Finally, recent advances in the psychometric evaluation of instruments may dramati-
cally alter the structure and administration of psychiatric assessments. Perhaps the most
notable is the increasing application of item response analysis to the process of evaluating
instruments (Hambleton & Jones, 1993; McKinley, 1989; Steinberg & Thissen, 1996;
Thissen & Steinberg, 1988). Although the statistical techniques underlying item response
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analysis were developed about 40 years ago, the lack of powerful computer systems to
conduct these analyses efficiently prevented the ideas from being widely applied. The
basic tenets of the theory are that (1) an individual’s responses to an item reflects his or her
position on a single, continuous, latent variable, and (2) the probability that the individual
will give a certain response (e.g., one that indicates that he or she is depressed) can be
determined based on the individual’s position on the latent variable.

Although a detailed description of the technique is beyond the scope of this chapter,
potential applications to psychiatric assessments include identifying the fewest number of
items that need to be asked of a given respondent in order to adequately assess the con-
struct (e.g., depression), altering the wording or “difficulty” of each item so that it provides
unique and nonoverlapping information about an individual, and designing assessments
to be most powerful at certain levels of the latent construct (e.g., to distinguish among fine
gradations of minor depression). These evaluative techniques can also be applied to infor-
mation gathered using well-standardized instruments. Ultimately, developments in item
analysis may lead to the use of computer adaptive testing (CAT) in diagnostic evaluation.
In this method—already used in education and achievement testing (McKinley, 1989)—a
computer presents an individual with a series of items specifically tailored on the basis of
his or her previous responses. For example, if an individual’s initial responses indicated
moderate levels of depression, the computer would select only items that would help to
specify exactly where in the moderate range the person was located (i.e., no indicators of
very high or very low levels of depression would be presented). Thus, rather than being
presented with many items that do not provide additional information, an individual is
presented with the fewest items that can accurately assess his or her position in the latent
construct. This is a promising technique that may increase the efficiency and accuracy of
psychiatric evaluation and substantially decrease the burden for interviewers and for study
participants.

In summary, there has been dramatic progress in our ability to assess community men-
tal health and disorder during past 150 years. Technical advances, such as the development
of improved sampling methods, more reliable instruments, and more powerful analytical
tools have been accompanied by the emergence of an increasingly complex interdiscipli-
nary paradigm to explain mental disorder. Sociologists and epidemiologists, as relative
newcomers to the field of mental health assessment, have provided valuable insights not
only about how to conduct broad-based community studies but also about the critical
effects of environmental and social forces on mental health. The future seems to hold
continued interdisciplinary collaboration, further development of instruments combining
the strengths of diagnostic and dimensional instruments and/or use of multimethod tech-
niques, and increasing application of computer technology to mental health assessment.
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CHAPTER 6

Analyzing Associations between
Mental Health and
Social Circumstances

JOoHN MIROWSKY

STATISTICAL EXPLANATION AND VANISHING ASSOCIATION

Comparison serves as the fundamental procedure of sociological research. Graduate train-
ing emphasizes the core sociological question, Compared to whom? If sociologists hear
someone say, Workers are anxious, they immediately begin to wonder, Compared to whom?
The unemployed? Housewives? Retirees? Which workers are we talking about? Under
what circumstances? Are we comparing workers to others in general? To others from
similar backgrounds? To others like themselves? In what ways?

Sociological research begins by demonstrating the existence of an association or cor-
relation in a defined population. That association takes the form of a distinct difference
between groups in the amount of a measured attribute. The researcher may begin by show-
ing, for example, that adults who as children experienced parental divorce feel depressed
more often than those whose parents stayed together, or that young adults feel anxious and
angry more often than middle-aged or older adults, or that the frequency of malaise drops
more rapidly in early adulthood for men than for women. The researcher first demonstrates
that an association really exists and is not a ghost of random juxtaposition or a mirage of
biased measurement. Convinced of that, the researcher then tries to explain why the asso-
ciation exists.

Explaining an association means demonstrating the conditions under which it no longer
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exists. If an association vanishes under specific conditions, then it is the presence (or
absence) of those conditions that accounts for the association. The sociologist’s game, then,
has two goals: show an association exists, then find the conditions under which it vanishes
(Cole, 1972; Davis, 1985; Susser, 1973). This chapter describes strategies for achieving
the second goal—strategies for explaining the association of mental or emotional well-
being with aspects of circumstance, identity, belief, or personal history.

Data analysts have two basic methods for demonstrating the conditions under which
an association vanishes (Wheaton, 1985): progressive adjustment and interaction model-
ing. Progressive adjustment looks for mediators of the association. A mediator is some-
thing that results from one of the associated variables and causes the other, forming a
bridge between them. For example, young adults are less secure economically than older
adults. If being young increases the likelihood of economic insecurity, which in turn in-
creases the level of anxiety, then economic insecurity mediates some of the relationship
between age and anxiety. Interaction modeling looks for moderators of the association. A
moderator regulates the size and direction of the association between two variables. For
example, young children in the home might increase depression among women when the
father avoids child care and child support, but otherwise not increase women’s depression.
If so, then the father’s child care and child support moderate the association among women
between having young children and feeling depressed. Moderators can be external or in-
ternal. External moderators apply to everyone, whereas internal moderators only apply to
people in a specific situation. For example, the effect of marriage on depression may de-
pend on a person’s level of education and on the quality of the marriage. If so, then educa-
tion acts as an external moderator, because everyone has some level of education whether
married or not. The quality of the marriage acts as an internal moderator, because the
quality of the relationship applies only to those who are married.

The rest of this chapter describes and illustrates progressive adjustment, to find the
mediators of an association, and interaction modeling, to find the external and internal
moderators of an association. It also discusses a methodological problem that often arises
in studies of psychopathology. Skewness in the dependent variable reduces the precision
of results. Logarithmic transformations solve the problem, providing the extra precision needed
for assessing interactions.

PROGRESSIVE ADJUSTMENT

Progressive adjustment constitutes the single most valuable procedure for explaining asso-
ciations. The technique is to sociological research what anatomical dissection is to biological
research. Progressive adjustment peels away the layered components of an association.
Contemporary researchers use sophisticated statistical regression programs for progres-
sive adjustment. However, the procedure predates modern statistical techniques (Cole,
1972; Susser, 1973). The idea behind it is simple: Show that an association exists, propose
a hypothetical mediator of the association, and show that holding the mediator constant
reduces or eliminates the association.

Step 1: Specifying the Association, Explanation, and Model

Progressive adjustment begins by stating a theoretical explanation for an observed or hy-
pothesized association. Suppose, for example, a researcher has demonstrated that U.S.
adults whose parents separated or divorced in their childhood feel depressed more fre-
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FiGure 6.1. Hypothetical model explaining the correlation between the divorce of one’s parents in childhood
and feeling depressed in adulthood.

quently than others. What explains the association? The analysis begins by stating a theo-
retical explanation that describes a sequence of events or circumstances that might link the
hypothetical cause to its hypothetical consequence. What effect of that parental breakup
years ago may have had lasting and depressing consequences? Low educational attainment
seems to be a possibility. We know that the frequency of depression increases in segments
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of the population with progressively lower levels of education. Many of education’s conse-
quences protect and reward the spirit: employment, prestige, prosperity, security, refine-
ment, proficiency. We know that a parental breakup reduces the average educational attain-
ment of the children. Emotional turmoil disrupts studies. Economic abandonment, in whole
or in part, depletes the household’s educational resources. Perhaps lower educational at-
tainment and its consequences explain the higher frequency of depression among persons
exposed to a childhood parental divorce.

After stating a theoretical explanation, the analyst looks for measurable variables that
will allow a corresponding statistical explanation. Figure 6.1 illustrates a hypothetical
model corresponding to the argument that low educational attainment and its consequences
for employment and economic well-being explain why depression is greater among adults
who experienced childhood parental divorce. The measures include the person’s total years
of education, a history of being unemployed and looking for work for 6 months or more at
least once, current unemployment, current inability to work, a history of not having the
money to pay bills or buy household necessities some time in the past, and recent trouble
paying bills or buying necessities. These measures represent the ideas expressed in the
theoretical explanation.

After stating a theoretical explanation and finding corresponding measures, the ana-
lyst proceeds to the statistical explanation. The idea behind statistical explanation is simple.
If a mediator explains an association, then holding that mediator constant reduces or elimi-
nates the association. In the example, if education alone mediates the whole association
between adulthood depression and childhood parental divorce, then holding education
constant will eliminate the association. The statistical analysis compares persons who
attained the same level of education but had different childhood experiences. If there is no
difference in their frequency of depression, then lower education explains the greater depres-
sion of adults whose parents divorced in childhood.

The variants of matched comparison go by several names. Researchers speak of the
association “adjusting for education,” “holding education constant,” or “net of education.”
Contemporary researchers rarely would actually match sets of individuals with the same
education but different childhood experiences. Today, most sociologists use some form of
multiple regression to achieve the statistical equivalent of matching. Multiple regression
gives the researcher far more flexibility in testing a variety of possible explanations effi-
ciently. Imagine having to match each person from a divorced childhood home to someone
else of the same age, education, sex, race, income, and employment status from an intact
childhood home. The practical difficulties of matching grow geometrically with the num-
ber of variables considered. Multiple regression uses the variation and covariation within
a sample to achieve the same end. The analytic goal remains the same: Measure the associa-
tion and then adjust for variables representing hypothetical explanations until the associa-
tion vanishes.

Social scientists typically need to consider many possibilities at once when trying to
explain an association. The critical link might lie hidden in a long sequence of conse-
quences that generate subsequent conditions with their own consequences. More commonly,
the initial event might have several consequences, each generating trains of consequences.
The explanation of the original association may lie in these knitted events and circum-
stances considered as a whole. To explain an association, the analyst progressively adjusts
for variables that represent the steps in a hypothetical sequence linking exposure to out-
come (Cole, 1972; Davis, 1985; Susser, 1973).
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Step 2: Measuring the Total Association

After the conceptual model has been specified, the second step of the progressive adjust-
ment technique is to measure the total association. Table 6.1 shows a progressive adjust-
ment of the association between adult depression and parental divorce in one’s childhood
using a multiple linear regression. Depression is measured by asking questions such as
“How many days in the past week have you felt sad? How many days did you feel unable to
get going?” The interview asks about seven common symptoms of depression. The depres-
sion index takes the arithmetic mean of the seven responses. Thus, it measures the average
number of days per symptom (during the past week).

Model 1.1 in Table 6.1 shows the total association. The variable labeled “Parents
divorced” takes a score of 1 for persons who say that in their childhood their parents sepa-

Table 6.1. Progressive Adjustment: Regressions Showing Differences in Depression® between
Persons Who Experience Parental Divorce or Separation in Childhood and Others, Adjusting
Progressively for Socioeconomic Origins and Consequences of the Breakup®

Predicted Mean Frequency of Symptoms

Row Regressor Model 1.1 Model 1.2 Model 1.3 Model 1.4 Model 1.5
1 Parents 236" 244 170 .149° .066
divorced (3.398) (3.496) (2.455) (2.274) (1.039)
2 Minority .156* 157 .050 -.025
(2.262) (2.318) (774) (-.405)
3 Mother’s -.012 .003 007 .003
education—12 ¢ (-1.152) .277) (.661) (.297)
4 Father’s -.021" -.008 -.007 -.009
education—12 © (-2.278) (-.832) (-.811) (-1.036)
5 Person’s -.090™* -.069™ -.047
education—12 © (-8.768) (-7.055) (-4.871)
6 Unable to 1.921°" 1.657"
work (13.907) (12.283)
7 History of long ° 557" .374™
unemployment (8.202) (5.570)
8 Current 569" 392"
unemployment (3.802) 2.702)
10 Economic 105"
hardship ever * (12.017)
11 Recent economic 470"
hardship © (12.017)
12 Intercept .889™ 837" .995™ 827 611

p <.050, " p <.010, " p < .001, one-tailed ¢ test

“ Depression is measured with an index of seven symptoms. Numbers represent the weekly number of days per symptom.

¢ Unstandardized coefficients with ¢ values in parentheses below.

 Education is measured as the difference between the person’s actual years of formal education and 12 years.

“Long unemployment is any period of 6 months or more during adulthood when the person was looking for a job or wanted a job
but could not find one.

¢ Economic hardship ever contrasts people who say they have had at least one period in their adult lives of difficulty paying bills
or buying food, clothing, medicine, or other needs with people who say they have not. Recent economic hardship is measured
on a scale with zero indicating no difficulties in the past 12 months, 1 indicating some difficulties but not very often, 2 indicat-
ing difficulties fairly often, and 3 indicating difficulties very often.

Note. The regressions in this table use data from a 1995 U.S. survey of 2,539 aduits ages 18 through 95, contacted by random-

digit-dialing and interviewed over the telephone. The survey was funded by a grant from the National Institute on Aging (NIA

1R01-AG12393; John Mirowsky P.1., Catherine E. Ross Co-P.I.)
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separated or divorced. It takes a score of zero for others. The intercept (row 12) represents
the average level of depression for persons with scores of zero on all the independent
variables. In Model 1.1, the intercept indicates an average weekly frequency of .889 days
per symptom among adults who did not experience a breakup (because .889 +.236(0) = .889).
The regression coefficient for parental divorce (row 1) indicates that adults who had that
experience report an average of .236 more days per symptom than the reference group, for
atotal of 1.125 (because .889 +.236(1) = 1.125). The statistical significance test indicates
less than 1 chance in 1,000 that a sample would show a difference this large if it were drawn
from a population with no difference in depression between the two groups.

Some arithmetic suggests that the difference may be substantively significant as well.
The adults who say their parents divorced report about 26.5% greater frequency of the
symptoms than others (because 100(.236/.889) = 26.5). Put another way, they would have
the symptoms of depression 21.0% less often if they had them at the same frequency as
others (because 100(.236/1.125) = 21.0).

Step 3: Adjusting for Precursors

The third step of progressive adjustment controls for precursors of the observed associa-
tion, which may act as confounders producing spurious association. A precursor is a trait or
condition that existed before the hypothetical cause came to be. A precursor may have
produced both the hypothetical cause and its hypothetical consequence, creating a spurious
association between them. Suppose that parental divorce years ago and elevated depres-
sion today both result from a common cause. Perhaps that antecedent of the divorce, and
not the divorce itself, causes subsequent depression. Something might have strained the
parents’ relationship or weakened its resistance to other social stresses. For example, parents
with low or disadvantaged social status may divorce more often than other parents, and
also may give their children few of the advantages needed to find success, security, and
happiness later in life. If so, then the parents’ low or disadvantaged status might produce
both their divorce and their child’s later adult depression, accounting for the correlation
between these two variables.

Model 1.2 of Table 6.1 adjusts the association between parental breakup and adult
depression for three measures of childhood family status. The variable labeled “Minority”
takes a score of 1 for persons who say they are black, Hispanic, Native American, or Asian,
and a value of zero for others. The variables labeled “Mother’s education—12" and “Father’s
education—12" represent each parent’s total years of formal education completed. They
are centered on 12, meaning that they measure the number of years short of or beyond a
12th-grade education (Aiken & West, 1991). Thus, the intercept represents the average
level of depression predicted for nonminority persons whose parents both had 12 years of
education and remained together when the person was a child. As expected, the results
indicate that members of minority groups feel depressed more often than others and that
persons whose parents had higher levels of education feel depressed less often. (Readers
should not make too much of the fact that the father’s education appears more important
than the mother’s. The mother’s education correlates highly with the father’s education. In
some samples, the mother’s education appears more important.)

The association between parental breakup and depression does not vanish with ad-
justment for the three measures of childhood family status. In fact, the adjustment produces
no appreciable change in the measured association. The coefficient for parental divorce



Mental Health and Social Circumstances 111

(row 1) remains essentially unchanged. (The tiny increase from .236 to .244 lies well within
the range of random noise in the estimate, as indicated by its standard error. The difference
is .244 - .236 = ,008, which is much smaller than the standard error of .244/3.496 = .070.)
The two regressions (Model 1.1 and Model 1.2) show no support for the hypothesis that the
association is spurious due to childhood family status. These two regressions imply that if
we matched on minority status and parental education, the difference in depression associ-
ated with parental divorce would remain unchanged.

Step 4: Adjusting for Mediators

The fourth step of progressive adjustment controls for hypothetical mediators of the asso-
ciation. A mediator joins the cause to its consequence: It represents a link in the causal
chain. Multiple regression as a statistical procedure does not distinguish mediators from
confounders, but the interpretation of results must distinguish between them. Analysts some-
times fail to make the distinction, leading to serious misinterpretation. When held constant
by adjustment, both confounders and mediators reduce the association between a hypo-
thetical cause and its apparent consequence. The distinction between confounders and
mediators follows from their relationships to the hypothetical cause, as illustrated in Figure
6.1. A confounder precedes both the hypothetical cause and the apparent consequence.
When an association vanishes with adjustment for a precursor, the association is spurious:
The consequence does not result from the hypothetical cause. In contrast, a mediator re-
sults from the hypothetical cause but precedes the apparent consequence. When an asso-
ciation vanishes with adjustment for a mediator, the mechanism of the effect is revealed:
the consequence results from the cause through the mediator.

Typically the adjustment for hypothetical mediators proceeds in stages. Each step
adds adjustment for a block of variables. Sometimes the blocks represent alternative hypo-
thetical mechanisms, and sometimes they represent sequential developmental steps. Analy-
ses can blend these approaches, as in the model represented in Figure 6.1 and estimated in
Table 6.1. The model hypothesizes that the association between childhood parental di-
vorce and adulthood depression is mediated by disrupted schooling, periods of unemploy-
ment, and periods of difficulty meeting household needs. The blocks of hypothetical me-
diators might act as alternative mechanisms, with each creating a separate part of the
association. Alternatively, the blocks might act as a single causal chain, with parental
divorce lowering educational attainment, which increases the frequency of unemploy-
ment, which creates economic hardship, which makes adults feel depressed.

The progressive adjustment in Table 6.1 tests the argument that divorce of parents in
one’s childhood increases depression in adulthood by disrupting education, thereby under-
mining employment and creating economic hardship, which makes people feel depressed.
The results seem partly consistent with the account. Adding adjustment for the person’s
own educational attainment (Model 1.3) reduces the association by 30.3% (100 x [.244 -
1707/ .244 = 30.3). In other words, if those whose parents divorced achieved the same
level of education as others, the difference in depression between these two groups would
be about 30.3% smaller than the observed difference (net of background status). That
reduction seems sizable, but most of the association (69.7%) remains unexplained.

Model 1.4 adds adjustment for being unable to work because of a disability, having
been unemployed for 6 months or more during adulthood, and being currently unemployed.
Adjustment for these variables further reduces the association, making it about 38.9% smaller
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than in Model 1.2. (Interestingly, this adjustment essentially eliminates the association
between minority status and depression.) Model 1.5 adds adjustment for past or recent
difficulties paying bills or buying food, clothing, medicine, or other necessities. The ad-
justment further reduces the association, making it 73.0% smaller than in Model 1.2. The
remaining difference of .066 days per symptom per week is only about 7.4% of the base
rate among persons raised in intact families. The ¢ test for statistical significance indicates
a probability of .294 that a sample drawn from a population with no difference would
show a .066 difference purely by chance. Disrupted education and a history of unemploy-
ment and economic hardship appear to explain the association between divorce of parents
in one’s childhood and depression in adulthood.

Step 5: Revising the Explanation and Model

The final step in a progressive adjustment revises the theoretical explanation so that it
conforms to the statistical results and states alternative or supplemental explanations for
future analysis. As in the example, a single mediator rarely explains all of the association
between the hypothetical cause and consequence. Adjusting for differences in education
explains some of parental divorce’s apparent effect on depression, but not most of it. The
progressive adjustment in Table 6.1 tested the viability of an account focused on education
and its consequences for employment and economic well-being. Disrupted education does
seem to play a part, but the results suggest some other connection too. The results in Table
6.1 imply that the parental divorce leads to unemployment and economic hardship, and
thus to depression, for additional reasons. What might those be?

An alternative explanation might focus on interpersonal consequences. The parental
divorce might leave some children fearful about relationships with other people and unable
to form supportive ones as adults. Indeed, an analysis not shown here (Mirowsky & Ross,
1999) finds that adults whose parents separated or divorced have had more marriages, are
less happy with their present marriages, think of divorce more often, and feel more suspi-
cious of others in general than persons from intact families. Adjusting for those variables
also eliminates most of the association between the parental breakup and depression. Per-
haps the childhood parental divorce has two major effects, with interweaving consequences
raising the frequency of adulthood symptoms. It may be that interpersonal doubts increase
the risk of depressing adulthood unemployment and economic hardship.

The analyst also may want to revise the explanation by making it more specific. For
example, the analyst might ask which aspect of separation and divorce produces the ap-
parent consequences. Is it the simple fact that one parent left the household? The conflict
leading up to that event? The disruption of daily life before and after? The hostility shown
by each parent to the other? The sense of personal loss? The sense of abandonment? The
decline in household economic well-being?

Each progressive adjustment ends with a reconsideration and revision of the theoreti-
cal explanation. The revisions begin a new cycle of analysis.

INTERACTION MODELING

Interaction models specify the moderators that regulate the size of an association. By defi-
nition, a moderator enlarges, diminishes, or reverses the association between two other
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variables (Wheaton, 1985). The search for moderators constitutes a second form of statis-
tical explanation that is distinct from the search for mediators. In the sense that a modera-
tor determines the size and direction (positive or negative) of an association between two
variables, the state of the moderator explains their association.

The distinction between mediators (discussed in the previous section) and modera-
tors (discussed in this section) can seem elusive at first. Analysts need to make the distinc-
tion because mediators and moderators embody different types of theoretical explanation
with different statistical representation. On the theoretical level, a mediator results from
the hypothetical cause and produces its consequence, thus forming the link between them.
In contrast, a moderator changes the relationship between the hypothetical cause and con-
sequence. A moderator could be completely uncorrelated with the hypothetical cause, yet
determine the extent or direction of its effect on the hypothetical consequence. Some mod-
erators are necessary for an effect to occur, as when a precipitating stress is necessary to
turn a predisposition into a disorder. Some moderators buffer potentially damaging shocks,
as when a supportive marriage lessens or absorbs the shock of a stressful event such as the
death of a parent. Some moderators aggravate stresses, irritations, or threats, as when
children in the household magnify the distress associated with unemployment. By defini-
tion, a moderator regulates the direction or strength of the relationship between two other
variables.

Moderators can be external or internal. External moderators are attributes that de-
scribe everyone in all categories of exposure, whereas internal moderators only describe
the members of one category. The distinction can be difficult to grasp when stated in
abstract terms, but a concrete example makes it clear. The effect on depression of being
married rather than unmarried may depend on a person’s number of previous marriages
and on the quality of the current marriage. Whether married or not, everyone has some number
of previous marriages. The number may be zero or one, or two, or three or more. The
important thing is that everyone, whether currently married or not, has some number of
previous marriages. If the number of previous marriages alters the effect of current marital
status on depression, then the number of previous marriages acts as an external moderator
of that association. In contrast, only married people can be unhappy with the marriage and
thinking of divorce. Unmarried people can not be described and compared in these terms.
If unhappiness with the marriage and thoughts of divorce cancel the beneficial effect of
marriage on depression, then these variables act as internal moderators of that association.

Most discussions of interaction modeling focus on external moderators, but model-
ing the internal moderators can be useful too. Both types of interactions describe the con-
ditions that strengthen, weaken, eliminate, or invert an association. The rest of this section
illustrates the models that describe external and internal moderators.

External Moderators

The key to understanding interaction models lies in thinking of regression coefficients as
variables. In the absence of significant interaction, the same regression slope applies to
everyone. In the presence of significant interaction, the slope depends on the moderator.
Most data analysts learn to think of regression coefficients as constants, but these coeffi-
cients actually portray associations that may change depending on circumstances. The prod-
uct-term interaction model represents the most prevalent model from a family that includes
latent growth curves, hierarchical linear models, and nonlinear regressions. Product-term
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interaction models provide the simplest way to describe regression slopes that vary across
segments of the population (Aiken & West, 1991).

B1vARIATE, MULTIPLE, AND CONDITIONAL REGRESSION. To understand product-term
interaction models, one needs to distinguish conditional regression equations from bivari-
ate and multiple regression equations. Consider, for example, the effect of marriage on
depression, which might depend on the number of previous marriages. In the equations
below, D represents the frequency of feeling depressed, M represents the state of being
married (scored 1) or not (scored zero), and P represents the number of previous mar-
riages.

A bivariate regression describes the total association between two variables. Equa-
tion 1 represents the bivariate regression. In it b describes the average difference in de-
pression between married people and others, and b, represents the average frequency of
depression among unmarried people.

B=b,+b M @

Model 2.1 in Table 6.2 shows the bivariate regression estimates. The intercept indi-
cates a mean of 1.179 days per symptom among persons who are not currently married
(1.179 - .432(0) = 1.179). The coefficient for being currently married (row 1) indicates that
married persons average .432 fewer days per symptom than the unmarried, or .747 days per
symptom (because 1.179 - .432(1) =-.747).

A multiple regression describes the association holding constant one or more other
variables. Equation 2 represents the multiple regression controlling for the number of pre-
vious marriages. In this equation, b, describes the average difference in depression be-
tween married people and others who have the same number of previous marriages, and b,
+ b P represents the average frequency of depression among unmarried people with P
previous marriages.

5=b,+bM +bP @

Table 6.2. Modeling External Interactions: Regressions Showing Differences in Depression®
between Adults Who Currently Are Married and Those Who Are Not, Depending
on the Number of Previous Marriages’

Predicted Mean Frequency of Symptoms

Row b, Regressor Model 2.1 Model 2.2 Model 2.3

1 b, Married -.432" -.361"" -.430™
currently (-8.401) (-6.634) (-6.505)

2 b, Previous 142 .083"
marriages (3.955) (1.751)

3 b, Married x 133"
previous marriages (1.843)

4 b, Intercept 1.179™ 1.064™* L

p <.050,* p <.010, " p < .001, one-tailed ¢ test
7 Depression is measured with an index of seven symptoms. Numbers represent the weekly number of days per symptom.
® Unstandardized coefficients with ¢ values in parentheses below. See Note, Table 6.1.
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Model 2.2 shows the multiple regression estimates. Unmarried people with no previ-
ous marriages average about 1.064 days per symptom. Each previous marriage adds an
average of about .142 days per week to an unmarried person’s frequency of each symptom.
By comparison, married people average about .361 fewer days per symptom than unmar-
ried people with the same number of previous marriages. The multiple regression’s &, of -
.361 is smaller than the bivariate regression’s b, of -.432, because part of the association is
spurious. Previous marriages increase depression and some of the lower depression among
married people reflects the fact that they have had fewer previous marriages.

A conditional regression describes how the association depends on the value of a
moderator. Equation 3 represents the conditional regression of depression on marriage,
showing how it depends on the number of previous marriages. In the equation, b, + b,P
describes the average difference in depression between married people and others with P
previous marriages, and b, + b,P represents the average frequency of depression among
unmarried people with P previous marriages. In Equation 3, the slope, as well as the inter-
cept, depends on the number of previous marriages.

5= (b, + b,P)+ (b, + bPIM 3)

Notice that we can rewrite Equation 3 as follows, where a, = b, + b,Pand a, = b, +
b,P.

b=a,+aM 4

Equations 3 and 4 are called the conditional or simple (Aiken & West, 1991) regres-
sion equations. Each distinct value of P implies a different value of the slope and intercept
that describe the relationship between depression and marriage. Model 2.3 of Table 6.2
shows the conditional regression estimates for our running example. Unmarried people
average about 1.111 + .083P days per symptom. Married people differ from them by an
average of -.430 + .133P days per symptom. Each previous marriage adds an average of
about .083 days a week to an unmarried person’s frequency of each symptom, and adds an
average of .133 days to a married person’s frequency. Table 6.3 shows the conditional or
simple regression coeflicients for zero through five previous marriages. According to Model
2.3, each additional previous marriage increases the average frequency of depression among
married people more than among unmarried people. Thus, the apparent benefits of mar-
riage decline with the number of previous marriages and disappear once that number reaches
about three.

When significant interaction exists, a multiple regression coefficient such as b, in
Model 2.2 equals the mean value of the conditional regression coefficient a,. In the ex-
ample, the mean number of previous marriages is .512. That makes the mean value of the
conditional regression coefficient a, equal -.430 +.133 x.512 = -.363. This value is within
rounding error of the -.361 estimated as the value of b, in Model 2.2. If the effect of marriage
depends on P, its multiple regression coefficient adjusting for P represents its average
effect. That beneficial average effect might get smaller in the future if the average number
of previous marriages increases.

EXTERNAL PropUCT TERMS.  The conditional regression model has one drawback. Stan-
dard regression programs cannot directly estimate coefficients such as a, that depend on
other variables. Product terms provide the easiest and most common way to model interac-
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Table 6.3. Conditional or Simple Regressions: Regressions Showing Differences
in Depression® between Adults Who Currently Are Married and Those Who Are Not,
Depending on the Number of Previous Marriages (P)’

Predicted Mean Frequency of Symptoms Percent
P b,+b, P b +b, P a, a, of sample
0 1.111 +.083 x 0 -430+.133x0 1.111 -.430 60.9
1 1111 +.083 x 1 -430+.133x 1 1.194 -.297 29.5
2 1.111 +.083 x 2 -430 +.133x2 1.277 -.164 7.4
3 1.111 +.083 x 3 -430 +.133%x3 1.360 -.031 1.6
4 1.111 +.083 x 4 -430 +.133 x4 1.443 102 0.4
5 1.111 +.083 x5 -430 +.133 x5 1.526 235 0.1

« Depression is measured with an index of seven symptoms. Numbers represent the weekly number of days per symptom.
¢ Unstandardized coefficients with ¢ values in parentheses below. See Note, Table 6.1.
Note. See Equations 3 and 4 for notation.

tions. A product term is a new variable created by multiplying together two other variables.
Multiplying through Equation 3 and collecting terms produces Equation 5, which shows
how product terms solve the estimation problem. The researcher computes a new variable
that equals the product of two others (such as P x M), and enters all three (P, M, and P x M)
as independent variables in a regression. Product terms allow the data analyst to estimate
and test interaction models using standard regression programs.

B=b,+bM+b,P+b,(PxM) )

The product term’s coefficient b, represents the effect of the moderator (P) on the
association between the other two variables (D and M). The ¢ test for the product term’s
coefficient b, tests the null hypothesis that there is no interaction. The results in Table 6.2
show a ¢ value of 1.843 for this coefficient. For a one-tailed test, the ¢ value indicates that
there is less than a 5% chance that a random sample of 2,539 persons would yield the
observed coefficient of .133 by chance if there were no real interaction in the population
from which the sample is drawn. Thus, it seems reasonable to reject the null hypothesis of
no interaction. If b, were not significant, then we could remove the product term from the
model and proceed on the assumption that marriage has the same effect regardless of the
number of previous marriages. Because b, is significant, we must proceed on the assump-
tion that the effect of marriage depends on the number of previous marriages.

Adding a product term to a regression model changes the meaning of the coefficients
associated with the component variables. In the multiple regression of Model 2.2, the coef-
ficient b, represents the effect of marriage holding previous marriages constant, or the
effect given the mean number of previous marriages. In contrast, the coefficient b, in Model
2.3 represents the effect of marriage on depression among people with no previous mar-
riages (P = 0). The ¢ test for b, in Model 2.3 tests the null hypothesis that there is no
significant difference in depression between married and unmarried people with no previ-
ous marriages (P = 0). Likewise the 7 test for b, in Model 2.3 tests the null hypothesis that
there is no significant effect of previous marriage among persons who are currently unmar-
ried (M = 0). Data analysts must remember that adding the product term changes the mean-
ing of the “lower order” coefficients. The coefficient of a lower order term represents the
effect of that factor when the other term in the product term equals zero.
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EXTERNAL CRITICAL POINTS. When an interaction exists, the association may vanish
when the moderator takes a particular value. Data analysts call that value the critical point. It
divides the conditions under which the association is negative from the ones under which it
is positive. In the example, the emotional benefits of marriage get smaller as the number of
previous marriages increases. At some point, the benefits of marriage may vanish alto-
gether. The data analysts can use the results from the product-term modet to find such
critical points, such as the critical number of previous marriages P . Setting the conditional
regression coefficient a, to zero and solving for P_tells us the number of previous mar-
riages at which the emotional benefits of marriage disappear.

a,=b+bpP =0 6)
P =-b/b, @)

According to the results for Model 2.3, the dividing line is at .430/.133 =3.233. Thus, the
model implies that people with one or two previous marriages are less depressed if cur-
rently married. People with more than three previous marriages are more depressed if
currently married.

CAuTiONS ABOUT EXTERNAL INTERACTIONS AND CRITICAL POINTS.  Reading the model
by working out its implications provides insight. However, the analyst must remember
several things. First, an estimated critical point such as P, may lie in a region where data are
sparse. In the data used for the regressions of Table 6.2, only 12 people have had more than
three previous marriages, half of 1% of the sample. Only 42 people, or 1.6%, have had
three previous marriage. Indeed 60.9% have had no previous marriages, and 29.5% have
had only one, for a total of 90.4%.

Second, some aspects of the model represent untested assumptions. The product-term
model implies that the association may switch from negative to positive at some point. An
alternative form of model might imply that the association approaches zero but never
switches. Such an alternative might fit the data as well as the product-term model, or better.

Finally, the regression coefticients used in the calculations are estimates with some
degree of inaccuracy. The ¢ value of 1.843 indicates that the standard error of the product
term’s coefficient is more than half the value of the coefficient (1/1.843 = .543). Ifa
crossover point really exists, its true value might be considerably higher or lower than the
estimate because of imprecision. A later section describes how to sharpen the accuracy of
the regression coefficients used to estimate critical points.

Internal Moderators

Sometimes the qualities of a situation determine the effect of being in it (Ross & Mirowsky,
1992). Internal moderators represent differences applicable only to the individuals in a
particular situation that affects outcomes. We often wish to compare these internal varia-
tions to the effect of being outside the situation. For example, the effect of employment on
emotional well-being might depend on the job’s pay, level of authority, prestige, and the like,
making some jobs more distressing than not working. In the case of marriage, its association
with depression might depend on the quality of the marriage. Individuals who are unhappy
with their marriages and think often of divorce may be as depressed or even more depressed,
on average, than persons who are not married.
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Historically most investigations of moderators have concentrated on testing external
ones. However, some theories describe internal moderators. In the example, common sense
tells us that the emotional benefits of a marriage may depend on qualities of the marriage
itself. How can researchers measure the effects of those qualities on the emotional benefits
of marriage? Many investigators study internal mediators by limiting the sample. In the
example, that would mean looking only at married people and studying the effect of un-
happy marriages and thoughts of divorce on depression. The trouble with limiting the
sample is that it loses the comparison to unmarried people. That comparison might be
important.. For example, people might get divorced when their marriages are so depress-
ing that unmarried people are less depressed. Or they might seek help.

INTERNAL MIODERATOR MODELS. Analysts usually find it useful to score moderators so
that zero represents the mean, median, mode, or some other typical value used as the point
of reference (Aiken & West, 1991). This especially applies to internal moderators. Equa-
tion 8 shows an internal moderator model, where U is unhappiness with the current mar-
riage and T is thoughts of divorce (Cohen, 1968). As before, P is the number of previous
marriages, D is the average weekly frequency of seven symptoms of depression, and M
equals 1 for married persons and zero for others. Most married persons report being very
happy with their marriages and never thinking about divorce. They are assigned scores of
zero on U and T. Thus b, represents the effect of marriage on depression for persons with
no previous marriages (P = 0) who say they are very happy with their marriages (U = 0)
and never think of divorce (7= 0). Individuals who say they are very unhappy with their
marriages are assigned a score of 1 on U. Thus, b, represents the difference in the effect of
marriage for people in very unhappy marriages compared to those in very happy mar-
riages. Similarly, individuals who say they think of divorce very often are assigned a score
of 1 on T. Thus, b, represents the difference in the effect of marriage for them compared to
the effect for persons who never think of divorce. Intermediate responses on U and T have
scores of .333 and .667.

B=(b,+b,P)+ (b, +bP+b U+bT)M 8

Equation 8 describes a conditional regression in which g, equals b, + b,P and q,
equals b +b,P+b,U+ b,T. Table 6.4 shows the estimated regression coefficients. According
to Model 4.1 the difference in depression associated with being married rather than un-
married equals -.459 + .095P + .948U + .525T. The model implies that people in their first
marriages who are very happy with their marriages and never think of divorce are less
frequently depressed than unmarried people with no previous marriages (-.459 +.095 x 0
+.948 x 0 +.525 x 0 = -.459). In contrast, people in their first marriages who are very
unhappy with their marriages and often think of divorce are much more frequently de-
pressed than unmarried people with no previous marriages (-.459 + .095 x 0+ .948 x 1 +
525 x 1=1.014).

INTERNAL PrRODUCT TERMS. Multiplying through Equation 8 and collecting terms show
the variables needed to estimate the model (Cohen, 1968). In Equation 9, all of the product
terms equal zero for unmarried persons. Thus, the product term U x M equals zero for
unmarried persons and U for married persons. Likewise, the product term T x M equals
zero for unmarried persons and T for married persons. This does not mean that the model
equates being unmarried (scored zero on both products) with being very happily married
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Table 6.4. Modeling Internal Interactions: Regressions Showing Differences in Depression®
Between Adults’ Who Currently are Married and Those Who Are Not, Depending

on the Number of Previous Marriages and, If Married, the Degree of Unhappiness

with the Marriage and the Frequency of Thoughts about Divorce+?

Frequency Logged Frequency®

Row b, Regressor Model 4.1 Model 4.2

1 b, Married currently -.459* -.689™*
(-7.062) (-9.905)

2 b, Previous marriages .094* -.026
(1.999) (-.525)

3 b, Married x previous marriages .095 238"

‘ (1.334) (3.125)

4 b, Married x unhappy with marriage .948™ 1.016***
(4.821) (4.833)

5 by Married x think about divorce 525 651"
(4.821) (5.151)

6 b, Intercept 1.002*" ~730"

7 F Goodness of fit 33.667"" 47.965""

p <.050, ™ p<.010, ™ p < .001, one-tailed ¢ test

 Depression is measured with an index of seven symptoms. Numbers represent the weekly number of days per symptom.

¢ Very happy with the marriage is coded 0, somewhat happy is coded .333, somewhat unhappy is coded .667, and very unhappy
is coded 1.

 Never thinking of leaving the relationship is coded 0, rarely thinking of it is coded .333, sometimes thinking of it is coded .667,
and often thinking of it is coded 1.

4 Unstandardized coefficients with ¢ values in parentheses below.

¢ Individuals who reported having none of the seven symptoms in the previous week were assigned a score of .5/7 before taking
the natural log.

See Note Table 6-1.

and never thinking about divorce (also scored zero on both products). The model distin-
guishes between those states by including M.

b6=b,+bM+bP+b(PxM)+b (UxM)+b (TxM) &)

INTERNAL CriTicAL PoINTs. Each internal moderator potentially may change the ex-
pectation for persons in a situation until it matches the expectation for persons not in it. In
the example, unhappiness with the marriage and thoughts of divorce may eliminate the
expected difference in depression between married persons and others. Combined with the
number of previous marriages, the internal moderators determine the coefficient represent-
ing marriage’s effect. Setting that effect to zero and solving for a moderator yields its
critical value.

a,=b +bP+bU+bT=0 (10)
P_=(-b/b) + (-b/b)U + (-bJb)T (1)
U = (-b/b) + (-bJb)P + (-b/b)T 12)
T = (-b /b)) + (-b/b)P + (-b /b)U 13)

The critical value of each moderator depends on the states of the other moderators.
For example, the critical level of unhappiness with the marriage at which its salutary effect
vanishes is U = (.459/.948) + (-.095/.948)P + (-.525/.948)T = .484 -.100P - .554T. If some-
one has no previous marriages and never thinks of divorce, then .484 is the critical level of
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unhappiness with the marriage. That score corresponds to being somewhat unhappy with
the marriage. However, if the person has one previous marriage (P = 1) and sometimes
thinks about divorce (7 = .333), then the critical level of unhappiness with the marriage is
much less: .484 - (.100 x 1) - (.554 x .333) =.200. That score corresponds to being some-
what happy with the marriage. The internal and external moderators operate collectively.
Each one defines the critical values of the others.

INDEXES OF PATHOLOGY AND THE EFFICIENCY
OF REGRESSION ESTIMATES

Random errors in regression estimates pose a special problem for interaction analysis. By
their nature, interaction models test the effects of combinations of traits. The important
combinations might be uncommon. When testing interactions, researchers need to take
special care to maximize the efficiency of the regression estimates. An efficient estimate
varies little across samples from the true population value. Greater efficiency increases the
power of significance tests, thus increasing the probability of detecting the effect of an
uncommon combination of traits. Greater efficiency also increases the accuracy of critical-
point estimates, which use two or more regression coefficients.

Indexes of pathology often have one feature that reduces the efficiency of regression
estimates: highly skewed distributions. Most people most often have no symptoms or only
a few. Indexes that count symptoms typically produce scores that cluster near the minimum
value of zero. The more skewed the dependent variable, the less efficient the regression
estimates. Inefficient estimates have high standard errors, which means that two samples
taken from the same population often produce very different results. Skewed dependent
variables decrease efficiency because they create a correlation between the predicted value
and the variance of the prediction error, called heteroscedasticity. Transformations that reduce
the skewness of the distribution reduce the correlation between the error variance and the
prediction and thus improve efficiency (Hamilton, 1992).

Texts on interaction modeling typically recommend one method for improving effi-
ciency: centering variables before calculating product terms (e.g., Aiken & West, 1991).
Centering is scoring a variable so that zero represents a typical value such as the mean,
median, or mode. Centering makes it easier to read the regression results, but it also has a
purely statistical effect. Centering the interacting variables reduces the correlation of the
product term (e.g., M x P) with its lower order factors (M and P). That greatly increases the
efficiency of the coefficients associated with the lower order terms. Unfortunately, it has no
effect on the efficiency of the coefficient associated with the product term (Aiken & West,
1991, p. 35). In contrast, transformations that reduce skewness in the distribution of the
dependent variable can increase the efficiency of the product term’s coefficient. As a con-
sequence, a transformation that reduces the skewness of the dependent variable can im-
prove the power to detect effects of uncommon combinations and improve the precision of
estimated critical points.

Transformation to Reduce Skew

Several transformations can reduce the positive skew in symptom counts (Hamilton, 1992).
The two most common transformations take the square root or the log. Taking the log
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produces a model that is easier to interpret than one taking the square root. However, the
log of zero is undefined. (Punch zero into your scientific calculator and hit the “In” key. It
will say you have made an error.) Often, many cases report no symptoms. In the data for
the examples, 777 persons reported no symptoms of depression. Before taking the log, it is
necessary to assign a nonzero value to persons who reported having no symptoms. The
lowest observed nonzero score comes from having one of the seven symptoms in the index on
one day of the week, for a score of 1/7 = .143. Half that frequency, or one symptom one
day every other week, would be a score of .5/7 = .071. Assigning that value to cases that
reported no symptoms in the past week makes it possible to take the log without losing
cases due to undefined values.

The natural-log transformation of the depression scale reduces the skewness of its
distribution from 2.111 to .171 (where zero is ideal). Table 6.4 shows the gain in efficiency.
The F ratio measures the overall goodness of fit. It increases from 33.667 in the Model 4.1
to 47.965 in Model 4.2. The ¢ values associated with the product terms all increase com-
pared to their corresponding values in the unlogged Model 4.1. The ¢ value of the coeffi-
cient b,, representing the interaction between current and previous marriage, increases
markedly from 1.334 in Model 4.1 to 3.125 in Model 4.2. That means the standard error of
the estimate drops from 75.0% of the coefficient’s value (1/1.334 = .750) to 32.0% (1/
3.125=.320). The standard error of b, (in row 1) also drops, from 14.2% of the coefficient
t0 10.1%.

Together, the more accurate coefficients locate the critical points more precisely. For
example, Model 4.1 implies that the critical number of previous marriages P_equals 4.832
- 9.974U - 5.526T, whereas Model 4.2 implies that P, equals 2.895 - 4.269U - 2.735T.
Thus, the unlogged model implied that it would take five previous marriages for the emo-
tional benefits of a happy marriage with no thoughts of divorce to vanish. The logged
model implies that it would take only three previous marriages.

Only one coefficient (,) appears more significant in the unlogged Model 4.1 than in
the logged Model 4.2. Among unmarried persons, previous marriages significantly increase
the predicted frequency of symptoms, but not the predicted log frequency. Given the lower
overall efficiency of Model 4.1, the apparent statistical significance of b, is probably a
false positive. If the true value of a parameter is zero, greater efficiency puts sample esti-
mates closer to that true value.

Mean Logs and Geometric Means

Transformation of the dependent variable changes more than just the efficiency of esti-
mates. It changes the form of the model and the central tendency that it predicts. By de-
sign, a regression model describes the mean value of the dependent variable expected for
given specific values of the predictors. A predicted symptom count carries intuitive meaning.
In Model 4.1, people who are not married and never have been average 1.002 days per
symptom. Everyone knows the meaning of a day. In Model 4.2, people who are not married
and never have been married average -.730 logged days per week (base ¢). What does that
mean? Logged days carry little intuitive meaning. To grasp the magnitude the prediction
must be translated back into days. The function €Y", or EXP(Y"), changes the predicted
log of days into predicted days. Thus EXP(-.730) = .482 days per symptom.

The exponentiated mean of a logged variable is called its geometric mean.
Exponentiating the predicted log yields the predicted geometric mean. Notice that the pre-
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dicted arithmetic mean of 1.002 days per symptom is much larger than the predicted geo-
metric mean of .482 days per symptom. The geometric mean is like a median. In fact, the
closer the logged distribution is to normal, the closer the geometric mean is to the median.
Thus, the logged model implies that approximately half of the people who are not married
and never have been married report fewer than .482 days per symptom and half report
more.

To calculate a predicted geometric mean, calculate the predicted log and then
exponentiate. The geometric mean predicted for happily married persons who never think
of divorce and were never married before is EXP([-.730 - .026 x 0] + [-.689 + .238 x 0 +
1.016 x 0 + .651 x 0] x 1) = EXP(-1.419) = .242, which is 50.2% of the geometric mean
predicted for unmarried persons (.242/.482 = .502). A happy first marriage appears to cut
the median frequency of depressive symptoms in half.

Multiplicative Coefficients

The log transformation of the dependent variable changes the interpretation of the regres-
sion coefficients as well as the interpretation of the predicted values. Exponentiating the
predicted log produces a fully multiplicative model, as illustrated in Equations 14 and 15.

Ins=a,+aM 14)

B =" = gnraM = grognM = m M 15

Exponentiating a regression coefficient from Model 4.2 yields a multiplier. Each mul-
tiplier describes the geometric mean predicted for persons with a score of one on the variable
as a fraction of the geometric mean predicted for persons with a score of zero, other things
being equal. For example, the coefficient b, in Model 4.2 equals -.689. Raising e to that
power yields a value of .502. Thus, the geometric mean predicted for happily married
persons who never think of divorce and were never married previously is about 50.2% of
the geometric mean predicted for never married persons. Notice that this is the same value
calculated in the preceding paragraph by computing the prediction for each group and
taking the ratio.

CONCLUSION

Searching for mediators and moderators constitutes two main strategies of sociological
research on mental health. Although distinct, the two approaches share a tactical goal: the
specification of circumstances under which an association vanishes.

The examples in this chapter address two of many questions about emotional well-
being that interest sociologists. The literature on the two topics provides additional ex-
amples of the methods that readers may want to review. McLeod (1991) and Aseltine (1996)
used progressive adjustment to find mediators between depression and childhood parental
divorce. McLeod studied the effect of the divorce on adulthood depression. She found that
the childhood parental divorce reduced educational attainment and adulthood income, re-
duced the age at first marriage, increased the number of marriages, and decreased the quality
of current marriages. She found that the reduced quality of current marriages accounted
for most of the association between adult depression and childhood parental divorce.
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Aseltine studied the effects of parental divorce on adolescent depression. He found that
economic hardship associated with being in one-parent households accounted for most of
the lasting effects of parental divorce on adolescent depression.

Wheaton (1990) and Jekielek (1998) used interaction modeling to study conditions
that might reduce the distress associated with divorce. Wheaton found that divorce gener-
ally increased an adult’s distress over the short run (about 2 years), but eventually de-
creased distress compared to predivorce levels for persons whose marriages had lacked
affection, companionship, and sharing. Jekielek found that children from high-conflict
families were psychologically better after a parental divorce than before, and better than
children who remained in high-conflict families.

Once sociologists know that an association exists, they want to know why. Why are
women more depressed than men? Why are men more destructive than women? Why are
young adults more anxious than old adults? The chapters that follow summarize the re-
sults of many studies that used progressive adjustment and interaction modeling to answer
such questions. Through the dissection of statistical correlation, sociologists find insights,
answers, and new questions.
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PART III

The Social Distribution
of Mental Illness



CHAPTER 7

Overview of Descriptive
Epidemiology of Mental Disorders

RoNALD C. KESSLER
SHANYANG ZHAO

INTRODUCTION

Epidemiology is the study of the distribution and correlates of illness in the population.
The three stages of epidemiological investigation are descriptive, analytic, and experimental.
Descriptive epidemiology is concerned with the distribution of illness onset and course,
whereas analytic epidemiology is concerned with the use of nonexperimental data to elu-
cidate causal processes involved in illness onset and course, and experimental epidemiol-
ogy is concerned with the development and evaluation of interventions aimed at modify-
ing risk factors to prevent illness onset or to modify illness course. Most epidemiological
studies of psychiatric disorders are either descriptive or analytic. Historically, much of the
important work in these areas has been done by sociologists. Experimental psychiatric
epidemiology is more rare. A challenge for sociologists working in psychiatric epidemiol-
ogy is to refine their analytic models sufficiently to establish the basis for structural inter-
ventions. See Rothman (1986) for an introduction to epidemiology overall and Tsaung,
Tohen, and Zahner (1995) for an introduction to psychiatric epidemiology.

The chapters in this section of the handbook review recent work in descriptive psychi-
atric epidemiology. The focus is on areas that the sociology of mental illness has tradition-
ally focused on most intently: class and race, age and gender, marriage and work. Intrigu-
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ing patterns have been found and continue to be explored in all these areas. These patterns
provide hints as to the ways in which social structure influences the distribution, manifes-
tation, recognition, labeling, and societal responses to mental illness. These hints are the
raw materials used by sociologists to develop, refine, and empirically test theories about
the social antecedents and consequences of mental illness. The present chapter sets the
stage for those later in the section by providing an overview of current knowledge about
descriptive psychiatric epidemiology. We begin with a historical overview and then present
recent statistics on the prevalence and sociodemographic correlates of mental illness.

HISTORICAL OVERVIEW

Although descriptive studies comparing admission to and discharge rates from asylums
were carried out as early as the seventeenth century, it was not until the early nineteenth
century that studies began to appear that linked social structure to individual illness out-
comes (Hunter & Macalpine, 1963). The latter consistently documented associations that
were interpreted as showing that environmental stresses, especially those associated with
poverty, can lead to psychiatric disorders. For example, in one of the best known of these
early studies, Burrows (1820) documented a time series association between admission
rates to British mental asylums and crop failures, and argued that this association showed
financial adversity to be a cause of insanity. Later in the century, in the most famous psychi-
atric epidemiological study carried out in nineteenth-century America, Jarvis (1855) docu-
mented a relationship between poverty and insanity in the 1850 Massachusetts Census and
interpreted this association as being due to the stresses of poverty.

Research using archival statistics continued to be the mainstay of descriptive psychi-
atric epidemiology up to the middle of the twentieth century. Important sociological stud-
ies in this tradition included Durkheim’s (1951) famous study of suicide, the work of Faris
and Dunham (1939) on the social ecology of schizophrenia, and the Hollingshead and
Redlich (1958) study of social class and mental illness. These classic studies set the agenda
for much of the current work reviewed in this section of the handbook.

Most of these early studies were hampered by the fact that they focused on archival
data, which confounded information about help seeking and labeling with information about
illness prevalence. In the few cases where population data were used rather than treatment
statistics, such as the Jarvis study, there existed concerns about the accuracy of case as-
sessment. Indeed, the initial data collected by the Massachusetts census takers for Jarvis’s
study were so clearly biased by underreporting that Jarvis had to carry out a second census
of over 1,700 physicians, clergy, and other key informants to identify the insane people in
their communities. This key-informant method continued to be the main approach to study-
ing the population prevalence of psychiatric disorders until the end of World War II. Al-
though this method was useful in avoiding the help-seeking biases associated with treat-
ment studies and the concealment biases associated with self-report studies, key informants
tended to miss people whose disorders were characterized more by private distress than
public acting out. This approach led to an underestimation of disorder overall as well as a
distorted picture of disorders being much more prevalent among men than women.

The end of World War II brought with it a growing appreciation of these methodological
problems as well as a growing concern about the prevalence of mental illness. This con-
cern was heightened by the fact that many Selective Service recruits for World War I1 were
found to suffer from emotional disorders and to return from the war with what is now
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known as posttraumatic stress disorder. One response was the initiation of a number of
local and national surveys of psychiatric disorders based on direct interviews with repre-
sentative community samples.

The earliest of these postwar surveys were either carried out by clinicians or used lay
interview data in combination with record data as input used in clinician evaluations of
caseness (e.g., Leighton, 1959; Srole, Langer, Michael, Opler, & Rennie, 1962). In later
studies, clinician judgment was abandoned in favor of less expensive self-report symptom
rating scales that assigned each respondent a score on a continuous dimension of nonspe-
cific psychological distress (e.g., Gurin, Veroff, & Feld, 1960). Controversy surrounded
the use of these rating scales from the start, focusing on such things as item bias, insensi-
tivity, and restriction of symptom coverage (e.g., Dohrenwend & Dohrenwend, 1965; Seiler,
1973). Nonetheless, these measures continued to be the mainstay of community psychiatric
epidemiology through the 1970s.

There were three factors that accounted for the attraction of symptom rating scales in
these studies. First, these scales were much less expensive to administer than clinician-
based interviews. Second, as compared to dichotomous clinician caseness judgments, con-
tinuous measures of distress dealt directly with the actual constellations of signs and symp-
toms that existed in the population, as distinct from the classification schemes imposed on
these constellations by the psychiatrists who created the official diagnoses of the Diagnos-
tic and Statistical Manual of Mental Disorders (DSM) of the American Psychiatric Asso-
ciation (APA). Third, the clinician-based diagnostic interviews available during this period
of time did not have good psychometric properties when administered in community samples
(Dohrenwend, Yager, Egri, & Mendelsohn, 1978).

However, there were also disadvantages of working with rating scales. Perhaps the
most important of these was that there was nothing in these measures themselves that
allowed researchers to discriminate between people who did and did not have clinically
significant psychiatric problems. This differentiation was less important to social scien-
tists, whose main concern was characterizing the range of distress associated with struc-
tural variations, than to clinicians and social policy analysts who wanted to make decisions
regarding such things as the number of people in need of mental heaith services. A divi-
sion consequently arose within the field of psychiatric epidemiology that lingers to this
day, with sociologists focusing much of their research on studies of dimensional distress,
and psychiatric epidemiologists focusing their research on studies of dichotomous caseness
designations.

A middle ground between these two positions was sought by some researchers who
developed rules for classifying people with scores above a certain threshold of distress
scales as psychiatric “cases” (e.g., Radloff, 1977) and studied both continuous and di-
chotomous outcomes. The precise cutpoints used in this research were usually based on
statistical analyses that attempted to discriminate optimally between the scores of patients
in psychiatric treatment and those of people in a community sample. However, as noted
earlier, considerable controversy surrounded the decision of exactly where to specify
cutpoints. Dichotomous diagnostic measures allowed this sort of discrimination to be made
directly, based on an evaluation of diagnostic criteria, but these interviews were not precise
due to lack of agreement on appropriate research diagnostic criteria and absence of valid
instruments for carrying out research diagnostic interviews.

It was not until the late 1970s that the field was able to move beyond this limitation
with the establishment of clear research diagnostic criteria (Feighner, Robins, & Guze,
1972) and the development of systematic research diagnostic interviews aimed at
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operationalizing these criteria (Endicott & Spitzer, 1978). The early interviews of this type
required administration by clinicians, which yielded rich data but limited their use in epide-
miological surveys because of the high costs associated with large-scale use of clinicians
as interviewers. The majority of interviewers in these studies were clinical social workers.
In light of the high costs and logistical complications of mounting a large field operation
using professionals of this sort as interviewers, it is unsurprising that only a handful of
such studies were carried out and that these studies were either quite small (e.g., Weissman
& Myers, 1978), based on samples that were not representative of the general population
(e.g., Kendler, Neale, Kessler, Heath, & Eaves, 1992), or were carried on outside the United
States in countries where the cost of clinician interviewing was much lower (e.g.,
Dohrenwend, Levav, Shrout, & Schwartz, 1992),

Two responses to this situation occurred in the late 1970s. The first was the refine-
ment of two-stage screening methods in which an inexpensive first-stage screening scale
could be administered by a lay interviewer to a large community sample and followed
with more expensive second-stage, clinician-administered interviews for the subsample of
initial respondents who screened positive, plus a small subsample of those who screened
negative (Newman, Shrout, & Bland, 1990). The hope was that two-stage screening would
substantially reduce the costs of conducting clinician-administered community epidemio-
logical surveys. However, problems associated with reduced response rates due to the
requirement that respondents participate in two interviews and the increased administrative
costs associated with logistical complications in this design prevented it from being used
widely in community surveys, although it was, and continues to be, used in surveys of
captive populations, such as schoolchildren in classrooms.

The second response was the development of research diagnostic interviews that could
be administered by lay interviewers. The first instrument of this type was the Diagnostic
Interview Schedule (DIS; Robins, Helzer, Croughan, & Ratliff, 1981), which was devel-
oped with support from the National Institute of Mental Health (NIMH) for use in the
Epidemiologic Catchment Area (ECA) study (Robins & Regier, 1991). Several other inter-
views, most of them based on the DIS, have subsequently been developed. The most widely
used of these is the World Health Organization’s Composite International Diagnostic Inter-
view (CIDI; WHO, 1990).

The remainder of this chapter provides a selective overview of the results regarding
the descriptive epidemiology of psychiatric disorders in the United States, based on recent
surveys that have used the DIS or CIDI. The focus is on the prevalence of dichotomously
defined disorders as set forth in the DSM of the APA. Although a number of versions of
the DSM classification scheme exist, most of the results reported here are based on the
revised third edition (DSM-III-R: American Psychiatric Association, 1987), because this
is the system that has been the basis for most recent general population research on the
prevalence of psychiatric disorders.

It is important to recognize that there is an inherent ambiguity in making the dichoto-
mous decision that is required in the DSM to define some people as “cases” and others as
“noncases.” This ambiguity is recognized by the clinicians who are involved in work to
establish diagnostic criteria (Frances, Widiger, & Fyer, 1990). In some ways, this ambigu-
ity is not terribly different from the situation in areas of physical medicine where yes—no
treatment decisions have to be made based on continuous data, such as the decision of
where to draw the line in blood pressure readings to define hypertension. Decisions of this
sort are usually made on the basis of actuarial evidence regarding subsequent risk of some
fairly well-defined outcome (e.g., stroke) associated with the continuous measure, but there
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is certainly no expectation that all of the people on one side of the line will experience the
outcome or that none on the other side of the line will do so. However, the situation is more
difficult in the area of psychiatric assessment because there are no relatively unequivocal
dichotomous outcomes equivalent to having a heart attack or stroke that can be used as a
gold standard. Nonetheless, despite this ambiguity, it is necessary for social policy pur-
poses to make dichotomous diagnostic distinctions of this sort. That is why we do so here.

Data Sources

The need for general population data on the prevalence of mental illness was recognized
two decades ago in the report of President Carter’s Commission on Mental Health and
Illness (President’s Commission on Mental Health and Illness, 1978). It was impossible to
undertake such a survey at that time due to the absence of a structured research diagnostic
interview capable of generating reliable psychiatric diagnoses in general population samples.
As noted earlier, the NIMH, recognizing this need, funded the development of the DIS, a
research diagnostic interview that could be administered by trained interviewers who are
not clinicians. The DIS was first used in the ECA study, a landmark effort in which over
20,000 respondents were interviewed in a series of five community epidemiological sur-
veys (Robins & Regier, 1991; see Chapter 26 this volume). The ECA has been the main
source of data in the United States on the prevalence of psychiatric disorders and utiliza-
tion of services for these disorders for the past decade (Bourdon, Rae, Locke, Narrow, &
Regier, 1992; Regier, Narrow, Rae, Manderscheid, Lock, & Goodwin, 1993; Robins, Locke,
& Regier, 1991) and is a major source of data for the review presented in this chapter.

General population reliability and validity studies of the DIS (Anthony et al., 1985;
Helzer et al., 1985) showed generally low agreement between DIS classifications and the
classifications independently made by clinical reinterviews. However, these validity prob-
lems were found to be concentrated mong respondents who either fell just short of meet-
ing criteria or barely met criteria, with the errors due to false positives and false negatives
tending to balance out to produce fairly consistent total population prevalence estimates
(Robins, 1985). Although this observation provides no assurance that the different errors
are counterbalanced in all important segments of the population (Dohrenwend, 1995), the
documentation that this is true in the population as a whole suggests that the ECA results
yield useful overall prevalence data.

The ECA Study was carried out in five metropolitan areas in the United States. The
results consequently tell us nothing about the 20% of the United States population that live
in rural areas. This problem was subsequently addressed when the NIMH funded the Na-
tional Comorbidity Survey (NCS; Kessler, McGonagle, Zhao, et al., 1994), a household
survey of over 8,000 respondents, ranging in age from 15-54 that was carried out in a
widely dispersed (174 counties in 34 states) sample designed to be representative of the
entire United States. The NCS interview used a modified version of the DIS known as the
CIDI (Robins et al., 1988). The CIDI expanded the DIS to include diagnoses based on
DSM-III-R criteria. WHO field trials of the CIDI have documented adequate reliability
and validity for all diagnoses (for a review, see Wittchen, 1994). However, it is important
to recognize that most of the WHO field trials were carried out in clinical samples. Previ-
ous research has shown that the estimated accuracy of diagnostic interviews is greater in
clinical samples than in general population samples (Dohrenwend et al., 1978). Therefore,
the same caution regarding diagnostic accuracy, as noted earlier in the discussion of the
ECA, is needed in interpreting the results of the NCS.
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A final point regarding data sources that needs to be mentioned here concerns diag-
nostic coverage. Almost all of the diagnoses are Axis I disorders in the DSM-III and DSM-
II1I-R diagnostic systems. Not all Axis I disorders are covered in these surveys. However,
the most commonly assessed Axis I disorders are Mood Disorders (Major Depression,
Dysthymia, Mania), Anxiety Disorders (Generalized Anxiety Disorder, Panic Disorder,
Phobia, Obsessive—Compulsive Disorder, Posttraumatic Stress Disorder), Addictive Dis-
orders (Alcohol Abuse and Dependence, Drug Abuse and Dependence), and Nonaffective
Psychoses (Schizophrenia, Schizophreniform Disorder, Schizoaffective Disorder, Delu-
sional Disorder, Brief Psychotic Reaction).

Axis II disorders, which include personality disorders and mental retardation, are gen-
erally not covered, although Antisocial Personality Disorder (ASPD) and some measures
of cognitive impairment are often assessed. The absence of information on personality
disorders other than ASPD is a major omission but was necessitated by the fact that valid
structured diagnostic interview methods to assess personality disorders did not exist at the
time these surveys were carried out.

This situation is changing rapidly, however, as several groups are working to develop
measures of personality disorders that are appropriate for use in general population sur-
veys (e.g., Lenzenweger, Loranger, Korfine, & Neff, 1997; Pilkonis et al., 1995) and we
can anticipate, based on this work, that future large-scale epidemiological surveys will
include comprehensive evaluations of personality disorders. For now, though, our review
of evidence regarding the prevalence of personality disorders other than ASPD has to rely
on the results of a small number of surveys from around the world that have been carried
out using one of the recently developed assessment methods.

LIFETIME AND RECENT PREVALENCES
OF AXIS I DSM-III-R DISORDERS

We focus on results from the NCS because this is the only nationally representative survey
in the United States to have assessed the prevalences of a broad range of DSM-III-R disorders.
The results in Table 7.1 show prevalence estimates for the 15 lifetime and 12-month disor-
ders assessed in the core NCS interview. Lifetime prevalence is the proportion of the
sample that ever experienced an episode of the disorder, whereas 12-month prevalence is
the proportion reporting an episode of the disorder in the 12 months prior to the interview.

As shown in Table 7.1, the most common psychiatric disorder assessed in the NCS is
major depression. However, in terms of broad classes of disorder, addictive disorders and
anxiety disorders are somewhat more prevalent than mood disorders. Approximately one
in every four respondents reported a lifetime history of at least one addictive disorder, and
a similar number reported a lifetime history of at least one anxiety disorder. Approxi-
mately one in every five respondents reported a lifetime history of at least one mood
disorder. Anxiety disorders, as a group, were considerably more likely to occur in the 12
months prior to interview than either addictive disorders or mood disorders, suggesting
that anxiety disorders are more chronic than either addictive disorders or mood disorders.
The prevalence of other NCS disorders is much lower. As shown in the last row of Table
7.1, almost half of the sample reported a lifetime history of at least one disorder and one in
three had at least one disorder in the preceeding year.

Although there is no meaningful sex difference in the overall prevalence, there are sex
differences for specific disorders. Consistent with previous research (Bourdon et al., 1992;
Robins et al., 1981, 1991), men are much more likely to have addictive disorders and
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Table 7.1. Lifetime and 12-Month Prevalences of Psychiatric Disorders, NCS*

Total Male Female
Lifetime 12-month Lifetime 12-month Lifetime 12-month
% (se) % (se) % (se) % (se) % (se) % (se)

1. Mood disorders

Major depression 17.1 (0.7 10.3 (0.6) 12.7 (0.9) 7.7 (0.8) 21.3 (0.9) 129 (0.8)
Dysthymia 6.4 (0.4) 2.5 (0.2) 4.8 (0.4) 2.1 (0.3) 8.0 (0.6) 3.0 (0.4)
Mania 1.6 (0.3) 1.3 (0.2) 1.6 (0.3) 1.4 (0.3) 1.7 (0.3) 1.3 (0.3)
Any mood disorder 9.3 (0.7) 11.3 (0.7) 14.7 (0.8) 85 (0.8) 239 (0.9) 14.0 (0.9)

I. Anxiety disorders
Generalized anxiety 5.1 (0.3) 3.1 (0.3) 3.6 (0.5) 2.0 (0.3) 6.6 (0.5) 43 (04)

disorder
Panic disorder 3.5 (0.3) 2.3 (0.3) 2.0 (0.3) 1.3 (0.3) 5.0 (1.4) 3.2 (04)
Social phobia 9.1 (0.7) 7.9 (0.4) 11.1 (0.8) 6.6 (0.4) 155 (1.0) 9.1 (0.7)
Simple phobia 13.2 (0.6) 8.8 (0.5) 6.7 (0.5) 44 (0.5) 157 (1.1) 132 (09)
Agoraphobia 3.8 (0.4) 2.8 (0.3) 3.5 (0.4) 1.7 (0.3) 7.0 (0.6) 3.8 (04)
Posttraumatic stress 5.4 (0.5) 3.9 (0.4) 4.8 (0.6) 2.3 (0.3) 10.1 (0.8) 5.4 (0.7)
disorder
Any anxiety 24.7 (0.9) 19.3 (0.8) 226 (1.2) 13.0 (0.7) 34.3 (1.8 250 (l.5)
disorder

II1. Addictive disorders

Alcohol abuse 9.4 (0.5) 2.5 (0.2) 125 (0.8) 34 (0.4) 6.4 (0.6) 1.6 (0.2)
Alcohol dependence 14.1 (0.7) 7.2 (05) 20.1 (1.0) 10.7 (0.9 82 (0.7 3.7 (0.4)
Illicit drug abuse 4.4 (0.3) 0.8 (0.1) 5.4 (0.5) 1.3 (0.2) 35 (0.4) 0.3 (0.1)

Illicit drug 7.5 (04) 2.8 (0.3) 9.2 (0.7 3.8 (0.4) 59 (0.5) 1.9 (0.3)
dependence

Any addictive 26.6 (1.0) 11.3 (0.5) 354 (1.2) 16.1 (0.7) 17.9 (l.1) 6.6 (0.4)
disorder

IV. Other disorders

Antisocialp Personality 2.8 (0.2) — —_ 48 (0.5) — — 1.0 (0.2) — —
Nonaffective psychosis 0.5 (0.1) 0.3 (0.1) 0.3 (0.1) 0.2 (0.1 0.7 (0.2) 0.4 (0.1)

V. Any NCS disorder 49.7 (1.2) 30.9 (1.0) 51.2 (1.6) 29.4 (1.0) 485 (2.0) 32.0 (1.6)

“The prevalence estimates are presented without exclusions for DSM-III-R hierarchy rules.

bse = standard error

‘Nonaffective psychosis (NAP) = schizophrenia, schizophreniform disorder, schizoaffective disorder, delusional disorder, and
atypical psychosis. It is important to note that the diagnosis of NAP was based on clinical reinterviews using the SCID rather
than on the lay CIDI interviews.

Sources: Modified from Kessler, McGonagle, Zhao, et al. (1994) and Kessler, Abelson, & Zhao (1998). Copyright 1994, 1998

by Cambridge University Press. All disorders are operationalized using DSM-III-R criteria ignoring diagnostic hierarchy rules.

Mania has been redefined based on methodological refinements described by Kessler, Rubinow, Holmes, Abelson and Zhao

(1997). Agoraphobia is defined here without panic; it was defined with or without panic in Kessler, McGonagle, Zhao, et al.

(19%94a). They did not report on posttraumatic stress disorder because it was assessed only in the Part Il NCS sample. Nonaffective

psychosis is redefined based on methodological refinements described by Kendler et al. (1996). As documented elsewhere

(Kendler, Gallagher, Abelson, & Kessler, 1996), the prevalence estimate for NAP based on the CIDI was considerably higher

but was found to have low validity when judged in comparison to the clinical reappraisals.

ASPD than women, whereas women are much more likely than men to have mood disor-
ders (with the exception of mania, for which there is no sex difference) and anxiety disor-
ders. The data also show, consistent with a trend found in the ECA (Keith, Regier, & Rae,
1991), that women in the general population are more likely to have nonaffective psycho-
ses than men.

It is instructive to compare these NCS results with the results of the earlier ECA study.
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As noted earlier, the ECA was carried out in five communities around the country, and the
results were subsequently combined and weighted to the population distribution of the
United States on the cross-classification of age, sex, and race in an effort to make national
estimates (Regier et al., 1993). To the extent that this poststratification succeeded in ad-
justing for the lack of representativeness of the local samples, it should be possible to
make valid comparisons between the ECA and NCS results. A limitation is that the ECA
was based on an unrestricted age range of adults, whereas the NCS included only persons
15-54 years of age. Another limitation is that the ECA diagnoses were based on DSM-III
criteria (American Psychiatric Association, 1980), but the NCS diagnoses were based on
DSM-III-R criteria (American Psychiatric Association, 1987). These two diagnostic sys-
tems differ substantially in a number of respects. Furthermore, the NCS, but not the ECA,
used special motivation and memory probes to enhance recall and reporting of lifetime
disorder. In order to reconcile these differences, collaborative ECA-NCS comparative
analyses have been carried out in which subsamples in the 18-54 age range in both samples
were compared using common measures that operationalized DSM-III criteria (which can
be reconstructed from the NCS data, although DSM-III-R criteria cannot be reconstructed
from the ECA data) and the combined two waves of ECA data to approximate the effects
of the NCS memory probes. Although some discrepancies were found, especially in higher
rates of depression and social phobia in the NCS than ECA, the overall pattern was one of
considerable consistency between the two surveys, both in the prevalence of individual
disorders and in overall prevalence of having any disorder (Regier et al., 1998).

SERIOUS MENTAL ILLNESS

Mental illnesses, like physical illnesses, vary in their severity. Several classification schemes
have been developed to make distinctions among mental disorders based on seriousness.
For example, the NIMH’s National Advisory Mental Health Council (1993) defined “se-
vere and persistent mental illness” (SPMI) as including manic—depressive disorder,
nonaffective psychosis, autism, and severe forms of major depression, panic disorder, and
obsessive—compulsive disorder. A broader definition of “serious mental illness” (SMI)
was proposed in Public Law 102-321 to include mental illnesses that “substantially inter-
fere” with “one or more major life activities.” Addictive disorders are not included in
either of these definitions.

The 12-month prevalences of SPMI and SMI were estimated in a combined analysis
of the ECA and NCS data projected to the total US population using DSM-III-R criteria
(Kessler, Berglund, et al., 1996). Results are reported in Figure 7.1. The prevalences of
SPMI and SMI are estimated at 2.6% and 5.4%, respectively, compared to a prevalence of
23.9% for any DSM-III-R mental disorder. Although a substantial proportion of the popu-
lation has experienced a mental disorder, the major burden of mental illness is concen-
trated in a fairly small part of the population.

PERSONALITY DISORDERS

Although the concept of personality disorder can be traced back to the beginnings of nine-
teenth-century psychiatry (for a review, see Tyrer, Casey & Ferguson, 1991), it has only
recently become the subject of epidemiological research, because standardized diagnostic
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Serious and Persistent Mental Illness
2.6%
4.8 Million

Serious Mental Iliness
5.4%
10.0 Million

Any Mental Disorder
23.9%
44.2 Million

Ficure 7.1. One-year prevalence of mental illness and affected population. Adults, aged 18-54 DSM-III-R
criteria, Pooled Baltimore ECA and NCS Data. Excludes homeless people and residents of institutions such as
nursing homes, prisons, and long-term-care facilities; an additional estimated 2.2 million persons with SMI,
for 12.2 million in total population. Source: Adapted from Kessler & Zhao (in press). Copyright 1999 by
Cambridge University Press. Reprinted with permission of Cambridge University Press.

criteria only became available for the first time in the WHO’s International Classifications
of Diseases (ICD; WHQO, 1990) and DSM-III (American Psychiatric Association, 1980).
Unfortunately, it has proven to be difficult to develop reliable and valid measures of per-
sonality disorders (Perry, 1992; Zimmerman, 1994). Furthermore, there are a number of
differences between the ICD and DSM systems (Blashfield, 1991), as well as substantial
changes within each of these systems in recent revisions (Morey, 1988) that add to the
complexity of synthesizing the available epidemiological evidence. Both the ICD and DSM
classification schemes recognize three broad clusters of personality disorder, each defined
by a series of traits that must be manifest habitually in a number of life domains to qualify
as a disorder. These three are the odd (e.g., paranoid or schizoid personality disorders),
dramatic (e.g., histrionic or borderline personality disorders), and anxious (e.g., avoidant
or dependent personality disorders) clusters.

A recent comprehensive international review found only four fairly small community
studies that assessed personality disorders in all three of these clusters using valid assess-
ment methods (de Girolamo & Reich, 1993). These four studies yielded very consistent
lifetime prevalence estimates for overall personality disorders ranging from 10.3% to 13.5%.
Caution is needed in interpreting these results, however, because prevalence estimates vary
substantially depending on whether full diagnostic criteria for personality disorders are
required, as in these surveys, or whether respondents are counted if they manifest some
traits of personality disorders on dimensional scales (Kass, 1985).

There have also been a number of community surveys that included assessments of
one or more specific personality disorders without attempting to assess the full range of
personality disturbances. The most commonly studied by far has been ASPD, a disorder
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characterized by persistent evidence of “irresponsible and antisocial behavior beginning in
childhood or early adolescence and continuing into adulthood” (American Psychiatric As-
sociation, 1987). Irritability, aggressiveness, persistent reckless behavior, promiscuity, and
the absence of remorse about the effects of behavior on others are cardinal features of
ASPD. A number of epidemiological surveys, including both the ECA and NCS, have
found lifetime prevalences of ASPD averaging about 1% among women and 4-5% among
men (De Girolamo & Reich, 1993; Merikangas, 1989). Much less is known about the
prevalences of other individual personality disorders, although the available evidence sug-
gests that none of them alone has a prevalence greater than about 2% in the general popu-
lation (De Girolamo & Reich, 1993; Merikangas, 1989; Weissman, 1993).

COMORBIDITY

An important aspect of the results in Table 7.1 is that the sum of the individual prevalence
estimates across the disorders in each column consistently exceeds the prevalence of hav-
ing any disorder in the last row. This pattern means that there is a good deal of comorbidity
among these disorders. This comorbidity is quite important for understanding the distribu-
tion of psychiatric disorders in the United States. Although it is beyond the scope of this
chapter to delve into the many different types of comorbidity that exist in the population
(see Kessler, 1995), it is important to review some aggregate results.

The results in Table 7.2 (Kessler, McGonagle, Zhao, 1994), document the fact that
comorbidity is very important in understanding the distribution of psychiatric disorders in
the United States. The four rows represent the number of lifetime disorders reported by
respondents. The set of disorders considered here is somewhat smaller than in Table 7.1,
which accounts for the fact that 52% of respondents are estimated as never having had any
NCS/DSM-II-R disorder, (or 48% as having one or more such disorders which is slightly
less than the 50% in Table 7.1). Only 21% of all the lifetime disorders occurred to respon-
dents with a lifetime history of just one disorder, which means that the vast majority of
lifetime disorders (79%) are comorbid disorders. Furthermore, an even greater proportion
of 12-month disorders occurred in respondents with a lifetime history of comorbidity. Close to
six out of every ten (58.9%) disorders in the past year, and nearly nine out of ten (89.5%)
severe disorders during this time, occurred to the 14% of the sample having a lifetime

Table 7.2. Lifetime and 12-Month Psychiatric Disorders among Persons
with Lifetime Comorbidity, NCS

Proportion of Proportion of Proportion of Proportion of respondents with
Number of sample lifetime disorders 12-month disorders  severe 12-month disorders®
lifetime disorders % (se)? % (se) % (se) % (se)
0 520 (1.1) — — — — — —_
1 21.0 (0.6) 206 (0.6) 17.4  (0.8) 2.6 (1.7
2 13.0 (0.5 255 (1.0) 23.1  (1.0) 7.9 2.1)
3 or more 14.0 (0.7) 53.9 2.7 58.9 (1.8) 89.5 2.8)

“Severe 12-month disorders = active mania, NAP, or active disorders of other types that either required hospitalization or created
severe role impairment.

*se = standard error

Sources. Modified from Kessler, McGonagle, Zhao, et al. (1994); Kessler, Abelson, & Zhao (1998). Copyright 1994, 1998 by

Cambridge University Press. Reprinted with permission of Cambridge University Press.
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history of three or more disorders. These results show that although a history of some
psychiatric disorder is quite common among the adult population of the United States, the
major burden of psychiatric disorder is concentrated in a group of highly comorbid people
who constitute about one-sixth of the population.

Given this evidence, it is of some interest to learn more about detailed patterns of
comorbidity. The ECA investigators were the first to examine this in a community sample,
documenting the fact that over 54% of ECA respondents with a lifetime history of at least
one disorder had a second disorder as well (Robins et al., 1991). Compared to respondents
with no mental disorder, those with a lifetime history of at least one mental disorder had
relative-odds of 2.3 of having a lifetime history of alcohol abuse or dependence and a
relative-odds of 4.5 of some other drug use disorder (Regier et al., 1990). Similar results
were found in the NCS. The results in Table 7.3 show the proportion of people with spe-
cific lifetime disorders who reported at least one other lifetime disorder. As shown, lifetime
comorbidity is the norm, with percentages ranging from a low of 62.1% for alcohol abuse
to a high of 99.4% for mania. The average proportion of comorbidity among disorders is
86.6%. This does not mean that 86.6% of people with one or more lifetime disorders are
comorbid, though, because those with comorbidity are counted multiple times in the table.
Instead, 59.8% of the people who ever had one of the disorders considered in the NCS also
had one or more other disorders.

Table 7.3. Distribution of Lifetime Psychiatric Comorbidity by Disorder, NCS

Proportion with lifetime comorbidity
among those having the disorder

% (se)
1. Mood disorders
Major depression 83.1 22)
Dysthymia 91.3 (1.8)
Mania 99.4 (0.6)
Any mood disorder 82.2 2.1)
II. Anxiety Disorders
Generalized anxiety disorder 91.3 (1.5)
Panic disorder 92.2 (1.9)
Social phobia 81.0 (1.5)
Simple phobia 83.4 (1.5)
Agoraphobia 87.3 2.9)
Posttraumatic stress disorder 81.0 3.3)
Any anxiety disorder 74.1 (1.5)
III. Addictive disorders
Alcohol abuse 62.1 (2.6)
Alcohol dependence 80.6 2.4)
Illicit drug abuse 89.0 (2.6)
Hlicit drug dependence 95.7 2.0)
Any addictive disorder 73.3 (1.3)
IV. Other disorders
Antisocial personality 96.2 (1.0)
Nonaffective psychosis 93.0 (4.4)
V. Any NCS disorder 59.8 (1.2)

Source. Modified from Kessler, McGonagle, Zhao, et al. (1994); Kessler, Abelson, & Zhao (1998). Copyright 1994, 1998 by
Cambridge University Press. Reprinted with the permission of Cambridge University Press.
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AGE OF ONSET

The ECA and NCS studies both collected retrospective data on the age of first onset of
each lifetime disorder. These studies were consistent in showing that simple and social
phobia have a much earlier age of onset than the other disorders considered here (Burke,
Burke, Rae, & Regier, 1991; Magee, Eaton, Wittchen, McGonagle, & Kessler, 1996), with
simple phobia often beginning during middle or late childhood and social phobia during
late childhood or early adolescence. Substance abuse was found to have a typical age of
onset during the late teens or early 20s. A substantial proportion of people with lifetime
major depression and dysthymia reported that their first episode occurred prior to the age
of 20. Some other disorders, such as generalized anxiety disorder and mania, had a later
age of onset, but the most striking overall impression from the data as a whole is that most
psychiatric disorders have first onsets quite early in people’s lives.

SOCIODEMOGRAPHIC CORRELATES

Bivariate, cross-sectional sociodemographic associations are reported for groupings of
disorders in Table 7.4 (lifetime) and Table 7.5 (12-month). We also include three or more
disorders as an outcome variable in Tables 7.4 and 7.5, because the majority of disorders,
and the vast majority of severe disorders, occur to people with a history of three or more
disorders. Associations are shown in the form of odds ratios (ORs) with 95% confidence
intervals. The focus is on the same set of sociodemographic factors that are considered in
subsequent chapters in this section of the handbook: class, race, age, gender, marriage, and
work. We also look at urban—rural differences.

Social Class

Although many previous studies have documented inverse relationships between socio-
economic status (SES) and mental illness (e.g., Bruce, Takeuchi, & Leaf, 1991; Canino et
al., 1987; Holzer et al, 1986; Myers, 1984; Robins et al., 1991; Stansfeld & Marmot,
1992), few studies have studied class in the Marxian sense of the term. NCS analyses
show no strong associations between social class, as indexed by ownership of the means
of production, and any of the psychiatric outcomes considered here, after controlling for
income and education. However, as shown in Tables 7.4 and 7.5, we do find strong associ-
ations with SES, with the rates of almost all disorders declining monotonically with in-
come and with education. The ORs for education are somewhat more variable than those
for income, but the general pattern is still one of decline from the lowest to highest education
groups. One noteworthy exception is that lifetime substance use disorder is significantly
higher in the middle education group than among those with either the least or most edu-
cation. The significant ORs for income and education are consistently larger for 12-month
than lifetime prevalence, which implies that SES is associated not only with onset but also
with course of disorder. Finally, there is a consistent tendency for SES to be more power-
fully related to anxiety disorders than mood disorders, suggesting indirectly that the re-
sources associated with SES are more protective against worries and fears than sadness.
We are unaware of any previous research on this issue, although this consistent pattern in
our data suggests that this might be a fruitful area for future investigation.
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Table 7.4. Demographic Correlates of Lifetime Psychiatric Disorders, NCS

Three or more
Any affective  Any anxiety Any substance Any disorder disorders

OR (95%CI) OR (95%CI) OR (95%CI) OR (95%CI) OR (95% CI)

Income

0-19,000 1.6 (1.2,2.0) 20 (1.7,24) 1.3 (1.1,15 1.5 (1.3,1.8) 25 (19,3.2)
20-34,000 1.2 (09,16) 1.5 (1.2,1.9) 1.1 (08,14 1.2 (10,15 1.7 (1.2,24)
35-69,000 1.2 (09,15) 1.5 (12,19 1.1 (08,14) 1.2 (1.0,15) 16 (1.1,2.2)
> = 70,000 1.0 — 1.0 — 1.0 — 1.0 —_ 1.0 —
Education

0-11 1.0 (08,1.2) 19 (1.523) 1.0 (08,1.3) 1.2 (1.0,14) 22 (16,29
12 1.0 (08,12) 1.8 (14,22) 1.3 (1.1,1.5) 1.3 (1.1,15) 2.1 (1529
13-15 1.1 (09,13 14 (1.2,1.8) 1.2 (1.0,14) 12 (1.0,1.4) 1.7 (13,24
>=16 1.0 —_ 1.0 — 1.0 — 1.0 —_ 1.0 —
Race

White 1.0 — 1.0 — 1.0 — 1.0 — 1.0 —
Black 0.6 (0509 0.8 (06,1.00 04 (03,05 0.5 (04,06) 07 (0.5,1.0
Hispanic 1.0 (0.7,1.3) 09 (07,12) 08 (06,100 09 (07.1.1) 1.0 (07,14
Age

15-24 09 (07,1.1) LY (09,14) 14 (10,18 12 (09,14 1.2 (09,6 1.6)
25-34 1.0 (08,12) 1.1 (09,14) 20 (15,26) 14 (11,17 15 (1.,20)
35-44 1.1 (0.8,14) 1.1 (08,1.3) 16 (1.3,20) 1.2 (10,15 1.2 (09, 1.6)
45-54 1.0 - 1.0 — 1.0 — 1.0 — 1.0 —_
Gender

Male 1.0 —_— 1.0 — 1.0 — 1.0 — 1.0 —
Female 1.8 (16,2.1) 19 (16,22) 04 (03,05 1.0 (08, 1.1) 1.2 (1.0,1.5

Marital status

Never married 1.0 (0.8,1.2) 09 (08,1.0) 09 (07,1.0) 09 (08 L1) 1.0 (08, 1.1)
Previously married 2.0 (1.7,2.5) 14 (1.2,1.8) 1.0 (08,13) {4 (10,19 14 (1.1,1.8)

Currently married 1.0 — 1.0 — 1.0 — 1.0 — 1.0 —
Employment

Working 1.0 — 1.0 - 1.0 — 1.0 — 1.0 —
Homemaker 20 (1.6,26) 32 (2541 09 (07,12) 22 (17,29 1.8 (1.3,2.3)
Student 1.0 (08,13) 1.2 (1.0,15) 07 (06,09 1.1 (09,13) 09 (08, 1.2)
Other 22 (16,29) 2.1 (1.6,2.8) 2.0 (1.5,27) 25 (18,35 29 (22,38)
Urbanicity

Metro 1.3 (09,18) 1.0 (07,1.3) 1.1 (08,15 1.1 (08,15 12 (09,17
Urban 12 (09,17 1.0 (0.7,14) 1.1 (08,15 1.1 (08,15 12 (081D
Rural 1.0 — 1.0 — 1.0 — 1.0 — 1.0 —

Note. Results concerning ASPD exclude respondents ages 15~17 because the diagnosis requires that the respondent be at least
18 years of age.

Source. Modified from Kessler, McGonagle, Zhao, et al. (1994). Copyright 1994 by Cambridge University Press. Reprinted
with the permission of Cambridge University Press.
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Table 7.5. Demographic Correlates of 12-Month Psychiatric Disorders, NCS

3 or more
Any affective Any anxiety  Any substance  Any disorder disorders

OR (95% CI) OR (95%CI) OR (95% CI) OR (95%CIl) OR (95% CI)

Income
0~-19,000 1.7 (1.3,23) 21 (16,28 19 (14,27 19 (15,24 34 (2.0,5598)
20-34,000 1.1 (0.8,1.6) 16 (1.2,2.1) 1.1 (08,1.6) 1.2 (1.0,1.6) 2.1 (1.2,3.8)
35-69,000 1.0 (0.8,14) 1.5 (12,200 1.1 (08,1.6) 1.2 (09, 1.6) 1.7 (1.0,2.7)
> = 70,000 1.0 — 1.0 — 1.0 — 1.0 — 1.0 —
Education
0-11 1.8 (1.3,24) 28 (23,35 2.1 (1.56,2.8) 2.3 (19,28) 3.8 (2.5,538)
12 14 (10,19 2.1 (1.7,27) 1.8 (1.4,23) 1.8 (1.5,22) 25 (17,38
13-15 1.4 (1.0,18) 16 (1.2,22) 1.7 (1.2,24) 1.6 (1.3,20) 21 (1.2,3.6)
>=16 1.0 —_ 1.0 — 1.0 —_ 1.0 — 1.0 —
Race
White 1.0 — 1.0 — 1.0 — 1.0 — 1.0 —
Black 08 (0.5 1.1) 09 (07,1.3) 0.5 (04,06) 07 (06,09 1.0 (05,2.1)
Hispanic 14 (1.0,19) 12 (09,15 1.0 (0.7,1.5 1.1 (09,14 19 (1.2,2.8)
Age
15-24 1.7 (1.1,24) 1.4 (1.1,1.8) 3.6 (23,58 2.1 (1.7,26) 2.1 (1.2,37)
25-34 13 (09,200 1.1 (09,1.5 26 (1.7,41) 1.5 (1.2,1.9) 1.7 (0.9,3.2)
35-44 14 (09,200 1.0 (08,1.3) 2.0 (1.3,3.1) 1.2 (09, 1.6) 14 (0.8,2.5)
45-54 1.0 — 1.0 — 1.0 — 1.0 — 1.0 —
Gender
Male 1.0 — 1.0 — 1.0 — 1.0 — 1.0 —
Female 1.8 (1.4,22) 22 (19,26) 04 (03,04) 1.2 (1.1,1.3) 1.6 (1.2,2.1)

Marital Status

Never married 1.5 (1.3,2.0) 1.1 (09,13) 1.8 (1.5,22) 15 (1.3,16) - 1.3 (1.0,1.6)
Previously married 2.3 (1.7,3.1) 1.4 (1.1,1.8) 13 (1.0,1.7) 1.5°(12,1.8) 21 (1529
Currently married 1.0 — 1.0 — 1.0 — 1.0 — 1.0 —
Employment
Working 1.0 —_ 1.0 — 1.0 — 1.0 — 1.0 —
Homemaker 24 (1.8,31) 32 (24,42) 0.7 (0S5, 1.1) 24 (1.8,3.1) 29 (19,44
Student 16 (12,21) 1.6 (1.3,2.1) 14 (1.0,19) 1.7 (14,200 14 (1.0,2.0)
Other 32 (2.3,45) 24 (18,32) 3.0 (24,38 33 (25,44) 35 (2548
Urbanicity
Major metro 1.2 (08,19 1.0 (08,14) 1.1 (08,15 1.1 (08,15 14 (1.0,2.1)
Other urban 1.1 (0.7,1.8) 12 (09,16) 1.1 (08,16) 1.1 (08,1.6) 14 (10,2.0)
Rural 1.0 — 1.0 — 1.0 — 1.0 — 1.0 —

Source. Modified from Kessler, McGonagle, Zhao, et al. (1994). Copyright 1994 by Cambridge University Press. Reprinted
with the permission of Cambridge University Press.
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Race

Blacks in the NCS have significantly lower prevalences of mood disorders, substance use
disorders, and lifetime comorbidity than whites. There are no disorders for which either
lifetime or 12-month prevalence is significantly higher among blacks than whites. More
detailed analyses (not reported here) show that these effects cannot be explained by con-
trolling for income and education. The lower prevalence of mood disorders is consistent
with, but more pronounced than, the ECA finding of a slightly lower rate in the 30-64 year
age range among blacks than whites (Weissman, Bruce, Leaf, Florio, & Holzer, 1991). The
lower prevalence of substance use disorders among blacks is consistent with the ECA find-
ing of higher prevalence of drug and alcohol abuse-and dependence among young whites
compared to young blacks (Anthony & Helzer, 1991; Helzer, Burnam & McEvoy, 1991).
Our failure to find black—white differences in anxiety disorders (or, in more detailed analyses
not reported here, in either panic disorder, simple phobia, or agoraphobia) is consistent
with the ECA finding that blacks and whites have similar prevalences of panic disorder
(Horwath, Johnson, & Hornig, 1993), but inconsistent with the ECA finding that blacks
have nearly twice the lifetime prevalence of simple phobia and agoraphobia (Eaton, Dryman,
& Weissman, 1991).

Hispanics in the NCS have significantly higher prevalences of mood disorders and
active comorbidity than non-Hispanic whites. There are no disorders in which either life-
time or active prevalence is significantly lower among Hispanics than among non-Hispanic
whites. The higher rate of mood disorders is inconsistent with the ECA, which found higher
lifetime rates among whites and no difference in active prevalence (Helzer et al., 1991).
The failure to find a white versus Hispanic difference in anxiety disorders is inconsistent
with the ECA finding that Hispanics have significantly lower lifetime rates of panic disor-
der (Bruce et al., 1991). Furthermore, the NCS does not replicate the ECA finding that
Hispanics have elevated rates of alcohol use disorders compared to whites (Anthony &
Helzer, 1991).

Age

In the absence of extremely young age of onset, cohort effects, differential mortality, selec-
tion bias associated with age, and age-related differences in willingness to report symp-
toms, one would expect to find increasing lifetime prevalence of all disorders with age.
However, the results in Table 7.4 show quite a different pattern, with the highest prevalences
generally in the 25-34 year age group and declining prevalences at later ages. This pattern
is broadly consistent with the results of other recent epidemiological surveys (Cross-National
Collaborative Group, 1992; Robins & Regier, 1991) in documenting increasing psycho-
pathology in more recent cohorts. The pattern is even more pronounced in Table 7.5, with
12-month disorders consistently most prevalent in the youngest cohort (ages 15-24) and
generally declining monotonically with age.

There are a number of ways to interpret these results, but the most plausible substan-
tive interpretation is that the prevalence of psychiatric disorders has increased in recent
cohorts. A graphic representation of this cohort effect using retrospective age of onset
reports is shown in Figure 7.2 in the form of cohort-specific Kaplan~Meier (1958) cumula-
tive probability of onset curves for any NCS/DSM-III-R disorder. The curves show that the
proportion of respondents who reported having at least one of these disorders by a particular
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Ficure 7.2.  Cohort differences in the cumulative lifetime onset of any NCS/DSM-UI-R disorder.

age is largest in the youngest NCS cohort and successively smaller in older cohorts. Disag-
gregated analyses show that these cohort effects are significant for most individual disor-
ders (Blazer, Kessler, McGonagle, & Swartz, 1994; Magee et al., 1996; Warner, Kessler,
Hughes, Anthony, & Nelson, 1995).

Caution is needed in interpreting these results to indicate a genuine increase in the
prevalences of these disorders. Methodological interpretations are equally plausible, such as
selective recall bias or differential attrition mortality associated with age. If the results are genu-
ine, though, they are important for at least two reasons. First, they document that psychiatric
disorders are a rapidly increasing public health problem. The dramatic increase in the prevalences
of these disorders over the past few decades, coupled with the fact that many psychiatric disor-
ders have an early age of onset, a chronic course, and serious role impairment, have led the
World Health Organization to estimate that the societal costs of psychiatric disorders are among
the highest of any illness category in the world (Murray & Lopez, 1996).

Second, these results are important because they indirectly speak to a hotly contested
question of whether genetic or environmental factors are more important in accounting for
the prevalence and distribution of psychiatric disorders. Twin studies have estimated that
genetic factors explain a substantial part of the variance in liability to most commonly occurring
psychiatric disorders (Kendler et al., 1995). Yet critics have argued that the assumptions used in
these twin studies to estimate the contribution of genetic factors are implausible (Brown, 1997).
The evidence of substantial cohort effects documented here argue against the genetic argu-
ment, because the genetic makeup of the population does not change so rapidly that it could
explain increases in prevalence as dramatic as those shown in Figure 7.2. If these cohort
effects are real, then changing environmental factors must be responsible.
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Gender

As noted in the discussion of Table 7.2, the NCS data are consistent with previous epide-
miological studies in finding that women have higher prevalences of mood disorders than
men (with the exception of mania, for which there is no sex difference), anxiety disorders,
and nonaffective psychoses (NAP), and that men have higher rates than women of sub-
stance use disorders and ASPD. Furthermore, we find that women have higher prevalences
than men of both lifetime and 12-month comorbidity of three or more disorders. More
detailed analyses reported elsewhere have also found that the gender differences in most
disorders have decreased in recent cohorts. Men are beginning to catch up to women in
rates of anxiety and depression (Kessler, McGonagle, Nelson, et al., 1994; Magee et al.,
1996), while women are beginning to catch up to men in rates of addiction and ASPD
(Warner et al., 1995). These changes strongly indicate that environmental factors are in-
volved in these gender differences and that biological differences between men and women
are not dominant influences.

Marital Status

Consistent with previous research (Kessler & Essex, 1982; Robins & Regier, 1991), the
results in Tables 7.4 and 7.5 show that previously married people (separated, divorced, or
widowed) have higher rates of most disorders than married people. This observation is
especially true for depression. Never-married people, in comparison, do not have higher
rates of lifetime disorder than married people, but they do have higher rates of past-year
disorders, especially addictive disorders. An interesting distinction not shown in Table 7.5
is that these differences vary by gender and marital quality. There is a strong relationship
between self-reported marital quality and the disorders considered. This relationship is
significantly stronger among women, however, consistent with other evidence that marital
quality is more important to the well-being of wives than husbands (Conger et al., 1993;
McGonagle & Kessler, 1990). So important is marital quality for women, in fact, that the
current mental health of married women in bad marriages is worse than that of divorced
women. The opposite is true of men, though, in whom mental health is better among those
in bad marriages than among the divorced.

Employment Status

The results in Table 7.4 show that workers and students have better lifetime mental health
than homemakers and respondents in other occupational statuses (including the disabled,
the unemployed, and the retired). The results in Table 7.5, in comparison, show that work-
ers have better past-year mental health than people in all other occupational statuses. Home-
makers have especially high rates of lifetime and recent anxiety disorder, whereas the
unemployed, the disabled, and the retired as a group have especially high rates of recent
mood and addictive disorder. More detailed results not reported in these tables show that
employment is much more strongly related to the mental health of men than women, a
result that is consistent with a great deal of previous sociological research on gender differ-
ences (Gove, 1978; Ross, Mirowsky, & Huber, 1983).
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Urbanicity

Urbanicity is examined here at the county level by distinguishing major metropolitan coun-
ties, urbanized counties that are not in major metropolitan areas, and rural counties. The
effects of urbanicity at the county level are generally not significant. The single exception
is that residents of major metropolitan counties are more likely than residents of rural
counties to have comorbidity in the 12 months prior to the interview (OR = 1.44). The
coefficient comparing residents of other urbanized counties to residents of rural counties
on the same outcome is very similar in magnitude (OR = 1.41) and significant at the .06
level, which means that it is the low rate of comorbidity in rural America rather than a high
rate in major metropolitan counties that underlies this pattern. This one significant coeffi-
cient could have occurred by chance (given that 22 different comparisons were made, two
urbanicity coefficients for each of 11 outcomes), although there is a general trend in the
data for rural residents to have the lowest levels of disorder (in 10 of the 11 outcomes in
Tables 7.4 and 7.5). It is noteworthy that other NCS analyses have shown that rates of
treatment are considerably lower in rural than in urban areas (Kessler, Zhao, et al., 1999)
despite the fact that disorder prevalences are not lower. The extent to which this pattern is
due to lower access to services or to other objective or subjective barriers is not clear, but
it is clear that the problem of unmet need for treatment appears greater in rural America
than elsewhere in the country.

SOCIAL CONSEQUENCES

It is important to recognize that the previous associations documented between acquired
social statuses (SES, marital status, and employment status) and psychiatric disorders could
be due either to causal influences of the statuses (or their correlates) on the disorders,
causal influences of the disorders (or their correlates) on the statuses, or some combina-
tion. As reviewed in chapters later in this section, most sociological research on psychiatric
disorders has emphasized the importance of social factors as causes of mental illness. We
know, for example, that job loss (Kessler, House, & Turner, 1987) and marital disruption
(Aseltine & Kessler, 1993) can both provoke anxiety and depression. However, it is im-
portant to appreciate that psychiatric disorders can also have adverse effects on acquired
social statuses.

A number of recent studies of this issue have documented that psychiatric disorders
have substantial personal costs for individuals who experience them as well as for their
families and communities in terms of both finances (Kessler, Foster, Saunders, & Stang,
1995) and role functioning (Rhode, Lewinsohn, & Seeley, 1990; Wells et al., 1989;
Wohlfarth, van den Brink, Ormel, Koeter, & Oldehinkel, 1993). NCS analyses show that
early-onset psychiatric disorders are strongly related to subsequent teen childbearing, school
dropout, marital instability, and long-term financial adversity (Kessler, Berglund, et al.,
1997; Kessler, & Forthofer, 1999; Kessler et al., 1995). These results document hidden
societal costs of psychiatric disorders not only in the indirect sense of threats to our ability
to maintain an educated and well-functioning citizenry and workforce, but also in the direct
sense that the outcomes documented here are associated with increased use of entitlement
programs, such as unemployment and welfare, that are paid for by all taxpayers. These
costs need to be taken into consideration in policy evaluations of the societal cost—benefit
ratio of providing mental health treatment irrespective of ability to pay compared to the
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costs of failing to do so. And these costs need to be taken into consideration before inter-
preting significant associations between social statuses and psychiatric disorders as neces-
sarily documenting a causal impact of the statuses on the disorders.

Another type of social cost involves workplace productivity. There is increasing aware-
ness that people with psychiatric disorders have considerably more work loss days than
others (Broadhead, Blazer, George, & Kit, 1990; Johnson, Weissman, & Klerman, 1992).
Concerns have been raised that psychiatric disorders might also be related to workplace
accidents and voluntary job leaving, both of which are very costly for employers. These
considerations have led some commentators to argue that employer-sponsored health in-
surance that offers generous provisions for mental health coverage should be seen as an
investment opportunity rather than a cost of doing business (Kessler & Frank, 1997). Some
sense of the magnitude of the lost productivity due to psychiatric disorders can be seen in
the NCS analyses of average numbers of monthly work loss days and work cutback days
reported by all respondents associated with pure and comorbid psychiatric disorders (Kessler
& Frank, 1997). On a base of approximately 140 million people in the age range of the
NCS in the United States, the significantly elevated averages among people with psychiat-
ric disorders compared to those free of these disorders translated into annual estimates of
over 50 million work-loss days and over 300 million work cutback days.

CONCLUSION

The results reviewed here show that psychiatric disorders are highly prevalent in the gen-
eral population. Although no truly comprehensive assessment of all Axis I and Axis II
disorders has ever been carried out in a general population sample, it is almost certainly the
case that such a study would find that a majority of the population meet criteria for at least
one of these disorders at some time in their life. Such a result might initially seem remark-
able, but it is actually quite easy to understand. The DSM classification system is very
broad. It includes a number of disorders that are usually self-limiting and not severely
impairing. It should be no more surprising to find that half the population has met criteria
for one or more of these disorders in their life than to find that the vast majority of the
population have had the flu or measles, or some other common physical malady at some
time in their lives.

The more surprising result is that although many people have been touched by mental
illness at some time in their life, the major burden of psychiatric disorder in the population
is concentrated in the relatively small subset of people who are highly comorbid. A pile-up
of multiple disorders emerges as the most important defining characteristic of serious mental
illness. This result points to the previously underappreciated importance of research on
the primary prevention of secondary disorders (Kessler & Price, 1993). It also means that
epidemiological information about the prevalence of individual disorders is much less
important than information on the prevalence of functional impairment, comorbidity, and
chronicity. These are topics that have not traditionally been the focus of psychiatric epide-
miology, but they are likely to become so in the years ahead.
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CHAPTER 8

Socioeconomic Status and
Mental Health

YaN Yu
Davib R. WILLIAMS

In 1912, the British luxury liner, the Zitanic, struck an iceberg off the coast of Newfound-
land on its maiden voyage from Southampton, England, to New York City. This accident
was one of the worst marine disasters ever, with two-thirds of the more than 2,200 persons
aboard losing their lives. As the Titanic sank, women and children had preferential access
to the lifeboats. However, the death rates for women on the Titanic were not random but
strikingly linked to their social status. Among women passengers aboard the 7itanic, only
3% of first-class passengers lost their lives, compared to 16% of second-class passengers,
and 45% of those in third class (Carroll & Smith, 1997); that is, the quality and cost of
accommodation, a marker of social ranking, clearly predicted the probability of survival.
The relationship between social location and survival is not unique to the Tizanic. A posi-
tive association between socioeconomic status (SES) and health has been found for most
indicators of health status in virtually every society where it has been examined (Adler,
Boyce, Chesney, Folkman, & Syme, 1993; Antonovsky 1967; Bunker, Gomby, & Kehrer,
1989; Krieger et al., 1993; Marmot, Kogevinas, & Elston, 1987; Williams, 1990; Williams
& Collins, 1995). Mental health status is no exception to this pattern. Sociologists have
long noted that one of the most firmly established patterns in the social distribution of
psychiatric morbidity is an inverse association between SES and mental iliness (Dohrenwend
& Dohrenwend, 1969).

Almost a decade ago, Dohrenwend (1990) indicated that research interest in the asso-
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ciation between SES and mental illness was waning. However, in recent years, there has
been a dramatic increase in research focusing on the health consequences of SES, with a
heavy emphasis on physical health outcomes (Kaplan & Lynch, 1997). This growth in
research attention to the SES-health linkage is driven in part by the growing awareness,
across a range of scientific disciplines, of the ubiquity and robustness of the association
between SES and health and by the increasing recognition that SES differences in health in
both the United States and Europe appear to be widening as economic inequalities in soci-
ety widen (Krieger, Williams & Moss, 1997; Williams & Collins, 1995). This chapter pro-
vides a brief overview of early studies that assess the association between SES and mental
illness. It then considers in more detail recent findings on the association between socio-
economic position and psychiatric disorders from two large, population-based studies in
the United States. Finally, we consider some of the major unresolved issues in research on
SES and mental illness.

EARLY STUDIES

Some of the early evidence of this association in the United States comes from studies that
examine the relationship between measures of socioeconomic position and treatment for
psychiatric illness. Faris and Dunham (1939), for example, studied the association between
the social and economic characteristics of Chicago residential areas and the rates of first
admission into mental hospitals for schizophrenia, manic—depressive disorder, drug addic-
tion, alcohol psychosis, and old-age psychosis. They found that these mental disorders
were all concentrated in and around the relatively undesirable and “socially disorganized”
residential areas of the central business district. In another classic early study, Hollingshead
and Redlich (1958) identified all residents of New Haven, Connecticut, who were receiv-
ing psychiatric treatment by contacting private psychiatrists and all public and private in-
stitutions in Connecticut. They found an inverse relationship between mental illness and
social class.

These early studies also shed light on some of the processes by which social position
affects the context of treatment. For example, the New Haven data demonstrated that high
SES persons with schizophrenia entered treatment earlier than their lower SES peers. In
addition, schizophrenic persons from the higher SES groups were typically referred to
treatment through medical channels, whereas those from lower SES groups were referred
through legal ones. The type of treatment also varied by social status. High SES persons
with schizophrenia were more likely to receive psychotherapy, while their low SES peers
received organic treatment or, in some cases, did not receive any treatment. High SES
patients were also more likely than their low SES counterparts to be discharged to their
families and communities.

These findings highlight a major problem with the early studies that used treated preva-
lence to study the association between SES and mental illness. These rates do not include
the psychiatric problems of persons who have not entered treatment and are thus impor-
tantly affected by health care access and financing options, distance to treatment, available
transportation, the client’s economic status, and other structural and/or cultural barriers
that affect the likelihood of seeking and receiving medical care, as well as being appropri-
ately diagnosed. For example, recent national data of population-based rates of treated and
untreated cases of mental illness indicate that only 40% of persons who have met the crite-
ria for psychiatric illness have ever received treatment (Kessler et al., 1994). At the same
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time, almost half of all persons in treatment do not have a current psychiatric illness. Data
from treatment samples, therefore, provide biased estimates of the occurrence of mental
illness in the general population.

In the post—World War II era, community surveys were increasingly used to study the
social distribution of mental health problems. These surveys avoided selection biases asso-
ciated with treatment samples by using probability methods to select persons representa-
tive of the total community. However, psychiatry lacked consensus on the criteria for the
formal diagnosis of discrete psychiatric disorders, as well as the technology to obtain stan-
dardized information based on structured or semistructured interviews. Accordingly, in-
stead of assessing the occurrence of specific types of psychiatric disorders, these studies
use scales of psychological distress. These scales captured nonspecific emotional symp-
toms and served as useful indicators of overall levels of impairment. They were not time-
consuming, were easy to administer, and provided information on the distribution of men-
tal health status on a continuum. Typically, these measures assessed depressed mood, anxiety,
psychological distress, and somatic symptoms. These studies provided further evidence for
an inverse association between psychological distress and SES (Kessler, 1979, 1983; Ilfeld,
1978).

Historically, mental disorder and normal functioning have been viewed by some as
polar ends of a scale, with self-reported symptoms of psychological distress or depression
being on a continuum with defined psychiatric disorders. Thus, some researchers viewed
scales of psychological distress as substitutes for measures of psychiatric iliness. There is
growing recognition that scales of psychological distress capture qualitatively different
phenomena than measures of psychiatric disorder (see Chapter 5, this volume). For ex-
ample, research has shown that although most clinically depressed persons have scores in
the depressed range on self-report questionnaires, relatively few persons from community
samples who have high scores on self-report scales of depression meet diagnostic criteria
for clinical depression (Downey & Coyne, 1991). In addition, the social correlates of self-
reported symptoms differ from those of interview-generated diagnoses of clinical depres-
sion, Some have suggested that psychological distress scales capture not clinical diagnosis,
but aspects of demoralization that are especially likely to be common at the low end of SES
(Link & Dohrenwend, 1980). Some have suggested that even when assessing only symp-
toms associated with one specific disorder, symptom counts are better at measuring mild
than severe forms of psychiatric impatrment (Robins et al., 1984; Weissman, Myers, &
Ross, 1986).

Several issues around the measurement of mental health status have been raised.
Mirowsky and Ross (1989) have argued that scales that assess mental health status on a
continuum, such as scales of psychological distress, do a better job of describing the psy-
chiatric status of community populations than diagnostic instruments that provide dichoto-
mous distinction between cases and noncases. Accordingly, they claim that symptom scales
are more appropriate for studying the association between social status and mental health
(see Chapter 6, this volume). Nevertheless, the emphasis in recent epidemiological re-
search has been on diagnostic-type assessment.

RECENT POPULATION-BASED STUDIES

The Epidemioclogic Catchment Area Study (ECA) is the largest community mental health
survey ever conducted in the United States (Robins & Regier, 1991). Between 1980 and
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1983, the ECA interviewed almost 20,000 adults in five communities, and estimated the
prevalence and incidence of specific psychiatric disorders in samples of institutionalized
and noninstitutionalized persons. An important methodological advance in the 1970s was
the development of nosological systems for defining psychiatric illness by a standardized
set of signs and symptoms (see Chapter 5, this volume). This innovation allowed for the
development of structured interviews to obtain standardized information about symptoms.
These data could then be used to create computer-generated diagnoses of specific psychi-
atric illnesses. The ECA utilized the Diagnostic Interview Schedule (DIS), a fully struc-
tured, lay administered interview that follows an algorithm to operationalize psychiatric
diagnoses based on the presence, severity, and duration of symptoms (Robins, Lee, Helzer,
Croughan, & Ratcliff, 1981). Its structured nature allows for the assessment of psychiatric
illness without clinical judgment, which facilitates its use in community-based studies but
raises questions about the meaning of caseness in the community context.

Table 8.1 presents the distribution of recent psychiatric disorders by SES in the ECA.
The analyses in this table used a composite SES measure that combines rank orderings
based on formal education, occupation, and household income. The any disorder category
is a summary measure of any of the DIS disorders assessed in the ECA surveys, excluding
phobias and cognitive impairment. This composite includes the following major mental
disorders: alcohol abuse and dependence, drug abuse and dependence, anorexia, antisocial
personality, bipolar disorder, major depression, dysthymia, obsessive—compulsive disor-
der, panic disorder, somatization, and schizophrenia/schizophreniform. Findings are also
presented in Table 8.1 for select diagnoses: major depression, alcohol abuse and depen-
dence, and schizophrenia. The table presents the odds ratios from logistic regression mod-
els, adjusted for age and gender, for the lowest, second, and third SES quartiles, compared
to the highest quartile. A value of 1.00 in the last column of Table 8.1 indicates that the
highest SES quartile serves as the reference category. An odds ratio greater than 1.0 indi-
cates a higher prevalence of that disorder for those in the specified category relative to
those in the reference category.

The table reveals that there is a consistent inverse relationship between socioeco-
nomic position and psychiatric disorders, although the strength of the association between
SES and psychiatric illness varies by the type of disorder under consideration. The rate for
the composite DIS disorder category in the ECA was almost three times higher at the low-
est SES quartile, compared to the highest. The rate in the second was twice as great, and
even the adjacent third quartile is about one and a half times greater than the highest SES
group. Although a significant association between SES and depression is not always found

Table 8.1. Odds Ratios® for Psychiatric Disorders (in the Last 6 Months)
by Socioeconomic Status, Epidemiologic Catchment Area Study (N = 18,572)

Socioeconomic status quartiles

Disorder Lowest Second Third Highest®
Any disorder‘ 2.86 2.04 1.55 1.00
Major depression 1.79 1.92 1.51 1.00
Alcohol abuse/dependence 3.59 2.19 1.59 1.00
Schizophrenia 7.85 3.84 2.72 1.00

“Adjusted for age and sex.

*Reference category.

“Any of the DIS disorders excluding phobias and cognitive impairment.
Source. Adapted from Holzer et al. (1986).
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(Dohrenwend, 1990), persons in the two lowest SES quartiles are almost twice as likely to
meet criteria for major depression as those in the highest SES quartile. For alcohol abuse
and dependence, the association is even stronger, with the lowest SES group having a rate
of alcohol abuse and dependence that is almost four times greater than the highest SES
group. Consistent with other research, there is a marked relationship between SES and the
diagnosis of schizophrenia. Schizophrenia occurs almost eight times more frequently among
persons in the lowest SES quartiles, compared to adults in the highest SES quartile. Thus,
in the ECA, the association between SES and psychiatric disorder is strongest for schizo-
phrenia. It is least pronounced for major depression, although even for this disorder, the
risk almost doubles across the spectrum of SES.

The National Comorbidity Study (NCS) is another recent large study of psychiatric
disorder in the United States (Kessler et al., 1994; see Chapter 7, this volume). The NCS
interviewed over 8,000 persons aged 15-54 and is the first study to use a national probabil-
ity sample to estimate psychiatric disorders. The psychiatric disorders assessed in the NCS
include major depression, mania, dysthymia, panic disorder, agoraphobia, social phobia,
simple phobia, generalized anxiety disorder, alcohol abuse, alcohol dependence, drug abuse,
drug dependence, antisocial personality disorder and nonaffective psychosis. Table 8.2
presents odds ratios for the levels of broad categories of psychiatric disorders by years of
education and categories of income in the NCS. Unlike the odds ratios in Table 8.1 which
were adjusted for age and sex, these are bivariate associations. Although there is some
variation across type of disorder, similar to that observed in the ECA data, there is a strong
graded relationship between both indicators of SES and the occurrence of psychiatric ill-
ness, with the lowest rates at the highest level of SES and a general monotonic decline
across categories of income and education.

Persons who have not completed high school are 1.8 times more likely to be diag-
nosed with a major affective disorder than those who have a college education or more.
Similarly, those in the lowest income category are 1.7 times more likely to meet criteria for
a depressive disorder than those in the highest income category. This inverse association is
on the same order of magnitude evident in the ECA for major depression for the composite
index of SES (see Table 8.1). Instructively, Hollingshead and Redlich (1958) had found a
positive association between depression and social class that has been replicated in several
subsequent studies, although some studies have found no relationship between SES and
major depression (Ortega & Corzine, 1990). It is not clear if the differences in findings for
SES and major depression reflect temporal changes in the true association, differences in

Table 8.2. Odds Ratios for Psychiatric Disorders (in the Last 12-Months) by Years
of Education and Annual Income, National Comorbidity Study (VN = 8,098)

Years of education Income (K = thousands of dollars)

Disorder 0-11 12 13-15  16+* 0-19K 20K-34K 35K-69K 70K+
Any disorder 2.33 1.79 1.58 1.00 1.92 1.24 1.20 1.00
Any affective disorder 1.79 1.38 1.37 1.00 1.73 1.13 1.01 1.00
Any anxiety disorder 2.82 2.10 1.60 1.00 2.12 1.56 1.50 1.00
Any substance abuse/

dependence disorder 2.10 1.80 1.70 1.00 1.92 1.12 1.1 1.00
Three or more disorders® 3.76 2.54 2.06 1.00 3.36 2.10 1.66 1.00
*Reference category.

*Three or more of the specific psychiatric disorders assessed in the NCS.
Source. Adapted from Kessler et al. (1994).
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the assessment of depressive disorder over time, or are artifacts of treatment samples. It is
also noteworthy that for both indicators of SES in Table 8.2, the association between SES
and disorder is somewhat larger for the anxiety disorders than for the affective disorders.
Kessler et al. (1994) suggest that the resources associated with SES may be more effective
in buffering the individual from worries and fears than from sadness.

Low income persons are 1.9 times more likely to have a substance abuse disorder than
persons in the highest income group, whereas persons who have not graduated from high
school are 2.1 times more likely to have a substance abuse disorder than college graduates.
However, the pattern for the intermediate SES categories varies by the indicator of SES
utilized. In the case of education, there is a linear graded relationship, while in the case of
income, the contrast is between the two extreme categories.

The NCS data also document that comorbidity among psychiatric disorders is rela-
tively common in the general population. In both the NCS and the ECA, about 60% of
respondents with a history of at least one disorder had two or more disorders (Kessler et al.
1994). Instructively, the strongest pattern of association for both income and education in
the NCS is among persons who have three or more disorders. Among the lowest income
category, the prevalence of three or more disorders is triple the rate among the highest
income category. Similarly, for education, this differential is almost four times for the ex-
tremes of less than high school versus college graduates.

For both income and education, the odds ratios are consistently larger for 12-month
prevalence rates of psychiatric disorder than lifetime prevalence (not shown) in the NCS
(Kessler et al., 1994). A similar pattern (not shown) was evident in the ECA data (Will-
iams, Takeuchi, & Adair, 1992). This pattern suggests that SES is associated not only with
the onset, but also with the course of disorder. At the same time, findings for lifetime
measures of SES must be interpreted with caution (Williams et al., 1992). On the one hand,
lifetime rates of disorder avoid confounding the occurrence of disorder with its duration, as
is the case for current rates of disorder. At the same time, there are many problems with
lifetime measures, including impaired recall (Robins et al., 1984). Respondents probably
have considerable difficulty in accurately recalling and dating psychiatric episodes that
occurred over their lifetime (Rogler, Lloyd, Malgady, & Tyron, 1992). Years of formal
education and level of language proficiency are probably associated with the accuracy of
recall. Thus, lifetime psychiatric disorder may be underestimated, especially among low
SES persons.

RACE, ETHNICITY, AND SOCIOECONOMIC STATUS

In the United States, race is strongly associated with SES, with Native Americans, Hispan-
ics, blacks, and some subgroups of the Asian and Pacific Islander population having lower
levels of education, income, and employment than the white population (Williams, 1996b).
In some early health studies, racial status was used as a proxy for SES. The general trend of
an inverse association between social class and mental illness is generally consistent across
racial and ethnic groups, although distinctive patterns of variation by ethnicity are some-
times evident. For example, Williams et al. (1992) analyzed the relationship between edu-
cation, income, occupation, and a composite SES measure and psychiatric illness sepa-
rately for the black and white subsamples of the ECA study. They found that the patterns
were generally consistent across racial groups, but some distinctive patterns were also evi-
dent. For example, the current rate of depression was unrelated to SES among African
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Americans but inversely related for whites. Also, income was unrelated to either current or
lifetime rates of psychiatric disorders for black males.

There is growing awareness that the association between race, SES, and mental health
status is neither simple nor straightforward. Kessler and Neighbors (1986) reanalyzed data
from eight epidemiological surveys and found an interaction between race and SES; that is,
at the lower levels of SES, African Americans had higher rates of psychological distress
than similarly situated whites. This racial difference diminished as SES increased. A simi-
lar pattern was found by Ulbrich, Warheit, and Zimmerman (1989); however, Cockerham
(1990) found no racial differences in psychological distress at low levels of SES, but higher
income blacks had lower levels of distress than higher income whites. Williams et al. (1992)
tested for interactions between race and SES in the ECA data. They found that the interac-
tion between race and SES varied by gender. Low SES black women had higher rates of
alcohol and drug abuse disorders than their white counterparts. At the same time, low SES
white males had higher rates of psychiatric disorder than their low SES black counterparts.

There are several possibilities that might account for this unexpected pattern for males.
First, low social status for a white male in a white-dominated culture may be so dissonant
from societal expectations that it can produce serious psychological consequences. Alter-
natively, this finding may reflect biased estimates of the distribution of disease among
African American males due to the selective coverage of this population in community-
based epidemiological studies. In addition to high rates of nonresponse in community
samples, black males are disproportionately represented in institutional (e.g., prison) and
marginal (e.g., homeless) populations, where the rates of mental illness are likely to be
high, settings usually not included in community-based samples. Finally, these differences
could reflect the differential access of low SES groups by race to psychosocial resources
that might shield them from the negative effects of exposure to low SES conditions. Some
research suggests that a number of adverse risk factors, to which blacks are more exposed,
have larger negative impacts on the health of whites than of blacks (Williams & Collins,
1995). Kessler (1979) also documented that comparable stressful events more adversely
affect the mental health of whites and higher SES persons, than of blacks and low SES
persons, respectively. It is possible that African Americans have greater access than whites
to some coping resources, such as religious involvement, that may reduce some of the
negative effects of some types of stress on their mental health (Williams, 1996a; Williams,
Yu, Jackson, & Anderson, 1997).

Many researchers have viewed race as a proxy for SES or regarded SES as a con-
founder of the relationship between race and health. Others argue that SES is part of the
causal pathway by which race affects health (Cooper & David, 1986; Krieger et al., 1993;
Williams, 1997); that is, race is an antecedent and determinant of SES, and SES differences
between racial groups in the United States reflect, in part, the impact of economic discrimi-
nation as produced by large-scale societal structures and processes. Understanding the role
of race in mental health will require more explicit attention to the macrosocial forces that
produced this social category in the first place, and to the race-related conditions of life
that can enhance or impair mental health functioning.

Researchers have also given increased attention to the nonequivalence of SES indica-
tors across racial and ethnic groups (Williams & Collins, 1995; Krieger et al., 1993). It has
been argued, for example, that racial differences in income understate racial/ethnic differ-
ences in economic status, because racial/ethnic differences in wealth are considerably larger
than those for income, with white households having a net worth that is about ten times that
of black and Hispanic households. These racial differences in wealth exist at all levels of



158 Yan Yu anp David R. Williams

income but are largest at the lowest levels of income (Eller, 1994). For example, for per-
sons in the lowest quintile of income in the United States, the median net worth of whites is
$10,257, compared to $1 for African Americans and $645 for Hispanics. Recent studies
have found that measures of assets, such as home or car ownership, are predictive of health,
independent of traditional indicators of SES (Krieger et al., 1997). Income returns for a
given level of education also vary by race/ethnicity, with blacks and Hispanics receiving
considerably lower levels of income for a given level of education than whites. College-
educated blacks are almost four times more likely than their white peers to experience
unemployment (Wilhelm, 1987), and employed blacks are considerably more likely than
their white peers to be exposed to hazards and carcinogens in workplace settings, even
after controlling for job experience and formal education (Robinson, 1984). The purchas-
ing power of a given level of income also varies by race, with blacks facing higher prices
than whites for a broad range of goods and services in society, including food and housing.

The complex interactions between race and SES suggest that analyses that utilize a
single measure of SES may fail to capture the complex ways in which social stratification
shapes racial/ethnic differences in health (Krieger et al., 1997). For example, it is unclear if
it is possible fully to control for SES in racial contrasts. Sampson and Wilson (1995) indi-
cate that the residential ecological context of blacks and whites differs so dramatically that
it is not possible to compare blacks and whites who truly reside in comparable socioeco-
nomic contexts. They argue that high rates of female-headed households, male joblessness,
and concentrated poverty create distinct ecological contexts. They found that in none of
the 171 largest cities in the United States was the proportion of blacks living in poverty
equal to or less than that of whites, nor was the proportion of black families with children
headed by a single parent equal to or less than that of white families. Accordingly, the worst
urban context in which whites reside are considerably better than the average context of
black communities (Sampson & Wilson, 1995, p. 41). Mental health researchers need to
demonstrate greater sensitivity to the imprecision of the currently used SES measures and
to the complex interactions between race and SES in the collection, analysis, and interpre-
tation of data on racial differences.

SOCIAL CAUSATION VERSUS SOCIAL SELECTION

There are two major explanations for the striking pattern of association between SES and
mental illness. Selection, or “drift,” hypotheses argue that the association between SES and
mental illness is a function of health-related downward mobility. According to this view,
the presence of psychiatric illness keeps individuals from obtaining or keeping jobs that
would maintain their SES position or enhance social mobility. Thus, mental illness causes
individuals to drift into lower SES groups or to fail to climb out of low SES positions at
rates comparable to that of healthy adults. In contrast, the social causation hypothesis views
the higher rates of mental illness in lower SES groups as due to the socioeconomic adver-
sities linked to low SES position. Low SES environments are viewed as having high levels
of pathogenic conditions and fewer resources for dealing with them than higher SES envi-
ronments.

Much of the research seeking to address the direction of the causal dynamics between
SES and mental health has used cross-sectional data. However, several strategies have
been employed to assess the extent to which cross-sectional analyses can provide clues to
the nature of the underlying causal processes. Some studies have attempted to monitor
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changes in social status over time by comparing adult SES attainment with parental SES
(Fox 1990). Other studies have compared patterns of illness among various ethnic and
social class groups (Dohrenwend et al., 1992). Still other studies attempt to establish a
temporal ordering of mental illness and occupation by gathering information to date the
age of onset for psychiatric illness compared to the age of job entry (Link, Bruce,
Dohrenwend, & Skodol, 1986). Recent analyses of the NCS’s data indicate that about 14%
of high school and 4% of college dropouts are due to mental illness (Kessler, House, Anspach,
& Williams, 1995). This suggests that early onset of disorder does hinder educational at-
tainment and job training.

It also appears that social selection and social causation may be differentially involved
for specific psychiatric disorders (Dohrenwend et al., 1992; Ortega & Corzine 1990). In
general, the selection and “drift” hypotheses are more consistent with genetic explanations
for variation in the risk of illness, whereas the social causation hypothesis is consistent with
explanations that give primacy to exposure to environmental risks. The social causation
explanation is heavily focused on the stressful characteristics of lower SES environments,
as well as on the differential distribution by SES of effective resources and coping styles to
deal with the adversities of lower SES life.

The available longitudinal data from community samples suggest that processes of
social selection and social causation may be operating simultaneously. In a 16-year follow-
up study of Sterling County residents, Murphy and colleagues (1991) documented that
lower SES respondents were at increased risk of developing first episodes of both depres-
sion and anxiety over the follow-up period. At the same time, the overall pattern of the
association was not very strong and was more pronounced for depression than for anxiety.
However, they also found empirical support for the drift hypothesis. Respondents who
were diagnosed as depressed or anxious at baseline tended to be more downwardly mobile
over the follow-up period, although this pattern was not significant. Using short-term fol-
low-up data from the New Haven site of the ECA, Bruce, Kim, Leaf, and Jacobs (1990)
found that persons who were poor were twice as likely as the nonpoor to develop major
depression, phobia, and alcohol abuse/dependence within a 6-month follow-up period. In
contrast, Broadhead, Blazer, George, and Tse (1990), using data from the Durham site of
the ECA, found that baseline depression increased the risk of subsequently developing
work-related disability. These studies suggest that the causal dynamic may operate in both
directions.

Power and Manor (1992) used data from the 1958 British Birth Cohort Study to ex-
amine the relationship between occupational class and mental health among 23-year-olds.
They found the expected association between social class and mental health, with members
of lower SES groups having higher scores on a malaise inventory and being more likely to
have sought help for psychological problems between the ages of 16 and 23. They exam-
ined the relative contribution of social class at birth, housing tenure, behavioral problems,
school absences due to ill health, health behaviors, unemployment, and educational attain-
ment. They found that each of these factors made a contribution to the SES differences in
mental health status. Moreover, once accounting for these earlier circumstances, SES dif-
ferences were no longer significant. These data suggest that there may be complex under-
lying processes by which SES affects mental health.

On balance, it appears that processes of social causation and social selection are both
operative. What is needed at this time are theoretically informed analyses from prospective
studies that identify how a range of social, psychological, and biological factors relate to
each other and combine to affect mental health and adaptive functioning. This will require
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more careful delineation and specification of the specific causal processes by which biologi-
cal vulnerabilities combine with social adversities and individual and social resources to
affect the risk of mental illness. In general, processes of social drift and selection may be
more important in the origins of severe mental illness, while social causation may play a
more central role in the development of less severe disorders (Dohrenwend et al., 1992;
Ortega & Corzine 1990). More specifically, it is suggested that social causation plays a
larger role in depression, while processes of social selection and drift may be more impor-
tant in schizophrenia.

CHALLENGES FOR FUTURE RESEARCH

Measuring Socioeconomic Position

One of the problems in the literature on SES and health is inattention to the appropriate
conceptualization and measurement of the SES variable (Krieger et al., 1997). One of the
important needs in future research is appropriately to conceptualize socioeconomic posi-
tion in its multiple dimensions and to use the measure of social status that is most relevant
to the causal hypothesis being tested.

Researchers need more clearly to distinguish measures of SES from those of social
class. The term social class is used very loosely in the literature to refer to any indicator of
social stratification. Social class is conceptually and analytically meaningful only within
the context of a specific theory of class, whereas SES is a broader term that can character-
ize various aspects of social stratification. A greater emphasis on the construct of social
class could inform our research questions and enhance our understanding of the environ-
mental forces responsible for producing inequalities in mental health. Social classes are
hierarchically arranged, socially interdependent groups that reflect the inequities in eco-
nomic and political power and resources in society. Social class membership determines
the nature and quality of daily life experiences and the available resources to manage de-
mands and uncertainties.

Income, education, and occupational status are the most widely used indicators of
SES. There is growing recognition that each of these terms can capture distinctive aspects
of social stratification and are not necessarily interchangeable. Each SES indicator has its
own set of advantages and disadvantages (Krieger et al., 1997; Liberatos, Link, & Kelsey,
1988; Williams & Collins, 1995). For example, education is fairly stable beyond early
adulthood, but it fails to capture the volatility in economic status that is experienced by a
surprisingly large proportion of U.S. households (Duncan, 1988). Several longitudinal studies
indicate that measures of long-term income that capture the dynamic nature of SES are
more strongly linked to child and adult health outcomes than are single-year indicators of
economic status (Duncan, Brooks-Gunn, & Klebanor, 1994; McDonough, Duncan, Will-
iams, & House, 1997; Miller & Korenman, 1994; Takeuchi, Williams, & Adair, 1991).
Thus, among adults, income and occupation are more relevant than educational status in
evaluating the potential role of the “drift hypothesis” (how changes in health status affects
SES and vice versa).

There is also increased recognition that SES operates at multiple levels. It can be
measured at the level of the individual, the household, and the community. These three
levels are complementary, but each reflects exposure to distinctive risk factors and re-
sources (Krieger et al., 1997). Recent studies suggest that neighborhood-level indicators of
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economic deprivation are associated with physical health status, independent of the asso-
ciation with individual SES (Krieger et al., 1997). In addition, a major problem in the
literature is a heavy emphasis on the assessment of current SES. An individual’s health is
importantly affected by exposures to risk factors and resources over the entire life course.
SES can be meaningfully assessed at critical points of the life span, including infancy,
childhood, adolescence, and adulthood. The relevant time periods for measurement should
be based on the hypothesized exposures and causal pathways. Research that gives more
explicit attention to the assessment of the SES variable can enhance our understanding of
the underlying dynamics by which location in social structure affects health and well-be-
ing.

A major debate in the literature has been whether the association between SES and
mental illness reflects the effects of absolute deprivation or of relative inequality (Marmot,
1989). The deprivation argument suggests that there is some minimal threshold of social
and economic resources that is necessary to facilitate good mental health. The deprivation
hypothesis would predict that the SES—mental health relationship would be driven by el-
evated levels of illness at the lowest level of SES compared to all other SES groups. In
contrast, the relative deprivation hypothesis suggests that the health status advantage of
low SES groups is not driven by an absolute standard of well-being. Instead, the risk of
mental illness is linked to one’s relative social standing with each higher level of SES
associated with better health status. The results in Table 8.1 and 8.2 suggest that the influ-
ence of SES appears to be largest at the lowest SES level, and that the pattern with income
for some disorders is consistent with a threshold effect. At the same time, there is also
ample evidence of stepwise progression of risk in the association between some indicators
of SES and some measures of disorder. Future research must seek to identify the conditions
under which particular measures of socioeconomic position have linear or nonlinear asso-
ciations with the incidence, prevalence, duration, severity, recovery, and co-occurrence of
specific psychiatric disorders and other indicators of mental health status. We need to iden-
tify the thresholds after which weaker effects of SES are observed and the social, psycho-
logical, and material resources and risks that are present at each level of SES.

Measuring Mental Health Status

Another emerging issue in the measurement of psychopathology is the extent to which the
standardized diagnostic instruments measure the same things for persons belonging to dif-
ferent SES groups. It is not uncommon in survey research studies for respondents to re-
spond to questions that they do not fully understand or to attribute to a question meaning
that is different from that intended by the investigator. In-depth cognitive interviewing is a
strategy increasingly being used in the health field to identify subgroup differences in the
understanding and interpretation of questions. The literature has focused on potential dif-
ferences between racial and cultural subgroups, but the issues are equally applicable to
potential educational status differences between groups. Cognitive interviewing techniques
are designed to identify the extent of variation in comprehension and other cognitive pro-
cesses, such as the response editing of sensitive questions, that survey respondents use in
answering standardized questions (Forsyth & Lessler, 1991). If major gaps exist between
different SES groups in the meaning of questions, then significant response errors can be
introduced.

Integration of data on physical health status may also shed light on the SES--mental
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health association. As noted earlier, physical impairment, morbidity, and mortality are also
strongly patterned by SES. Physical health status is a risk factor for the onset of psychiatric
illness (Kennedy, Kelman, & Thomas, 1991; Oxman, Berman, Kasl, Freeman, & Barrett,
1992; ) and psychiatric disorders increase the risk of mortality (Broadhead et al., 1990;
Bruce & Leaf, 1989). Thus, physical health status may play an important intervening role
in processes of social drift and social causation.

Stress and Socioeconomic Status

The stress literature indicates that acute life events and chronic stress or deprivation due to
lack of income or chronic problems in work, marriage, parenting, and other social roles are
associated with an increased risk of physical and mental illness, although these associa-
tions have been typically modest in size (Cohen, Kessler, & Underwood, 1995). Recent
developments in the measurement of stress indicate that comprehensive measures of stress
account for substantially more variability in mental health status than previous studies of
stress have suggested (Turner, Wheaton, & Lloyd, 1995; Wheaton, 1994). All models of
the stress process also recognize that there is a range of social and psychological resources
that can affect the impact of stress on mental health. Psychosocial variables that have emerged
as major risk factors for health status or as buffers or moderators of the impact of stressful
experiences on health include social relationships, self-esteem, perceptions of mastery or
control, anger or hostility, feelings of helplessness or hopelessness, and the repression or
denial of emotions (Kessler et al., 1995). Neither stress nor the resources to cope with it are
randomly distributed in society. The social conditions in which SES groups are embedded
are important determinants of exposure to stress and resources to confront and deal with
stressful experiences (Mirowsky & Ross, 1989; Pearlin, 1989; Williams & House, 1991).
Prior studies have not simultaneously characterized the full range of stressors and psycho-
social resources for various SES groups and the contribution that these factors, singly and
in combination, make to SES differences in mental health.

An adequate understanding of the role of stress in SES variations in mental health will
require not only the comprehensive assessment of stress, but also unifying or integrative
models of life stress and mental health that incorporate the role of psychological and bio-
logical factors in the stress process (Cohen et al., 1995). For example, although, the neu-
roendocrine system has long been thought to play a critical role in the causal pathway that
links stress to adverse changes in health status (Selye, 1974), few epidemiological studies
with broad-based populations have examined the relationship between the social environ-
ment and stress hormones. A recent study from the anthropology literature, which exam-
ined the association between salivary cortisol and behavioral observations in 247 children
over an 8-year period in a small Caribbean village, documented a strong relationship be-
tween salivary cortisol and psychosocial stress (Flinn & England, 1997). This study found
that traumatic family events, such as severe punishment of the child, family fights, resi-
dence change, family alcohol abuse, and the child being shamed, were all associated with
changes in cortisol levels. Hard physical work, competitive play, physical fights, and quar-
rels with peers also influenced salivary cortisol levels. The study also found that the current
family environment and developmental traumas were related to cortisol levels. Children
with severe caretaking problems in infancy (neglect, parental alcoholism, or maternal ab-
sence) exhibited either unusually low basal cortisol with occasional high spikes or chroni-
cally high levels of cortisol. The first profile was more common in males and associated
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with antisocial behavior, while the second profile was more common in girls and associ-
ated with anxiety and withdrawal behavior. These data provide impressive evidence of how
the social context can influence cortisol levels.

There is a need for integrative models that seek to understand how environmental
demands, appraisal processes, emotional states, and behavioral and physiological responses
relate to each other and combine with inherited susceptibilities to increase the risk for
psychiatric illness. At the present time, we know little about the relationship among various
risk factors and resources or how they combine additively or interactively to affect physical
and mental health. A more comprehensive, multidisciplinary, and integrated approach could
contribute to a better understanding of the mechanisms and processes through which per-
sonal and social resources operate to affect mental health and SES inequities in health.

CONCLUSION

The association between SES and mental health has been observed for a long time. How-
ever, our understanding of the mechanisms and processes by which these relationships
occur is still limited from both a scientific and policy perspective. There is clearly a need
for more research to identify the underlying causal dynamics. Research of this kind must
distinguish the basic or fundamental causes of inequalities in health from surface causes
(House et al., 1990; Link & Phelan, 1995; Williams, 1990); that is, researchers must give
greater attention to the ways in which risk factors measured at the individual level are
clustered and rooted in a common set of upstream causal forces (Kaplan, 1995). Impor-
tantly, such an approach recognizes that effective societal interventions are possible even if
all of the intervening biological and psychological mechanisms are not well understood.

Larger societal trends suggest that a large and potentially increasing segment of the
population may be especially vulnerable to mental health problems. There is growing in-
equality in income and wealth and an absolute decline in the economic status of at least
some racial minority populations compared to whites in the United States (Williams &
Collins, 1995). Continued corporate downsizing, restructuring, and retrenchment ensures
that the experience of downward social mobility and its attendant psychological sequelae
may be increasingly commonplace (Newman, 1989). Research has long demonstrated that
there is a strong positive relationship at the societal level between adverse changes in the
economy and increases in suicide, first admissions and readmissions to mental hospitals,
and alcohol abuse (Brenner, 1995). Thus, there is a need for a renewed commitment to
reduce the inequalities in societal institutions that appear to be the basic causes of social
inequalities in health (Williams & Collins, 1995).
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CHAPTER 9

Race, Ethnicity, and Culture
in the Sociology of Mental Health

Tony N. BROWN
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INTRODUCTION

The growing racial and ethnic heterogeneity of the U.S. population will require mental
health researchers to think more seriously about socioculural variation. To date, research-
ers have not given sufficient attention to how race, ethnicity, and culture are linked to one
another and to mental health. For instance, race can be an important factor in predicting
exposure and vulnerability to stress, coping strategies, social support, and, in turn, mental
health status. Race, however, grossly aggregates people and often hides subtle, and not so
subtle, variations in mental health status and functioning. This aggregation masks and per-
haps distorts ethnic differences and cultural influences within racial groups. It is neither
scientifically nor clinically valid to categorize, sample or theorize about racial groups—
such as Whites, Asians, Hispanics, or Blacks—without recognizing the ethnic variation
and cultural influences within these populations.

Despite this heterogeneity, many social scientists are content to “control” for race or
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ethnicity (i.e., to include race as a background factor in statistical models) without fully
considering the sociological meaning of these constructs. They are content to make dis-
claimers about the difficulties in sampling and studying discrete ethnic groups, or the diffi-
culties in accounting for the complexities of cultural influences. For these reasons, we have
an incomplete understanding of how race, ethnicity, and culture individually, and in inter-
action, influence mental health.

This chapter briefly highlights the complexity of studying race, ethnicity, and cultural
influences, specifically as these three constructs relate to the sociology of mental health.
We argue that race, ethnicity, and culture influence mental health status in three important
ways. First, the reliable and valid assessment of mental health is hindered by an inadequate
sampling of racial and ethnic groups. Second, race and ethnicity are social statuses that can
be associated with stressful experiences among subordinate groups. For example, conflict-
ing cultural influences, experiences of discrimination, and immigration are often associ-
ated with, and directly related to, adverse mental health outcomes. Third, and finally, pre-
dictors of mental health outcomes can vary in important ways depending upon race, ethnicity,
and cultural influences.

These three issues provide the organizing framework for this chapter. Though broad
in scope, our discussion is not meant to be exhaustive; rather, we aim to illustrate the
implications of these issues for the study of mental health within a sociological framework
and thus to provide a directive for researchers in the mental health field. To adequately
explore these issues, we first define the concepts of race, ethnicity, culture, and cultural
influences. We then briefly review what is currently known about the distribution of mental
health outcomes across several racial and ethnic populations. We conclude this chapter by
suggesting a research plan for the next millennium, a period that will see phenomenal changes
in racial, ethnic, and cultural diversity in the United States.

UNCONFOUNDING RACE, ETHNICITY, AND CULTURE:
A MURKY MESS OF MISCONCEPTIONS

In secular and academic circles, the concepts “race,” “ethnicity,” and “culture” are fre-
quently used but rarely defined (Adebimpe, 1994; Wilkinson & King, 1987; Williams,
Lavisso-Mourey, & Warren, 1994). In some cases, these terms are used interchangeably.
For example, published articles in the sociological literature describe “Hispanics” or “Ameri-
can Indians” as racial groups (Williams, 1997). Such classifications fail to distinguish be-
tween race and ethnicity. In addition, culture, and “cultural influences,” are not well under-
stood. In particular, sociologists often fail to consider the impact of cultural influences on
individuals and racial groups. This oversight often leads to the discussion of cultural influ-
ences as ‘“residual effects.” The confounding of these terms complicates the study and
understanding of mental health status and functioning in the United States. The following
sections define the constructs of race, ethnicity, and cultural influences in a theoretically
meaningful way. These definitions establish a common language that will allow us to dis-
cuss the mental health implications of these constructs in a clear way.

Defining Race

Race is undoubtedly one of the least understood sociological terms in use today (Wilkinson
& King, 1987; Williams, 1997). Some scholars believe that race is a biological category
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that is fairly immutable. It is hypothesized to be a category that distinguishes among groups
of individuals on the basis of a select number of shared genetic characteristics and the
distribution of a constellation of genes. The evidence for the biological basis of racial
categorization is fairly weak and often conflicting (Cooper, 1984; Williams, 1997). Racial
classifications based upon biology, although often thought of as valid and scientific, tend to
vary arbitrarily depending upon the social, political, or economic climate, and on the bi-
ases of the individuals responsible for creating the racial taxonomy.

Other researchers are reluctant to adopt such a strictly biological definition of race.
Instead, they choose to conceptualize race as a socially constructed category that is based
on observed phenotypic manifestations of presumed, underlying genetic differences (Coo-
per, 1984; Schaefer, 1990). This definition suggests that race is viable as a biological con-
cept only in that there are ascriptive markers (e.g., skin color) that have important social
consequences. We agree with those scholars who adhere to the position that race is essen-
tially a socially constructed category. Racial classifications usually identified in the United
States are White, Black, Asian, Hispanic, and American Indian (Williams, 1997).

Defining Ethnicity

The conceptual difficulty associated with operationalizing ethnicity in the United States is
evidenced in standard measures of race. In commonly used measures of race, the “ethnic”
categories of Hispanic and American Indian are often included as racial categories. It is
also evidenced in the scarcity of standardized measures of ethnicity. Generally, ethnicity is
a term that refers to a grouping of persons according to a shared geographic, national, or
cultural heritage (Berreman, 1991). Ethnicity taps into a “putative” connectedness grounded
in geographic proximity and in shared norms and values passed on from generation to
generation. We use the word putative because, in many contexts, mixtures of various ethnic
groups can become almost completely racialized (e.g., Whites in the United States are
comprised of various ethnic groups). Race and ethnicity tend to be confounded because of
racism and racialization in this country (Adebimpe, 1994; Williams & Fenton, 1994). None-
theless, members of a particular race can be further classified and described according to
their ethnicity.

Most scholars would agree that humans are not born with an ethnicity. It is a learned
characteristic. The content of socialization to ethnicity (i. e., culture) can include things
such as language, styles, prejudices, daily activities, values, and so on. (Berreman, 1991).
Ethnicity and culture are inextricably bound together, and each binds groups of individuals
together. Examples of ethnic groups in the United States include Haitians, Hopi Indians,
Cubans, Mexicans, Europeans, and Filipinos. These examples include a number of groups
that range broadly in terms of factors such as size, phenotypic distinctiveness, and salience
of ethnic identity. Each individual group shares some common geographic origin, and shares
some collective norms and values. Some of these groups are themselves comprised of
multiple ethnic groups. For example, the umbrella category of Hispanic comprises Puerto
Ricans, Mexicans, Dominicans, Cubans, and many other Spanish-speaking ethnic groups.

Defining Culture and Cultural Influences

Culture is the general canvas on which the ethnic and racial mosaic of the United States is
painted (e.g., American culture; Western culture). Culture is also a phenomenon associated
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with a specific group (e.g., Vietnamese). Thus culture has multiple-level, bidirectional in-
fluences on both aggregate groups and individuals. For instance, whereas American culture
has an impact on Asians, the presence of Asians in the United States affects American
culture. Culture can be conceived of as a factor that transcends supposedly rigid categori-
cal memberships (e.g., race or ethnicity). It is “unbounded” (Kroeber & Kluckhorn, 1952;
Swindler, 1986). Unboundedness refers to the fact that individuals, regardless of their ra-
cial or ethnic status, can be exposed to and affected by multiple cultural influences. Cul-
ture, therefore, can have both general and specific influences on any given person. An
individual living in the United States, for example, may be exposed to the general Ameri-
can culture, while simultaneously nurturing the specific culture associated with his or her
ethnic heritage (e.g., German).

Culture should be conceptualized as a dynamic paradigm that shapes how one sees
oneself in relation to the social environment, and how one functions as a way of life (Geertz,
1973, Kroeber & Kluckhorn, 1952). Swindler (1986) defines culture as a symbolic vehicle
of meaning, including beliefs and rituals as well as informal practices such as language and
activities of daily life. Consistent with Swindler, we believe that cultural influences trans-
mit dynamic and action-oriented ways of living devised by people to meet biological and
psychosocial needs. These ways of living are passed on from generation to generation but
may change over time and across regions in response to larger sociological forces.

Figure 9.1 illustrates the relationships between race, ethnicity, and culture. This figure
can be used to understand a person’s link to a racial and ethnic group while accounting for
multiple cultural influences. The shape of each construct is different, illustrating that each
construct has a unique meaning. At the same time, however, the shapes overlap somewhat
to illustrate their interconnectedness and are posted on the background of a general culture.
For example, within the White racial group, there are many ethnic groups (e.g., Poles,
Germans, Italians). Although each ethnic group has a distinct culture, they may all share a
general culture (e.g., American). The same is true of racial groups that share a general
culture (e.g., some African Americans share a Southern culture in the United States). Strictly
speaking, racial groups (e.g., Hispanics, Blacks) do not have cultures, but ethnic groups
within racialized groups can have a specific culture (¢.g., Cuban culture; African American
culture).

A systematic approach to conceptualizing race, ethnicity, and cultural influences is
necessary if we are adequately to comprehend their joint impact on mental health out-
comes. We must develop measures that account for the racialization of groups and yet
consider the viability of ethnicity and culture influences. Such measures must become stan-
dard to any and all data collection instruments in which social scientists desire to gather
reliable and valid data. Figure 9.2 illustrates an example of a series of questions that may
permit the comprehensive disaggregation of data into categories that aim specifically to
untangle race, ethnicity, and culture. The first question asks about racial group member-
ship. The second question asks about ethnic group membership. The final question asks
potential respondents about culture and cultural influences. With the information collected
from this set of questions, mental health researchers and other social scientists would be in
a position to address many assumptions about race, ethnicity, and culture. For example,
with access to data yielded from a series of questions such as those in Figure 9.2, mental
health researchers who study acculturation and immigration would be able to explore pre-
viously unexamined nuances. Researchers could compare those respondents who self-identify
as Asian, claiming a Chinese ethnicity, and Chinese and American cultural influences, to
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RACE
Phenotypic, socially,
politically, historically, and
economically constructed,
non-biological category (e.g.,
Black, Asian, Alaskan,
Native, White).

ETHNICITY

Cultural categories that usually
correspond to geographic birth
place boundaries (e.g.,
American Indian, Mexican,
Polish, African American).

SPECIFIC CULTURAL INFLUENCES

A set of shared traditions, beliefs, and values (i.e., the
content of ethnicity) that usually correspond to
geographic birth place. It is usually not bound by race
(e.g.. Puerto Rican, Apache, Cambodian).

FiGure 9.1.  The conceptual distinction between race, ethnicity, and cultural influences.

those who self-identify as Asian and claim a Chinese ethnicity but indicate only Chinese

cultural influences.

THE IMPORTANCE OF RACE, ETHNICITY, AND
CULTURE IN THE STUDY OF MENTAL HEALTH

The fundamental issue that we address in this chapter is how race, ethnicity, and culture
influence mental health. We propose that race, ethnicity, and culture influence mental health
through at least three interrelated ways: (1) through assessment of mental health in terms of
definition, measurement, sampling, and diagnosis; (2) by association with social statuses
that embody stressful experiences; and (3) by altering relationships with predictors of mental

health. The following section addresses these issues.
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Which category best describes you?

Racial Categories

e | [ o | [ owwie | [ oim ] [ctcanotion] [ e

What category best describes you? (Check all that apply)

Ethnic Categories
i L 1 | 1 ]
Irish African Mexican Japanese Cherokee Other:
German Jamaican Puerto Rican Chincse Naveho
White Haitian Cuban Korean Apache
Polish African American Spanish Pacific Islander Seneca

Which culture(s) is most important to you? (Check all that apply)

Cultural Influences
f 1 | i 1 1
European Black Urben Loatian American Indian Other:
German Southern Rural Malaysian Italian
American Domini Vi Middle Eastem West African
Northern Jewish Central American Far East White

Ficure 9.2. Measuring race, ethnicity, and culture in the United States.
Assessment

We argue that race, ethnicity, and culture can directly influence the assessment of mental
health. This influence can occur in the estimation of psychiatric disorders in treatment
settings and in epidemiological community surveys. Assessment is also influenced by such
things as clinical misdiagnosis (Adebimpe, 1981; Neighbors, Jackson, Campbell, & Will-
iams, 1989; Rogler, 1996a,b), differential item interpretation by race or ethnicity (Gallo,
Cooper-Patrick, & Hochman, forthcoming; Lawson, 1986), and clinical misinterpretation
and misclassification of symptoms (Rogler, 1996a,b; Wade, 1993). Culture-bound syn-
dromes (Alarcon, 1995; Levine & Caw, 1995) also present an assessment issue, because
the appropriate measurement of particular disorders is partly determined by cultural influ-
ences. We further note the difficulty in attaining a representative sample of racial and eth-
nic groups in community epidemiological surveys (e.g., American Indians and Alaskan
Natives) (Meketon, 1983; Norton & Manson, 1996). Many factors, such as residential
racial segregation, geographic isolation, geographic clustering, systematic census
undercounting (Williams & Harris-Reid, forthcoming), and the small size of some ethnic
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groups (Sue, Sue, Sue, & Takeuchi, 1995) all affect sample quality. The problem of appro-
priate and representative sampling is fundamentally related to our understanding of race,
ethnicity, and cultural influences. We advocate, as do others (Sue et al., 1995; Williams &
Harris-Reid, forthcoming), that truly representative, large samples of one or two racial and
ethnic groups within a culturally sensitive framework will advance our overall knowledge
of mental health issues more than small samples multiple groups.

The prevalence and incidence of psychiatric disorder and symptomatology can be
estimated in community epidemiological surveys due to recent advances in survey diag-
nostic tools assessing mental health (Kessler et al., 1994; Robins, Helzer, Croughan, &
Ratcliff, 1981; Robins & Regier, 1991). The development of the structured diagnostic in-
terview allows lay interviewers to collect data that can be used to measure the incidence
and prevalence of psychiatric disorders. Unfortunately, many psychiatric epidemiological
studies do not collect data on sufficient numbers of individuals representing various racial
or ethnic groups to make reliable comparisons. This is particularly true for early studies
that had small samples of non-White ethnic and racial groups, at times as low as 1%. De-
spite large epidemiological studies such as the National Comorbidity Study (NCS; Kessler
et al., 1994) and the Epidemiologic Catchment Study (ECA) (Robins et al., 1981; Robins
& Regier, 1991), coverage problems remain. For instance, low response rates among cer-
tain segments of ethnic groups (e.g., African American men) continue to bias findings for
many studies. Because of undercounting, even weighting to make the sample comparable
to U.S. census estimates does not overcome the nonresponse problem (Williams & Harris-
Reid, forthcoming). Moreover, the interracial, interethnic, and intercultural applicability of
structured diagnostic interview schedules has not been sufficiently tested (Hendricks, 1983;
Rogler, 1993b). Thus, general conclusions about the mental health status of various racial
and ethnic groups are often offered without considering the representativeness of the sample,
the adequacy of the measures, or unmeasured heterogeneity within and between particular
groups.

Heterogeneity within and between racial and ethnic groups, including muiltiple cul-
tural influences, affects researchers’ ability to make comparisons and generalizations, and
to frame theoretical and policy implications. For example, research indicates that some
racial and ethnic minority groups are more likely to engage in the somatization of psycho-
logical problems (Kuo, 1984); that is, these individuals manifest psychological problems
as physical symptoms. Yet a number of the symptom checklists used to determine disorders
are designed to rule out physical health problems. This can result in underreporting of
mental health problems among minority groups (Vega & Rumbaut, 1991).

Misdiagnosis of particular psychiatric disorders is also an issue for members of racial
and ethnic groups (Adebimpe, 1994; Neighbors et al., 1989). Even though we focus on
Blacks, other racialized and ethnic groups face the same issues. Many studies show that
among comparable patient samples, Whites are more likely to be diagnosed with a mood
disorder, whereas Blacks are more likely to be given a diagnosis of schizophrenia (see
Neighbors, 1997, for a review). Psychiatrists tend to give correct diagnoses for a clear
schizophrenic case description or personality disorder case description when no identify-
ing racial information on the patients is given. When race is specified, however, regardless
of psychiatrists’ race, Black patients with identical symptoms are more likely than White
patients to be given more severe diagnoses (Loring & Powell, 1988). Black inpatients and
outpatients compromise double or more of the cases of diagnosed schizophrenia compared
to White patients in the entire mental health system (Lawson, Hepler, Holladay, & Cuffel,
1994). Even when instructed to use DSM-III-R criteria in reviewing the charts of Black
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patients, clinicians still are significantly more likely to diagnose Black patients as schizo-
phrenic (Strakowski, Shelton, & Kolbrener, 1993) than White patients with comparable
symptom profiles. Raskin, Crook, and Herman (1975), in a study of diagnostic bias, found
that Blacks are more likely to be diagnosed with some form of schizophrenia, whereas
white patients with comparable symptoms are diagnosed as depressed (Adebimpe, 1981).
This trend in clinical misdiagnosis is evidence that race, ethnicity, and cultural influences
can alter the assessment of mental health and adversely influence the interaction between
researcher/clinician and respondent/client.

Social Statuses

Race and ethnicity are stratifying social statuses that place some groups higher on the
socioeconomic ladder (e.g., status, education, income, employment) than other groups be-
cause of barriers, for example, conflict in cultural influences, racism, nativity and immigra-
tion status (Adebimpe, 1994; Burke, 1984; Carter, 1993; Gary, 1991; Kaplan & Marks,
1990; Schaefer, 1990; Smith, 1985; Williams, 1997). Race and ethnic status can be linked
to potentially stressful experiences. For example, recent immigrants may experience
acculturative stress (Berry, 1998; Vega & Rumbaut, 1991) when forced to decide the rela-
tive importance of their original cultural identity in juxtaposition to an Anglo identity (Gor-
don, 1961), or may report learned helplessness (Fernando, 1984) or hypervigilance (Essed,
1991) as a result of systematic social exclusion from mainstream society on the basis of
their race, ethnicity, or cultural distinctiveness. Furthermore, members of subordinate ra-
cial or ethnic groups may internalize notions propagated in the general culture about their
inherent inferiority (Akbar, 1991).

All people experience some amount of stress, attributable to multiple roles and sta-
tuses (e.g., worker, woman, or immigrant), that directly influences mental health. In the
stress and mental health literatures, however, researchers (Carter, 1993; Gary, 1991; Thoits,
1983; Vega & Rumbaut, 1991; Williams & Fenton, 1994) admit that sparse attention is
devoted to the stress one experiences, or does not experience, because of race, ethnicity, or
conflict in cultural influences. Even less attention is dedicated to understanding how defi-
nitions of psychiatric disorder, psychological distress, and mental well-being, as well as
norms dictating appropriate coping strategies, might vary across sociocultural groups. An
individual’s culture, for example, might influence their definition of illness, perceptions of
symptoms, and health behaviors (Lawson, 1986; Williams & Fenton, 1994; Zheng et al.,
1997).

There is a growing literature that suggests subjective reports of racial and ethnic dis-
crimination are related to adverse mental health outcomes (Amaro & Johnson, 1987; Jack-
son et al., 1996; Kuo, 1995; Salgado de Snyder, 1987; Smith, 1985). We believe that racial
discrimination is inherently stressful, partly because of the immutability of phenotypic char-
acteristics and the salience of the identities that are often the basis of exclusion and mal-
treatment. Similarly, immigration is a process that is closely linked to ethnic status and can
have mental health consequences (Vega & Rumbaut, 1991). Berry (1998) explores accul-
turation at the group and individual levels. He suggests that psychological acculturation
operates at the macrolevel (e.g., society of origin, type of acculturation, acculturation ide-
ology) and microlevel {(e.g., acculturative stress, social support, age, gender, personality).
Furthermore, Berry notes that acculturation is complex because it affects all groups in-
volved in the transformation, not just the acculturating groups. He cautiously concludes
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that we cannot be sure about “how” and “if” acculturation affects health without consider-
ing its multidimensionality.

Cultural beliefs about the causes and consequences of mental illness can also influ-
ence treatment outcomes and symptom expression (Lawson, 1986; Meketon, 1983). For
instance, symptoms unique to a given culture (e.g., belief in spirit possession) may be
unfamiliar to the clinician and can consequently result in misdiagnosis or misspecification
of symptomatology (Levine & Caw, 1995; Narduzzi 1994; Rogler, 1993a,b; Zheng et al.,
1997). Cultural conflict between researcher/clinician and respondent/client may occur, and
this may be one factor leading to symptom misinterpretation. The often implicit assump-
tion is that clinical disorder, psychological distress, subjective well-being, and experiences
of social stress are universal. Research indicates, however, that there is considerable racial,
ethnic, and cultural variation in the onset of a given disorder, nature of symptoms (Gallo et
al., forthcoming; Lawson, 1986; Vega & Rumbaut, 1991), vulnerability to stress (Broman,
1989), willingness to discuss mental dysfunction, social support (Kuo & Tsai, 1986), har-
diness (James, 1994; Neff, 1985; Sue et al., 1995), likelihood of seeking professional psy-
chiatric care (Neighbors, Caldwell, Thompson, & Jackson, 1993), and a range of other
factors.

Predictors of Mental Health

Race, ethnicity, and culture may influence important predictors of mental health status.
These include some well researched predictors: age, appraisal of stress, choice of coping
strategy, effectiveness of coping strategy, and personal and group identities. Race, ethnicity,
and culture can shape how and whether stress is perceived and how particular racial and
ethnic groups cope with it. For instance, Kuo (1995) examined the distribution of discrimi-
nation episodes and problem- versus emotion-focused coping in a sample of 499 Asian
Americans (i.e., Koreans, Japanese, Filipinos and Chinese in Seattle, Washington). Re-
spondents were asked whether (1) they experience discrimination when seeking housing,
(2) they are treated badly or differently than whites at their job, and (3) they experience any
other racial discrimination. Fifteen percent reported housing discrimination, 30% reported
work-related incidents, and 39% reported some other kind of discriminatory episode (e.g.,
internment, trouble getting a license, and racial jokes and slurs). Kuo used nine items from
a coping inventory that assessed the two types of coping styles. Statistically significant
differences were found between ethnic groups in episodes of discrimination, coping styles,
cultural values, and perceptions of minority status. Among other things, Filipino and Jap-
anese respondents were more likely to report discrimination than Koreans in this sample.
Kuo also found that Chinese respondents were less likely to use problem-focused coping,
whereas Filipinos were more likely to use emotion-focused coping when compared to Ko-
reans. Japanese and Chinese respondents used similar coping strategies. In another study
of discrimination, mental health, and coping, Jackson, Williams, and Torres (under review)
examined the impact of subjective reports of racial discrimination on the mental health of
Whites. They found that the degree to which the consequences of such discrimination were
adverse depended upon the ethnic status of their White respondents. For example, Italians
and other White ethnic groups that historically have experienced discrimination were more
adversely affected by discrimination than were other White ethnic groups. The results of
these studies suggest that there may be ethnic differences in coping and coping strategies
among members of the same racialized group.

Other predictors of mental health, such as racial identity and biological markers, can
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vary by race, ethnicity, and the array of cultural influences acting on an individual. For
example, some researchers (Bowser, 1981; Broman, 1989; Kuo & Ysai, 1986; Jones, 1981;
Neff, 1985) believe that the relatively low level of psychopathology among racial and eth-
nic groups, when compared to Whites, may be attributable to hardiness, group identifica-
tion, and cultural embeddedness. Other researchers suggest that biology may interact with
race, ethnicity, and culture to influence important predictors of psychiatric disorder. For
example, Lawson (1986) suggests that there may be important racial and ethnic influences
in terms of pharmacotherapy and the effectiveness of psychotropic drugs. He reports that in
different racial groups, there are differences in cortisol suppression, enzyme release, and
levels of particular hormones among individuals with a psychiatric disorder. Such biologi-
cal markers have been linked to obsessive—compulsive disorder, schizophrenia, and de-
mentia without depression. Lawson also discusses the empirical finding that Asians and
blacks with psychiatric disorders often respond quickly to lower doses of certain psycho-
tropic drugs than do Whites.

IMPLICATIONS OF RACE, ETHNICITY, AND CULTURE:
A RESEARCH AGENDA

The quality of data on mental health status among non-White racial and ethnic groups is
acceptable for some groups and unacceptable for others. Very few non-White groups in the
United States are researched rigorously, and many groups receive little systematic research
attention. We chose to illustrate this point using Blacks, Hispanics, Asians, and American
Indians/Alaskan Natives. We briefly discuss what we know about racial and ethnic varia-
tion in mental health within a framework that acknowledges the influences of general and
specific cultures. We believe there are many gaps in the literature, and we enthusiastically
encourage researchers to carry out investigations to fill in these gaps.

In the following sections, we do not focus on collecting more complex or larger psy-
chiatric inpatient samples, although such research could be informative. We also make an
overarching declaration that the gathering of longitudinal data is important for all groups.

Black Mental Health Status

There is one major source of nationally representative information on a broad range of
psychiatric disorders among Blacks—the NCS (Kessler et al., 1994). Blacks in the NCS
were oversampled. Unfortunately, this oversampling methodology may systematically ex-
clude important members of that population (Jackson, Tucker & Bowman, 1982). There
are numerous other large- and small-scale, multisite and regional random samples that
assess particular disorders, psychological distress, and subjective well-being among mem-
bers of this population (see Vega & Rumbaut, 1991; Williams & Harris-Reid, 1997). There
are also a fairly large number of smaller probability surveys that assess mental disorder,
psychological distress, and subjective well-being in large metropolitan areas (e.g., the 1995
Detroit Area Study).

Overall, the data suggest that compared to Whites, Blacks report the same, if not
lower, levels of current and lifetime psychiatric disorder, about equivalent psychological
distress after introducing control variables, and lower levels of subjective well-being. The
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weakness in studies of Black mental health is that we know very little about interethnic
group variation. Patterns in the distribution of mental disorder, distress, or well-being could
vary among Southern African Americans, Caribbeans, Haitians, or other ethnic subgroups.
Overall, multiple data sources can be used to infer a fairly comprehensive picture of Black
mental health, but we need larger, more current samples that are truly representative of the
sociocultural variation in this population.

Hispanic Mental Health Status

Hispanics are one of the fastest growing groups in the United States. There are a number of
random, regional samples of specific ethnic groups, particularly Mexicans in the South-
west (e.g., Hispanic Health and Nutrition Survey [HHANES]) and Puerto Ricans in New
York, that focus on mental health issues in this population (for review see Vega & Rumbaut,
1991). There are, however, few nationally representative samples of this racial group that
contain numbers of respondents sufficient for complex statistical analysis of psychiatric
disorder. In the NCS, Hispanics constituted 9.7% of the sample, and Kessler et al. (1994)
reported that there were no psychiatric disorders for which either lifetime or current preva-
lence was significantly lower among Hispanics than among non-Hispanic Whites. It is not
clear how this finding would change if data on ethnicity, culture, immigration status, and
other factors were a taken into account in the NCS. The patterns for psychological distress
and well-being are quite complex and depend upon factors such as level of acculturation,
employment status, citizenship, and ethnicity.

Larger samples with more than one ethnic group and measures of multiple psychiatric
disorders are needed for valid study of Hispanic mental health. We need to design a nation-
ally representative sample of Hispanics, with at least three socially and historically distinct
ethnic groups (e.g., Mexicans, Puerto Ricans, and Cubans). Immigration status is also a
factor that may influence the mental health of members of this population. Prospective data
would shed light on the acculturative process as well as other processes related to coping,
psychological distress, and subjective well-being. Such a project must be sensitive to cul-
tural influences on assessment, such as language, ethnic differences in social statuses, and
ethnic differences in known correlates of mental health.

Asian Mental Health Status

There are relatively few sources of representative data on psychiatric disorder, psychologi-
cal distress, or subjective well-being among Asians living in the United States. Supposedly,
representative national studies such as the ECA and NCS do not include enough Asians to
permit a thorough exploration of their mental health and the role of race, ethnicity, and
cultural influences. Studies based upon probability samples of large numbers of Asians are
themselves infrequent. The recent Chinese American Psychiatric Epidemiologic Study
(CAPES) is a well-designed project that is beginning to shed light upon mental health
issues within this population (Sue et al., 1995). This study obtained completed interviews
from 1,700 Chinese Americans living in the Los Angeles area. A comparison of psychiatric
disorder reported by White respondents in the ECA, NCS, and the Chinese respondents in
CAPES suggests that overall levels of psychopathology may be significantly lower in the
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CAPES. Compared to the NCS, respondents in the CAPES reported lower levels of manic—
depression, major depression, dysthymia, general anxiety disorder, agoraphobia, simple
phobia, social phobia, panic attack, and panic disorder. Compared to the ECA, CAPES
respondents reported higher levels of major depression and dysthymia. Other studies, us-
ing much smaller, convenience community samples, show similar and dissimilar patterns
to the general findings from the CAPES (Sue et al., 1995).

A large-scale study of multiple ethnic groups within the Asian population is necessary
at this point to verify with any certainty patterns of disorder, distress, and well-being. A
study that includes at least three socially and historically distinct ethnic groups (e.g., Japa-
nese, Chinese, Vietnamese) from this population would be an excellent starting point. Three
of the largest groups may be reasonable, considering that 50 distinct ethnic groups have
been identified (Sue et al., 1995). A probability sample of Asians may be an expensive
undertaking, but it would elucidate a number of mental health and stress-related issues in
this diverse population. There are obvious cultural influences, such as language, nativity,
acculturation, and generation, that must be taken into account in designing and implement-
ing such a study. Interethnic comparability of mental health measures is essential yet poten-
tially difficult to guarantee. However, the rich data generated from such a project would
serve to inform the literature.

American Indian and Alaskan Native Mental Health Status

Norton and Manson (1996) report that there are over 250 federally recognized tribes, 209
Alaskan Native villages, and a number of tribes recognized at the state level. There are,
however, no major and reliable sources of representative data detailing the distribution of
psychiatric disorders, psychological distress, or well-being among American Indians (see
Meketon, 1983). One reason that we have such poor data is that American Indians/Alaskan
Natives have been systematically exploited and marginalized. Researchers must be sensi-
tive to the cultural traditions of American Indians and Alaskan Natives. Planned research
should be designed so that it directly benefits this community; including tribal leaders in
the research process would be an important beginning (Norton & Manson, 1996; Wolf,
1989).

The single most researched topic among American Indians is that of alcohol abuse
(Narduzzi, 1994; Wolf, 1989). Institutionalized patient studies find higher rates of alcohol
abuse among American Indians. This alcohol abuse is often comorbid with other mental
health problems, including suicide. Suicide rates for American Indians are significantly
higher than among many other non-White groups as well as the White population (Narduzzi,
1994), and the elevation in rates is increasing. There are also important differences that
need to be explored between American Indians and Alaskan Natives who live in traditional
communities, and those who may be residentially assimilated into mainstream society.
American Indians who leave the reservation are not allowed to use Indian Health Service
programs, and few urban settings offer the type of support that compares to indigenous
support systems (Narduzzi, 1994). In a small study using data from the National Indian
Council on Aging, Narduzzi (1994) found significant differences between elderly Ameri-
can Indian men and women, as well as between reservation and urban American Indians.
Using the Short Psychiatric Evaluation Schedule (SPES), he reported that coping is more
important for women than for men, but that physical health is more important for men than
women in predicting psychiatric disorders. Furthermore, reservation elders and urban elders
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revealed reversed patterns for coping and physical heaith. Narduzzi suggested that physical
health is an essential mediator of poor mental health in urban settings, since the primary motive
for migration is usually economic, and physical well-being is essential for earning a living.

Most of what we know about American Indians and Native Alaskans remains specula-
tive (Meketon, 1983). Research is needed that focuses on the distribution of mental health
and social stress, interethnic variation in mental health patterns, coping and risk factors, the
influence of acculturative stress, and other neglected topics. Researchers have permitted
American Indians and Alaskan Natives to remain in the “Other” category. The starting
point for a research agenda focusing on mental health issues among this population would
be to identify the location of individuals who self-identify as American Indian or Native
Alaskan. We might begin with qualitative data that would serve as an impetus to create a
culturally and ethnically sensitive probability sample of at least three ethnic groups and
include some form of standardized indicators. Such aresearch agenda would offer a unique
perspective on the historical experience of marginalization and the influence of culture in
shaping patterns of mental disorders, psychological distress, and well-being.

SUMMARY: A NEW RESEARCH AGENDA
FOR A HETEROGENOUS NATION

The first step toward expanding our knowledge about race, ethnicity, culture, and mental
health is to continue the task of determining whether the construct of mental health, broadly
defined, should be conceptualized and operationalized in the same way across racial and
ethnic groups. We must simultaneously account for the way that culture influences indi-
viduals’ mental health. The next step would be to systematically draw large and national (if
possible) probability samples from racial and ethnic groups of interest, as mandated by the
National Institutes of Health (1994). With standardized and specific measures of mental
health, social stress, coping strategies, and other correlates of mental health, sociologists
studying mental health would be in a position to plot trends, address assumptions, and gain
greater understanding of the meaning of race, ethnicity, and cultural influences.

Currently, Blacks, Hispanics, American Indians, and Asians comprise 18% of the U.S.
population. Projections indicate that by the year 2050, these groups will comprise approxi-
mately 47% of the U.S. population. The increasing heterogeneity of the U.S. population
presents challenges and opportunities for mental health research. Our first challenge is to
better and more consistently to measure race, ethnicity, and cultural influences. We must
develop assessment tools that are culturally sensitive and that account for important socio-
cultural nuances. We do a basic disservice to the social sciences, the mental health field,
and future scholars if we continue to ignore the confluence of interracial, interethnic, and
cultural influences in the sociology of mental health.
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CHAPTER 10

Mental Disorder in Late Life

Exploring the Influence of Stress
and Socioeconomic Status

NEAL KRAUSE

INTRODUCTION

The purpose of this chapter is to review data on the prevalence of selected mental health
problems in late life and to develop a theoretical explanation for the patterns that are ob-
served. Consistent with these goals, the discussion that follows is divided into two main
sections. The prevalence and age of onset for mental health problems in late life are re-
viewed first. Following this review, a potentially useful conceptual framework is devel-
oped to explain these findings. This theoretical perspective relies on extensions of the
stress process model and places a heavy emphasis on the pervasive influence of socioeco-
nomic status (SES).

PREVALENCE OF MENTAL DISORDERS IN LATE LIFE

A necessary first step in devising a viable sociological explanation for mental disorder in
late life is to describe the prevalence and age of onset for mental health problems. This
point of departure is important because data on the age distributions of disorder and the age
of onset provides hints about potential explanatory factors. If mental disorders emerge
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early in life and tend to taper off as people grow older, then it makes sense to search for
causal mechanisms in the earlier decades of life. However, if mental health problems in-
crease substantially as people get older, then the focus should be shifted to factors that are
encountered in late life.

Unfortunately, there is little consensus in the literature about the prevalence and onset
of mental health problems among older adults. Instead, different views are provided by
research aimed at assessing clinical psychiatric syndromes and studies that focus on symp-
toms of distress that may not constitute clinical cases of disorder. The findings from each
body of research are reviewed below. In the process, age-related problems associated with
assessing mental illness with each technique are discussed briefly.

Clinical Psychiatric Syndromes

Probably the most reliable data on psychiatric disorders among elderly people come from
the Epidemiologic Catchment Area (ECA) surveys (Robins & Regier, 1981). This large-
scale community survey was designed to evaluate mental disorder in adults of all ages by
operationalizing the diagnostic criteria in the third edition of the Diagnostic and Statistical
Manual of Mental Disorders (DSM-III; American Psychiatric Association, 1980). This
survey is noteworthy because it attempted to assess the age of onset as well as the preva-
lence of a wide range of mental disorders. (Data from the more recent National Comorbidity
Study, described in Chapter 7, are not relevant to aging because the sample is limited to
persons 15-54 years of age.)

Viewed broadly, the findings from the ECA study revealed that rates of most mental
disorders are lower among older than younger people (Robins, Locke, & Regier, 1991).
For example, the lifetime prevalence rate of any DSM-III disorder was 37% for respon-
dents under age 30, but only 21% for study participants 65 and older. Even though depres-
sive and anxiety disorders are among the most common disorders in late life, prevalence
estimates of these mental health problems are well below those of younger adults. More
specifically, the lifetime prevalence of depressive episodes for people 30—44 years of age
was 10%, but only 2% for individuals 65 and older (Weissman, Bruce, Leaf, Florio, &
Holzer, 1991). Similarly, the lifetime prevalence of phobic disorder (a major type of anxi-
ety) for women 65 and over (14%) was substantially lower than the corresponding rate for
women in the 30 to 44 year-age range (23%). Comparable, but less dramatic, estimates
were observed in men: 5% aged 65 and over had had a phobic disorder in their lifetime,
whereas 6% in the 30—44 year-age range had suffered from this mental health problem
(Eaton, Dryman, & Weissman, 1991).

There are, however, two important exceptions to these trend: The first has to do with
organic mental disorders and the second concerns suicide. There is some evidence that the
rates of organic mental disorders (e.g., the dementias) increase markedly in late life (George,
Landerman, Blazer, & Anthony, 1991). However, the diagnosis of these disorders is virtu-
ally impossible in a community survey research setting. Consequently, the ECA investiga-
tors elected to assess cognitive impairment with the Mini-Mental State Examination (MMSE;
Folstein, Anthony, Parhad, Duffy, & Gruenberg, 1985). As these investigators readily ac-
knowledge, there may be significant slippage between MMSE scores and the clinical diag-
noses of organic mental disorder. In particular, George and associates(1991) pointed out
that persons with low levels of educational attainment may score highly on the MMSE,
even though they do not suffer from any of the organic mental disorders. Keeping these



Mental Disorder in Late Life 185

limitations in mind, findings from the ECA study revealed that less than 5% of the popula-
tion under age 55 suffered from mild cognitive impairment. However, by age 75, over 22%
experienced mild cognitive impairment (George et al., 1991).

Like cognitive impairment, suicide does not constitute a specific diagnosis in the DSM
series. Even so, it is discussed here because suicide is associated with a number of mental
health problems, especially depression (Hendin, 1986). One of the most comprehensive
studies of suicide was conducted by Manton, Blazer, and Woodbury (1987). Although the
data from this study revealed complex race and gender variations in suicide rates, these
investigators reported that persons 65 years of age and older commit suicide more often
than individuals in any other age group. For example, the suicide rate for white males at age
80 was 4 per 1,000 individuals, while the corresponding estimate for 20-year-old white
males was only about 1.5 per 1,000.

Although the young are more likely to suffer from clinical mental health problems, the
ECA study further revealed that most syndromes emerge early in life as well. In particular,
Robins and her associates reported that the median age of onset for any DSM disorder was
age 16 (Robins et al., 1991). Moreover, these investigators stated that 90% of the sample
with any disorder experienced first symptoms by age 38. This tendency is reflected in the
age of onset for specific psychiatric syndromes. For example, the median age of onset for
depressive episodes was 25, while phobia (age 10), and schizophrenia (age 19) first ap-
peared at an even earlier point in the life course (see also Kessler & Zhao, Chapter 7, this
volume).

Taken at face value, the data on clinical psychiatric syndromes suggest that mental
health problems are more prevalent among younger people, and that psychiatric disorders
tend to emerge relatively early in life. Nevertheless, as the discussion in the next section
reveals, there are a number of methodological problems with this research.

Problems with the Psychiatric Perspective

There are at least six reasons why the prevalence rates and age of onset for mental disor-
ders may be underestimated in elderly populations. First, measures may not capture the
unique ways in which depression is expressed by older adults. In particular, some research-
ers maintain that somatic symptoms, as well as apathy, are not adequately represented in
existing measures even though they represent significant features of depression in late life
(e.g., Blazer, George, & Landerman, 1986; Krishnan, Hayes, Tupler, George, & Blazer,
1995). Second, prevalence rates based on surveys of community-dwelling elders overlook
the fact that many older adults with mental disorders reside in nursing homes or congregate
housing. For example, research by Parmalee and her colleagues suggested that the preva-
lence of major depression in their institutional sample was 12.4% (Parmalee, Katz, & Lawton,
1989). Third, some disorders, such as depression, are comorbid with either physical health
problems or cognitive impairment, making accurate diagnosis difficult (Blazer, 1994; Ernst
& Angst, 1995). Fourth, the utility of scales that assess the lifetime prevalence of disorder,
as well as age of onset, rests on the assumption that respondents can accurately recall their
psychiatric history. However, there is some concern that memory problems may be espe-
cially troublesome in studies of older adults. In fact, Blazer (1994, p. 195) concluded that
memory problems “contribute to the differences in lifetime rates of depression by age, thus
explaining a significant portion of the variance in lifetime rates of major depression among
younger persons compared to older persons” (see also Knauper & Wittchen, 1994). Fifth,



186 Neal Krause

some investigators argue that rates of disorder are higher among the young because many
with psychiatric disorders die prematurely. For example, Bruce and Leaf (1989) reported
that the odds of dying during a 15-year follow-up are four times greater for those suffering
from a mood disorder. Finally, a good deal of the data on psychiatric disorder is cross-
sectional in nature, making it difficult to distinguish between age, period, and cohort ef-
fects (Palmore, 1978).

Although each of the problems identified here may explain some of the observed age
differences in mental disorder, a more serious limitation may arise from the fact that these
data are based solely on the psychiatric perspective, which is almost exclusively concerned
with identifying cases of disorder, while often overlooking subclinical levels of symptoma-
tology. This limitation is important because subclinical disorder may have a major impact
on the quality of life in later years (Koenig & Blazer, 1996). As the discussion in the next
section reveals, studies that focus on symptoms of distress provide a different picture of the
mental health of our aging population.

Symptoms of Psychological Distress

In contrast to the psychiatric approach to assessing mental disorders, many sociologists
take one of two broad approaches to measure symptoms of psychological distress. First, some
investigators focus on global or undifferentiated symptoms of distress (e.g., Dohrenwend,
Shrout, Egri, & Mendelsohn, 1980). In contrast, other researchers prefer to evaluate symp-
toms associated with particular types of mental health problems, especially depressive symp-
toms (e.g., Lewinsohn, Seeley, Roberts, & Allen, 1997). The literature reviewed below
focuses solely on depressive symptomatology, because the wide majority of studies pre-
senting data on age differences are restricted to this type of mental health problem.
Probably the most widely used measure of depressive symptoms is the Center for
Epidemiogical Studies Depression Scale (CES-D; Radloff, 1977). Unfortunately, findings
from a number of community surveys that use the CES-D Scale reveal an inconsistent pattern of
results. Some reported no age differences in depressive symptoms (e.g., Sayetta & Johnson,
1980), while others suggested that levels of depressive symptomatology decline with ad-
vancing years (e.g., Eaton & Kessler, 1981). Inconsistencies also emerge when other de-
pressive symptom scales are used (for a review of this research, see Newmann, 1989).
Although it is hard to reach a firm conclusion about the relationship between age and
depressive symptoms, a small but intriguing cluster of studies provides a potentially impor-
tant resolution. In particular, this research suggests that there may be a nonlinear relation-
ship between age and depressive symptoms. This means that symptoms of depression ini-
tially decline from early life through midlife. However, there appears to be a fairly sharp upturn
around age 60 that continues through the remaining decades of life (e.g., Kessler, Foster,
Webster, & House, 1992; Lewinsohn, Rohde, Fischer, & Seeley, 1991; Newmann, 1989).
It is important to determine why some studies fail to find a nonlinear effect of age on
depressive symptoms. At least two reasons are provided by Newmann (1989). Based on an
extensive review of the literature, she argued that most investigators simply do not test for
nonlinear effects, and those who do often failed to use appropriate data-analytic proce-
dures. Second, many studies did not find a sharp upturn in depression among older adults
because the samples did not contain enough respondents in the later decades of life.
Although discussing these methodological problems helps to resolve inconsistent
empirical findings, it is important to determine if there is a plausible theoretical justifica-
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tion for the proposed nonlinear relationship between age and depressive symptoms. As the
conceptual perspective developed later in this chapter reveals, thinking about the social
factors that may be responsible for this relationship provides a unique opportunity to ex-
pand our understanding of the aging process. Before turning to these theoretical issues,
however, it is important briefly to identify problems inherent in research on depressive
symptoms in late life.

Limitations in Research on Depressive Symptoms

Two shortcomings are especially noteworthy in research on depressive symptoms among
elderly people. First, investigators do not make an effort to determine the age of onset.
Although it is very difficult to address this issue when studying symptoms of distress, fail-
ure to do so results in data that provide information on only recent mental health problems
(typically, in the past week or s0). As aresult, the lack of data on the natural history of these
mental health problems over the life course hinders the search for etiological factors. For
example, we do not know whether current symptom patterns have emerged in late life for
the first time, or if they merely represent a lifelong recurrence of bouts with depression that
have been experienced for many years. The second problem with scales that assess depres-
sive symptoms has to do with the fact that they typically contain items assessing psycho-
physiological symptoms of distress (i.e., somatic symptoms). For example, guestions relat-
ing to appetite problems and difficulty sleeping are included in the CES-D Scale (Radloff,
1977). However, sleep disruption is a frequent concomitant of the aging process that often
is unrelated to depression (Morgan, 1992). Moreover, appetite problems may be associated
with medication use or a health problem that is entirely physiological in nature. Unless
special probe questions are administered in conjunction with depressive symptom items to
screen for these potential sources of contamination (see Wells & Strictland, 1982), rates of
disorder among older adults are likely to be inflated. unfortunately, investigators who use
depressive symptoms scales typically fail to incorporate these important probe questions in
their interview schedules.

EXPLAINING PATTERNS OF MENTAL DISORDER IN LATE LIFE

It should be emphasized at the outset that it is not possible to develop a single conceptual
framework that explains all of the variance in mental health problems among older adults.
A bewildering array of factors are likely to play a role in the etiology of mental disorder,
ranging from genetic influences (Reiss, Plomin, & Hetherington, 1991) to broad social
status factors such as gender and race (Roberts, Kaplan, Shema, & Strawbridge, 1997).
Consequently, three steps are taken to limit the discussion that follows and, therefore, the
scope of the conceptual framework. First, an emphasis is placed on developing a life-
course perspective. Second, within this context, the stress process model is used to inte-
grate the seemingly disjointed findings on the etiology of mental health problems reviewed
earlier. Third, the emerging perspective seeks to explain depressive disorders only. The
rationale for making these decisions is presented briefly below.

An emphasis is placed on the life-course perspective because problems arise when
investigators look for the genesis of mental health problems only in the recent past (see
Chapter 27, this volume). For example, a number of researchers suspect that stress plays a
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causal role in the development of many mental disorders (Avison & Gotlib, 1994). Even
so, the majority of investigators focus exclusively on the impact of stressors that have
arisen either within the past year or the previous 6 months (e.g., Krause, 1986). This mea-
surement strategy is problematic because it ignores the wider biographical context in which
current life events emerge. In particular, it overlooks elders’ prior history of stress expo-
sure, as well as their previous experience using various resources to cope with these diffi-
culties. As discussed later, this rich personal biography may substantially shape reactions
to current stressors (Wheaton, 1994).

Research on the etiology of mental disorder may be crudely partitioned into two broad
perspectives that locate the origins of mental health problems in social processes that ap-
pear at different points in the life course. The first assumes that the genesis of adult disor-
der lies in factors that emerge early in life. For example, some investigators argue that early
parental loss creates the inability to form close relationships, which in turn leads to depres-
sion in adult life (Bowlby, 1980). In contrast, the second body of literature focuses exclu-
sively on factors that are more likely to appear in late life, such as chronic illness (George,
1996) or ongoing financial problems faced by retired elders living on fixed incomes (Krause,
1995). A common conceptual framework is needed so that these seemingly opposing views
can be merged into a coherent and compatible framework. The stress process model appears
to be especially well suited for this task (Pearlin & Skaff, 1996). For example, many of the
causal factors identified in both research orientations are in fact stressors (early parental
loss and late-life economic difficulty) and the negative sequalae that follow (e.g., the inability
to form close ties) may be conveniently recast in terms of diminished coping resources.

Rather than deal with all types of psychopathology, this chapter focuses on clinical
depressive disorders as well as subclinical depressive symptomatology. There are two rea-
sons for selecting depression. First, more studies have been devoted to assessing the im-
pact of psychosocial factors on depression in later life than other types of mental disorder.
Second, as discussed earlier, subclinical symptoms of depressive symptomatology are quite
prevalent in late life.

The remainder of this chapter is divided into five main sections. The first deals with
the life-course perspective. As Chapter 27 in this volume reveals, there are many elements
in the life-course framework. Consequently, the first section is devoted to identifying the
particular facets of the life-course perspective that are used to frame the subsequent discus-
sion. Key elements in the stress process model are reviewed briefly in the second section.
Following this, research on etiological factors that emerge early in life is presented in the
third section. These studies provide a point of departure for developing a life-course view
of depression, but they fall short because the principles identified in this work are rarely
extended into later life. Next, the fourth section examines causal factors that typically arise
in the later decades of life. Included here are age-related changes in the coping resources
often used to deal with stressful events. An emphasis is placed throughout the third and
fourth sections on the pervasive influence of SES. Finally, the goal of the fifth section is to
suggest ways of integrating and merging the insights provided by early and late-life etio-
logical factors.

Adapting Elements from the Life-Course Perspective

Two epidemiological findings from the literature on depressive symptoms provide a point
of departure for infusing research on mental health problems among older adults with a
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life-course perspective. The first involves the inverse relationship between education and
depressive symptoms. The second, which has already been discussed, deals with the sharp
upturn in rates of depressive symptomatology after age 60 (Newmann, 1989).

Education is widely regarded as a key indicator of SES. Research consistently reveals
that elders with fewer years of educational attainment experience considerably more de-
pressive symptoms than older adults who have more years of formal schooling. For ex-
ample, a study by Murrell, Himmelfarb, and Wright (1983) examined the prevalence of
elders with CES-D scores of 20 or greater across select levels of educational attainment.
Although this measurement strategy does not assess clinical cases of depression, these
researchers maintain that a cutpoint score of 20 or greater identifies elderly people who are
likely to need the help of a mental health professional. Murrell and associates (1983) re-
ported that 24.5% of the men with four or fewer years of education had CES-D scores
above this cutpoint, whereas only 5.7% of the men with 13 or more years of schooling had
scores that high. Similar findings were observed in their subsample of older women as
well.

Although the inverse relationship between SES and mental disorder is one of the most
frequently observed findings in the epidemiological literature, considerable controversy
exists over how to interpret these findings (Ortega & Corzine, 1990). Some investigators
support what is called the social causation hypothesis. This perspective states that adver-
sity and stress associated with low SES cause mental health problems to emerge. Others
endorse the social selection hypothesis, which states that genetically predisposed individu-
als drift downward from higher to lower SES positions (Ortega & Corzine, 1990). Al-
though empirical support has been found for both perspectives (see Ortega & Corzine,
1990), a compelling study by Dohrenwend and his associates revealed that it is important
to take the type of mental health problem into consideration when attempting to resolve
this issue (Dohrenwend et al., 1992). In particular, these investigators reported that the
social selection hypothesis may be more useful for explaining the relationship between
SES and schizophrenia, whereas the social causation hypothesis may be more helpful for
understanding SES variations in depression. Since the theoretical framework developed
here is designed to explain depression in late life, it is assumed throughout the remainder of
this chapter that the social causation perspective provides the most valid explanation of the
inverse relationship between SES and mental health problems in late life.

Education is a stable factor that is fixed for most individuals after young adulthood. If
education causes mental health problems, it is unlikely that these effects only emerge in
late life. In fact, there is ample evidence that this is not the case. Instead, a number of
studies suggest that education is associated with mental health problems across the life
course (e.g., Mirowsky & Ross, 1989). If this is true, then we cannot understand the rela-
tionship between education and mental disorders in late life without also considering the
relationship between these constructs earlier in life. Put simply, the compelling findings on
the relationship between education and mental health problems call for an explanatory
framework that adopts a lifecourse perspective.

Expanding the scope of research on mental disorders in late life to encompass a life-
course perspective presents a number of substantial challenges. One is of particular impor-
tance here. More specifically, this conceptual framework must somehow come to grips
with research suggesting that there may be a sharp upturn in depressive symptoms among
older adults (Newmann, 1989). Even so, if a way can be found to develop a life-course
perspective that is capable of explaining this trend, then we will be in position to infuse the
mental health literature with a unique gerontological focus. As the discussion provided
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below reveals, extending and elaborating recent work by Ross and Wu (1996) may provide
a useful way of accomplishing this goal.

Ross and Wu (1996) identified and empirically evaluated a number of models that
provide alternative ways of specifying the relationship between age, education, and physi-
cal health problems. Three of their models are depicted graphically in Figures 10.1 through
10.3. The first is a main effects model (Figure 10.1). This specification begins with the
assumption that people with more education enjoy better physical health across the life
course than those with lower levels of educational attainment. However, this model further
specifies that physical health declines at a constant rate as people get older, and that the rate
of decline is the same for all elderly people, regardless of educational attainment. The
second view may be called the divergence model (Figure 10.2). Here, it is specified that the
relationship between age and health is conditional on education. This means that age will
exert a stronger impact on health for those with less education. However, it is important to
note that the gap between people with different levels of education emerges relatively early
in life and becomes wider at a constant rate. The third specification (the accelerating diver-
gence model) is more complex (Figure 10.3). The rate of decline in health among people
with different levels of educational attainment accelerates over the life course. This pattern
means that instead of increasing at a constant rate, the gap between those with different
levels of educational attainment increases in an exponential fashion. Based on data from
two large community surveys, Ross and Wu found empirical support for the accelerating
divergence model.

Ross and Wu (1996) extended the theory of cumulative advantage to explain the em-
pirical findings that emerged from their data. In particular, they argued that highly educated
individuals tend to accumulate more health-promoting resources over the life course than
people with less schooling, and that this produces an ever-widening gap in health between
them. The relationship between some of the resources identified by these investigators
(e.g., income, a good diet, and regular exercise) and health is relatively straightforward.
This is illustrated.in the following sequence: (1) People who do not exercise are more
likely to be overweight; (2) those who are overweight tend to develop joint and back prob-
lems; (3) these problems, in turn, further limit physical activity; and (4) because of this
spiraling tendency toward inactivity, physical health deteriorates in an exponential fashion.

It is especially important for the purposes of this chapter to note that Ross and Wu
(1996) also suggested that psychosocial resources figure into this process. Social support
and feelings of personal control are mentioned explicitly in this context. This is si gnificant
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Ficure 10.1. Main effects model.
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Ficure 10.2. Divergence model.

because, as discussed later, these are key elements in the stress process model. Unfortu-
nately, the relationship between these resources and health is not developed fully, and it is
not clear how they contribute to a widening gap in health with age.

A key issue is whether the theoretical framework developed by Ross and Wu (1996)
may also be applied to the study of mental health problems. There do not appear to be any
studies in the literature that empirically evaluate this issue. Although all three models dis-
cussed earlier may provide insight into mental disorders across the life course, a major
premise in this chapter is that the accelerating divergence model may be especially useful.
There are three reasons for making this assertion. First, as discussed, physical health prob-
lems are correlated highly with depressive symptoms in late life. For example, Roberts and
associates (1997) reported that the relationship between age and depressive symptoms dis-
appears once the effects of physical health status are controlled statistically. Although it is
difficult to determine the direction of causality between physical and mental health prob-
lems (Cohen & Rodriguez, 1995), the work of Roberts and his colleagues suggests that age
may influence depressive symptoms indirectly through physical health problems (Roberts
et al., 1997). The second reason for preferring the accelerating divergence model may be
found in the work of Newmann (1989). As noted earlier, her research indicated that depres-
sive symptoms increase in an accelerating fashion with age. Unfortunately, Newmann did
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Ficure 10.3. Accelerating divergence model.
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not explicitly test for SES variations in her study. Nevertheless, research reviewed earlier
on the relationship between education and depressive symptoms suggests that it may be
useful to do so, because it may reveal a pattern of accelerating decline similar to that ob-
served with physical health status. Third, Ross and Wu (1996) suggested that feelings of
personal control may contribute to the widening gap in health across the life course. As
research reviewed later in this chapter reveals, personal control also plays a key role in
shaping symptoms of depression (Krause, 1987). Perhaps more important, recent research
by Mirowsky (1995) suggests that a sense of control may decline in an accelerating fashion
with advancing age. This pattern is consistent with the accelerating divergence model, but
variations by SES have not been explored in this work. A more fully developed theoretical
rationale is needed at this point to bind the age-related trends in depression and control
more tightly to the basic tenets of the theory of cumulative advantage. As the discussion in
the next section reveals, insights from research on the stress process provide a useful point
of departure for attaining this goal.

Key Elements in the Stress Process Model

An extensive body of research provides convincing evidence that exposure to stress in-
creases the risk of mental health problems in younger as well as older adults (see Pearlin,
Chapter 19, this volume; Krause, 1995). A good deal of this relationship may be explained
by the interplay between three main components of the stress process model: stress, social
support, and feelings of personal control.

As a number of researchers point out, the construct of control has been operationalized
in many ways (Skinner, 1996; see Chapter 18). Among the variables subsumed under this
broad rubric are mastery (Pearlin & Schooler, 1978), fatalism (Wheaton, 1983), and locus-
of-control orientations (Rotter, 1966). Although there are differences in the way these con-
structs have been defined and measured, they nevertheless share a common conceptual
core. Embedded within each concept is the notion that individuals with a strong sense of
control believe that changes in their social environment are responsive to, and contingent
upon, their own choices, efforts, and actions. In contrast, people with a weak sense of
control believe that events in their lives are shaped by forces outside their influence and
that they have little ability to affect what happens to them (Bandura, 1995).

Although many psychologists believe that the construct of control is a personality
trait, sociologists are more inclined to argue that one’s sense of control is shaped by forces
in the wider social environment, including stress and social support. According to a num-
ber of studies, stress operates, at least in part, by eroding feelings of personal control (Pearlin,
Menaghan, Lieberman, & Mullan, 1981). This appears to be true for older as well as younger
adults (Krause, 1987). However, people frequently seek assistance from significant others
in an effort to deal with the difficulties that confront them. This help in turn serves to replenish
and bolster feelings of control that have been challenged by the stressful experience. Caplan’s
(1981) work provided one way to explain this relationship. He argued that social network
members help to define the problem situation, develop a plan of action, assist in imple-
menting the plan, and provide feedback and guidance as it is being executed. As a result,
the stressed person is able to see that the problem situation can be overcome or controlied.

This brief overview of the stress process is cast largely in terms of a single stressful
episode. What is missing is a sense of how this process fits into the broader context of
events that precede and follow it. Stress is a ubiquitous part of life, and as people age, they
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learn from, and are shaped by, the stressors that confront them. As a result, the psychic
residues left by these difficult experiences, and the strategies that have been devised over
the years to deal with them, set the stage for how future events will be handled. Taking a
life-course perspective is especially useful for understanding this process because it em-
phasizes the continuity of experience over time. A necessary first step in developing this
orientation is to evaluate the interplay between events and resources early in life. Consis-
tent with the basic tenets of the accelerating divergence model, education should play a
role in shaping the relationships among these constructs. The purpose of the next section is
to lay this basic groundwork. However, instead of merely taking education as a given, the
intent is to show that the stress process may also be useful for explaining how social factors
shape educational attainment.

Early Precursors of Adult Distress

There is a vast literature relating exposure to traumatic events in childhood with mental
disorder in adult life. This work places a major emphasis on the pivotal role of early paren-
tal loss (Bowlby, 1980). At the risk of oversimplifying the complex issues involved in this
research, this literature suggests that people who lost a parent early in life are more likely to
experience mental health problems as adults (for a review of this research, see Patten,
1991). Evidence for this conclusion has emerged in studies of younger as well as older
adults (Brown & Harris, 1978; Phifer & Murrell, 1986). Moreover, it appears that those
who lost a parent early in life are especially likely to suffer from depression (Patten, 1991).
Even so, it is less evident how the effects of early childhood trauma are transmitted across
the life course. Four perspectives are examined here: The first suggests that childhood
trauma creates early-onset disorders; the second holds that early trauma is causally linked
to other types of stress that subsequently emerge over the life course; the third view states
that early parental loss leads to the erosion of key coping resources; whereas the final
perspective assumes a more social—structural orientation by linking early parental loss with
educational disruption. In the process of reviewing these perspectives, an effort is made to
show how each provides ways of adapting the accelerating divergence model to the study
of mental health.

CHiLpHOOD TrRAUMA AND EARLY-ONSET DISORDER. A recent study by Kessler and
Magee (1994) indicated that traumatic events arising in early childhood (e.g., parental loss
and family violence) promote early-onset depression. Once in place, early-onset depres-
sion causes stressors in adulthood, as well as subsequent relapses of major depression that
are triggered by these stressors. The key point is that the effects of stress-induced, early-
onset disorder reverberate across the life course and are the primary driving force behind
the relationship between recent stressors and mental health problems in adulthood.

Viewed broadly, the work of Kessler and Magee (1994) is not inherently at odds with
the basic tenets of the theory of cumulative advantage, because early-onset disorder is
capable of starting a vicious cycle of events that culminate in mental health problems in
adult life. It differs, however, from the theory of cumulative advantage in the emphasis
placed on social structural factors: Whereas the process discussed by Ross and Wu (1996)
identified education as the root cause of health problems in adult life, the work of Kessler
and Magee (1994) instead suggested that early-onset disorder is the prime driving force in
and of itself.
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EARLY TRAUMA AND STRESS-PRONENESS. In a very insightful paper, Wheaton (1994)
carefully delineated seven different ways to measure stress. More importantly, he also pro-
posed a causal model that effectively relates these different stressors over the life course.
This model means, for example, that early childhood trauma is thought to promote early
adult-life events (in his study, events arising more than 2 years prior to the data-collection
point), and that early adult-life events, in turn, create more recent chronic strains. Adult
disorder, therefore, results from the cumulative effects of these stressors. It is important to
point out that the causal relationships between stressors suggest a sort of stress proneness,
because exposure to one type of problem (e.g., childhood trauma) increases the odds of
encountering other types of difficulty (e.g., chronic strain) later on in life. What is missing
is a detailed explanation for why these stressors are related causally, and what makes some
people more likely to become entangled in this process than others. Although brief refer-
ences are made to unsuccessful role performance, this rationale is not fully developed. As
the views depicted in the remaining perspectives suggest, the relationships among educa-
tion, social support, and personal control may provide some answers to these questions.
Even so, Wheaton’s work is especially useful because it suggested that stressors do not
occur at random, and those who are exposed to noxious events early in life are more likely
to encounter additional stressors as they grow older.

EARLY TRAUMA AND THE DEPLETION OF COPING RESOURCES. The third perspective
suggests that early trauma causes mental disorder in adult life because it compromises a
person’s ability to develop and utilize effective coping resources. Consistent with the main
theme in this chapter, social support and feelings of personal control figure prominently in
this work.

Beginning at least with the work of Bowlby (1980), researchers have argued that early
parental loss compromises a child’s ability to develop and maintain meaningful social rela-
tionships in adult life. This view is perhaps best expressed in the work of Brown and his
colleagues (Bifulco, Brown, & Harris, 1987). According to these investigators, women
who lost their mothers before age 11 tended to make poor relational choices in the second
and third decades of life. More specifically, Brown’s work suggested that these women are
more likely to get pregnant before marriage, and they tend to marry men who offer little
emotional support (see also McLeod, 1991). Consequently, when stressors emerge in adult
life, they are unable to obtain the benefits associated with a strong, supportive relationship.
Instead of being a source of solace and resilience, these deficient relations exacerbate prob-
lems. In the process, they act more like a conduit that transmits and further infuses the
deleterious effects of early parental loss.

The work of Brown and his colleagues (Bifulco et al., 1987) focused solely on the
interplay between early loss, the quality of the marital relationship, stress, and depression.
What is largely absent is a sense of whether early parental loss affects the quality of social
support provided by someone other than a spouse. Although a number of studies examine
the effects of parental loss on subsequent relationships in adult life (e.g., McLeod, 1991),
the effects of stress are not typically viewed in conjunction with these interpersonal prob-
lems. As the work of Brown and his colleagues suggested, this may be a major oversight
(Bifulco et al., 1987).

Brown and Harris (1978) also suggested a second mechanism for relating early paren-
tal loss and adult depression. These investigators maintain that up to age 11, the mother is
the primary source for learning how to control or master the environment. As a result, loss
of one’s mother before this age may permanently lower a woman’s sense of mastery, thereby
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eroding her ability to confront losses and other stressful experiences in adult life. When
stressors are encountered in adult life, members of this vulnerable subgroup of women are
especially likely to experience clinical depression. It should be emphasized that Brown and
Harris (1978) found that lower class women are particularly vulnerable to this process.
Viewed broadly, the driving force behind adult depression in this perspective is a perman-
ently diminished sense of mastery operating in concert with recent stressors.

There are a number of intersections between the work of Brown and Harris (1978)
and the theory of cumulative advantage. Both take a life-course view, both recognize the
influence of socioeconomic factors, and both identify feelings of personal control and so-
cial support as key intervening constructs. However, they differ in one important respect.
Whereas the theory of cumulative advantage posits an exponential rate of decay, the notion
of an ever-widening mental health gap between the social classes is absent in the work of
Brown and Harris. By taking this stance, the work of Brown and Harris subtly places a
disproportionate emphasis on forces that emerge early in life. With the exception of recent
life events, this conveys the impression that there is little that changes in adult life, an
assumption that is at odds with the life-course perspective. Even so, the work of Brown and
Harris provides a useful point of departure for extending the theory of cumulative advan-
tage, because it conveys a clear sense of how social support and personal control are shaped
by both early trauma and a person’s SES.

EARLY PARENTAL Loss AND EDUCATIONAL DISRUPTION. A different approach to re-
lating early parental loss with adult depression may be developed by extending the work of
McLanahan (1985). She argued that economic hardships encountered in single-parent fami-
lies encourage adolescents to prematurely assume adult roles. In particular, McLanahan
maintained that, compared to children from intact families, children in single-parent homes
are more likely to work full time and assume responsibility for the care of younger siblings.
As aresult, they are more inclined to drop out of school than children who are raised by
both parents. This educational-deprivation perspective may be especially important for
understanding the effects of early parental loss in the current cohort of older adults because
the present generation of elders was raised at a time when there was no governmental social
safety net (i.e., no social security system, welfare system, or alimony payments) to assist
families confronted with the loss of a parent. The premature termination of the educational
process is important because, as McLanahan pointed out, educational attainment exerts a
lifelong influence on the subsequent income of persons after they reach maturity. Although
not explicitly mentioned by McLanahan, the lifelong impact of education may extend far
beyond this income effect. In particular, research indicates that people with lower levels of
educational attainment experience more stress (Kessler, 1979), receive less social support
(Turner & Marino, 1994), and feel less personal control (Gecas, 1989) than individuals
who have received more schooling.

Kessler and his associates also examined factors that influence educational attain-
ment, but they identified a different mechanism than the one discussed by McLanahan
(1985). Instead of arising from the premature assumption of adult roles, Kessler argued
that early-onset disorders cause many adolescents to drop out of school (Kessler, Foster,
Saunders, & Stang, 1995). When coupled with his study that was discussed earlier (Kessler
& Magee, 1994), a different causal sequence emerges: Early childhood trauma promotes
early-onset disorder, and early-onset disorder, in turn, leads to diminished educational at-
tainment.

There are at least two ways to reconcile the findings provided by Kessler and associ-
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ates (1995) and the view derived from the work of McLanahan (1985). First, instead of
contradicting the extension of McLanahan’s work, Kessler’s view may simply illustrate
that the process is more complex than it appears initially, and that there may be more than
one pathway from early childhood trauma to educational disruption. If this turns out to be
the case, then the next step is to determine the relative contributions of each perspective, so
that the relationship between early trauma and educational disruption may be more fully
understood. Second, questions may be raised about the methodology used in the Kessler
study. In particular, data on the onset of mental disorders are gathered through retrospec-
tive recall. However, as discussed earlier, memory problems encountered in late life may
hamper the ability of older adults to recall this information accurately (Blazer, 1994;
Bradburn, Rips, & Shevell, 1987; Knauper & Wittchen, 1994).

SumMmMARY. The literature reviewed in this section reveals that at least five mechanisms
may link early childhood trauma with depression in adult life. In particular, adults may
encounter episodes of depression because the trauma they experienced as children created
early-onset disorder, stress-proneness, the inability to form meaningful social ties with oth-
ers, diminished feelings of personal control, or educational disruption. Taken together, this
array of potential causal factors may initially appear to be disjointed, and the processes
they describe may seem to contradict each other. However, rather than being at odds, each
may capture part of a larger causal process. What is needed at this juncture is a single con-
ceptual model that weaves these different elements into a more coherent whole, thereby provid-
ing a forum for testing their relative impact. Consistent with the discussion provided here,
this model may reveal, for example, that early trauma or loss lowers educational attainment,
and that educational attainment in turn affects exposure to stress, as well as the key resources
needed to cope effectively with stress (i.e., feelings of personal control and social support).

Although this conceptual scheme may provide a useful way for thinking about adult
disorder in life-course terms, we need to know more about how these early processes are
manifest in later life. The various perspectives reviewed here do not mention older adults
explicitly. Moreover, they convey only a vague sense of how early life forces play out over
the middle adult years and beyond. In reviewing this work, we are somehow left with the
impression that early and middle adulthood may be characterized by sporadic periods of
stress and subsequent bouts of disorder that are driven solely by early childhood experi-
ences. Remarkably little effort has been made to look at developmental changes or general
social processes in middle-adult life that might specify how these early life forces are trans-
formed and reexpressed in the ensuing decades. We need to know if the stressors, resources,
and disorders encountered by elderly people are nothing more than a straightforward ex-
trapolation of the principles discussed here, or whether something unique happens that
reshapes and redirects the course of these early life forces. More importantly, if the theory
of cumulative advantage is valid (Ross & Wu, 1996), then we need to find out whether
there are processes in later life that promote an ever-widening gap in mental health, and
whether these effects are especially evident among older adults with different levels of
educational attainment. Initial steps toward addressing these complex questions are taken
in the following section.

Late-Life Influences on Depressive Disorders

A central premise in this section is that changes in key coping resources alter the processes
described earlier in ways that are relatively unique to late life. Consistent with the basic
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tenets of the theory of cumulative advantage (Ross & Wu, 1996), an argument is developed
that suggests these changes tend to promote an ever-widening mental health gap between
elders in different SES positions. In the process of developing and extending this frame-
work, a special emphasis is placed on the key role played by feelings of personal control
and social support.

AGE-RELATED CHANGES IN CONTROL. Feelings of personal control figure prominently
in at least two critical points in the stress process. First, as noted earlier, stress operates in
part by reducing a person’s sense of control. However, in addition to being undesirable in
its own right, this constitutes a second major setback, because feelings of control are an
important resource for offsetting the noxious effects of life events. This process can be
highlighted by briefly describing how a diminished sense of control impedes successful
adaptation. Research indicates that people with a low sense of control avoid challenging
tasks and give up quickly when confronted with difficulties. As aresult, stressful situations
that could have been rectified with concerted action instead fester and become worse. Con-
sequently, individuals with a low sense of control are especially vulnerable to the effects of
stress and are at an increased risk for developing depression (Bandura, 1995).

Unfortunately, a recent study by Mirowsky (1995) suggests that feelings of control
may decline during later life. In particular, he reports that feelings of control remain fairly
stable up to about age 50 but decline sharply in an accelerating fashion beyond this point.
This trajectory is consistent with the basic tenets of the theory of cumulative advantage.
Moreover, two additional findings from this work are especially noteworthy: Although part
of this decline may be attributed to physical impairment, education emerges as the most
important explanatory factor.

What is less evident from this pivotal study is why education has this effect on control.
Mirowsky (1995) briefly mentioned research showing an inverse relationship between edu-
cation and feelings of personal control. However, this discussion does not provide a clear
sense of why the decline should begin at age 50 and proceed in an accelerating fashion. It
seems likely that a conceptual model containing a number of interrelated factors will be
needed to address fully this issue. In the meantime, reflecting carefully on the prevalence
and correlates of cognitive dysfunctioning may provide a somewhat unusual way of begin-
ning to think about these results.

Research reviewed earlier suggested that rates of cognitive disability increase mark-
edly in late life (George et al., 1991). Two important findings emerge from this research. First,
rates of cognitive disability appear to increase in an accelerating fashion. As noted earlier, only
about 5% of the people between ages 35 and 54 suffered from mild cognitive impairment.
However, this rate increased exponentially to just under 31% by age 85. The second major
finding reported by George et al. has to do with education. The data suggest that only 2% of
the people with more than a high school education experienced mild cognitive impairment,
whereas 26% with less than 9 years of schooling were confronted by this limitation.

The data reviewed here suggest that both cognitive impairment and feelings of per-
sonal control have the same general trajectory in later life; that each begins to decline at
roughly the same age; and that both are highly correlated with education. We need to know
whether the accelerating decline in cognitive functioning produces a corresponding trajec-
tory in feelings of personal control. A necessary first step in addressing this issue is to
develop a theoretical rationale that explains why cognitive functioning and feelings of con-
trol may be related. As discussed below, recasting these relationships in a stress process
model provides some useful insights.
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Social and behavioral gerontologists have shown a great deal of interest in the specific
coping responses initiated by older adults who are confronted by stressful experiences
(Aldwin, 1994). Although elderly people rely on a range of coping strategies to deal with
stressful events, a good deal of this literature has been concerned with problem-focused
coping. Problem-focused coping involves taking deliberate to action either eradicate or
alter the course of a stressful experience (Lazarus, 1966). Planful problem solving repre-
sents a specific type of problem-focused coping and is generally regarded as one of the
more effective ways to deal with a wide range of stressors. The following item, which
comes from the widely used Ways of Coping Scale, represents how planful problem solv-
ing is typically assessed: “I came up with a couple of different solutions to the problem”
(Folkman & Lazarus, 1988). The successful implementation of this strategy obviously re-
quires that individuals possess fairly sound cognitive and problem-solving skills, including
the capacity for abstract reasoning.

Given the data provided by George and associates (1991), it seems that a significant
number of older adults may not have the cognitive resources needed to successfully imple-
ment problem-focused coping strategies. If elders cannot devise and implement plans to
eradicate the stressors that confront them, it follows that they may be especially likely to
experience a decline in their sense of personal control.

In view of the potentially important role that cognitive ability may play in the coping
process, it is surprising to find that it has been largely ignored in the stress literature. In
fact, there appear to be only two studies that empirically examine this issue. The first is a
recent study by Krause (1996). This work was designed to examine the relationship be-
tween stressful life events and the use of outpatient medical care. The theoretical rationale
developed for this study specifies that at least some elders turn to their primary care pro-
viders for assistance when they are unable to resolve a stressful situation on their own.
People who are impaired cognitively are thought to be among those who are especially
likely to do so. The data indicate that when stressors arise, older men who are suffering
from mild cognitive impairment are more likely to visit the doctor than elderly men who
are cognitively intact. The second paper, by Krause and Thompson (1997), more directly
tests the relationships between stress, cognitive functioning, and depressive symptoms.
Two types of stress are examined in this study: financial strain and the death of a family
member. It was hypothesized that elders with cognitive dysfunction are more vulnerable to
the effects of stressors that can be ameliorated or altered (i.e., financial strain), because
these stressors represent instances in which problem-focused coping may be effective. In
contrast, it was further predicted that elders with cognitive disability are not more suscep-
tible to the effects of stressors that are difficult, if not impossible, to change (i.¢., the death
of a family member). Data from a longitudinal nationwide survey tend to support both
hypotheses. In particular, the findings suggested that the effects of financial strain on changes
in depressive symptoms over time are exacerbated for elders with high levels of cognitive
impairment. In contrast, the results further revealed that the deleterious effects of a death in
the family on depression are not contingent on cognitive functioning in late life.

Although the findings reported by Krause are consistent with the notion that cognitive
functioning is related to feelings of personal control, it should be emphasized that the inter-
face between these constructs was not evaluated empirically in this research (Krause, 1986;
Krause & Thompson, 1997). Doing so represents a top priority for future studies.

One caveat merits mention. Mirowsky (1997) recently reported findings from a study
designed to probe further the accelerating decline in control during late life. This research
focused on subjective life expectancy (i.e., the number of years people expect to live). His
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data suggest that once the effects of subjective life expectancy are entered into the equa-
tion, the nonlinear relationship between age and control is no longer statistically signifi-
cant. This means that, compared to individuals who anticipate having a long life, people
who do not expect to live long are more likely to experience diminished feelings of control.
These results would appear to obviate the theoretical rationale presented in this chapter
that focuses on cognitive functioning. This may not necessarily be the case. We know very
little about the factors that influence how long people feel they will live. Some studies
suggest that people who are physically ill do not anticipate having a long life (Hamermesh
& Hamermesh, 1983). Even so, it is possible that cognitive disability influences these per-
ceptions as well, and that people who experience cognitive deficits may also feel they will
not live long. Support for this assertion is provided by Manton, who reported that cognitive
impairment is associated with a shorter active life expectancy (i.e., people with cognitive
dysfunctioning actually die at a relatively younger age) (Manton & Stallard, 1991). Per-
haps cognitive dysfunctioning also lowers subjective life expectancy, which in turn dimin-
ishes feelings of personal control.

The discussion provided up to this point suggests that at least part of the reason for the
accelerating decline in feelings of personal control in later life may be found by looking at
the interface between late-life stressors and cognitive impairment. Although this may pro-
vide some useful insights, the implications for mental health have not been developed fully.
Fortunately, Newmann’s (1989) research on accelerating rates of depressive symptoms in
late life provides an interesting possibility. As discussed earlier, depressive symptoms ini-
tially diminish with advancing age but then increase sharply around age 60. This trend is
intriguing because it is very similar to the late-life trajectories of cognitive impairment and
personal control. Moreover, the point at which depressive symptoms begin to escalate (age
60) is only 5 or 10 years after cognitive impairment begins to emerge and feelings of con-
trol start to decline. Perhaps the pattern observed by Newmann represents the end point in
the process sketched out earlier. More specifically, the interplay between stress, cognitive
impairment, and feelings of personal control may help explain the upturn in depressive
symptomatology that begins around the sixth decade of life.

SoCIAL SUPPORT AND SUCCESSFUL AGING. The process described in the previous sec-
tion paints a bleak picture of later life. Even so, the theory of cumulative advantage would
lead us to believe that only some elders get caught in this downward spiral, while others are
able to avoid these problems and even thrive as they grow older. Consequently, it is impor-
tant to identify the resources that enable these more fortunate individuals to age success-
fully. In particular, we need to know how some older adults are able to offset, avoid, or
compensate for the decline in control reported by Mirowsky (1995). A central premise of
the discussion that follows is that social support plays a key role in this respect (Rowe &
Kahn, 1997). However, social support is a complex, multidimensional phenomenon in its
own right. This point was not dealt with adequately in the brief overview of social support
that was provided earlier. The intent in this section is to redress this imbalance by delving
more deeply into the complexity of the social support process. In order to accomplish this
task, three issues are examined. Different ways of conceptualizing and measuring social
support are identified first. Following this, research is reviewed that suggests one particu-
lar type of support (anticipated support) may be especially beneficial in late life. In the
process, SES variations in the effectiveness of anticipated support are examined.

During the past several decades, researchers have identified a number of ways to
define and measure social support. This vast literature is summarized succinctly in Barrera’s
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(1986) straightforward classification scheme. According to Barrera, there are three kinds
of social support measures: measures of social embeddedness (e.g., the frequency of con-
tact with others), received support (e.g., the amount of tangible help actually provided by
others), and perceived support (subjective evaluations of supportive exchanges, such as
satisfaction with support). As the literature continues to evolve, it is becoming increasingly
clear that measures of perceived support exert more beneficial effects on mental heaith
outcomes than scales that assess social embeddedness or received support (Eckenrode &
Wethington, 1990). Recently, two papers by Krause suggested that this may be especially
true with respect to one particular type of perceived support—anticipated support (Krause,
1997a; Krause, Liang, & Gu, 1997). Anticipated support is defined as the belief that sig-
nificant others are willing to provide assistance in the future should the need arise
(Wethington & Kessler, 1986). Two findings from these studies are especially relevant for
this chapter. First, this work suggested that anticipated support offsets the noxious effects
of economic stress on depressive symptoms. The emphasis on financial difficulties is note-
worthy because it is an important concomitant of SES. Second, this research revealed that,
in contrast to anticipated support, received support exacerbates the noxious effects of eco-
nomic difficulty on depressive symptomatology.

In order to see why received support may exacerbate the impact of financial stress, it
is helpful to first consider what individuals may do when they encounter a stressor. Al-
though the selection of a particular coping response is undoubtedly influenced by many
factors (Aldwin, 1994), research reviewed by Eckenrode and Wethington (1990) suggested
that instead of immediately turning to others for help, some people may initially try to
resolve their difficulties on their own. After this step, they may ask for assistance, but only
if their own personal resources prove to be ineffective (Gore, 1979; Wethington & Kessler,
1986). Viewed from this vantage point, some researchers argued that received support
actually serves as a marker of failed or ineffective individual coping efforts (Wethington &
Kessler, 1986). If older adults are unable to resolve economic problems on their own, it
may initially appear that obtaining assistance from others would be especially helpful.
Unfortunately, elders who face economic problems may find that their social network mem-
bers are not in position to help out. As Coyne and his associates argued, stressors fre-
quently affect not only individuals but also entire social networks (Coyne, Wortman, &
Lehman, 1988). This phenomenon may be especially true with respect to financial prob-
lems. Social networks are comprised largely of individuals with the same SES (Lin, 1982).
Consequently, when older adults encounter economic problems and turn to significant oth-
ers for help, the very individuals they rely on may be experiencing financial difficulties of
their own (Belle, 1982). This correspondence may, in turn, create interpersonal conflict
that may ultimately erode the quality of assistance provided by lower SES social network
members.

If support received in response to economic difficulty proves to be ineffective, then it
is not clear how some elders are able to cope adequately, while others subsequently expe-
rience psychological distress. Perhaps part of the answer may be found by turning to antici-
pated support. Although Krause (1997a) provided several reasons why anticipated support
may prove to be effective in dealing with stress, one is especially relevant for the purposes
of this chapter. As Wethington and Kessler (1986) argued, the realization that others stand
ready to help constitutes a social safety net that promotes risk taking and encourages indi-
viduals to resolve problems on their own (see also Pierce, Sarason, & Sarason, 1996). The
experience of successfully confronting a stressor without the direct intervention of others
may be an especially effective way to promote feelings of personal control (Rodin, 1990).
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Usually, the promotion of self-sufficiency is a desirable goal because, as noted earlier,
this may increase feelings of control in late life. However, individuals must possess ad-
equate personal resources in order to ensure that individually initiated actions are possible
and ultimately successful. Unfortunately, lower SES elders may be at a disadvantage in this
respect. An emphasis has been placed throughout this chapter on the importance of educa-
tion for successful aging. In addition to being a key measures of SES, education is also an
important coping resource in its own right. As noted earlier, elders must possess certain
cognitive skills in order to develop and initiate plans for confronting and eradicating trouble-
some life events. Those with little schooling may be at a disadvantage in this respect be-
cause one of the primary goals of education is to develop the capacity for sound abstract
reasoning and effective problem solving.

Taken as a whole, the theoretical rationale developed here suggests that anticipated
support may influence feelings of personal control, but there may be important SES varia-
tions in the relationship between these constructs. Bolstered by the belief that others stand
ready to help if needed, upper SES elders may be more likely to try to resolve their prob-
lems on their own. Since they possess adequate personal resources, these self-initiated
efforts often meet with success. In contrast, lower SES elders may lack the personal re-
sources needed to implement individually initiated coping efforts. Consequently, they may
be more inclined to turn immediately to others for help. However, doing so does not foster
the opportunity for personal growth and the enhancement of personal control.

Recently, Krause (1997b) took a preliminary step toward evaluating this perspective.
In particular, he examined the statistical interaction between anticipated support and a glo-
bal measure of stressful events on changes in received support over time. The intent was to
see if those who anticipate getting help actually mobilize their social networks when life
events are encountered. Consistent with the theoretical rationale developed earlier, impor-
tant SES variations emerged from the analyses. In particular, the findings from this longitu-
dinal nationwide survey revealed that lower SES elders mobilized anticipated support re-
gardless of the amount of stress that is present. In contrast, upper SES elders were much
more selective about mobilizing anticipated assistance from others and did so only when
stress reached a relatively high level. Although this research provides an important point of
departure for evaluating the theoretical perspective developed in this section, it is impor-
tant to emphasize that the relationships among anticipated support, stress, and feelings of
personal control were not evaluated empirically.

SUMMARY. Viewed broadly, the research presented in this section provides a preliminary
conceptual framework for explaining the sharp upturn in depressive symptoms that emerge
at about age 60. Two factors are especially important in this view. First, it is argued that the
increase in cognitive disability during late life may be at least partially responsible because
it erodes the ability of older adults to cope effectively with the stressors that confront them.
Since education is an important determinant of cognitive ability, lower SES elders may be
especially vulnerable in this respect. The second factor has to do with social support. Al-
though social support may play an important role in bolstering and replenishing feelings of
personal control, research focusing on anticipated support suggests that these advantages
are more likely to be enjoyed only by those in upper SES groups. Taken in tandem, the
research on cognitive disability and anticipated support provides one way of explaining
why there may be an ever-widening gap in personal control during late life. Even so, the
discussion of these principles is not a fully articulated life course perspective because it is
not clear how these dynamics are related to the research presented in the previous section
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on the early life precursors of adult mental health. The discussion provided in the next
section begins to make these connections.

Merging Early- and Late-Life Perspectives on Disorder

The constructs of control, social support, and stress figure prominently in the discussions
of early as well as late-life precursors of depression. If a true life-course perspective is to
be developed, then it is important to explicitly demonstrate how these early- and late-life
factors act in concert to increase the risk of mental disorder among older adults. Given the
current knowledge base, it is not possible to accomplish a tight merger here. Consequently,
three explicit linkages are discussed here to illustrate the kind of thinking that may be
useful for accomplishing this task. Rather than being based on a firm empirical foundation,
the examples provided may best be thought of as points of departure for stimulating further
conceptual development.

Earlier, research by George and her colleagues (1991) was reviewed to show that
education and cognitive impairment are highly negatively correlated. There is consider-
able debate over the meaning of this relationship. Some investigators believe that the high
correlation between these constructs reflects little more than test bias (Kittner et al., 1986),
whereas others maintain that education may be a legitimate risk factor in the etiology of
cognitive impairment (Berkman, 1986; Rowe & Kahn, 1997). Actually, these scenarios are
not mutually exclusive and both may be present at the same time. It is not possible to
resolve this issue conclusively in the absence of a gold standard for measuring cognitive
deficits. Even so, a recent study by Schmand and his associates (Schmand, Lindeboom,
Hooijer, & Jonker, 1995), involving over 4,000 elders in Amsterdam, suggests that lack of
education is a genuine risk factor for cognitive impairment. There are likely to be a number
of explanations for this finding. For example, some investigators maintain that those with
lower levels of educational attainment are more likely to take jobs that expose them to
unsafe levels of toxic materials and solvents. Prolonged exposure to these toxins is thought
to eventually promote cognitive impairment in later life (Dartigues et al., 1992). If this
scenario is true, then this work may be coupled with the perspective developed from the
work of McLanahan (1985) to show how forces set in motion during childhood (i.e., early
parental loss and educational disruption) ultimately erode the cognitive resources needed
in later life to deal effectively with the deleterious effects of stress.

A second example of how more tightly to merge early- and late-life factors may be
found by extending Wheaton’s (1994) stress-proneness perspective. As discussed earlier,
he posits that the deleterious effects of stressors that emerge over the life course are cumu-
lative. Although he presented compelling evidence to support this assertion, there may be
more to it. In a thought-provoking paper, Turner and Avison (1992) argued that although
stress may indeed have negative effects, life events may create the opportunity for personal
growth as well. If an event is eventually resolved, an individual may ultimately emerge
from the process with greater skill and a renewed sense of confidence, thereby increasing
the odds that stressors encountered in the future will also be successfully confronted. In-
stead of being a relatively rare phenomenon, data provided by these investigators revealed
that fully 40% of their study participants reported that all the events they encountered in the
past year had been successfully resolved. When coupled with the work of Wheaton (1994),
this finding suggests that life events may have two different trajectories over the life course:
One leads to an escalating sequence of negative fallout, while the other consists of a cumu-
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lative series of growth experiences. It is important to point out that the escalating patterns
portrayed by these trajectories are consistent with the theory of cumulative advantage (Ross
& Wu, 1996).

Although this extension of Wheaton’s (1994) work may be helpful, its relevance for
the study of mental health problems in later life is not fully articulated. One way of showing
the importance of cumulative growth in later life may be found by turning to Erikson’s
(1959) well-known theory of adult development. According to this conceptual scheme,
advancement through each of eight developmental stages is contingent upon the successful
resolution of a normative developmental crisis. The fruits of this lifelong process are real-
ized in the final stage, when elders are faced with the prospect of either building a sense of
integrity or slipping into despair. Although the notion of integrity is not defined clearly by
Erikson, it is the product of deep introspection and reflection. During this final stage, indi-
viduals begin to accept the kind of person they have become over the years; it is a time for
reconciling the real and ideal self by coming to grips with the gap between what they would
like to have done, and what they have actually accomplished. It seems that the person who
is best positioned to meet the developmental challenges of this final stage is the one who
has experienced a trajectory of cumulative growth experiences, whereas the individual
most likely to fall into a state of despair is the one whose life has consisted of a cumulative
series of unsuccessfully resolved problems.

The final example of how to begin developing a life-course perspective has to do with
anticipated support. Earlier, research by Krause was reviewed, suggesting that anticipated
support may buffer the effects of economic stressors on depression, whereas received sup-
port may actually exacerbate the deleterious impact of financial problems (Krause, 1997a).
The theoretical rationale for these findings suggests that anticipated support is an espe-
cially effective resource because it promotes independent problem solving, thereby bol-
stering feelings of personal control. Viewed more broadly, anticipated support may be con-
sidered a key factor in successful aging because it contributes to self-sufficiency in late life.
If this is true, then we need to know a good deal more about how perceptions of anticipated
support arise and evolve over the course of a person’s life. Some psychologists argue that
anticipated support is little more than a relatively fixed personality trait (Sarason, Sarason,
& Pierce, 1994), but this orientation may overlook important changes in social support
systems over the life course.

Antonucci’s (1985) work on the support bank provides a useful way to show how
changes in the nature of support systems over time may enhance anticipated support in late
life. This view, which is derived from social exchange theory, is best described by focusing
on the relationship between elderly people and their grown offspring. Early in life, parents
make a substantial investment in their children without receiving compensation that is com-
mensurate with their efforts. Even so, they are building up support credits (i.e., expecta-
tions for assistance in the future) that may be cashed in during late life. In particular, when
parents reach old age, they are likely to feel assured that needed assistance will be forth-
coming because they, as well as their children, understand that the children may be called
upon to repay assistance that was provided decades earlier.

Although the support bank perspective is insightful, it is possible to develop this view
more fully. Current discussions of the support bank create the impression that all parents
are able to build up a sufficient store of social support credits because they have provided
adequately for their children when young. This is not always the case. Instead, there may be
significant variance in the store of support credits that parents are able to amass, and we
must be able to explain it. Perhaps early parental loss may play a role in this respect. Do
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elders who lost a parent early in life experience relationship problems with their own off-
spring, and do these interpersonal difficulties affect the amount of help that older adults
expect their children to provide in the future? Unfortunately, there do not appear to be any
studies in the literature that empirically evaluate these conceptual linkages. Even so, as
illustrated throughout this section, the life course perspective provides a useful vantage
point for formulating thought-provoking hypotheses about the problems older adults en-
counter and the resources they rely on to deal with these problems.

CONCLUSIONS

The purpose of this chapter was to review selected findings on the epidemiology of mental
disorder in late life and to offer a theoretical explanation for these findings. There is little
consensus on the prevalence of mental health problems among older adults. Research that
focuses on clinical cases of psychiatric disorder suggests that mental health problems arise
early in life and that the prevalence of most conditions gradually tapers off over the life
course. However, organic mental health problems and suicide constitute two important
exceptions to this trend. In contrast, studies concerned with subclinical levels of depressive
symptoms provide a different view. Although this literature is not consistent, an intriguing
cluster of studies suggests that levels of depressive symptomatology initially decline over
adulthood and then increase sharply after age 60.

In view of the methodological problems associated with each of these research tradi-
tions, it is not possible at this time to reach a firm conclusion about the prevalence or age of
onset of mental disorders among older people. Instead, deficiencies in the existing knowl-
edge base underscore the need for additional research. In particular, we need to conduct a
nationwide survey that is geared specifically to assessing the mental health of our aging
population, and that does so using mental health scales that are designed specifically for
older adults.

Although assessing rates of mental disorder in late life is an important goal, sociolo-
gists must also be able to devise conceptual frameworks that are capable of explaining the
patterns that are observed. Most of the theoretical models used by social gerontologists
focus largely on etiological factors that arise in late life. However, as the research reviewed
in this chapter reveals, there is a vast literature suggesting that forces arising in the early
decades of life may exert a profound influence on mental health in the adult years. Even so,
this does not obviate the role of late-life etiological factors. Instead, a major premise in this
chapter is that it is possible to merge both literatures, and that to assume a life course
perspective is essential for doing so.

Using the theory of cumulative advantage as a point of departure, an effort was made
to explain the upturn in depressive symptoms during the sixth decade of life. Research was
reviewed suggesting that feelings of personal control, as well as levels of cognitive func-
tioning, follow a nonlinear trajectory similar to that of depressive symptoms. Then, using
the stress process model as a organizing framework, an attempt was made to show how
these seemingly unrelated trends may be part of the same underlying process. In particular,
it was argued that the onset of cognitive disability may compromise the ability of older
adults to deal effectively with the stressors that confront them. This decline may in turn
erode feelings of personal control, thereby contributing to the sharp rise in late life depres-
sive symptomatology. It was further argued that social support helps some elders avoid this
vicious downward spiral. A case was made for the important role played by anticipated
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support in this process. Consistent with the basic tenets of the theory of cumulative advan-
tage, the pervasive influence of educational attainment was highlighted throughout this
discussion.

Instead of locating the genesis of depression in factors that are encountered only in
late life, the scope of inquiry was expanded by sketching out several ways in which factors
arising early in life may influence the emerging theoretical process. For example, one line
of thinking points to the following temporal sequence: (1) Early parental loss promotes
educational disruption; (2) people with lower levels of educational attainment take jobs in
which exposure to toxins are high; (3) during the ensuing decades, continued exposure to
toxins contributes to cognitive impairment; and (4) people who are cognitively impaired
have difficulty coping with late-life stressors. Other possibilities were explored by extend-
ing Wheaton’s (1994) compelling work on stress proneness. In particular, he argued that
while some individuals encounter cumulative exposure to noxious events over the life course,
others may follow a different trajectory that consists of personal growth through the suc-
cessful resolution of life events.

The theoretical framework developed in this chapter is far from complete. For ex-
ample, the important influence of cohort effects is noticeably absent from the discussion
provided here. It will take years of research and revision to bring this work to fruition,
because the scope of inquiry is so vast. Although the conceptual and methodological chal-
lenges in pursuing this work are daunting, the vantage point it creates, the sweeping view of
life it affords, and the sense of connectedness and continuity it provides are unattainable in
any other discipline. When viewed in this way, the contribution of the theoretical perspec-
tive presented here may lie primarily in the possibilities that it illuminates.
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CHAPTER 11

Splitting the Difference
Gender, the Self, and Mental Health

SARAH ROSENFIELD

In her book, The Mismeasure of Woman, Carol Tavris tells a story about how men and
women express love:

A friend of mine, who I will call Roberta, has been mildly unhappy for years about one flaw in
her otherwise excellent husband, Henry. The flaw rises and falls in importance to her, depending
on Roberta’s state of mind and general stresses, but it has long been a chronic irritant. Henry’s
problem is that he doesn’t like to “chitchat,” as he puts it. This means, Roberta explains, that he
doesn’t like to gossip about friends and family, he doesn’t like to analyze his marriage on a
weekly or even a yearly basis, he doesn’t like to analyze his feelings. . . . Once, pressed to reveal
his passion, Henry said, “I vote with my feet. If I didn’t love you, I wouldn’t be here.” Instead of
killing Henry at that moment, which was her inclination, Roberta did what she usually does: She
called a woman friend, and they met for lunch to discuss Henry. Several hours later, Roberta
emerged refreshed, invigorated, and prepared to cope with Henry for another few months (Tavris,
1994, p. 246).

This story captures the gulf between men and women in their expression of affection.
What we call the feminization of love is matched by the masculinization of silence (Tavris,
1994). More generally, Roberta and Henry’s story illustrates the fundamental ways in which
gender shapes experience. Whether we are male or female profoundly affects our social
relationships, resources, and daily activities. As William James (1890/1958) stated a cen-
tury ago, gender is a basic cultural dimension that is used to divide the universe, second
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only to the distinction made between what is the self and what is not. Recent studies show
that gender is one of the first social distinctions children acquire. Surely, then, gender splits
our experiences and understandings of the world and, in turn, the problems we suffer from
and even the ways we suffer.

One of the most striking patterns in the epidemiology of mental illness is the differ-
ence between the sexes (see Chapter 7). Taking all psychological disorders together, there
are no differences in males’ and females’ rates of psychopathology; however, they suffer
from dramatically different types of disorders. Females suffer more than males from inter-
nalizing disorders, including depression and anxiety, which turn problematic feelings in-
ward against themselves. Women more often struggle with a sense of loss, hopelessness,
and feelings of helplessness to improve their conditions. They endure attributions of self-
blame and self-reproach. More often than men, women live with fears in the forms of
phobias, panic attacks, and free-floating anxiety states. In contrast, males predominate in
externalizing disorders, expressing problematic feelings in outward behavior. They more
often have enduring personality traits that are aggressive and antisocial in character, with
related problems in forming close, enduring relationships. Males also exceed females in
substance abuse. They are more often dependent on substances, suffer physical conse-
quences, and experience problems with work and family because of drugs or alcohol use.
Males and females diverge in these disorders in adolescence and continue to follow differ-
ent patterns throughout their lives (American Psychiatric Association, 1994).

In this chapter, I seek to explain these differences. In doing so, I develop a framework
that connects these differences in psychological problems to larger cultural and structural
divisions associated with gender. I propose that sociocultural conceptions of masculinity
and femininity—reflected in child socialization practices and adult social positions—dif-
ferentially shape central dimensions of the self in males and females. These differences in
dimensions of the self, in turn, predispose males and females to opposite extremes of inter-
nalizing and externalizing disorders (Aneshensel, 1992). In this way, social practices that
are divided by gender produce both selves that are fragmented and mental health problems
that are consistent with this fragmentation.

The first part of the chapter develops this framework. After briefly reviewing some of
the relevant sources and characteristics of our conceptions of gender, I trace the implica-
tions of these conceptions for current social practices. I then draw out the consequences of
these social practices for dimensions of the self. Finally, I show how these forces contribute
to the psychological problems borne differentially by the sexes. The second part of the
chapter examines evidence for these arguments.

THE ROOTS OF OUR GENDER CONCEPTIONS:
DIVISIONS IN THE MODERN AGE

Our current distinctions between the genders are connected to larger social-economic and
philosophical-conceptual divisions arising in the modern age, especially the last 200 years.
As Jane Flax (1993) asserts, a basic agenda of the modern age has been the simultaneous
generation and devaluation of difference. For example, urbanization, and especially indus-
trialization, divided spheres of life that were public from those that were private. The home
no longer unified productive and reproductive labor as had farms and even small craft
production. Work for pay became centralized in factories or shops, taking laborers far from
the home and domestic life. Furthermore, institutions in the public realm became increas-
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ingly independent and separate, with increasingly explicit and elaborated divisions of labor
(Weber, 1946).

Worldviews shifted in the same period. With the rise of the middle class and its free-
dom from manual labor, rewards came to be seen as properly based on one’s own activities
and merit rather than on birth. The Protestant Reformation’s emphasis on a direct relation-
ship with a deity contributed to the notion of an autonomous self and individuality of ex-
pression (Connell, 1995; Seidler, 1989). The growth of cities and the possibilities for the
accumulation of wealth reinforced the emphases on individualism and calculated rational-
ity, which was captured in Weber’s description of the Protestant ethic. As capitalism ad-
vanced, rationalization spread from business to other institutions, emphasizing technical
reasoning and a focus on means rather than goals. Spawned by the Enlightenment, rational-
ity became the pathway to truth, knowledge, and inevitable progress, representing the height
of human potential (Flax, 1993). Reason and science—as rationality’s highest form—were
defined by their opposition to the natural world and emotion. These changes reflected a
fundamental cultural assumption relatively new to modernity: the belief that the world was
controllable and that forces determining individuals’ lives rested within their own power.

Major conceptual distinctions were permeated with issues of control. Contrasts were
drawn between things that were defined as more and less subject to rationality. Thus, rea-
son and logic, as the basis of control, were split from emotion and desire, the hallmarks of
irrationality. The mind, as the seat of reason, was split off from the body and its myriad
mysteries. These distinctions fit within the public—private split. The workings of the mind
and the application of reason governed activity in the public sphere of production. Bodies,
emotions, and desires ruled the private sphere. Such dichotomies were infused with value
and judgments. In each, the side associated with irrationality was devalued (Bordo, 1993).

Gender was linked to these splits between public and private, mind and body. Reason
and emotion became closely associated with male and female, respectively. Before the
eighteenth century, women were usually distinguished from men in being “less” than men—
for example, less rational—but not as being men’s opposite. A new ideology of separate
capacities entailed a polarized conception of gender in which males and females had quali-
tatively different characters (Connell, 1995). Masculine character was attached to the power
of reason, and its counterpart was the feminization of emotion. A cult of feminine domes-
ticity validated the assignment of women to the private sphere. This originally middle-class
ideology dictated that women were fragile and emotional beings, and that children required
their mothers’ (not fathers’) special care for moral and psychic development (Douglas,
1986; Hays, 1996). Conceptions of femininity thus accentuated the association of women
with the private sphere of domesticity and consumption, carrying primary responsibilities
for caretaking and emotion work, and possessing related characteristics of nurturance, sen-
sitivity, and emotional expressiveness. Ideals of masculinity came to associate males with
the public sphere of production and with the consonant characteristics of assertiveness,
competitiveness, and independence.

Thus, paralleling the public—private split, the connections of femininity with nature
and emotion, and of masculinity with reason and the mind, were accentuated. As Bordo
says, “All those bodily spontaneities—hunger, sexuality, the emotions—seen as needful of
containment and control have been culturally constructed and coded as female, . . . [while]
the capacity for self-management is decisively coded as male” (1993, pp. 205-206). De-
sire becomes a subject of conflict for women: To be good and to please the self are incom-
patible for females but are congruent for males. More specifically, Foucault (1978) points
out that as new conjugal and parental duties emerged in the early modern period, bodies
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became the focus of new technologies of power which provided pervasive, internally fo-
cused forms of regulation. For example, as part of these new technologies, medical science
eventually produced the image of the nervous woman, the woman afflicted with vapors,
who, aided by psychoanalytic thinking, was thought of as hysterical and marked as patho-
logical.

In summary, rationalization was a central theme in the cultural landscape of the mod-
ern age that permeated the construction of gender. Given the cultural premium placed on
mind and on reason, that which is associated with males and masculinity has become by
definition the norm—what Tavris (1994) calls the universal male. If the reference point is
male, female is defined as “other.” Since all categories of “other” are judged—and judge
themselves—in relation to the cultural reference group, that which is female is cast in a
devalued light (Goffman, 1966). These specific dichotomies and the standard of the uni-
versal male continue to color the interpretation of everything associated with maleness and
femaleness, creating a fundamental opposition between males and females (Tavris, 1994).

These contrasts describe our dominant conceptions of gender, which in Connell’s (1995)
terms are the current forms that guarantee patriarchy. There are multiple masculinities and
femininities that differ, for example, by race, social class, and sexual preference. I focus on
the dominant forms: middle-class, white masculinity and femininity. Even though there are
distinctions among these dominant images, for instance, a masculinity exemplified by pro-
fessionals and based in technical expertise versus one illustrated by businessmen and based
in dominance, I focus on elements that cut across these distinct forms. I trace the implica-
tions of dominant conceptions of masculinity and femininity for current social practices,
for dimensions of the self, and for the mental disorders that distinguish the sexes.

CURRENT SOCIAL PRACTICES
Childhood Socialization

These dominant conceptions of gender are reflected in current social practices that polar-
ize the life experiences of males and females. Beginning with childhood, parents treat sons
and daughters differently. For example, sons are given more freedom and independence
than daughters (Best & Williams, 1995). Some claim that mothers encourage separateness
in sons but hold daughters back because of their overidentification with daughters
(Chodorow, 1978). Others claim that parents treat sons and daughters differently to prepare
them to fit into gendered roles in the adult world (Hagan, Gillis, & Simpson, 1985; Hagan,
Simpson, & Gillis, 1987, 1988). Less control over sons encourages them to develop a risk-
taking, entrepreneurial spirit that fits into the adult realm of production. Greater instrumen-
tal control or supervision over daughters’ activities discourages risk taking and indepen-
dence in preparation for a primary emphasis on domesticity. Meta-analyses of socialization
research show that parents encourage sex stereotypes in play activities and household chores.
As for emotions, parents show warmth and prohibit aggression more for girls (Lytton &
Romney, 1991). These differences are greater in observational and experimental studies
than in self-reports, which suggests that parents think they treat sons and daughters more
similarly than they do in practice.

Teachers also socialize boys and girls differently. Research finds that males are treated
as more important and more competent by teachers in nursery schools, elementary and high
schools, and college classrooms (Geis, 1993). Teachers also respond more often to aggression
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in boys than in girls, which serves to maintain aggressive interchanges. In contrast, they
typically ignore girls’ aggression, which tends to terminate the interaction (Fagot & Hagen,
1985).

Differential socialization also occurs in play. Insofar as play is direct preparation for
adulthood, sex-typed play is the antecedent for sex-typed social and achievement behav-
iors. Playing dolls calls for the practice and development of nurturing skills—as opposed
to the demands of sports such as football or basketball, which call for quick reactions,
coordination, endurance, and toughness. Adults differ strongly in what playthings they would
offer to children depending on the child’s gender: Dolls go to girls and footballs to boys
(Tittle, 1986). Peer groups reflect the separation by gender that occurs in the family and the
larger culture. In mixed-sex groups, boys dominate and girls are passive (Meyer, Murphy,
Cascardi, & Birns, 1991). Insofar as girls are passive only in mixed-sex groups, we see the
situational character of gender. Since conceptions of gender are largely relational, that is,
the characteristics of females are defined in opposition to those of males, people enact or
“do” these conceptions more strongly in the presence of the opposite sex.

Gendered socialization experiences intensify in adolescence as physical changes in
girls and boys identify them to others as women and men (Chodorow, 1978; Gove & Herb,
1974). These changes invoke images of the perfect woman and man (Brown & Gilligan,
1992). Parents and others begin to apply more stereotyped ideas of womanhood and man-
hood to their daughters and sons (Nolen-Hoeksema, 1990). Adolescents evaluate them-
selves against these cultural ideals of masculinity and femininity. Thus, those who were
given some leeway in childhood are pushed more in adolescence—for example, girls who
were tomboys report increased pressure “to act like a lady, wear dresses, be nice” (Martin,
1996). In addition, one of the primary psychological goals in adolescence is to establish a
separate identity, renewing the issues of individuation and autonomy that have not been so
salient since the preoedipal period (Chodorow, 1978). From the earlier cognitive stage of
concrete operational thought, adolescence ushers in a stage of facility with formal opera-
tions. Adolescents thus acquire a greater capacity for abstraction and generalization with
which to better understand and adapt to the points of view and desires of others (Piaget,
1954; Brown & Gilligan, 1992). For these reasons, conceptions of gender seem to “kick
in” or become personalized in adolescence; that is, in adolescence, we begin to apply to
ourselves the general stereotypes that we internalized in childhood (Link, 1987). No expe-
rience could do more than “dating” to encourage people to think about how others see
them. In this sense, the differentiation in socialization experiences appear to achieve its full
expression in adolescence.

Social Practices in Adulthood

Similar practices endure throughout adulthood. Women retain primary responsibility for
caretaking and emotional labor, and men, for the economic support of the family. Most
women are employed currently, including those with small children. Still, women do the
bulk—an average of 66%—of child care and housework, even if they work hours compa-
rable to their husbands outside the home (Lennon & Rosenfield, 1994). As evidence, em-
ployed women sleep 30 minutes less per night than their husbands, and do an extra month
of 24-hour days” work each year (Hochschild, 1989). In addition, women’s predominantly
service-sector jobs often require emotion-work, the labor force equivalent of the cult of
domesticity (Hochschild,1983).
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The persistent association of women with the private sphere has implications for in-
equality. Women more often have jobs that are part time, with low security and remunera-
tion. These jobs also tend to involve less autonomy and less complexity than men’s jobs. Al-
though more women have entered managerial ranks, they are concentrated in the lower levels,
primarily managing other women, and have little direct decision-making power (Reskin &
Ross, 1992). In the labor force, women earn less than men, even in jobs requiring compar-
able training and experience (Kilbourne, England, Farkas, Brown, & Weir, 1994). Often,
income is divided unequally within the family as well, with husbands receiving more than wives,
and wives spending larger proportions of their share on their children (Becker, 1981). Thus,
women’s income is less than men’s overall, whether we look at labor force earnings or at
how money is distributed within the family to husbands versus wives and children.

Given these ties to the public and private spheres, respectively, men hold more institu-
tional, generalizable forms of power than women. The skills from the public sphere are trans-
ferable, since the value of money remains the same across exchanges. In contrast, the skills of
the private sphere, and thus the power, are less transferable because they are tailored to the
particular characteristics of one’s spouse and children (Mirowsky, 1985). Thus wives’ in-
vestments are more specific to family members, while those of husbands produce more
benefits outside of the marriage (England & Kilbourne, 1990; Lennon & Rosenfield, 1995).

Such disparities leave women with fewer options for economic survival other than
marriage. The difference in options is reflected in husbands’ generally greater decision-
making power in the family. The difference is also reflected in wives’ assessments that,
even when the burdens of work outside the home are the same as their husbands’, their
unequal share of work in the home is fair (Lennon & Rosenfield, 1995). These inequalities
shape social interactions in male—female relationships, such as the balance of providing
and receiving support. Given lower institutional power—coupled with the responsibility
for the care of others—the ratio of giving to receiving emotional support for women tilts
more toward giving. The greater economic resources held by men, on the other hand, tilt
the ratio more toward receiving emotional support. These disparities are revealed in the
character of loss with divorce: Women’s distress results more from the loss of economic
security, whereas men suffer more from a deprivation of emotional sustenance (Gerstel,
Riessman, & Rosenfield, 1985).

IMPLICATIONS FOR DIMENSIONS OF THE SELF

These social and cultural divisions must affect the self. By splitting the world into parts and
dividing these parts by gender, we also polarize certain aspects of the self that have conse-
quences for psychopathology. I conceptualize these aspects of the self as “basic operating
assumptions” that individuals construct from past experience to make sense of their world.
Because individuals have the ability to take themselves as well as the outside world as
objects, they have the capacity to interpret and judge both as objects. Using this capacity,
individuals create basic assumptions about the self, the world, and social relationships. For
example, perceptions of self-esteem and mastery—described as fundamental aspects that
protect and enhance the self (Pearlin et al., 1981)-—constitute major assumptions about the
self. Individuals’ views of the extent to which forces affecting them are controllable—even
if not by themselves—form a major assumption about the world. Other world assumptions
focus more specifically on views about the social world, for example, the degree to which
other people are seen as basically good versus bad, trustworthy versus worthy of suspicion,
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competent versus incompetent. The boundaries drawn between the self and others com-
prise a central assumption about social relationships. This relational assumption refers to
the degree of individuation from, or connection to, other people (Chodorow, 1978). Fi-
nally, the importance individuals confer on others’ versus their own needs, desires, and
interests constitutes another basic assumption regarding relationships. This assumption varies
from the extreme of self-salience on one end, in which the self is given complete primacy,
to the extreme of other-salience, in which others are given total priority. A common ele-
ment across these assumptions is their evaluative character, which infuses cognitive con-
ceptions with a strong emotional valence.

I contend that individuals take an active part in constructing basic assumptions. De-
pending on the range and layers of experience, they join inferences about the world from
multiple sources, juggle contradictory assumptions from different periods in their lifetime,
and fill in the blanks when information is missing. Thus, basic assumptions are not com-
pletely automatic or unchangeable. However, we do not totally invent ourselves from one
situation to another. Earlier messages, especially if repeated and received from significant
others, have tremendous continuity. We carry these messages as working hypotheses into
each situation to be altered or reinforced, but with a slant toward seeing new things as we
have in the past. In spite of the complexities, we tend to have similar “gut reactions” to new
experiences. Working like a filter in which all is seen in a certain light, basic assumptions
operate as a kind of cognitive—emotional set point, which is altered only by significant
experiences of considerable duration or intensity.

The same capacity to take themselves as objects allows individuals to construct these
assumptions from social experiences. As symbolic interactionism describes, people can
take others’ perspectives toward themselves as well as toward the world by using shared
meanings in symbols. In taking the role of others and identifying with their positions, indi-
viduals incorporate the outlooks of others. By this process, over time, they internalize the
attitudes toward themselves and the world of larger and larger numbers of persons and
groups, culminating in a generalized other within the self that represents perspectives in the
larger culture (Mead, 1934). Even acknowledging a strong element of agency, this process
of taking the role of the other tends to reproduce existing social structures (Thoits, 1996).
Desiring positive responses, people tend to modify their thoughts, feelings, and behaviors
to mirror their image of others’ views and expectations (Cooley, 1902). In this way, our
basic assumptions are shaped by the messages in social practices, which are internalized as
part of taking the attitude of the other.

The divisions by gender in these practices generate divergent messages and thus split
the core assumptions for males and females (Rosenfield, 1997). The greater power and
value of activities associated with masculinity convey messages that males are of high
personal worth, in control of their world, and need others less than others need them. The
low power, high demands, and devaluation of activities associated with femininity carry
messages that females have less worth and control over their world, depend on others for
their survival, and are less important than others in social relations.

These messages are both direct and indirect, explicit and subtle. For example, parents
may directly tell daughters more than sons that the world is a dangerous place. They also
convey this information—as well as a message of girls’ inability to fend for themselves—
indirectly in their greater control over daughters’ activities as compared to sons (e.g., ear-
lier curfews) (Hagan, Gillis, & Simpson, 1981). Children get indirect messages from a
range of experiences with parents: from observing parents’ interactions, from listening to
parents’ spontaneous explanations about why things happen, and from hearing what par-
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ents say when they themselves fail or do something wrong (Seligman, 1990 ; Meyer et al.,
1991). These messages also span different levels, including dominant cultural views and
those particular to individuals’ social characteristics. Given females’ status as the “other”
in relation to the universal male, they build their assumptions partly by comparing mes-
sages about themselves with messages about the cultural ideals. For example, as Becker
(1997) suggests, assumptions of having little control over the world may stand out and be
particularly damaging within a context that promotes control as a distinct possibility and a
strong cultural ideal.

CONSEQUENCES FOR MENTAL HEALTH

These divisions have consequences for the psychopathologies that differentially plague the
sexes. Basic assumptions arguably affect psychopathology by blocking some reactions and
facilitating others. For example, the more individuals take on and attend to the feelings and
desires of others, the less they can act in their own behalf. At the extreme, identifying
strongly with others’ interests precludes acting on one’s own. The inability to act according
to one’s own interests also predisposes individuals to feelings of helplessness and hope-
lessness that characterize depressive reactions. Doubts about one’s control and compe-
tence in the face of difficulties similarly create feelings of helplessness. Furthermore, a
lack of individuation implies dependency and emotional reliance on others, which reflect
and create uncertainty and anxiety about one’s own abilities and self-worth (Turner, 1996).

At the other extreme, a strong sense of separateness from others and their interests and
feelings allows one to act against them more easily. Coupled with a sense of entitlement
and control, this distance enables individuals to blame others for difficulties. Such projec-
tive types of defenses characterize externalizing behavior. Problems in life exist because of
other people and their personal failings. Others become an interference, something to get
out of the way. In contrast, identifying with others’ interests and feeling what others might
feel, namely, empathy, impedes harming another person. An act against someone else is
experienced as an act against oneself.

In summary, I have argued that, within a context of gender stratification, basic operat-
ing assumptions about the self, the world, and social relations are gendered. By taking the
attitudes of others toward the self and the social world, individuals internalize gender in-
equalities as part of their core assumptions. These processes begin in childhood but achieve
their full expression from adolescence through adulthood. The gender differences in basic
assumptions, in turn, facilitate the differing forms of psychopathology in males and fe-
males. In this way, the divisions we construct by gender have implications for the sex
differences found in externalizing and internalizing disorders.

What evidence do we have for this perspective? Splitting this question into three parts,
I first review the general evidence bearing on links between gender, basic assumptions, and
psychopathology. Second, I look at research specifically on children and adolescents. Fi-
nally, I examine work on adulthood.

EVIDENCE ON GENDER, BASIC OPERATING ASSUMPTIONS,
AND PSYCHOLOGICAL PROBLEMS

Research on both children and adults indicates that there are gender differences in basic
assumptions. Females experience lower levels of perceived control than males, whether it
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is conceptualized as locus of control, learned helplessness, fatalism, or mastery (Avison &
McAlpine, 1992; Hughes & Demo, 1989; Kohn, 1972; Mirowsky & Ross, 1990; Pearlin et
al., 1981; Radloff, 1977; Ross & Mirowsky, 1989; Rotter, 1966; Seligman, 1975; Umberson,
1993). A meta-analysis shows that males are higher in internal locus of control in both
behavior and perception. In relation to self-esteem, females are lower in studies of both
adolescents and adults (Barnett & Gotlib, 1988; Craighead & Green, 1989; Hirschfield,
Klerman, Chodoff, Korchin, & Barrett, 1976; Hughes & Demo, 1989; Josephs, Markus, &
Tafarodi, 1992; Nolen-Hoeksema, Girgus, & Seligman, 1991; Owens, 1994; Rosenberg,
1989).

Research on relational boundaries finds that females perceive themselves to be more
dependent interpersonally and more emotionally reliant on others than males (Barnett &
Gotlib, 1988; Craighead & Green, 1989; Hirschfield et al., 1976; Hughes & Demo, 1989;
Josephs et al., 1992; Nolen-Hoeksema et al., 1991; Owens, 1994; Rosenberg, 1989; Turner,
1996). Compared to men, women are more likely to see the well-being of family members
as important sources of concern and are more likely to perceive the stressful events that
happen to others as distressing (Brody, 1981; Kessler & McLeod, 1984). Females gener-
ally report a stronger identification with the feelings of others (Rosenfield, 1995). Although
there are no direct measures of self—other salience, we have some evidence for differences
in that men have a better memory for information encoded with respect to the self, whereas
women have a better memory for information encoded with reference to others (Joseph et
al.,, 1992).

Evidence that these differences are based in social experiences comes from cross-
cultural research. Boys and girls are more similar in aggression and in nurturance when
both are assigned to care for younger siblings and when both perform housework (Edwards
& Whiting, 1974; Whiting & Edwards, 1988, 1973; Whiting & Whiting, 1975). Both girls
and boys exhibit more nurturing behavior when they care more for infants (Edwards &
Whiting, 1980; Munroe, Shimmin, & Munroe, 1984). This reminds us that it is not the
capacity for traits or behaviors that is at issue here, but the differences as they develop
through social practices.

Other work links basic assumptions to psychopathology. Life events and circumstances
that undermine perceptions of self-esteem and mastery are particularly damaging to mental
health (Pearlin et al., 1981). Depression is linked to low perceived control across the life
course (Mirowsky & Ross, 1990). Perceptions of low mastery and of helplessness in child-
hood are specifically related to later episodes of clinical depression (Harris, Brown, &
Bifuco, 1990). In terms of externalizing behavior, a greater willingness to take risks—
which is linked with high levels of independence—is associated with delinquency in acts
against both people and property (Hagan et al., 1981). Past research also provides evidence
that strong boundaries between the self and others—as indicated in low levels of empa-
thy—are associated with high levels of aggressiveness (Miller & Eisenberg, 1988;
Rosenfield, Vertefuille, and McAlpine, 1994).

In summary, previous research establishes some general links between gender and
basic assumptions, and between basic assumptions and psychological problems. Most im-
portant to the current analysis, there is also evidence that gender differences in basic as-
sumptions help to explain the differences between male and female psychiatric problems.
Lower levels of mastery and self-esteem among females contribute to explaining their pre-
dominance in depressive symptoms in both adolescence and adulthood (Avison & McAlpine,
1992; Barnett & Gotlib, 1988; Craighead & Green, 1989; Hirschfield et al., 1976; Nolen-
Hoeksema, 1990; Rosenberg, 1989; Rosenfield, 1989). The greater levels of emotional
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reliance and identification with others also helps explain women’s higher incidence of de-
pressive symptoms (Kessler & McLeod, 1984; Turner, 1996). In terms of externalizing
problems, the differences in risk taking and risk aversion between males and females con-
tributes to males’ predominance in antisocial behavior (Hagan et al., 1981).

RESEARCH ON CHILDREN AND ADOLESCENTS

In research relating specifically to childhood and adolescence, Brown and Gilligan (1992)
trace the development of assumptions about the self and social relations for girls over time.
Their interviews of girls from first grade through tenth grade document dramatic changes.
The youngest girls, 7- and 8-year-olds, are outspoken about how they think and feel: They
face conflict with friends and family directly and negotiate differences of opinion with
little hesitation in the face of clashes in feelings or ideas. At the same time that they know
what they want, however, they are aware of what others want them to do and be. This
awareness looms larger over time. By the time girls are 11 years old, they feel real fear
about saying what they think. They are inhibited, in part, by the (white, middle-class) ideal
of the perfect girl, who has no bad thoughts or feelings and who is liked by everybody. To
be that perfect girl, they have to be nice all the time and not cause any trouble. At this point,
girls have difficulty answering when the question, “Who am I?” is posed by interviewers.
Having one’s own thoughts and opinions risks conflict, and conflict risks losing relation-
ships. To say what one thinks is to court being unloved and alone. Thus, girls eventually
move from a stance of not speaking openly about their feelings to not knowing their thoughts
and feelings. By adolescence, they depend on others to define their wishes and ideas. In a
model of womanhood that assigns selflessness as the basis for being loved, girls put the
interests and feelings of others before their own. As one girl says, “I think of more what to
do to be nice than what I want to do.” It becomes more important to preserve connections
than to hold onto one’s own feelings and beliefs.

Quantitative research indicates that the differences between girls and boys in basic
assumptions underlie the emergence of the differences in mental health problems. A large
study of adolescents examines identification with others’ feelings, or empathy, as a dimen-
sion of relational boundaries (Rosenfield et al., 1994). High levels of emotional identifica-
tion indicate a conception of self that is highly connected to other people. In general, indi-
viduals who identify strongly with the feelings of others are at greater risk of becoming
depressed. Conversely, those who identify very little with others’ feelings are more at risk
for aggression and other antisocial behavior. The data show that girls are more often ex-
tremely high in emotional identification with others, whereas boys more often are extremely
low. Furthermore, these differences in empathy help explain girls’ higher levels of depres-
sive symptomatology and, to a lesser extent, contribute to explaining boys higher levels of
antisocial behavior.

A subsequent longitudinal study investigated these gender differences more exten-
sively (Rosenfield, 1998). This research showed that, over the course of adolescence, boys
and girls receive divergent messages about themselves and social relationships. For ex-
ample, girls and boys perceive that adults expect similar levels of independence and self-
confidence from them in early adolescence. These expectations change over time, how-
ever, increasing for boys and decreasing for girls. Shifts in basic assumptions correspond
to these changes. Boys and girls start their teenage years with similar assumptions about
self-worth, degree of autonomy in relationships, and self-salience. By mid- and late adoles-
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cence, boys have risen strongly in these assessments and girls have dramatically fallen.
This divergence helps explain gender differences in psychopathology. Controlling for these
different assumptions about the self and relationships reduces to nonsignificance the sex
differences in depressive symptoms, delinquency, and aggressiveness.

RESEARCH ON ADULTS

A constellation of studies link certain adult social conditions to dimensions of the self.
These studies focus on major institutions such as the workplace and the family, connecting
social roles and conditions within these institutions primarily to self-esteem and percep-
tions of control. In doing so, this research suggests that activities of daily life continue to
shape individuals’ basic assumptions in adulthood.

Overall, employed individuals have a higher sense of personal control than those who
are not in the labor force or are unemployed (Ross & Mirowsky, 1992). Across both public
and private domains, however, work conditions characterized by autonomy, low
routinization, and intrinsic and extrinsic rewards bring individuals a heightened sense of
control and enhance self-esteem (Lennon, 1994; Pugliesi, 1995; Ross & Mirowsky, 1993).
Those whose work provides few economic rewards and little autonomy-—coupled with
high demands—have a lower sense of self-worth and more fatalistic views about their lives
(Karasek & Theorell, 1985; Kohn, 1972; Lennon, 1994; Link et al., 1989; Mirowsky &
Ross, 1996). These findings are echoed in general research on socioeconomic status. Indi-
viduals with higher levels of education and income have higher seif-esteem and perceive
that they have greater control over the forces affecting them (Mirowsky & Ross, 1996).
Higher earnings relative to one’s spouse also brings greater perceptions of personal control
(Rosenfield, 1989). Consistent with this pattern, greater gains in self-efficacy accrue when
economic resources come from one’s own earnings rather than those of one’s spouse (Ross
& Mirowsky, 1992).

Researchers have examined the impact of these work and family conditions on mental
health primarily with respect to internalizing problems. Individuals with high levels of
work—family demands have high levels of depressive symptoms. For example, employed
women with children have higher depressive symptoms than those without children, and
women or men who have more domestic responsibilities have higher symptom levels than
those with fewer responsibilities (Kessler & McRae, 1982; Krause & Markides, 1985;
Lennon and Rosenfield, 1994; Radloff, 1977; Rosenfield, 1989, 1992; Ross, Mirowsky, &
Huber, 1983). Furthermore, people who have fewer economic resources in general, and
fewer resources relative to their spouses, suffer greater depressive symptomatology
(Rosenfield, 1989).

These general effects are reflected in research on gender (Karasek & Theorell, 1990;
Kohn, 1972; Lennon, 1992; Phelan, 1992; Ross & Bird, 1990). Women’s work in the labor
force commands lower wages and provides less autonomy and complexity than that of
men, resulting in a lower sense of control, lower self-esteem, and higher levels of depres-
sive symptoms (Pugliesi, 1995). In contrast, as their relative contributions to the family
income become more similar, husbands and wives approach each other in their perceptions
of control and levels of depressive symptoms. Compared to paid work, domestic labor
provides greater autonomy for women. However, the routine nature of housework and the
absence of economic remuneration for homemakers also results in lower perceived control
and higher symptoms relative to men (Lennon, 1992; Ross & Mirowsky, 1993). When
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women combine paid work and domestic work, their continued responsibility for the do-
mestic sphere adds up to an extremely high level of demands, which also lowers control
and raises symptoms of depression. As further evidence, when employed men and women
share domestic labor, their perceptions of personal control become similar and their levels
of depressive symptomatology equalize. In view of the negative effects of low power and
high demands, I would emphasize that the major role alternatives currently held out to
women, described earlier, are characterized by one or both of these conditions (Rosenfield,
1989; Ross & Mirowsky, 1992).

The impact of perceived control and self-esteem on internalizing symptoms suggests
that the gender differences in these basic assumptions account in part for the gender differ-
ences in rates of depression. Indeed, controlling for levels of self-efficacy reduces sex
differences to nonsignificance, irrespective of whether women are homemakers or em-
ployed. In this sense, assumptions about control and worth that are embodied in workplace
and family experiences contribute to gender differences in internalizing problems (see chap-
ters 2, 13, and 18). The daily experiences of low power and high demands perpetuate the
excess of depressive symptoms among women in adulthood. Thus, among adults, as among
children, females have more depressive symptoms, partly because their social experiences
give them messages of low control.

CONCLUSION

In summary, I have proposed a theoretical perspective connecting social divisions by gen-
der, dimensions of the self, and internalizing and externalizing disorders. Social divisions
into public versus private, reason versus emotion, and mind versus body have become
associated with gender and pervade the social experiences of females and males from child-
hood through adulthood. These experiences convey different messages that shape males’
and females’ basic assumptions about themselves, the world, and social relations. Given
the power, responsibility in the public domain, receipt of support, and value placed on
masculine pursuits, males generally tend toward high self-esteem, strong feelings of per-
sonal control, a sense of self-containment and self-sufficiency, and a clear vision of the
importance of the self in social relations. These basic operating assumptions in turn foster
psychological disorders that turn against others and deter reactions that turn against the
self. Given little power, work in the private sphere, stress on the provision of support, and
the low cultural valuation of these activities, females feel relatively less of a sense of worth,
less control over the world, stronger emotional attachments to others, and a priority of
others’ needs over the self in social relationships. These assumptions facilitate psychologi-
cal problems that disadvantage the self and curtail those that damage others.

In reviewing the literature, there is evidence that boys and girls receive messages from
the adult world that become increasingly divergent during adolescence. These messages
correspond to splits in basic assumptions: Over time, conceptions about self-worth, control
in the world, autonomy, and importance relative to others heighten for boys and decline for
girls. This divergence contributes to explaining the emergence of sex differences in inter-
nalizing and externalizing problems.

There is also some evidence that these relationships persist into the world of adult
social institutions. Within both the workplace and the family, social positions characterized
by low power and high demands compromise self-esteem and perceived control. Women,
more often than men, inhabit such positions. Their lowered sense of control accounts in
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part for their higher depressive symptoms relative to men. When men are in positions of
low power or high demands, they also rise in their levels of depressive symptomatology.

Information on these questions is limited. More work on childhood and adolescence
is needed to firmly establish these relationships. Much more research is needed on adult
institutions. Since the research on adulthood only covers assumptions about the self, fur-
ther investigation about world and relational assumptions is necessary. More work needs to
be done on externalizing as well as internalizing types of problems, especially studies that
investigate both (Aneshensel, Rutter, & Lachenbruch, 1991). Another limitation is that
past research has concentrated primarily on the disadvantages for women of the gendered
division of spheres. There are some good reasons for this focus. Men are more privileged
in these divisions and women’s lower power has particularly damaging effects. For ex-
ample, women suffer more than men from divorce even when both male-linked symptoms
such as drinking and female-linked symptoms such as depression are considered (Horwitz,
White, & Howell-White, 1996). In addition, while men are more often destructive to others
as well as to the self, women’s typical forms of suffering focus solely against the self.
However, there are serious costs in gender divisions for men as well as women. The parity
in overall rates of psychopathology suggests that the limitations inherent in dividing the
world by gender damage both sexes. For a balanced account of the consequences of social
experiences, therefore, both male-dominated and female-dominated disorders must be evalu-
ated (Aneschensel et al., 1991).

Though I have split discussions of childhood and adolescence from adulthood, ulti-
mately, these periods of the life course should be merged. In thinking about basic assump-
tions through the life course, I stress the tension between agency and determinacy. Taking
one step back, our response to each new social experience is partly an interaction and
struggle between the demands of the situation and the basic assumptions we carry from
past experiences—and, I would add, our unrelenting attempts to feel the best we can. The
outcome depends on the strength of each of these forces. Basic assumptions have the most
influence when situations are relatively ambiguous. Extreme circumstances have more im-
pact on reactions, as witnessed by the association of loss events with depression and threat
events with anxiety (Brown & Harris, 1978). But I also suggest that in extreme situations,
people tend to fall back on their earliest assumptions about the world and themselves,
making it harder to use more recently acquired assumptions, for better or for worse. All
these assertions, of course, require further investigation.

In concluding, some have argued that classification systems always embody hierarchy
(Szasz, 1961). We cannot make a split between things without valuing one side and devalu-
ing its opposite. However, Flax (1993) asserts that this is a historically specific tendency,
rampant in the modern age. Clearly, we make distinctions that are more and less neutral,
even in the modern age. Gender is one of the dichotomies that is far from neutral. One cost
of making this value-infused distinction is the extremes of psychopathology endured dif-
ferentially by males and females. Thus, the splits in gender result in a polarization of psy-
chological suffering. The preceding research points to integrating the experiences and as-
sumptions currently divided by gender as a means of overcoming tendencies toward both
problematic extremes.
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CHAPTER 12

Family Status and Mental Health

DEeBRA UMBERSON
KRISTI WILLIAMS

Early epidemiological research on family status and mental health produced three “social
facts™:

1. Marriage is beneficial to mental health.
2. Marriage benefits the mental health of men more than women.
3. Parenthood causes psychological distress, especially for women.

Until very recently, the first “fact” went largely uncontested. Durkheim (1897/1951) came
to a similar conclusion at the turn of the century when he found that suicide rates were
higher among the unmarried than the married. Working from a variety of theoretical per-
spectives, sociologists throughout the twentieth century concluded that marriage has ben-
eficial effects on the individual. The second “fact” generated much more controversy be-
ginning in the 1970s. Jesse Bernard (1972) argued, in support of a gender difference in
marital benefits, that men and women experienced “his and hers marriages” in which women
sacrifice more of themselves than do men, particularly in providing services to their spouses.
Furthermore, she argued that men receive more benefits from marriage than do women.
Walter Gove (Gove & Tudor, 1973) similarly argued that women are more depressed than
men and that this sex difference is largely due to women’s more frustrating and less reward-
ing roles, especially their marital roles. Bruce Dohrenwend (Dohrenwend & Dohrenwend,
1976) contested Gove’s conclusions because Gove presented evidence only for neurotic
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disorders and functional psychoses—disorders for which women are overrepresented rela-
tive to men. He argued that Gove’s definition of mental illness left out some of the most
significant and serious disorders, particularly personality disorders, that happen to be more
prevalent among men than women. Dohrenwend contended that the different types of dis-
orders could be viewed as functional equivalents in the sense that men and women simply
express psychological distress in different ways. In summary, women are generally not
necessarily more distressed than men.

A review of subsequent research on sex, marital status, and mental health would lead
the reader to believe that Gove won this debate—at least in the sense that the sociological
research community chose to focus on depression as the basic expression of emotional
disturbance. In so doing, researchers continued to emphasize that women demonstrate more
emotional disturbance than do men. Therefore, researchers continued to seek explanations
for women’s greater distress, typically focusing on women’s demanding family roles. Al-
though research on family status and mental health continues to focus primarily on depres-
sion as the key measure of mental health, some researchers are renewing the emphasis on
examining different expressions of emotional upset—expressions that may be more typical
of one gender than the other. Essentially, these researchers are reasserting Dohrenwend’s
earlier concerns. This emphasis raises new questions about the validity of long-held as-
sumptions about gender, family status, and mental health.

Most sociologists in the seventies, including Gove and Dohrenwend, worked from an
epidemiological model. This model assumes that sex and marital status differences in offi-
cial reports of emotional disturbance are real and strongly influenced by the social environ-
ment. However, the general consensus reached by the sociological community—that women
exhibit more emotional disturbance than men—is a social construction. Had researchers
focused on alcohol problems rather than depression, men would be labeled as more dis-
turbed than women. Sociologists might have searched for elements of men’s social roles
that contribute to their greater distress. The bottom line is that our research conclusions are
largely dependent on the questions we choose to ask, how we choose to measure family
status and mental health, and how we choose to analyze our data (Hubbard, 1990).

Why did the socially constructed “fact” that women are more emotionally disturbed
than men and that marriage is good for individuals but better for men than women come
into being? The sociopolitical backdrop of the 1970s included the Women’s Movement
and questioning of traditional institutions such as marriage. In turn, a great deal of research
attention was devoted to the study of family status and women’s roles. The claim that
women’s roles are more stressful than men’s roles, and that women’s stressful roles are
conducive to women’s higher rates of emotional disturbance relative to men, fit perfectly
with the sociohistorical moment. Jessie Bernard’s (1972) claims could hardly have been
made in a previous historical period:

Despite all the jokes about marriage in which men indulge, all the complaints they lodge against
it, it is one of the greatest boons of their sex. ( p. 17)

A generation ago, I propounded what I then called a shock theory of marriage. In simple form, it
stated that marriage introduced such profound discontinuities into the lives of women as to
constitute genuine emotional health hazards. (p. 37)

Much of the emotional health hazard of marriage for women was attributed to their wife/
mother role. This orientation helped shape the third “social fact” regarding family status
and mental health—that parenthood is detrimental to psychological well-being, especially
for women.

A great deal of research on gender, family status, and psychological distress has accu-
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mulated over the past 30 years. The most recent research in this area leads us to qualify all
three of the social facts about family status and mental health. In this chapter, we review the
current state of epidemiological evidence on the linkages between gender, family status,
and psychological distress to arrive at the contemporary answer to the question of whether
and why such linkages exist. In light of the changing answers to these questions, we also
consider the socially constructed nature of this work.

DEFINITIONS

The way we define family status and mental health greatly influences our research findings.
In this section, we briefly describe how these constructs are typically conceptualized and
measured in social science research and delineate some of the concerns that arise from
these definitions.

Studies typically focus on either marital status or parental status in relation to mental
health. Although some of the effects of marital status are due to parental roles and the
effects of parental status greatly depend on marital status, the two variables are quite sepa-
rable. In fact, in light of current demographic trends, marital and parental status are becom-
ing increasingly distinct from one another. Approximately 61% of the U.S. population is
married (U.S. Bureau of the Census, 1994). However, of those married persons who are
parents, only 30% have young children living in the home (Sweet & Bumpass, 1987). The
majority of parents have adult children living outside the home, and a substantial minority
have young children living elsewhere (typically because of a prior marriage, so that chil-
dren reside with the other parent) or adult children living at home. Furthermore, parental
status is not contingent on marital status. Rates of births to unmarried mothers are at an all-
time high: 30.2% of all births are now to unmarried mothers, and these rates vary substan-
tially by race. Among whites, 22.6% of births are to single women; among African Ameri-
cans and Hispanics, the rates are 68.1% and 39.1% respectively (U.S. Bureau of the Census,
1992a). Twenty-eight percent of households with minor children include only one parent
(U.S. Bureau of the Census, 1992b). Approximately 19% of married couples are childless
(U.S. Bureau of the Census, 1996). In summary, marital status and parental status increas-
ingly represent separate dimensions of family status. However, the effects of marital and
parental status on mental health are highly contingent on one another.

Marital Status

In a number of studies, the married are simply compared to the unmarried, with the unmar-
ried group defined in various ways—sometimes combining the divorced/separated, wid-
owed, and never-married, and sometimes including only some of these states. This approach
produces indecipherable results because the effect of being married is highly contingent on
which groups are compared. Typically, the married are compared to the divorced (who are
sometimes combined with the separated), the widowed, and the never-married. An addi-
tional marital status that is often left out of these discussions is remarried. In the 1980s,
40% of all marriages were second or later marriages for at least one of the spouses (Wilson
& Clarke, 1992). As we shall see in the following section, the mental health advantage of
marriage may be great, negligible, or nonexistent, depending on the group (i.e., divorced,
widowed, never-married, cohabiting, remarried) against which the married are compared.

Contemporary trends raise some questions about how marital status should be
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operationalized. The current definition focuses on legal marital status. However, Ross (1995)
argues that the underlying construct that marital status taps into is better viewed as an
attachment continuum. This continuum would take into account individuals who cohabit as
well as individuals with significant (e.g., nonmarried, noncohabiting, and nonheterosexual)
relationship commitments. This particular perspective works from the premise that the
primary ingredient of marriage that is significant for mental health is a secure attachment to
a supportive individual. Those working from a more Durkheimian tradition, however, would
argue that the construct of marriage is much more than support and attachment. In fact,
legal marriage involves obligations and constraints in addition to, and even in the absence
of, socioemotional support and feelings of attachment. These various dimensions of social
integration through marriage may have substantial mental health consequences—some
positive and some negative. Attempts to define marriage in terms of its constituent parts
may enable us to identify some of the specific components of marriage that affect mental
health. On the other hand, breaking marriage down into a set of many variables may impair
our ability to consider how marriage as a social institution affects individuals.

Parental Status

The daily and lifelong constraints, demands, and rewards of parenting differ very much
depending on the age and living arrangements of children. In turn, it is these structural
contingencies that shape the qualitative experience of parenting and affect the mental health
of parents, at least in part. The most important distinction in predicting mental health ap-
pears to be that of having minor children as compared to adult children. Just as marital
status becomes more difficult to measure in contemporary society, particularly when one
takes remarriage into account, parental status also takes on greater complexity. Although
there have always been stepchildren and adopted children in addition to biological chil-
dren, the sheer numbers of the former groups call for greater research attention. Method-
ologically, it is very difficult to assess parental status if one wants to distinguish between
step-, biological, and adopted children, age and number of children, and living arrange-
ments of children. This assessment is made more difficult because an individual may have
several children who differ on all of these characteristics. Generally, researchers do not
attempt to make all of these distinctions. Most studies restrict their focus to one child in the
family or to certain types of distinctions (e.g., stepchildren vs. biological children). As a
result of such simplifications, research tends to remove elements of family status from the
social context that actually shapes how those elements affect mental health.

Mental Health

Almost all of the empirical research on gender and marital status differences in mental
health utilizes outcome measures of depression and psychological distress symptoms. In a
sense, this is advantageous. Because so many researchers have examined a similar measure
of mental health, we have substantial comparability across studies. However, this is also an
important limitation that may lead to inaccurate conclusions about the effects of family
status on the mental health of men and women.

It is well accepted that social groups differ in the types and degrees of social stress to
which they are exposed. It is equally plausible that the different life experiences associated
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with social status would lead individuals in different social groups to express emotional
upset in different ways. For example, empirical studies over the past 10 years provide
evidence that men and women express emotional upset differently (e.g., Horwitz & White,
1991; Lennon, 1987). A central premise of these studies is that men tend to externalize
distress, whereas women tend to internalize distress (Horwitz & Davies, 1994; Horwitz &
White, 1991; Robbins, 1989). This difference in distress styles is attributed to gender-role
socialization and gender norms:

Because women are encouraged to develop feelings of attachment and obligations toward oth-

ers, they should also channel distress into forms that harm only themselves while refraining

from anti-social behaviors. . . . In contrast, men face fewer restraints against behaving in ways

that are harmful to others so are more likely to externalize feelings of distress. (Horwitz &
Davies, 1994, p. 610)

Most studies premised on this view examine the dependent variables of depression (presum-
ably an internalizing style) and alcohol use/abuse (presumably an externalizing style). Sev-
eral recent studies indicate that various types of stressors are more strongly associated with
substance abuse for men and psychological distress for women, thus supporting the notion
of gendered sytles of expressing distress (Aneshensel, Rutter, & Lachenbruch, 1991; Horwitz
& Davies, 1994; Horwitz, White, & Howell-White, 1996a; Lennon, 1987). The emphasis
on different styles of expressing emotional distress (styles that vary across social groups)
represents an important direction in research on group differences in mental health and has
the potential to provide new insights into the social processes that produce emotional dis-
tress (see Chapters 4 and 11).

The current focus on depression and alcohol use/abuse as internalizing and external-
izing styles of expressing distress is an innovative but rudimentary beginning. Certainly, no
style is entirely internalizing or externalizing. For example, depression may be expressed
through crying, which might be viewed as externalizing; alcoholism may be an attempt to
numb one’s feelings, which might be viewed as internalizing. Mirowsky and Ross (1995)
argue against the notion of functional equivalents, at least for explaining gender differences
in distress. They contend that men should exhibit more anger than women, since anger is an
externalizing style of distress. However, they find that women report more anger as well as
depression. They further argue that alcohol and drugs do not protect men from distress, since
substance abuse and distress covary. Additional qualitative and quantitative research is needed
to explore possible group differences in expressions of distress. It may be more useful to
view feelings of distress (e.g., anger, depression, sadness) as distinct from behaviors in-
dicative of distress (e.g., violent behavior, substance abuse) when exploring these group
differences.

Violent behavior may be one of the most important expressions of emotional upset to
be explored in future research. A variety of different types of evidence suggest that vio-
lence, at least at times, is an expression of emotional upset that is particularly characteristic
of some social groups (Umberson & Williams, 1993). Violent acts are more likely to be
perpetrated by males, the young, and individuals of lower socioeconomic status (Stark &
Flitcraft, 1991; Williams, 1992). Furthermore, domestic violence often seems to follow
stressful life events (e.g., divorce, job loss) that may contribute to emotional distress (Pub-
lic Health Service, 1989). Violence as an expression of distress is of particular theoretical
and practical interest because it not only suggests emotional upset on the part of the perpe-
trator, but is also likely to contribute to emotional and physical disturbance in the human
target of the violence.
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THE EPIDEMIOLOGICAL MODEL

Social-structural theory provides the foundation for epidemiological research on family
status and mental health. Structuralists contend that one’s social environment has profound
implications for one’s life experiences. The social environment is largely shaped by one’s
position in the social structure as determined by elements of stratification such as sex, marital
status, race, and socioeconomic status. Whether one is male or female, married or unmar-
ried, African American or white, rich or poor, determines the types of structural opportuni-
ties, demands, and constraints that an individual faces on a day-to-day basis. In turn, struc-
tural positions associated with more demands and constraints and fewer opportunities lead
to higher rates of mental illness. Sociological research on family typically adopts a social—
structural approach to argue that marriage and family define one’s social environment in
key ways that affect mental health. For example, the married are less likely to be socially
isolated and more likely to have a confidant and emotional support. In turn, these aspects of
the social environment are conducive to mental health, partly explaining why the married
exhibit better mental health than the unmarried. Gender differences in the effects of marital
status on mental health are attributed to women’s greater role obligations within marriage
and family that undermine the value of the marital environment for their mental health.

Marital Status, Gender, and Mental Health: The Evidence

Generally, no one questions the assumption or the evidence indicating that the married
exhibit lower rates of mental illness than the unmarried and that this advantage is greater
for men than women. Ross, Mirowsky, and Goldsteen summarized the accumulated evidence
in 1990:
Compared to people who are divorced, separated, single, or widowed, the married have better
overall well-being. This overall positive effect is strong and consistent. . . .The nonmarried have

higher levels of depression, anxiety, and other forms of psychological distress. . . . They have
more physical health problems. . .. The nonmarried have higher rates of mortality. (p. 1061)

Furthermore, they add that “although marriage generally protects and improves heaith, it
protects men’s well-being more than women’s” (p. 1062).

The vast majority of studies on which these conclusions are based, and the majority of
studies conducted since 1990, consider the effects of marriage on measures of depression
or psychological distress. Typically, these measures tap into feelings of sadness, loneliness,
lethargy, unhappiness, sleep problems, and somatic complaints. In fact, many studies use
the same scale (i.e., the Center for Epidemiologic Studies Depression Scale) to measure
depression.

More often than not, research since 1990 finds that the married do exhibit better mental
health—in terms of depression—than the unmarried and that marriage benefits men more
than women. However, this conclusion must be qualified. First, a few studies find no signifi-
cant marital status differences in depression. Furthermore, it is likely that the research literature
exaggerates the marital status difference in depression because the nature of scientific re-
search renders the publication of nonsignificant group differences less likely than the pub-
lication of significant group differences—a factor shaping the social construction of research
in this area (Hubbard, 1990). Second, even those studies that do detect marital status differ-
ences in depression often proceed to identify factors that explain away differences in depres-
sion; that is, they conclude that mental health differentials between the married and unmar-
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ried are due not to marital status per se but to other factors, such as socioeconomic status,
that are correlated with marital status. We provide a review of these factors in the following
section. Third, the measured mental health advantage of marriage, and gender differences
in marital status effects, vary in degree depending on the group (e.g., divorced, widowed,
remarried, cohabiting, never-married) against which the married are compared. For example,
studies comparing the married to the never-married yield different conclusions about the
advantages of marriage than do studies comparing the married to the divorced or widowed.
Further confusing results, many studies simply combine the divorced, widowed, and never-
married into one group of “unmarried” individuals. The mental health advantage or disad-
vantage associated with different marital statuses may also differ by race, class, and gender.
Fourth, the effect of a particular marital status on mental health may vary according to the
length of time in the marital status. For example, initial distress levels following marital
dissolution may be quite high but attenuate over time.

D1vORrRCE AND WIDOWHOOD. Table 12.1 provides a summary of recent studies on marital
status and mental health. The evidence for a mental health advantage of marriage is greatest
when the married are compared to the divorced or widowed (Williams, Takeuchi, & Adair,
1992). Across studies, the divorced and widowed exhibit significantly higher levels of
depression and psychological distress than their married counterparts (Gove & Shin, 1989;
Umberson, Wortman, & Kessler, 1992; Williams et al., 1992). Gender differences in the
effects of divorce are inconsistent across studies. For example, two recent longitudinal
studies yield different conclusions: Aseltine and Kessler (1993) report that women’s mental
health is more adversely affected than men’s by divorce whereas Booth and Amato (1991)
find no gender difference in the mental health effect of divorce. This discrepancy may occur, in
part, because the samples differ in length of time divorced and in the choice of control
variables for analyses. The adverse mental health consequences of widowhood are consis-
tently stronger for men than for women across a range of studies (e.g., Stroebe & Stroebe,
1983; Umberson et al.,1992). Presumably, the divorced and widowed exhibit poorer mental
health than the married because they have lost the valuable components of marriage (Gerstel,
Reissman, & Rosenfield, 1985; Umberson et al., 1992). However, it may be the strains
associated with marital dissolution that undermine mental health more than the resources
of marriage benefiting mental health. In this sense, research on divorce and widowhood
may reveal more about the effects of marital dissolution than the effects of marriage per se
(see also Williams et al., 1992). Supporting this possibility, Booth and Amato (1991) find
that divorce is associated with elevated distress for only 2 years. After this period of time,
the divorced do not significantly differ from the married on psychological distress. These
findings point to the possibility that marital status transitions are more conducive to dis-
tress than are certain marital statuses per se. Once an individual adjusts to the transition,
distress levels may return to baseline levels. The amount of evidence on this point is too
limited to draw clear conclusions at the present time.

NEVER-MARRIED.  Although the unmarried statuses of divorce and widowhood are clearly
linked with psychological distress, the evidence is less consistent for a mental health advan-
tage of marriage when the comparison group is the never-married (Williams et al., 1992), the
cohabiting, or the remarried (Ross, 1995; Weingarten, 1980; for a review, see Coleman &
Ganong, 1990). The never-married and remarried are sometimes simply excluded from
analyses of marital status and mental health. Analyzing Epidemiologic Catchment Area
(ECA) data and a range of indicators of mental health, Williams et al. (1992) conclude that,
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TasiE 12,1, Summary of Studies Comparing Mental Health of Men and Women

across Marital Status Categories

Debra Umberson anp Kristi Williams

Reference Sample

Mental health

measure!

Marital status

Marital status

effects

Sex X
Marital status

A. Studies that test the effects of marital status on mental health in a combined sample of men and women

(1) Aseltine & N = 1,455
Kessler Community
(1993) panel

(2) Booth & N=2,033
Amato married
(1991) National

panel

(3) Gove & N =2,248
Shin (1989) National

cross-sectional

(4) Horwitz N =1592; age =
et al. 25-31 yrs.
(1996a) Community

panel

(5) Horwitz N =829; age =
et al. 25-31 yrs.
(1996b) Community

panel

(6) Horwitz & N = 396; age =
White 24 yrs.

(1991) Community
panel

(7) Marks N =6,877; age
(1996) = 53-54 yrs,)

Community

cross-sectional

(8) Ross (1995) N =2,031
National
cross-sectional

(9) Shapiro
(1996)

N=2,081
National
cross-sectional

(10) Umberson
(1987)

N =12,246

National

Depression
(SCL-90-R)

Psychological
distress

Psychological
distress
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(SCL-90-R)
Alcohol

problems (RAPT)
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Separated + divorced

Never married®’

Never married

Never married?

Never married®

Divorced + separated?
Widowed
Never married

Cohabiting?
Separated + divorced
Never married
Widowed < 1 yr.
Widowed 1-5 yrs.
Widowed > 5 yrs.

Remarried?

Married/never divorced

Divorced®

Widowed

cross-sectional Substance abuse Divorced

Widowed
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among men
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Mental health Marital status effects Sex
Reference Sample measure' Marital status Men ‘Women  differences

B. Studies that test the effects of marital status on mental health separately for men and women

(1) Aseltine & N = 1,455 Depression Separated +
Kessler Community (SCL-90-R) divorced + nsiesme 5 > Depression
(1993) panel remarried® for women
but n.s.
(2) Gerstel N=1757 Depression and  Separated + Sk sl n.s. -k —
et al. (1985) Community anxiety divorced®
cross-sectional symptoms
(3)Goveetal. N=2,268 Affective Never married 4" <M®defn o n.s.*®
(1983) National well-being Widowed < <
cross-sectional Divorced < <
(4) Horwitz N = 829; age = Depression Never married?  >%b.es ns’hes
et al. 25-31 yrs. (SCL-90-R)
(1996b) Community Alcohol problems Never married n.s. Sinbocg —
panel (RAPT)
(5) Horwitz & N = 396; age = Depression Never married®  npsetii  pgleetii
White 24 yrs. (SCL-90-R)
(1991) Community  Alcohol problems Never married®  n.s»efii  Shetii
panel (RAP])
(6) Marks N =6,877; age Psychological  Divorced + Sleleikl  Sletfejkl
(1996) =53-54 yrs.) distress (CES-D) separated®
Community Widowed Sefgjkl  Slefgkl
cross-sectional Never married Sk lshd g g e bkt
(7) Umberson N = 3,196 Depression Ever widowed”  >¥.d.fka  png n.s.
etal. (1992)  National (CES-D) Currently widowed > > > Depression
cross-sectional among
menlh. d, f, k; Sm
Remarried after n.s. n.s.
widowed

Marital status effects

Mental (compared to married*) Sex differences®
health Black White Black White
Reference  Sample  measure  Marital status men___men_ women women _ Black White

(C) Test of the effect of marital status on mental health separately by sex and race

(1) Williams N = 18,571Alcohol  Widowed S>ies SIS ng® ns®  >For > For men
et al. abuse women
(1992) Divorced + >ins ibes s Sihes  SFormen > For men
Cross- separated
sectional Never married ns.® ns* ns. >¥ns > For men > For
ECA data women
Drug abuse Widowed — Sk s _— —
divorced + ns b S Sias S¥hes 5 For > For
separated women women
Never married ns? ns® ns® >¥rs 5 For > For

WwOomen women

Continued
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Table 12.1. Continued

Marital status effects

Mental (compared to married®)
health Black White Black White Sex differences*
Reference  Sample measure  Marital status men men women women  Black White
Anxiety Widowed >¥rs g S¥es Sk 5 Hor men > For men
disorders  Divorced + ns >ihns pgd Sk 5 For men > For men
separated
Never married >¥%rs g3 ns® < > For men > For men
Major Widowed s >¥rs S¥es g 5 For > For men
depression women
Divorced + ns® ns® ns®  >%rs 5 Formen > For
separated women
Never married ns* ns® ns® ns®  >Formen >For men
Schizo- Widowed ns® ns® >™rs pg* > For > For men
phrenia women
Divorced + ns® ns¥® ns’  >¥rs 5 For > For
separated women women
Never married ns*® ns®ng  S®s5 5 Formen > For
women
Any Widowed S¥Ies s Sies SWk 5 For > For men
disorder women
Divorced + Siuns Sibns Sins Sdes 5 For men > For men
separated
Never married Sk Sk ng® ns*®  >Formen > For
women

! Although some of these studies include other outcome measures, we summarize only those results involving standard measures
of mental health.

2 Compared to (a) currently married, (b) continuously married, (c) first married, (d) never widowed, (e) currently divorced, (f)
married < 8 years

* Controlling for (a) Time/ mental health, (b) age, (c) sex, (d) race, (e) income, (f) education, (g) social support, (h) length of
marriage, (i) social isolation, (j) employment status, (k) presence of /number of children, () personality traits, (m) marital
quality, (n) childhood experiences, (o) role d ds, (p) social attach (q) time widowed, (r) household size, (s) SES

4 Significance tests: (a) not shown, (b) given only for overall effect of marital status, not for individual categories

5 Relationship reduced to nonsignificance with controls for (a) economic support, (b) social support, (c) social attachments, (d)
income, (¢) number of children, (f) economic distress, (g) personality characteristics, (h) marital quality, (i) age, (j) education,
(k) SES, (1) social network variables, (m) time widowed, (n) household size

“most striking is our finding that for both African-Americans and Whites, the married do
not enjoy a mental health advantage over the never-married” (p. 153) (the sole exception to
this pattern is for White women where the never-married have higher rates than the married
for the substance abuse disorders but lower rates for the anxiety disorders). In a longitudi-
nal study comparing the mental health of young, recently married and never-married adults
(age < 24), Horwitz and White (1991) find no mental health advantage of marriage. Others
suggest that the mental health advantage of marriage may be diminishing over time, par-
ticularly as alternatives to marriage become more common and socially acceptable (Marks,
1996; Ross, 1995).

On the other hand, several studies find that the mental health of the never-married
does not compare favorably with the mental health of the married. A recent follow-up study
of the sample of young married and never-married individuals by Horwitz and associates
shows that, over time, “young adults who get and stay married do have higher levels of
well-being than those who remain single” (1996b, p. 895). The authors further reveal a
gender difference that indicates women, but not men, who marry report fewer alcohol prob-
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lems when compared to their never-married counterparts. However, men, but not women,
who marry report less depression than their never-married counterparts. Marks examines a
sample of middle-aged adults on several different measures of well-being and concludes
that, “overall, singles (including the never-married as a separate group) at midlife in the
early 1990s continue to fare more poorly on a wide array of measures of psychological
well-being than marrieds” (1996, p. 930). However, Marks adds that “contrary to conven-
tional wisdom, in many cases (i.c., for certain measures of psychological well-being) there
are no differences in psychological well-being between marrieds and singles” (p. 930). Al-
though some of the mental health difference between the married and never-married might
be attributed to selection effects—that is, individuals with better mental health are more
likely to marry—tests of this possibility suggest that something more than selectivity is
operative (e.g., Marks, 1996). Most researchers find that, even with controls for possible
selection effects (e.g., selection due to personality traits), being married continues to be
associated with better mental and physical health (Hemstrom, 1996; Marks, 1996).

REMARRIAGE. Most cross-sectional comparisons of the remarried and divorced show that the
remarried have higher levels of psychological well-being than the currently divorced (Shapiro,
1996; Weingarten, 1985). Weingarten suggests that remarriage may facilitate recovery from
the negative mental health effects of divorce. However, longitudinal tests of the effect of
remarriage on well-being appear to contradict cross-sectional findings. Two longitudinal
studies report that the well-being of men and women who remarry following divorce does
not improve significantly more than the well-being of those who remain single. Rather, it
appears that the divorced, regardless of whether they remarry, experience improvement in
well-being between 2 and 4 years following divorce (Spanier & Furstenberg, 1982) and
return to levels similar to those of the married within 2 years following divorce (Booth &
Amato, 1991). Spanier and Furstenberg (1982) suggest that a greater length of time since
divorce among the remarried may account for their apparent greater well-being in cross-
sectional studies. Moreover, individuals with lower levels of psychological distress before
and after divorce are more likely to remarry (Booth & Amato, 1991; Spanier & Furstenberg,
1982), suggesting a possible selection effect that may partly explain cross-sectional find-
ings.

COHABITATION. A few studies suggest that some of the contemporary alternatives to
marriage, particularly cohabitation, provide mental health benefits that are very similar to
those provided by marriage. Ross (1995) compares various unmarried statuses to the mar-
ried on depression. She finds that although the never-married, separated/divorced, and
widowed exhibit higher rates of depression than the married, cohabiting individuals exhibit
rates that are very similar to those of the married. She concludes that it is attachment to a
significant person rather than marriage per se that contributes to mental health. However,
in a review of various quality of life outcomes, Waite argues that “cohabitation has some
but not all of the characteristics of marriage, and so carries some but not all of the benefits”
(1995, p. 498). For example, compared to the unmarried, married men and women report
more emotional satisfaction with their sex lives and married men report more physical
satisfaction with their sex lives (Waite, 1995). Waite contends that some of the benefits of
marriage result from the greater commitment and emotional investment associated with
legal marriage.

It is somewhat difficult to separate cohabiting status from marriage since three-fourths
of cohabitors plan to eventually marry (Brown & Booth, 1996). Brown and Booth find that
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cohabitors who plan to marry do not differ from the married in the quality of their intimate
relationships. In turn, many studies demonstrate the positive effect of marital quality on
mental health (Glenn, 1990). Cohabitation warrants attention in studies of marital status and
mental health based on the increasing number of individuals who occupy this status and the
demographic evidence that individuals who cohabit are spending longer periods of time in
this status (McLanahan & Casper, 1995; Waite, 1995). The National Survey of Families and
Households (1992-1994 data) suggests that about 13% of individuals cohabit, with cohabi-
tation rates much higher for younger individuals; 20-24% of adults aged 25-34 cohabit
(Waite, 1995). Although older persons are less likely to cohabit, their numbers are increasing
significantly. Although less than 1% of individuals aged 60 and older were cohabiting in
1960, 2.4% were cohabiting in 1990 (Chevan, 1996). Chevan points out that the reasons
for cohabitation may differ for older and younger individuals and that we can only expect
the proportion of cohabiting elderly to increase as cohorts more open to cohabitation con-
tinue to age.

THE MARRIED. Most of the research on marital status and mental health works from the
premise that marriage confers unique benefits to individuals. And many studies suggest that, on
average, the married are better off than some unmarried groups in terms of their mental
health. But there is also substantial variability in mental health among the married. Several
studies demonstrate that the quality of marriage is associated with mental health among the
married (Aneshensel, 1986; Glenn, 1990; Gove, Hughes, & Style, 1983; Umberson, 1995).
Gove and associates (1983) find that individuals in unhappy marriages exhibit poorer men-
tal health than do unmarried individuals. Furthermore, they find that the quality of marriage
is more important to the mental health of women, whereas simply being married is more
important to the mental health of men. Aneshensel (1986) analyzes panel data and concludes
that, although married women with low marital strain exhibit less depression than do un-
married women, women with high marital strain exhibit higher levels of depression than do
unmarried women.

Numerous factors contribute to or detract from marital quality. Women’s income is
positively associated with marital instability (Booth, Johnson, White, & Edwards, 1984)
and the probability of divorce (Spitze & South, 1985), perhaps because greater personal
income enables women to leave unsatisfactory relationships, or because the higher income
of women somehow contributes to gender and marital conflict. On the other hand, overall
family income (largely determined by male income) seems to contribute to marital quality,
perhaps because income serves as a resource that protects couples, and because higher male
income is viewed as an important component of the married male role (Booth et al., 1984;
Cutright, 1971; Wiicoxen & Hovestadt, 1983). The transition to parenthood and having
minor children is often linked to reduced marital quality (e.g., Glenn & McLanahan, 1982;
White, Booth, & Edwards, 1986); however, one longitudinal study suggests that couples
who become parents and those who do not become parents experience a decline in marital
quality over time (White & Booth, 1985). The presence of minor children may undermine
marital quality because it tends to trigger a more traditional division of labor in the home,
increase the amount of labor in the home, detract from marital and sexual intimacy, and
increase financial strain (Hackel & Ruble, 1992; McLanahan & Adams, 1987).

In summary, the married exhibit better mental health than the unmarried, primarily
when the unmarried groups are the divorced and widowed. And some scholars suggest that
it is more appropriate to talk about the adverse mental health consequences of marital disso-
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lution and marital status transition than it is to talk about the benefits of marriage per se.
This viewpoint is buttressed by research showing that marriage per se is not necessarily
conducive to mental health: The mental health of individuals in unhappy marriages fares
more poorly than the mental health of unmarried individuals. The long-standing view that
marriage benefits individuals has led to a great deal of research on the key mechanisms
through which marriage confers mental health benefits. We now turn to a discussion of
those possible mechanisms.

What Is It about Marriage That May Be Beneficial to Mental Health?

Certainly, many studies suggest that marriage confers mental health benefits to its partici-
pants. Much of the recent research on marital status and mental health focuses on identifying
the psychosocial mechanisms through which marital status affects mental health. The most
frequently identified explanations for the positive effects of marriage are that marriage
provides its participants with (1) economic resources; (2) social integration, including
socioemotional support and attachment; and (3) a sense of meaning and purpose. One alter-
native explanation for the apparent beneficial mechanisms linking marriage to mental health
is that the stress of marital dissolution is the primary mechanism responsible for marital
status differences in health. Another alternative is that selection effects are operative, so
that the association of marital status and mental health is spurious.

EcoNoMic RESOURCES.  Economic resources are positively associated with mental health
(Kessler, 1982; Ross & Huber, 1985) and the married have more economic resources than
do the unmarried (see Ross et al., 1990; Zick & Smith, 1991). The economic benefits of
marriage primarily derive from the dual-earning potential for the married, and these benefits
exist for men as well as women (Ross et al., 1990). One of the major reasons that divorce and
widowhood undermine mental health is that marital dissolution typically results in reduced
economic resources, particularly for women (Shapiro, 1996; Zick & Smith, 1991). Mirowsky
(1996) finds that financial strain explains 16% of the gender difference in depression (i.e.,
women’s higher level of depression); furthermore, he argues that women’s financial strain
increases over the life course partly because of the lasting effect of divorce and widowhood
on financial status. Several authors suggest that the relatively low rates of depression of the
remarried and cohabitors compared to other unmarried persons may be due in part to the
economic benefits of living with a partner (for a review, see Ross et al., 1990).

SociaL INTEGRATION AND SOCIAL SUPPORT. Durkheim (1897/1951) argued that mar-
riage confers some benefit to individuals because it provides them with a sense of social
integration—a sense of social connectedness, belonging, and obligation. In recent empirical
research, social integration typically refers to the presence or absence of certain key relation-
ships. Marriage is typically viewed as the most significant of such relationships. The avail-
able evidence suggests that simply avoiding social isolation does not provide the unmar-
ried with the mental health benefits offered by marriage: Two studies demonstrate that the
mental health of unmarried persons who live alone does not significantly differ from that of
unmarried persons who live with another person (Alwin, Converse, & Martin, 1985; Hughes
& Gove, 1981). The aspects of social integration viewed as most significant by Durkheim—
purpose, obligation, and belonging—have not received much research attention but may
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explain some of the impact of marital status on mental health. Several studies suggest that
the sense of obligation and responsibility associated with marriage (and parenthood), may
inhibit suicidal impulses and substance abuse. Suicidal impulses and substance abuse re-
flect mental health (e.g., Umberson, 1987).

The vast field of research on social support taps into Durkheim’s idea of social connect-
edness as a dimension of social integration. Social support refers to “a flow of emotional
concern, instrumental aid, information, and/or appraisal (information relevant to self-evalu-
ation) between people” (House, 1981, p. 26). Married persons are more likely than unmar-
ried persons to report that they have a relationship characterized by social support, and they
are most likely to identify their spouse as their closest confidant (Umberson, Chen, House,
Hopkins, & Slaten, 1996). Of course, unmarried individuals may also have an emotionally
supportive relationship with another person. In fact, cohabitors are more likely than the
divorced, widowed, and never-married to have an emotionally supportive relationship—
partly explaining why their mental health is more similar to the married than the divorced,
separated, and widowed (Ross, 1995). However, Ross and Mirowsky (1989) find that the
nonmarried have higher levels of depression than the married even when emotional support
is controlled, suggesting that social support alone cannot explain the mental health benefits
of marriage. Rather, Ross (1995) shows that the benefits of marriage are best explained by
both emotional support and social attachments—defined as “a sequence of increasing com-
mitments in adult relationships” (Ross, 1995, p. 131). She finds that statistical controls for
social attachment and social support reduce the mental health differences between the never-
married and the married to nonsignificance (Ross, 1995).

PuURrPOSE AND MEANING. Marriage may provide individuals with a sense of meaning
and purpose in life. Building a life with another person often involves building a shared
culture and value system, and planning for the future. These activities shape personal and
social identity in ways that enhance an individual’s sense of self (Marks, 1996). The social
approval accorded to marriage may also enhance self-views (Marks, 1996). Purpose and
meaning have received very little direct research attention; however, Marks reports that the
separated/divorced and the never-married score significantly lower than the married on a
Purpose-in-Life Scale.

Certainly, the symbolic meaning of marriage (or any other marital status) is not the
same for all individuals. Several scholars argue that the social context of marriage—as well
as other marital statuses—shapes the meaning of that marital status for the individual (Marks,
1996; Umberson et al., 1992; Wheaton, 1990; Williams et al., 1992). In turn, the meaning of
the marital status shapes the mental health consequences of that marital status. For example,
Wheaton (1990) reports that individuals who experience more marital strain prior to di-
vorce or widowhood exhibit less psychological distress in response to marital dissolution
than those whose marriages seemed nonproblematic. Marital dissolution may mean relief
for those who had been in strained marriages, whereas it may mean substantial loss for
those in relatively unstrained marriages.

The meaning of marital status may also differ across social groups. Gove and Shin
(1989) report that divorce may be less detrimental to the mental health of African American
women than white women, because divorce is less stigmatizing to African American women,
and because African American women receive more family support than do white women.
Umberson et al. (1992) report that widowhood is more detrimental to the mental health of
men than women, in part because widowhood has a different meaning for women and men.
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For example, widowhood may be more likely to symbolize loneliness and an inability to
manage daily affairs for men, whereas women may be more likely to see widowhood as a
period of newly discovered self-sufficiency (Umberson et al., 1992). Marital status, as well
as the meaning attached to one’s marital status, may also influence individuals’ feelings of
mastery or personal control. Marks (1996) finds that the married report significantly higher
levels of mastery than do the never-married and the divorced/separated. In turn, numerous
studies demonstrate a relationship between mastery and mental health (Mirowsky & Ross,
1989). Research on the meaning of marital status for individuals may help to explain vari-
ation in mental health within as well as across marital statuses.

THE STRESS OF MARITAL DiSSOLUTION.  Williams et al. (1992) emphasize that marital
status differences in mental health may derive more from the difficulties of marital dissolu-
tion than from the advantages of marriage. Numerous studies on divorce and widowhood
work from the premise that marital dissolution—both the event and the process—are stressful
for individuals. Booth and Amato (1991) distinguish between marital dissolution as a stressful
life event from which individuals typically recover after a couple of years and marital
dissolution as characterized by persistent life strains (e.g., economic hardship, single
parenting, and social isolation) that lead to persistent psychological distress. Booth and
Amato provide evidence for the first perspective following divorce. However, other stud-
ies provide support for the latter perspective (Mastekaasa, 1994; Menaghan & Lieberman,
1986; Pearlin & Johnson, 1977; see review by Kitson & Morgan, 1990), at least in certain
populations (e.g., the socioeconomically disadvantaged). Furthermore, marital dissolution
through widowhood and divorce entails very different processes. Researchers should con-
sider stress models in addition to marital resource models in explaining marital status dif-
ferences in mental health outcomes.

SELECTION. Throughout the decades of research on marital status and mental health,
sociologists have argued that the social environment varies across marital statuses and that
various features of the social environment are responsible for shaping marital status differ-
ences in mental health. Sociologists also recognize that social selection processes may
contribute to marital status differences in mental health. Selection may occur in that men-
tally and physically healthy individuals are more likely to get and stay married. Sociolo-
gists have sought to rule out selection effects in order to substantiate causal effects but such
efforts are typically indirect (see review in Waite, 1995).

A few recent longitudinal studies devote more effort to direct empirical evaluation of
selection effects. For example, Marks (1996) controls for mental ability and personality
traits in predicting a wide range of mental health measures. She finds no evidence of selec-
tion effects for women. In fact, she finds that “single women are generally advantaged in
mental ability and personality compared with married women” (Marks, p. 930). Marks
finds some evidence for negative selection among unmarried men, but even there she con-
cludes that controlling on mental ability and personality does not entirely eliminate the
negative effects of being single for men.

Most sociological studies are careful to point out the possibility of selection effects;
however, most conclude (with little empirical support) that the preponderance of evidence
is for causal effects of marital status on mental health. Although most studies on marital
status and mental health emphasize the importance of ruling out selection effects, it would
be useful in future research to emphasize how selection effects operate in conjunction with



240 Debra Umberson anp Kristi Williams

causal effects of marital status. A number of scholars now emphasize the potential historic
specificity of marital status effects on mental health (Marks, 1996). In the past, the vast
majority of individuals married and U.S. societal values strongly emphasized the positive
value and importance of marriage for individuals. As more individuals live in unmarried
statuses, and as the sociocultural experience of living in various marital statuses changes,
the balance of selection and causation effects may change. Furthermore, this balance may
differ across gender lines as well as other sociodemographic characteristics.

Other Measures of Mental Health

Several authors make persuasive arguments for the inclusion of other measures of mental
health in addition to depression (Aneshensel et al., 1991). The primary impetus for these
arguments is the observation that social groups—particularly men and women—differ in
their ways of expressing emotional or psychological upset in response to stress. Some
studies consider marital status differences in alcohol or substance use/abuse; however, few
consider a wider range of measures. One of the more significant studies of the past decade
on marital status and mental health outcomes focuses on African American—White differ-
ences in psychiatric disorders and marital status (Williams, et al. 1992). Williams and his
colleagues analyze the ECA data that use the Diagnostic Interview Schedule (DIS) to mea-
sure psychiatric disorder. The DIS includes information on alcohol and drug abuse as well
as symptoms of depression, anxiety, and schizophrenia. This analysis shows the impor-
tance of considering different expressions of distress when studying social group differ-
ences in mental health. For example, the authors find that, compared to their married coun-
terparts, separated/divorced African American males are about four times more likely to
exhibit alcohol problems, yet the two groups do not differ in the incidence of the other
assessed disorders. Compared to their married counterparts, separated/divorced White men
are about three and one-half times more likely to exhibit alcohol problems, two times more
likely to exhibit drug problems, three times more likely to have anxiety disorders, and
about three times more likely to exhibit signs of schizophrenia. Compared to their married
counterparts, separated/divorced African American women are more likely to exhibit alco-
hol and drug problems, whereas separated/divorced White women are more likely to ex-
hibit all types of disorders except for anxiety disorders. Williams et al. (1992) suggest that
“any disorder,” defined as the presence or absence of any of the mental health problems
delineated earlier, is best suited for comparing social groups. When mental health is de-
fined in this way, compared to their female counterparts, men exhibit more psychiatric
disorder than women, across all marital statuses; the married do not differ from the never-
married on overall disorder, and the divorced/separated and widowed exhibit significantly
more disorder than do the married. The Williams et al. results may differ from other stud-
ies in part because they use dichotomous measures of mental health (i.e., one is either
depressed or not depressed rather than focusing on depression as a continuous variable.)

PrysicaL HEALTH, HEALTH BEHAVIOR, AND MORTALITY. A substantial body of work
on marital status and physical health/mortality is highly relevant to research on marital
status and mental health. Substantial comorbidity exists between mental health and physical
health (Aneshensel, Frerichs, & Huba, 1984). For example, poor physical health status is
conducive to poor mental health, and individuals with mental health impairment are more
likely to engage in negative and self-destructive health behaviors and to fail to monitor
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adequately and respond to physical health problems. In this sense, physical health status,
negative health behavior, and mortality reflect mental health status.

The married do report better overall physical health (Murphy, Glaser, & Grundy, 1997)
and fewer negative health behaviors (Umberson, 1987) than the unmarried (also see Anson,
1989). Murphy et al. (1997) finds that up to age 70, long-term illness rates are lowest for
the ever-married, followed by the remarried, the widowed and divorced. They also report
that illness rates of cohabitors are very similar to those of the married.

Marital status differences in mortality provide some of the clearest evidence that we
have for the salutory effect of marriage. The overall mortality rate is lower for the married
than for any unmarried group, and this marital status difference is greater for men than
women (Gove, 1973; Zick & Smith, 1991). Furthermore, the causes of death for which
there are the greatest marital status differences involve a behavioral component that may reflect
mental health status (i.e., suicide, homicide, accidents, cirrhosis of the liver) (Gove, 1973).

Explanations for the apparent salutory effect of marriage on physical health and mortal-
ity include (1) the positive role of spouses in influencing one another’s health behaviors—
research shows that a spouse is more likely than other persons to notice symptoms, encour-
age preventive health behavior, and discourage deleterious health behavior (Anson, 1989;
Umberson, 1987, 1992a), (2) a sense of responsibility to stay healthy in order to care for
family members (Umberson, 1992a), (3) greater access of the married to an emotionally
supportive partner that may affect psychological and, ultimately, physical health (Wyke &
Ford, 1992), (4) higher socioeconomic status of the married (Zick & Smith, 1991), and (5)
the possible influence of the presence of a partner on immune functioning (House, Landis,
& Umberson, 1988; Seeman, Berkman, Blazer, & Rowe, 1994).

Although many studies emphasize the advantages of marriage for health and mortality,
other studies emphasize the deleterious effects of marital dissolution. For example, research
suggests that health behavior is particularly problematic for the divorced (Umberson, 1987,
1992a). Stack and Wasserman (1993) find that divorce is associated with an increased
probability of alcohol consumption and suicide. Hemstrom (1996) finds evidence for a long-
term causal effect of widowhood and divorce on mortality. He also finds excess mortality
for the remarried and for cohabiting individuals, particularly for women. Hemstrom reports
that gender differences in mortality following marital dissolution are much smaller than
those suggested in previous studies—with the exception of widowed men’s elevated rates com-
pared to widowed women’s rates. This smaller gender difference may result because Hemstrom
includes statistical controls for variables that explain gender differences. He identifies so-
cioeconomic status, labor force participation, and number of children residing in the house-
hold as factors that diminish the effects of marital dissolution on mortality—factors that
differ for men and women. Hemstrom (1996) concludes: “Because those who remarry had
a higher mortality than those who remained [continuously] married, selection factors are
interpreted as weaker than causal factors” (p. 375).

The problem of sorting out possible causal effects versus selection effects in the rela-
tionship between marital status and mortality is difficult to resolve: Marriage may confer
some protective benefits; marital dissolution may have adverse stress effects on individu-
als; and healthy individuals may be more likely to get and stay married. Goldman (1993)
emphasizes the importance of using longitudinal data to address this difficult research issue.
Future research should include a comprehensive longitudinal assessment of marital status,
mental and physical health, and mortality, and attempt to address the balance of selection
and causation factors in affecting mortality. This work should also take into account vari-
ation by gender, race, age, and class.
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Race, Age, and Socioeconomic Variation

Most studies on marital status and mental health include control variables for age, race, and
socioeconomic status. However, very few studies consider how the relationship between
marital status and mental health differs across sociodemographic groups. Certainly, the pro-
portion of individuals in each marital status varies greatly by sociodemographic status (Waite,
1995), and marital status composition may influence overall mental health rates of differ-
ent sociodemographic groups.

Race. Compared to Whites, a significantly larger proportion of African Americans are
unmarried (Waite, 1995). Furthermore, African Americans are more likely to never marry
than are Whites, whereas Whites are more likely to divorce and to remarry (Waite, 1995).
Not only do the proportions in each marital status differ by race, but also the social context
and meaning of each marital status may differ by race (Gove & Shin, 1989). Williams and
colleagues (1992) have conducted the most comprehensive study on race differences in marital
status and mental health to date. Overall, they find that marital disruption—separation/
divorce and widowhood——is less predictive of psychiatric disturbance for African Ameri-
cans than for Whites. More specifically, they conclude:

All forms of marital dissolution are associated with an increased risk of psychiatric illness for
Blacks of both sexes and White males, but the association is stronger for White men than for
their Black peers. For White females, separation/divorce is the marital status category most
strongly linked to an elevated risk of disorder and the odds ratios for Whites are consistently
larger than Blacks. Adjustment for age, SES, and household size reduce but do not eliminate
these relationships. The pattern of gender vulnerability to psychiatri