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How Languages Work

An Introduction to Language and Linguistics

Language is a sophisticated tool which we use to communicate in a multitude of ways.

Updated and expanded in its second edition, this book introduces language and linguistics —
presenting language in all its amazing complexity while systematically guiding you through the basics.
You will emerge with an appreciation of the diversity of the world’s languages, as well as a deeper
understanding of the structure of human language, the ways it is used, and its broader social and
cultural context.

Part I is devoted to the nuts and bolts of language study — speech sounds, sound patterns, sentence
structure and meaning - and includes chapters dedicated to the functional aspects of language: discourse,
prosody, pragmatics, and language contact. The fourteen language profiles included in Part II reveal
the world’s linguistic variety while expanding on the similarities and differences between languages.
Using knowledge gained from Part I, you will explore how language functions when speakers use it in
daily interaction.

With a step-by-step approach that is reinforced with well-chosen illustrations, case studies, and study
questions you will gain understanding and analytical skills that will only enrich your ongoing study
of language and linguistics.

Carol Genetti is a Professor of Linguistics and the Anne and Michael Towbes Graduate Dean at
University of California, Santa Barbara.
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PREFACE

How Languages Work is designed to be the primary text for a university-level introductory
course in linguistics. The audience for the book includes:

undergraduates taking an introductory linguistics course as a general education requirement;
beginning linguistics students with limited background in the field;

linguistics graduate students seeking a helpful reference and introductory discussions of a
wide range of sub-disciplines and a range of languages;

students in related disciplines (such as education, anthropology, writing, or communica-
tion) that seek grounding in linguistics; and

general readers with an avid love of languages.

In addition to courses offered within departments of linguistics, the book might be used in
departments of anthropology, education, psychology, communication, applied linguistics,
English, or other languages. It introduces the field of linguistics through its subfields, and
prepares students for more advanced and specialized coursework.
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THE BOOK’S APPROACH

This textbook explores how languages work: the “pieces” of languages and the principles
governing their nature and how they fit together; the ways in which language conveys
meaning; how humans use language as the substance of everyday interaction; the role
of language in society and culture; how languages adapt and change over time; and how
they are learned by children and adults. It presents language as a quintessentially human
activity, showing how languages are grounded in human physiology and cognition, and
are both reflective and creative of human societies and cultures. It emphasizes the dynamic
and constantly changing nature of language. Teaching students this broader context allows
them to understand the forces that shape language, hence to gain a deeper understanding
of linguistic principles and structures.

The book does not introduce any particular “formalist” theoretical paradigm (such as
Generative Grammar) but describes grammatical structures from the perspective of linguis-
tic typology. It thus follows a broad international consensus on the nature of linguistic cat-
egories and structures. It is an appropriate choice for faculty members who wish to provide
their students with a rigorous orientation to language and linguistics without introducing
formal models. This book is highly technical and analytical, and requires exacting atten-
tion to structural detail. Grammar is presented in significant depth and the material may at
times be challenging. However, a major focus of the text is to provide students with explicit
direction that will help them acquire analytical skills. In addition, the associated website
includes numerous learning aids (such as interactive tutorials) that support this process.
The password-protected instructor materials on the website include suggestions for sections
to assign (and not assign) for classes with a less technical emphasis.

Importantly, this book is strongly cross-linguistic in its orientation; the focus is not just
on language but also on languages. In exposing readers to languages from across the
globe, it serves as an introduction to the world’s linguistic diversity. Cross-linguistic com-
parisons are important not only because they allow us to classify languages but also because
they reveal what a language is or might be. Understanding the similarities and differences
between languages is essential to the development of empirically justifiable theories about
language. In addition, linguistic variety is simply fascinating and fun; it reveals much about
humankind, and the thousands of ways that particular communities of speakers have



xxiii

The Book’s Approach

categorized and represented the world around them. For that reason, this book contains a
special feature: a set of Language Profiles, each written by a linguist who has conducted
extensive fieldwork in the community that they write about (with the exception of Guy
Deutscher, whose profile is on the long-extinct language Akkadian, which is attested on
excavated clay tablets). After a brief introduction to the language and the community in
which it is spoken, each language profile provides an overview of the basic structures and
then goes into depth on one or more topics that tie in with the primary chapters. The
profiled languages were selected to represent languages of diverse locations, families, and
types. Together, these fourteen short studies serve not only to reinforce and illustrate the
main points of the primary chapters but also to expose the reader to the world’s linguistic
diversity.

The Book’s Structure

The book contains fifteen primary chapters and fourteen language profiles. These can be
fit into academic programs in a number of ways. The book provides more than sufficient
material for a semester-long introductory course. It can also be used in a shorter academic
quarter, with instructors selecting the topics they deem the most crucial for students within
their programs. It can also be used across multiple courses; for example, the language pro-
files can be used in subsequent courses on linguistic analysis, morphosyntax, or languages
of the world. Chapters not covered in an introductory course can serve as initial readings
in more specialized topic-specific courses (such as on language acquisition). The material
could also be expanded to a two-quarter or year-long course, although in the latter case
some supplementary readings may be desirable. Further discussion on different ways to
structure courses and how to incorporate the language profiles are available on the instruc-
tor’s portion of the website.

The chapters in this book follow the traditional format of tracing linguistic structure,
beginning with the smallest units (sounds), building up to successively larger units, and
ending with discourse. Chapters on orthogonal topics — such as semantics, language change,
and language acquisition — follow the structural chapters. Several chapters are included on
a variety of topics that are not typically found in introductory textbooks. These include
prosody, discourse, pragmatics, and language contact.

The theoretical perspective and broad coverage of this book allow it to fill a niche in the
market that is currently not covered by other texts. The contributing authors are practicing
linguists and distinguished leaders in their given fields. The editor and each author, while
not losing their individual voice, maintain a consistent chapter structure and level through-
out, to ensure a smooth reading experience for the student. The text is contemporary and
up to date. Most importantly, it presents language in the full richness of its context, as a
complex dynamic tool shaped by generations of speakers through discourse interactions,
adaptive to the broader social and cultural context in which it is embedded. Readers will
develop a deep appreciation of the beauty, complexity, and sheer genius of language, and
of humankind to whom it belongs.
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Changes to the Second Edition

The Second Edition contains a number of enrichments and improved features. Most
substantively, this edition contains a new language profile on African-American English
that is well integrated with Chapter 11: Language in the Social World. The latter has been
restructured and updated. In addition, Chapter 2, Phonetics: the Physical Dimensions
of Speech Sounds, has been expanded to include a description of British English, and
both British and American English are represented in the examples, exercises, and asso-
ciated sound files. This will make it easier for the text to be used in classrooms in the
United Kingdom. It also allows for direct comparison between these two major English
dialects.
Other changes include:

a significant increase in the number of exercises in the primary chapters;

increased examples from English and other major world languages in the main text and
the exercises;

clarification of the distinction between Textboxes and Sidebars, and the addition of a dis-
tinct category of “Stop and Reflect” boxes;

greater integration of website materials and Language Profiles through increased
cross-referencing;

reduction of highlighted text to better emphasize primary points;

updated suggestions for further readings;

overall streamlining of prose.

www.cambridge.org/genetti2

The website materials are important companions to the book. The website contains a range
of materials that will help instructors teach the course and help students engage with and
master the skills of linguistic analysis.

Online resources for students include:

sound files associated with particular examples in the text;

interactive tutorials on problem solving;

online flashcards;

“how-to” guides that take students through steps of linguistic analysis;

explicit instruction in writing for linguistics;

study guides;

self-administered online quizzes on vocabulary and key concepts;

enriched material about the profiled languages, including interesting cultural information
and profiles of speakers.
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Online resources for instructors include:

* PowerPoint slides for each chapter;

* suggested exam questions;

° sample assignments;

e answer keys;

» suggestions on how to structure courses, depending on class goals;

» guide to the Language Profiles and suggestions on how to incorporate them into classes.



FOR STUDENTS: HOW TO USE THIS BOOK

Linguistics is a highly diverse and interdisciplinary field, encompassing phenomena as var-
ied as the concrete details of physical acoustics, abstract logical argument, concise gram-
matical structures, and rich observations on culture and society. There are few people for
whom all of it comes easily — everyone has their favorite subfields — but it is all essential;
every subfield deeply interacts with all others. This book has been designed with students
in mind and has many features to facilitate acquisition of the skills necessary to fully appre-
ciate the complexity of language.

It is important in linguistics to engage with the text. Linguistics is not a field where you
read quickly and lightly. It is better not to plan to cover too much at one time and not to
hurry through it; take adequate time to fully work through a couple of sections, and then
take a break. Throughout the primary chapters, you will find that key points have been
putin bold italics. Of course, there are many other important points that you will want
to note as well.

Be sure to really think about the discussion and make it your own; take time to reflect on
your own lifelong experience of language and connect it to what you are learning, and try
to become conscious of language use as you are immersed in it daily. This practice will take
your understanding to an entirely new level.

Textboxes contain case studies and important related points and should always be read.
“Stop and Reflect” boxes give you the opportunity to consider important questions or try
your hand at linguistic analysis; taking time to work through these will facilitate your learn-
ing. Sidebars provide information on online resources as well as cross-references to related
discussions in other parts of the book. Wireless icons () direct you to specific online
resources that are relevant at particular points in the text.

You will find that the pages are filled with examples taken from languages throughout
the world. Most of these are numbered and set off from the text. It is critical that you spend
time looking at these in detail, even if you are tempted to skip over them to continue with
the main text. They are as important as the text itself: each informs the other and neither
can be fully understood in isolation. You will find that words from other languages are usu-
ally broken into their component parts and that translations of the meanings of each part
are provided. Often these translations are abbreviated and put in small caps, for example,
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sG for singular. Each chapter has a list of the glossing conventions used within it positioned
just before the exercises. A full list of all glossing conventions in the book can also be found
on pages xviii—xxi.

One of the essential features of this book is its focus on linguistic analysis. This is the
process by which you take a linguistic expression (a word, a sentence, a stretch of discourse)
and figure out all of its parts and subparts and how they contribute to the whole. This
fine-grained analysis then leads us to a broader understanding of how languages work, the
underlying principles, and how the design of languages both serves and reflects their func-
tions as tools of human communicative interaction.

There are many methods of linguistic analysis, depending on which aspects of language
are being studied. For example, determining which aspects of phonetic articulation are
meaningful in a language is a very different (though surprisingly not unrelated) exercise
from determining whether two languages are members of the same language family, or
whether a language differentiates active voice from passive voice. Learning how to apply
these methods is central to learning linguistics. In order to make this as easy as possible,
methodologies are presented in step-by-step fashion. “Stop and Reflect” boxes prompt you
to apply the methods to further data sets. Each chapter has a set of exercises that allow you
to analyze new data. In addition, there are many resources on the companion website that
serve as aids for improving your analytical skills. These include interactive tutorials, step-
by-step instructions, guides to writing in linguistics, and other chapter-specific resources.

Linguistics has extensive terminology that must be learned to understand the field suc-
cessfully. The Glossary in the back of the book provides simple definitions and is an impor-
tant reference tool. All words in the Glossary are presented in bold at first mention (as well
as later in the book if they haven’t been mentioned for a while, as a reminder that a glossary
entry is available). Chapter-specific glossaries are available on the website. There are also
online flashcards for each chapter to help you memorize terms.

Another important component of the website is the addition of sound files. The major-
ity of instances of language use are spoken, and sound is an integral part of most lan-
guages (sign languages being the exception). Throughout this book (and others) you will
see speech sounds represented by letters and other two-dimensional symbols, but keep in
mind that these are only representations of sounds, not sounds themselves. In moving to the
abstraction of representation, considerable richness is lost. To partially address this, espe-
cially for those chapters that focus on sound (phonetics, phonology, and prosody), many of
the examples are accompanied by sound files accessible on the How Languages Work website;
these are indicated by the wireless icon. Take the time to listen to them carefully. Most of
the language profiles also have sound files, typically of recorded texts. These provide a tan-
gible sense of the language and its speakers that cannot be otherwise replicated.

One of the most fascinating aspects of studying linguistics is learning about the tremen-
dous variety — and ingenuity — of human languages. Linguistic diversity is both captivating
and fun. In addition, understanding linguistic diversity is critical to understanding the
broader principles that underlie languages, i.e., how languages work, and what languages
do. The primary chapters in the book are replete with examples taken from languages across
the globe. In addition, the book contains fourteen language profiles, which are case studies
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in shorter chapters that focus on particular languages. Your instructor may assign these, or
you may just want to explore languages of particular regions or particular types on your
own. Reading the whole set of language profiles will serve to significantly advance your
understanding of linguistics. Not only do they allow the widespread application of linguis-
tic concepts to many different languages, but they also illustrate the diversity of language
types, especially as regards their grammatical structures. Textbox 0.1 provides a list of the
language profiles in relation to the chapters to which they correspond; it is best to read the
relevant chapter first.

TEXTBOX 0.1 WHEN TO READ WHICH LANGUAGE PROFILES
After Chapter: Read:

3 Kabardian

6 Goemai, Manange, Nuuchahnulth, Finnish, Quechua, Bardi, Tsez

7 Lowland Chontal

11 African-American English, Indonesian

12 Seneca, Akkadian

13 Manambu

My own experience with linguistics is that the farther I climb, the greater the vistas I
behold. I hope that students will find their own vistas by exploring the field far beyond
this book. To encourage this, every chapter and language profile contains a list of suggested
readings with a brief note about each entry; these can provide some potential next steps
toward a deeper understanding of this quintessential aspect of our humanity.
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CHAPTER PREVIEW

Language plays a crucial role in our lives as a functional system of human communication. It

is central to our cultures and societies, and has played a significant role in Western intellectual
history of the study of philosophy, mind, ancient history, and culture. Linguistics is the scientific
study of language. This chapter provides an orientation both to language and to the field of
linguistics. It introduces the languages of the world, their distribution and demographics, the
important issue of language endangerment and death, and the worldwide effort to document
and conserve the world’s languages. It then provides an orientation to the field of linguistics and
an overview of the major subfields of the discipline.

LIST OF AIMS
At the end of this chapter, students will be able to:

articulate the importance of language to human lives and society;

discuss the ways in which language is a functional system of human communication;
take an objective, descriptive approach to discussion of language-related issues;

begin to identify fine details of linguistic structure;

state basic demographic facts about the world’s languages, including issues of language
vitality and endangerment;

state in what ways linguistics is scientific and objective;

provide a brief overview of the major subfields of linguistics.
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Language
Language and You; Language and Us

Language is an essential and ubiquitous component of our lives. To see that this
statement is true for yourself, take a moment to think about your day. Cast your mind
back to when you first awoke. What were your thoughts and how were they expressed?

. SIDEBAR 1.1

You can find definitions for key terms and

bolded terms throughout this chapter in
i the Glossary (at the back of this book or
i on the student resources website: www
.cambridge.org/genetti2; the Glossary

i is located under “Tools”). Check your

i mastery of the vocabulary with the online

i vocabulary quizzes: one tests you from
i term to definition and the other from
¢ definition to term.

These vocabulary resources are available :

for every chapter in the book. The

¢ website also provides a study guide for
i each chapter, as well as chapter-specific
materials, such as audio and video clips,
i how-to guides, and other useful tools.
References to these resources and other
useful websites will be indicated with a
i wireless icon: m

Trace the day in your mind and try to count how many
people you spoke with, even if it was just a quick “hi” or
“thank you.” Did you listen to a lecture? Watch television?
Talk on the phone? Make an appointment? Sing a song?
All of these activities centrally involve language. Now think
about what you read today. Perhaps a newspaper, pages on
the Internet, email, advertisements, labels, signs, home-
work assignments? Now move on to thought itself. What
thoughts and ideas have passed through your mind? Have
you made explicit plans, imagined conversations, debated
with yourself? If you are like most people, this brief exer-
cise has revealed that language is both within and around
you, a constant part of your internal and external existence.
Language is the primary medium which you use to interact
with people and institutions in our society. Your particular
use of language is also a reflection of who you are as an
individual; all of us use language as a means to build and
portray our identities in the world around us. We also use
language to shape and interpret the great and small experi-
ences of our lives.

Think about the broader world in which we live. Language is the principal means by

which societies are constructed and cultures are developed. Think of the size of our soci-
ety’s great libraries, and how the majority of the volumes in those vast collections (14.6
million volumes in the Harvard University Library alone) are language in its written form.
The intellectual achievements of humankind are essentially embodied in language. Not
only is this true of the written works that formally encapsulate our knowledge, but it is
also true of the huge body of indigenous knowledge held by the speakers of thousands of
languages across the globe, from the Brazilian Amazon to the Mongolian steppes. Some
may argue that music and art are non-linguistic, but note that they often incorporate lan-
guage, as with lyrics. Even works that do not contain language are interpreted and under-
stood through verbal thought, discussion, and critical analysis. Similarly, mathematics
could be argued to be non-linguistic, but again language is used to teach, understand, and
interpret it.

Beyond the modern world, consider that language has been used by humans for at
least 30,000 years, by thousands of groups across the globe, wherever humans have ven-
tured. Speakers of each generation endow their language with their own unique mark,
their own contribution, changing it in myriad subtle ways. As language passes from
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generation to generation, it shifts and adapts to the ever-changing world in which it is
embedded.

The preceding paragraphs emphasized that language is a pervasive and essential
part both of your own life and of who we are as humankind. The goal of this book is
to begin to address the question: How does language work? It is a simple question, and one
that most people never think to ask. Language is so automatic — almost like breathing — that
most people don't realize the complexity that underlies it and the subtle and effortless skill
with which they wield it.

The question How does language work? may itself be simple, but the answer is highly
complex. It can be broken down into many smaller questions. To begin with, one must
ask: How do individual languages work? We really can’t understand the nature of language
in its broad sense if we don’t understand the mechanisms underlying particular languages,
preferably of many and diverse kinds. Other key questions include: What are all the pieces
of a language? How do the pieces combine and work together to allow for communication
to occur? How are languages learned and transmitted? How do languages influence each
other? How do languages change over time? These are but a small number of the many
questions that define the field of linguistics, the scientific study of language. But before
discussing the field in more detail, it is important to continue with our exploration of the
nature of language.

Language Is Human and All That Implies

Language is a defining trait of humankind. Language is tied up with our thought pro-
cesses, our ability to reason, to self-reflect, and to develop advanced civilizations. Other
animal species have developed communication systems, but they pale in comparison to
human language. A simple illustration of this is the fact that no system of animal commu-
nication appears to be able to communicate events that occurred in the past or events that
are imaginary. Neither are there animal communication systems that have adverbs or other
devices that allow for detailed descriptions of actions. Animals have nothing comparable in
scale, complexity, subtlety, or adaptability to human language.

The fact that language is human has a number of important implications for the nature
of language. Language is embedded into our physiology, our cognition, and our thought
processes. Many of the details of linguistic structure are directly dependent on this. For
example, the fact that no language makes sounds by curling the tip of the tongue back
to touch the uvula (the small appendage hanging down in the middle of the back of the
mouth) is directly explainable by the details of human anatomy. Less trivially, anatomical
facts are also responsible for a number of features of sound systems, such as the com-
mon trend to pronounce a sequence of t and y as “ch” (e.g., gotcha from got you). More
importantly, language processes are largely resident in the brain and so language shares
characteristics with other cognitive functions; for example, language is both learnable and
adaptable.

Humans use language for a wide variety of purposes. We communicate everything from
urgent warnings to random thoughts, proposals of marriage to complaints. We use it to
cajole, threaten, placate, inform, entertain, and command. In other words, language is
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functional; it is a tool of human communication. The fact that language is used for a wide
variety of tasks has direct implications for how it is structured. Linguistic structures are flex-
ible and adaptable, able to express all that humans convey to each other in the course of a
conversation, a day, a lifetime, a civilization.

Language is also human in that language is a form of human social behavior. It can be
used to build or break social bonds. It serves as a social cue to the formality or informality
of a situation, and to the degree of social intimacy or distance among the people speaking.
When children acquire language, they do so by using it as a tool of social interaction within
particular social settings. The social component of human language is also reflected in how
language is used and structured.

Humans use language to interact, and using language is an inherently interactional task.
Not only are we listening to our conversational partner and picking up on the many sub-
tleties of word choice, sentence structure, rate of speech, and intonation, we are also con-
stantly assessing when and how to take a turn, and how to communicate our message so
that the person to whom we are speaking (the addressee) will correctly interpret what we
are saying. To take a simple example, I wouldn’t say He is coming for dinner tonight if I didn't
think that the addressee had in mind the person I refer to as he. Otherwise, I could use a
proper name like Mike or a more elaborate phrase like the guy from across the hall. I could also
start off with an introduction, such as You know that guy I was telling you about that owns the
cocker spaniels? All three of these strategies accomplish a similar end of introducing the idea
of the person I wish to discuss into the mind of the addressee. Once I am confident that the
addressee can identify the correct individual, I can communicate the primary message He’s
coming to dinner tonight. Thus, we see that the interactional component of language is both
deep and subtle. The structures of human language reflect our interactional needs.

Humans are creative and language is structured to take advantage of human creativity.
All languages are constructed in a way that allows for the creation of novel utterances; any
language can produce an infinite number of sentences. Therefore we cannot describe a
language by simply making a list of all the possible sentences it contains. Instead, our task
is to describe the design principles underlying language that make that infinite number
of sentences possible. Obvious instances of human creativity with language include word
games, puns, and puzzles. Humans also use language creatively when they innovate new
expressions or use one or more words in a new way. For example, the English word way has
been used for some time to intensify the meaning of certain types of quantifiers (way too
much, way more than necessary) or prepositions (way up, way over). Younger speakers of some
English dialects can now use this intensifier with adjectives; e.g., way cool. The use of way
with adjectives can have specific affective (emotional) implications, e.g., way unfair. We
don’t know who first used way to intensify an adjective, but in doing so that person was
performing a creative act, using the word in a new grammatical environment. People do
this every day. Most of the time grammatical innovations are not repeated, but sometimes
particular innovations catch on. Other speakers hear the innovation and use it themselves,
spreading it wave-like across a significant portion of the speech community, a group of
people who share a common language or dialect and cultural practices. If an innovation
continues to spread, it could become a regular feature of the language and constitute a
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language change. Many instances of language change are direct reflections of human
creativity.

To summarize, just as language is deeply a part of humankind, the human element is
deeply a part of language. The structures of language take the form they do because language
is instantiated by the human body, as a tool of human communication, and is embedded in
human interaction within societies and cultures. Language is at the core of what it is to be
human, and humanity is at the core of language.

1.1.3 Language Is Dynamic and Adaptable

Language is in a constant process of change. The language you speak with your friends
today is somewhat different from the way your grandparents spoke to their friends when
they were your age. Chances are good that your own grandchildren will probably think that
your speech sounds a little old-fashioned. While the difference between grandparents and
grandchildren may not be dramatic, over a longer time span, for example, that between
oneself and one’s grandchildren’s grandchildren’s grandchildren, the cumulative effect
of those generations becomes more noticeable. We can see this in the history of English.
Consider the following passage, written by William Shakespeare just over three hundred
years ago, and taken from the play King Henry V:

Now, fie upon my false French! By mine honour in true English, I love thee, Kate: by
which honour I dare not swear thou lovest me; yet my blood begins to flatter me that
thou dost, notwithstanding the poor and untempering effect of my visage.

While educated English speakers will be able to understand this passage, children and
adults with less formal education will find it difficult. It is easy to identify the linguistic fea-
tures that mark this as archaic: the use of the old second-per-

. SIDEBAR 1.2 & . son familiar pronouns, thee and thou; the inflected verb
There are a number of websites that ¢ forms lovest and dost; and the use of now antiquated words

- provide translations of Shakespeareinto :  and expressions, such as fie upon and visage. When we look
i Modern English, including No Sweat

i Shakespeare (www.nosweatshakespeare
- .com). If you want to look up this
passage, it is in Act V, Scene Il. i guage becomes even harder to decipher. Consider these lines

further back, for example at The Canterbury Tales, written by
Geoffrey Chaucer more than six hundred years ago, the lan-

And if thou kanst nat tellen it anon

Yet shal I yeve thee leve for to gon

A twelf-month and a day to seche and leere
An answere suffisant in this mateere;

And suretee wol I han, er that thou pace,
Thy body for to yelden in this place.

While some of it seems familiar and suggestive of meaning, much is unclear to the eye of
the untrained modern English speaker. The passage is easier to decipher if one learns that
yeve means ‘give,” seche and leere means ‘search and learn,” surefee means ‘certainty,” and
yelden means ‘surrender.’
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g STOP AND REFLECT 1.1 TRANSLATING OLD ENGLISH TO MODERN

Try providing a modern English translation of the lines from “The Wife of Bath’s Tale,” and compare it with
that given in Textbox 1.1.

TEXTBOX 1.1 MODERN ENGLISH TRANSLATIONS OF THE CANTERBURY TALES

Here is one translation of the excerpt from “The Wife of ~ Of course, you would never speak this way to

Bath’s Tale,” provided by the online bookshop Librarius someone in a conversation today. A more colloquial
(www.librarius.com/canttran/wftltrfs.htm): current translation might be “And if you can't tell

me soon, then I'll give you permission to be gone

for a year and a day, to find the right answer to this
important question. I'll have you promise as a knight,
before you leave, that you will give me your life in this
place.”

And if you cannot tell it me anon, then will I give
you license to be gone a twelvemonth and a day, to
search and learn sufficient answer in this grave con-
cern. And your knight’s word I'll have, before forth
you pace, to yield your body to me in this place.

All aspects of language can undergo change. Sounds can enter a language or fall out of
use. Sentence structures can shift in interesting ways. Words can develop into prefixes,
suffixes, or other small linguistic units. Word meanings can be broadened, narrowed, or
otherwise shifted. The social implications of using particular words and phrases can change
over time, as can larger patterns, such as how we structure and present information.

Language adapts to the world around it. Think of all the vocabulary you use in daily life
that your grandparents did not use when they were your age. The words email, nanotechnol-
ogy, cell phone, and internet are just a few of the terms that reflect the technological changes
that swept over us in the late twentieth century. In the meantime, words like hogshead (a
large cask or barrel) and demijohn (a narrow-necked bottle enclosed in wicker) are not part
of the vocabulary of most people living today (although they might persist in certain sub-
groups of the population). Changes in vocabulary can reflect social changes as well. The
English word spinster, meaning an unmarried woman past the age of marrying, has vanished
from everyday vocabulary in most of modern society, together with the idea that there is
an age of marrying and that marriage and family are the primary goals of a woman’s life.

While changes in vocabulary reflecting innovations or social change are probably the
most obvious examples of the adaptability of language, languages also undergo adaptations
under the influence of language contact. When speakers of two distinct languages inter-
act with each other in large numbers over a period of time, one or both languages generally
undergo change. An example of a language affected by language contact is English, which
adopted huge numbers of words from French after the Norman invasion. Indeed, in the
sentence you just read, the words example, adopt, huge, number, French, Norman, and invasion
all came into English from French!

Language contact can have a much greater effect than simply adding new vocabulary.
Sounds, word structures, and sentence structures can also take on qualities of adjacent
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languages. For example, in the Tibeto-Burman language family (comprising over three hun-
dred related languages distributed over Southeast Asia, Tibet, and the Himalayan region),
the majority of languages place the verb at the end of the sentence. A simplified and trans-
lated version of a sentence with this word order might be, for example, John apple ate.
However, there is one group of Tibeto-Burman languages, the Karenic group, which places
the verb in the middle of the sentence. Thus, they would say John ate apple. Interestingly,
speakers of the Karenic languages have been interacting for centuries with the Thai and the
Chinese, and both groups speak languages that put the verb in the middle. It is clear that
over the centuries, bilingual Karenic speakers matched their sentence structures to those
of their neighboring languages. Thus, a significant change to Karenic grammar resulted
from language contact through the medium of bilingualism. We see that languages adapt
not only to the changing technological world but also to the broader social environments
in which they are embedded.

Language Is Structured and Systematic

When one begins to look closely at language, one is immediately struck by the fact that
regular and recurring patterns form the basis of linguistic structure. To begin to
explore this aspect of language, take a moment to work through the following small exer-
cise on English grammar:

Regular Patterning of the English Past-Tense Suffix

In English most verbs have a predictable past-tense form. It is written as -ed but has differ-
ent pronunciations. You can discover this in your own speech very easily. Pronounce the
following lists of words and listen closely to the sound at the end of each word:

List A: baked, blessed, heaped, puffed, crashed
List B: rubbed, waved, lagged, billed, hummed
List C: waited, faded, booted, coded, righted

If you are a native English speaker and have a sensitive ear, you will have noticed that the
words in List A end in <t>, the words in List B end in <d>, and the words in List C end in
<ed>. We can now refer to these as the T-List, the D-List, and the ED-List.

Now try pronouncing the following three nonsense words, again listening carefully to
how the suffix is pronounced in each word:

Word 1: smipped
Word 2: croomed
Word 3: pluted

Notice that you don't have to think for an instant which sound to put at the end, but that you
automatically end Word 1 with <t>, Word 2 with <d>, and Word 3 with <ed>, even though
these are nonsense words which you are unlikely to have ever heard or pronounced before.
Take a minute to examine the consonants that directly precede the suffix (i.e., the
“pre-suffixal” consonants) in the T-List words. Now compare the pre-suffixal consonants in
the D- and ED-List words. Notice that the lists are distinct; you don’t find any of the T-List
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pre-suffixal consonants in D-List words, etc. Now determine which lists Words 1-3 fall into,
based on their pre-suffixal consonants.

You will see that Word 1 has a T-List consonant (p) and the suffix is pronounced as <t>,
Word 2 has a D-List consonant (m) and the suffix is pronounced as <d>, and Word 3 has an
ED-List consonant (t) and the suffix is pronounced as <ed>. You have discovered a system-
atic fact of English: the pronunciation of the past-tense suffix depends upon the pre-suffixal
consonant. Even though Words 1-3 are nonsense words, they still follow the systematic
patterns of pronunciation that form a significant part of the English language. We can state
this pattern as follows:

In English, the past tense -ed will be pronounced: as <t> following the consonants <k, s, p, f, sh>,
as <d> following <b, v, d, I, m>, and as <ed> following <t> or <d>.

(&)

STOP AND REFLECT 1.2 ALTERNATE PRONUNCIATIONS OF THE ENGLISH PAST-
TENSE SUFFIX

The statement in (1) is only part of the pattern, as not all possible consonants are exemplified. The lists for
two of the groups are actually much larger than shown here. Can you determine which two groups these are?

This is a statement of a pattern or systematic fact of English (sometimes referred to as a
rule). One can predict how the past tense -ed will be pronounced on any English verb as
long as one knows the pre-suffixal consonant.

Once we have observed a regular pattern in language, we ask the question: Why should
this pattern occur? This question is critical, because it takes us from recognition and descrip-
tion of a pattern to a search for an explanation of the observed facts. In this case, the expla-
nation is physiological, based on how we produce sounds in our vocal tracts. Since this is
a topic covered in the next chapter, we will not go into detail here. The important point is
that patterns in language can be explained by the function of language as a system
of human communmnication. In this case, the explanation comes from the embedding of
language in our human physiologies; in other cases, other aspects of the functional role of
language explain linguistic patterns.

Regular patterns such as this occur in every language many times and at many levels.
Some patterns are concerned exclusively with sounds, other patterns are found at other lev-
els, such as word structure or sentence structure. One of the fascinating aspects of language
is the interaction of these patterns, which at times can be quite complex. All the patterns in
a language that explicitly involve sounds make up the “sound system” or phonology of a
language; the patterns which involve word structure make up the morphology, while the
patterns which involve sentence structure make up the syntax. Each of these subsystems
of language is independent, but each is also interwoven with the others. In the example
above, both the phonology (in this case, which sound is pronounced where) and the mor-
phology (the past-tense suffix -ed) are involved. The morphology and syntax of a language
are together referred to as the language’s grammar. For further discussion of the sub-areas
examined in linguistic analysis, see Textbox 1.2.
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TEXTBOX 1.2 LINGUISTIC ANALYSIS

Many examples of systematicity in language will
be presented throughout the following chapters.
One of the goals of this book is to teach you how
to recognize and analyze systematic patterns in a
wide variety of languages, that is, how to perform
linguistic analysis. This requires learning the
common — and sometimes the rare — linguistic
categories that are found in the languages of the
world, the terminology that accompanies those
categories, and the theories underlying them.
Linguistic analysis requires logical thought, a clear
understanding of linguistic concepts, and concise
description and argumentation.

Once linguistic structures are accurately described,
the analysis is completed by explanation. The critical
question is: What motivates the linguistic structures to
be formed in precisely that way? This question goes
to the very core of linguistic theory. The answer will
depend crucially upon the particular structure being
explained. There are a number of distinct domains that
may contribute to it, including meaning (semantics),
how the structure is used in context (function), factors
related to history (language change), the physical
properties of sound (phonetics), and the structure
of the human brain and how we learn and process
knowledge (neurology, cognition).

1.2
1.2.1

On the other hand, no language is perfectly systematic. Although there are sometimes
patterns within patterns within patterns, there are often pieces that don't fit into any regu-
lar pattern, but which have idiosyncratic, or irregular, behavior. This is in large part due to
language change. The irregularities are leftovers from older patterns that have been oblite-
rated, as new structures emerge and spread through the language.

As an example, consider the English verb shine. This verb is a bit irregular as it has two
forms of the past tense, shined and shone. The form shined is constructed by adding the
regular past-tense suffix to the verb stem and following the rule of past-tense formation
we just discovered (shine ends in a D-List consonant). The form shone is a reflection of an
old pattern where past tense was indicated by changing the vowel in a verb’s root. This
pattern was inherited from an earlier stage in the language. It has largely died out, but
traces of it remain in a handful of verbs, especially those that are used frequently and are
therefore resistant to change (for example, take/took, drive/drove). In the development of
English, the marking of past tense by -ed gradually spread through the vocabulary, sup-
planting the older forms. This process has not been completed with the verb shine, and
both past-tense forms coexist in the modern tongue. Thus, this irregularity of the lan-
guage has a historical explanation. Irregularities in language usually result from language
change.

Languages
Languages of the World Today

Languages are spoken — and signed (see Textbox 1.3) — across the globe. People are spread
over the earth from the tip of Tierra del Fuego to the Arctic North, and wherever there are
people, there are languages. Think for a minute about each of the continents and their
communities. How many languages do you think there are in the world?
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TEXTBOX 1.3 SIGN LANGUAGES

Sign languages are natural languages that have over time, and can be used to communicate all the
arisen wherever deaf people have come together complex concepts that people convey to one another
to form a community. Ethnologue (2016) lists 138 over the course of a lifetime. Like spoken languages,
sign languages in the world. Like spoken languages, many sign languages are endangered and need

sign languages are structured, systematic, change people to document them.

The question is more difficult than it first appears. The truthful answer is that we don’t
have an exact count, although we are able to make an educated guess. There are two pri-
mary reasons why counting up languages is tricky. One is that linguists haven’t identified
all the languages of the world yet. There are still speech (and sign-language) communities
that follow their traditional ways of life and who have had little interaction with larger
population groups or researchers. The languages of these groups are still undescribed.
However, there is also a more fundamental problem in counting up languages, which is
that it is difficult to decide which speech varieties should be counted as languages and
which should be counted as dialects of a single language.

Let’s consider possible criteria for distinguishing languages from dialects. One obvious
place to start is mutual intelligibility: Can the speakers of the two language varieties
understand each other? The criterion of mutual intelligibility, taken to its logical conclu-
sion, suggests that if they can understand each other, the two varieties are to be considered
dialects of a single language; if they cannot understand each other, the varieties are to be
considered distinct languages. One problem with this criterion is that there are often mul-
tiple varieties of a language, and while speakers of adjacent varieties can understand each
other, speakers of geographically separated varieties have a much harder time. This situa-
tion is schematized in Figure 1.1:

A B C D E

Figure 1.1 Schematization of language varieties

In Figure 1.1, each letter represents speakers of different varieties and the arrow represents
geographic distance. While speakers of A might easily understand speakers of B and C, it
might take effort to understand speakers of D, and it might be

SIDEBAR 1.3 . of E might have no problem speaking with those of D and C but
: For an example of a dialect

* continuum. see the Seneca ¢ might have more difficulty with speakers of A. So, are A and E
Language Profile, Section LP13.1. . different languages? If so, where does one draw the dividing line?

quite difficult to converse with speakers of E. Similarly, speakers

i This situation is known as a dialect continuum, and it repre-
sents a common situation throughout the world.

Of course, Figure 1.1 is highly idealized. Communities aren’t usually ranged along a

straight road with distinct boundaries, and there is often movement and intermarriage
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between the various groups. However, the problem remains of whether mutually unintelli-
gible A and E should be counted as one or two languages. We can see that the question itself
is overly simplistic and obscures the more complex reality of the dispersion of language
varieties and their speakers.

Another problem with the criterion of mutual intelligibility is the word “mutual.” This
implies that speakers of both speech communities are equally at ease or equally perplexed
when hearing the speech of the other. However, there are many cases of unidirectional intel-
ligibility, that is, speakers of Group A can understand the speech of Group B, but not the
other way around. This situation especially occurs when the Group A variety is spoken by
a minority group and the Group B variety is a standard language, taught in schools and
used in print and broadcast media. In this situation, the Group A speakers have repeated
exposure to the B variety and so can understand it. The Group B speakers, on the other
hand, may never have heard the speech of Group A, so they find it surprising and difficult.
It is not always clear whether these varieties are different dialects or different languages.

Another reason for the difficulty in counting up languages is that there is a complex
relationship between language and ethnic identity. Consider the case of the Newars, an
ethnic group which traditionally ruled the Kathmandu Valley in Nepal. While the largest
concentration of Newars is in the Kathmandu Valley itself, there are other Newar commu-
nities scattered throughout the country. One variety of Newar is spoken in a village called
Dolakha, quite a distance to the east. The Dolakha and Kathmandu speech varieties are
truly mutually unintelligible. People from these two Newar communities cannot speak to
each other in Newar but must use the national language Nepali to converse. If the question
of language versus dialect were to be based solely on mutual intelligibility, then these two
varieties would count as separate languages. However, the Dolakha Newars are ethnically
Newars in every sense of the word. They have the same customs, social structures, festivals,
and traditions, and they intermarry with Newars from other parts of Nepal. Crucially, their
language, even though mutually unintelligible with the other varieties, still serves to dis-
tinguish the group ethnically from non-Newars, so it is a marker of Newar ethnic identity.
The language is thus Newar in a very real and relevant sense to the speakers of the language
itself. The function of the language as a marker of ethnic identity would suggest that the
Dolakha variety is a Newar dialect, not an independent language. The criteria of mutual
intelligibility and ethnic identity thus lead us to different conclusions on the question of
language versus dialect.

The opposite situation can be found with Swedish and Norwegian, two of the Scandinavian
“languages.” These two speech varieties are easily mutually intelligible. However, a national

................................................ . boundary and ethnic identity divide the two groups; hence, they

. SIDEBAR 1.4 ¢ are considered to speak distinct languages rather than dialects of a
For more discussion of the single language. Such circumstances motivated the famous quip by
i terms dialect and language, | the Yiddish linguist Max Weinreich: “A language is a dialect with an

i see Section 11.2.2.

army and a navy.” Sociopolitical and ethnic considerations clearly

have significant weight in the language/dialect debate.
While acknowledging that there are inherent difficulties in counting up the languages of
the world, we still want to know roughly how many there are. The most current compilation
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Figure 1.2 Newars at the temple complex in Patan, Nepal

TABLE 1.1 Distribution of languages across continents

Area Number Percentage
Africa 2139 30.1
The Americas 1062 15.0
Europe 287 4.0
The Pacific 1313 18.5
Asia 2296 324
Total 7097 100.0

of statistics on the world’s languages is found in Ethnologue: Languages of the World (available
online at www.ethnologue.com). My source for the statistics in the following discussion
is the internet version of the nineteenth edition (Lewis et al. 2016), which puts the total
number of known languages at 7,097. How close was that to your own estimate?

The distribution of languages across continents is given in Table 1.1 (note that “the
Americas” include North, South, and Central America, and “the Pacific” includes Australia,



15

1.2.2

1 Introduction

TABLE 1.2 Number of languages by size of speech community

Number of speakers Number of languages Percentage
100 million to 1 billion or more 8 0.1
10 million to 100 million 84 1.2
1 million to 10 million 306 4.3
100,000 to 1 million 944 13.3
10,000 to 100,000 1808 255
1,000 to 10,000 1979 27.9
100 to 1,000 1070 15.1
10 to 99 337 4.7
1to9 132 1.9
0 220 3.1
Unknown 209 2.9

New Zealand, and the Pacific Islands). Table 1.1 shows the number and percentage of the
world’s languages spoken or signed on each continent.

Note that the languages of Europe account for only 4 percent of the total number of lan-
guages of the world, while Asia and Africa have more than 30 percent each.

Table 1.2 presents statistics on the world’s languages in relation to the size of the speech
communities of native speakers.

Table 1.2 shows that there are very few languages with very large numbers of speak-
ers; only 5.6% of the world’s languages have more than a million speakers. On the other
hand, 53% of the world’s languages have fewer than 10,000 speakers. When we combine
these numbers with population statistics, the results are quite striking. Roughly 94% of
the world’s population speaks only 6% ofits languages. The remaining 94% of the
languages are spread over only 6% of the population. Thus, we have a handful of
languages with enormous speech communities and a very large number of languages with
quite small speech communities.

Languages of the World Tomorrow

While there are around 7,000 languages spoken or signed on the globe today, not all lan-
guages are equally robust. Over time patterns of language use in multilingual communi-
ties can shift so that a socially dominant language comes to be used more frequently and
less-dominant languages are used in fewer social contexts and among fewer people. Such
languages are described as endangered, at risk of ceasing to be spoken in the absence of
conscious efforts to keep them vital. According to Ethnologue, about 35 percent of the
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TEXTBOX 1.4 WHAT IS LOST WHEN WE LOSE A LANGUAGE?

Does language death matter? Linguists and members “Surely, just as the extinction of any animal species
of many speech communities answer with a resounding diminishes our world, so does the extinction of

“
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world’s languages can be classified as losing speakers or being further along the
endangerment process.

The endpoint of the language endangerment process is language death, which occurs
when a language ceases to have speakers and no longer serves as a symbolic marker of iden-
tity for the community. Normally the process of endangerment occurs gradually, over three
or more generations. It involves a cessation in language transmission, the passing on of
a language from one generation to the next. When children don’t learn the language, the
only remaining speakers are adults. That population naturally ages and declines until only
a handful of speakers remains. In the absence of community efforts to reverse the trend, the
language can cease to be spoken. If it ceases to be a cultural resource for the community, it
is classified as extinct. (For a discussion on what is lost when a language ceases to be spoken,
see Textbox 1.4.)

yes.” Each language is a testament to the ways in which
a unique group of people has understood and interacted
with their environment and has come to terms with the
human condition. Each is a unique inheritance from
countless generations of forebears, the encapsulation of
their wisdom and knowledge. Each language reflects and
instantiates the culture of the speakers. Each contains
knowledge, traditions, and history. Each represents what
a language can be and so enriches our understanding of

any language. Surely we linguists know, and the
general public can sense, that any language is

a supreme achievement of a uniquely human
collective genius, as divine and endless a mystery
as a living organism. Should we mourn the loss of
Eyak or Ubyky any less than the loss of the panda or
California condor?”

(Professor Michael Krauss, Alaska Native Languages

this central aspect of our humanity.

Center)

There are a number of reasons why languages become extinct. Sometimes the process of
language death has been brought about by explicit government policies designed to keep
children from learning their native language. However, language extinction is not limited
to communities targeted by such policies. Language endangerment and death appear to be
primarily fueled by the broader process of globalization, including a shift from agrarian to
urban lifestyles, and the increasing dominance of a small number of languages for the pur-
poses of commerce, education, and the media. These include both the truly widely spoken
languages, like Mandarin Chinese, English, Spanish, Hindi-Urdu, and Arabic, and smaller
national languages, like Nepali, Greek, Georgian, and Thai. Often acquisition of such lan-
guages is necessary for anyone wanting to pursue an advanced education or a career in
modern society. Thus, parents are under pressure to have their children educated in these
languages and therefore choose to transmit these languages as opposed to those of the her-
itage communities.

Another element that can contribute to the loss of a language is the loss of the coherence
and vitality of the speech community. If the members of a small speech community become
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Figure 1.3 Members of the Gusii community in Kenya record traditional songs and dances as a component
of their documentation of the Ekegusii language and Gusii culture (photo by Kennedy Bosire)

absorbed into a larger group through intermarriage, the community can become dispersed.
Where there is no viable speech community, there is little reason to pass the language on to
the children; neither will the children hear the language spoken with sufficient frequency
to acquire it.

The recognition of the scope of the problem of language endangerment has led to sig-
nificant work by members of endangered-language speech communities and linguists to
record, preserve, and revitalize languages. Language documentation, the creation of
an extensive record of a language and its community, is an important part of this process.
Language conservation is also being undertaken in many communities, which are
developing materials to be used in the education of children and to promote language use
in the speech community. Language revitalization is undertaken by speech commu-
nities whose language has been entirely lost or significantly reduced. Such projects can do
much more than simply teach the language; they can play significant roles in strengthen-
ing communities and in promoting the preservation of traditional knowledge, practices,
cultural values, and institutions.

Linguistics
The Scientific Study of Language

Now that we have learned a bit about language and about the world’s languages, we turn
at last to the topic of linguistics. Linguistics is the scientific study of language. By
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“scientific,” we mean that the study is both empirical (based on observable data) and
objective. Empirical data is critical for any scientific discipline, as it ensures that others
can verify or replicate the findings. The term linguist refers to a person who examines the
structures and principles underlying languages. Note that this is different from a polyglot,

a person who speaks many languages. For more on this distinction, see Textbox 1.5.

TEXTBOX 1.5 LINGUIST VERSUS POLYGLOT

The longer you study linguistics, the more likely it is
that someone will ask you the question: “How many
languages do you speak?” This question illustrates

the commonly held misconception that linguists are
polyglots. It is important to distinguish between the
two. A linguist is a person who examines the structures
of languages and the principles underlying those
structures. A polyglot is a person who speaks many
languages. Many linguists are, indeed, polyglots, but
you don’t have to be a polyglot to study linguistics.

A nice analogy can be made to pilots and airplane
mechanics. A pilot knows how to fly an airplane, based
both on training and on an instinctive sense of flight

plane and knows how each part contributes to the
workings of the whole. One doesn’t need to be an
airplane mechanic to be a pilot. Neither does one need
to be able to fly a plane in order to be a mechanic. A
linguist is like a mechanic, looking inside to see how the
parts of the language fit together so that the language
can function in human communication. The speaker
is the pilot, able to use the language efficiently and
effectively, but without necessarily knowing how it
works.

Probably the best airplane mechanics are also pilots,
and in the same way, the most insightful analysis of the
language will come from someone who speaks it, but a

and how a plane responds to a particular manipulation
of the controls. An airplane mechanic looks inside a

linguist can make a tremendous amount of headway on
the analysis of a language without speaking it.

In linguistics, empirical data are recordings of spoken or written language, collected into
a corpus. The nature of the recordings and how they are collected will depend on the goals
of the study. For example, if one wishes to study the physical properties of sounds, the best
recordings might be those produced in the isolation of a sound booth. If one wishes to
study sentence structures and how they are used, the best recordings are likely to be natural
conversations or narratives, supplemented by the comments of native speakers that reflect
their intuitions about the structures and their meanings in that particular context. If one
is studying language and society, one might choose to make video recordings of authen-
tic interactions. In any case, recorded data, preferably of speech or writing produced in a
natural setting, and not constructed by or for a linguist, are

SIDEBAR 1.5 :
i Not all languages have writing systems; :
see the brief discussion of the status :
i of unwritten languages in the Seneca
Language Profile, Section LP13.2.

the most highly empirical and can be verified by subsequent
researchers. This is not to say that this is the only type of use-
ful data in linguistics. Speakers’ intuitions about their lan-
guage, particularly regarding subtle distinctions in meaning,
__________________________________________________________________________ add a depth to our understanding that we could not possibly
obtain otherwise.

When we say that a science is objective, we mean that our analysis is not biased by any
preconceived notions, or judgments of “good” and “bad.” Human beings are prone to prej-

udice, and this can be directed at speakers of languages just as it is directed at ethnicities,
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religions, sexualities, styles of dress, or any other characteristic by which people are sub-

n u

grouped. It is not uncommon to find languages described as “primitive,” “corrupt,” “illogi-
cal,” “ugly,” or just plain “bad.” By contrast, other languages can be described as “perfect,”
“logical,” or “beautiful.” To take an example from the United States, some speakers of
American English believe that the dialect of English spoken in certain African-American
communities (referred to as African-American English, or AAE) is “corrupt” or “ungram-
matical.” People with this view cite AAE sentences like She sick and She be sick, and claim
that they are “incorrect,” since they differ from the Standard American English sentence
She is sick. In actuality, AAE is making a grammatical distinction in these two sentences that
is not marked in the grammar of Standard American English. The sentence She sick refers
to a present situation; it simply states that the person is sick now. This sentence could be
used, for example, to explain why someone is unexpectedly absent. The sentence She be sick
means that she is often sick or has a long-term illness. The implication is that the illness
is ongoing and lasts for an extended period of time. This meaning distinction between a
present state and an ongoing state is systematically made by the grammar of AAE (as well as
by many other languages in the world). Of course, speakers of Standard American English
can still signal this meaning if they want to, for example, by using an adverb such as always,
but its use is not grammatically required. This doesn’t mean that AAE is any “better” than
Standard American English; the two dialects are just different. Every language or dialect

...................................................... . is unique in the types of distinctions it makes. Every lan-

SIDEBAR 1.6 . guageis equally able to convey all of the complex meanings
© See the African-American English ~ :  that humans communicate to each other in the course of a
- Language Profile (LP11) for an . lifetime. Languages differ in which distinctions they grammati-

extensive discussion of this dialect.

cally require their speakers to make, and in which meanings can

be expressed by other, non-grammatical, means.

An important distinction can be made between prescriptive and descriptive approaches
to language. A prescriptive approach to language is one that teaches people the “proper
way” to speak or write. Many children are exposed to prescriptive grammar in school,
where they are taught, for example, not to split infinitives (e.g., to boldly go) or to end
a noun phrase with a preposition (e.g., the man I saw you with). Prescriptive grammari-
ans choose a set of forms that they enjoin others to adhere to. These forms represent a
(slightly) older stage of the language when the rules were regular, so the establishment of
prescriptive rules reflects a resistance to the natural forces of change. In actuality the set of
forms chosen for prescription are ultimately arbitrary; there is no logical reason why one
should not split an infinitive or end a sentence with a preposition. Prescriptive rules may
still have social ramifications, however, and there are environments (such as academic
writing) where ignoring these conventions can have negative social consequences (such
as lower grades).

A descriptive approach to language is one that describes how people actually use lan-
guage. Descriptivists are not interested in telling people what is right or wrong, but in
observing, describing, and explaining actual linguistic behavior. In line with the objective
nature of linguistic science, linguistics is a descriptive enterprise.
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1.3.2 Fields of Linguistics

The field of linguistics is as broad and multifaceted as language itself. The following para-
graphs provide a very brief orientation to the primary subfields of the discipline. As in the
rest of this book, this presentation will take the traditional hierarchical approach to lan-
guage, beginning with the smallest units and working up to larger and larger levels.

We will begin with the study of speech sounds. The physical properties of sounds — how
they are articulated and perceived, and the acoustic signatures of the sounds themselves —
are the subject of study in the field of phonetics. We will then examine the systematic use
of speech sounds in language, or phonology.

(o)

STOP AND REFLECT 1.3 VOWEL-LENGTH DIFFERENCES

Try saying the English words lack and lag. If you pay attention to your mouth and listen carefully, you will
notice that the vowels in these words are produced with the same tongue position, but that the vowel in lack
is a bit shorter than that in lag. This is a phonetic observation, which could be verified by measuring the vowel
durations in an acoustic display on a computer screen. Now say lake/leg, pick/pig, and lock/log; you will find
that the vowel is always shorter before /k/ and longer before /g/. The same pattern is found before /p/ and
/b/ (lap/lab) and /t/ and /d/ (fat/fad). We see that these sounds pattern in a systematic way. Such systems of
sounds form the phonology of a language.

From the study of sounds we move to the study of words themselves. The ways in which
words are structured and created are the purview of the field of morphology. Morphologists
look at all the pieces of words (roots, prefixes, suffixes, etc.), their sounds and meanings,
and the principles of their combination. The study of how words combine into phrases,
clauses, and sentences is the study of syntax. Morphology and syntax are tightly inte-
grated and are often referred to as morphosyntax or (in some uses) grammar.

STOP AND REFLECT 1.4 MARKERS OF NEGATION

Languages differ in how they mark negation. In some languages, markers of negation are independent
words (English not, Italian non), while in others they are prefixes (Dolakha Newar ma-na ‘didn’t eat’), suffixes
(English didn’t), or a combination (French n’est pas). Think of another language that you are familiar with. Is
negation marked by an independent word or an affix?

Languages also differ in the number of negation markers they have. Wayampi, a language of northern
Brazil, has four markers of negation. The study of the forms, meanings, and uses of these markers falls under
the field of morphology.

A critical aspect of language that interacts with all of these levels is semantics, meaning
in language. The study of semantics includes the study of word meanings (lexical seman-
tics) and the study of how meanings combine in clauses and sentences (propositional
semantics).

When we look at how speakers use linguistic structures in larger stretches of speech, we
are studying discourse. This field takes into account the interactional nature of language,
for example, how speakers need to present their ideas in a way that allows hearers to under-
stand them. With the help of computers, linguists can now look at statistically significant
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patterns over very large sets, or corpora, of discourse data; this methodology is referred
to as corpus linguistics. The role of the broader context in interpreting linguistic form
and meaning is examined in the field of pragmatics. A large part of the context of speech
comes from its embedding in the society and culture of its speakers. This field of study is
sociocultural linguistics.

9 STOP AND REFLECT 1.5 CONVEYING AND INTERPRETING SOCIAL MEANINGS

You are studying in the library. Two people come in talking loudly. They sit at the table next to you and
continue to talk loudly about the party they went to. They ignore your glares and those of other people in
the room. Finally you say, “Hey, could you speak up? I missed that last part.” How is it that the people can
interpret this as a request to be quiet? The answer lies in the field of pragmatics.

The field of historical linguistics examines how languages change over time. This his-
torical perspective can be applied to all levels of language: sounds, words, structures, and
meanings. Historical linguists are also interested in determining which languages are related
and how they have descended from a mother language, which was spoken in the distant past
(see Textbox 1.6 for one such example). But languages don't evolve in isolation. Instead, they
often influence each other as their speakers interact over time. The study of such language
contact is a subfield of historical linguistics.

TEXTBOX 1.6 HISTORICAL LINGUISTICS SHEDS LIGHT ON PREHISTORIC
MIGRATIONS
Historical linguistics can tell us much about human which consists of Apache and Navajo, is spoken in the
prehistory. In many cases, we can trace how populations  southwest of the United States. Linguists were able to
have migrated across the globe. For example, most of use principles of historical linguistics to discover that
the languages of the Athabascan family are spoken by the Apachean languages are, indeed, members of
native communities located between the Yukon region the Athabascan family, and to therefore deduce that
of Alaska down the Pacific coast of North America to speakers migrated from the Pacific Northwest to the
northern California. However one branch of the family, American Southwest in a prehistoric time period.

Our linguistic capabilities are critically embedded in our neurology and our ability to
think. The field of language and the brain examines the physical and neurological
basis of language, while cognitive linguistics looks at how language is instantiated by
our broader cognitive processes. A related field is language acquisition, which studies
how language is learned by children (first language acquisition) and by adults (second
language acquisition).

Computational linguistics is a field at the intersection of linguistics and computer
science that deals with the statistical or rule-based modeling of natural language. It is con-
cerned with applying methods from artificial intelligence and machine learning to prob-
lems involving language. The recent acceleration of our technological abilities has led to a
greater application of computational methods to a wide range of linguistic questions, such
as how languages are learned.
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TEXTBOX 1.7 ORDERINGS OF SUBJECTS, VERBS, AND OBJECTS ACROSS THE

GLOBE

When we look at sentence structures across languages,
we notice that languages differ in the relative ordering
of the subject (Chris in Chris ate the apple), the object

However, all six orderings are not equally instantiated
in the world’s languages. A famous study of these
orderings found that languages which put the subject

(the apple), and the verb (ate). There are six logically

possible orderings of these three categories:
Subject-Object-Verb Subject-Verb-Object
Object-Subject-Verb Object-Verb-Subject
Verb-Subject-Object Verb-Object-Subject

first are very common, those that put the verb first
are much less common, and those that put the object
first are very few indeed. Why this should be, and

the theoretical implications of this fact, is a question
addressed in linguistic typology.

We find languages throughout the world. The field of linguistic typology looks at
how the world’s languages are similar and different. See Textbox 1.7 for an example of this.
Typologists are interested in developing a classification of languages based on how they are
structured, and in looking for relationships between certain structural language types.

There are many applications of linguistics to situations in the world around us. The field
of applied linguistics includes a number of subfields, including language teaching and
forensic linguistics. Recently, there has been a strong move toward language docu-
mentation, the creation of a record of a language that can be used by speech communities
and others in the face of possible endangerment or language death. Of course, linguistics
is also a key part of the field of speech pathology and speech and hearing sciences.
Thus, the study of linguistics can lead to a wide range of careers, as discussed in Textbox 1.8.

This list of subfields of linguistics is fairly representative but is certainly not exhaustive.
While we will not be able to touch on all of these fields in this book, we will cover most of
them. The fields are diverse enough that there is usually something to interest everyone,
and some readers will find that they are interested in everything.

TEXTBOX 1.8 LINGUISTICS AS A GATEWAY TO CAREERS

Because language is a pervasive aspect of human
life, a degree in linguistics can lead to a wide variety
of careers. Linguistics majors develop important
professional skills that would be valued by any
employer: data analysis, reasoning, argumentation,
communication, writing, cultural sensitivity, and an
appreciation of diversity. Many linguistics students
also gain experience in teamwork, collaboration, and
leadership, and many speak multiple languages.

A background in linguistics is especially well
suited for speech pathology (which trains speech

therapists to work with children or adults with
speech disorders), language teaching, and speech
technologies. Linguistics students also go on to
careers in translation, education, law, government,
journalism, publishing, lexicography, and a wide
variety of industries, including marketing and data
analytics. Many students also go on to doctoral study
in linguistics, anthropology, psychology, or related
fields, which opens the door to research and teaching
at the college and university level, in addition to the
careers listed above.
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1 Introduction

CHAPTER SUMMARY

Human languages are complex, structured, and dynamic systems of human
communication, which change over time under a variety of influences. While it is
impossible to exactly count the number of languages of the world, our current estimate
is in the range of 7,000. However, these are not evenly distributed, as most of the world’s
population speaks one or more of a small number of dominant languages, while a small
percentage of the population speak one of many languages with comparatively few
speakers, many of which are endangered.

Linguistics is the scientific study of language. It is empirical and objective. Linguists
seek to describe succinctly the structural properties of languages, and to understand their
interactions, how they change, and how they serve the broader functions of language as
a tool of communication that is embedded in human physiology, cognition, interaction,
society, and culture. Explaining how individual languages work and how language works
more broadly constitutes the aim of linguistic theory.
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EXERCISES

For each of the following statements, determine whether the facts stated are diachronic (indicating how
language has changed over time) or strictly synchronic (true of a language now).

To negate a sentence in English, the word not is used.

. Many words in English were borrowed from French, then adapted to the English sound system.

Chinese differentiates words by changing the pitch.

. In Mexican Spanish, the word pollo ‘chicken’ has a “y” sound represented by the letters II; this

developed from an “ly” sound that is still present in other dialects.

e. The word silly in the twelfth century had a meaning of ‘happy,’ ‘blessed,” ‘pious,” and ‘innocent,” which
over time was extended to ‘pitiable,” ‘weak,” and its current meaning.

f. The word fie is rarely used in contemporary English.

oanoyo

Provide an example of each of the following:

arbitrariness in language

. mutually intelligible dialects

an endangered language

. afactor which might contribute to language endangerment
an example of language change

a systematic fact of English that is not discussed in Chapter 1

~oanoTy

Which of the following statements are descriptive and which are prescriptive?

The sentence Who did you give it to? is incorrect since it ends with a preposition.

. The sentence Who did you give it to? ends with a preposition.

Always say John and I, never John and me.

. In English, numerals are never placed between an adjective and a noun, so black three dogs is
ungrammatical.

e. Ain'tis used in a variety of English dialects.

oanooyo

Go to the website International Dialects of English Archive (www.dialectsarchive.com) and click on the global
map. Each of the pointers indicates a profile of a speaker of English; click on the pointer to bring up a box
with metadata on the profile: title, speaker age, location, etc. Click on the title in this box (e.g., “Russia 13")
to bring up the full profile page. Each profile includes a sound file, beginning with the speaker reading a short
passage and then transitioning to talking informally about themselves.

Explore the site and choose six profiles, one from each of the following countries: Canada, the United
Kingdom, China, Jamaica, Mexico, and Zimbabwe. For each profile, list the following: the title of the
profile and the gender, age, birthplace, and educational background of the speaker. Listen to each sound
file in full and record any observations you can make on the sounds, words, or grammatical features.

Go to the website of the UNESCO Atlas of the World’s Languages in Danger. (www.unesco.org/languages-
atlas) The top left box of the search tools allows you to select a country or area. The number of
endangered languages in each country or area is given in parentheses. When you choose one and click on
“Search Languages,” a map of the country will be displayed with the location of the endangered languages
indicated by markers. The color of the marker indicates the endangerment status of the language, as
indicated by the key to the right above the map. The particular languages are given in alphabetical order
to the right of the map.

a. Using the dropdown menu, provide the number of endangered languages in each of the following
countries: Australia, Canada, China, Denmark, France, Guatemala, India, Iran, Kenya, Mexico, Panama,
Portugal, the Russian Federation, Senegal, the United Kingdom, and the United States.

b. Click on the United States and “Search Languages” to bring up a map and list of endangered
languages on the right. Click on each of the following languages in the alphabetical language list to
bring up a box with basic information about the language. List the number of speakers and the given
endangerment status for each of the following languages: (i) Nez Perce, (ii) Central Alaskan Yup'ik (not
the one on Nunivak Island), (iii) Cherokee, (iv) Barbarefio (Chumash), (v) Hawai‘ian, and (vi) O’Odham
(Tohono).

c. Using the map, choose four other languages of varying endangerment statuses. List their names,
populations, and statuses.
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Find a speaker of a language with which you are unfamiliar. Ask this person to translate the following
sentence. Be sure to ask for the most natural way to express the meaning, rather than a word-by-word
translation of the English.

My two aunts will fly back tomorrow and | will meet them at the airport.

a. Ask the speaker to help you sound out the sentence and write it down (you don’t have all the skills you
need for this yet, but just do your best).

b. Compare the English sentence with the sentence in the language of your study. Make a list of any
differences that you find between the two languages. For example, they may differ in the number
of words used, the order in which they appear, in how they signal future tense, in which words have
prefixes or suffixes and what those mean, in the meanings of specific words, in whether or not they use
“and” to join sentences, etc.

c. In submitting your answer, state the language of study and where it is spoken, include your
transcription of the sentence in the other language, and list as many differences as you can find.

Assume you were enrolled in a class that you found frustrating and in which you were not doing well.
Write down how you would express this in one or two sentences to your best friend, to your parents, and
to your college dean (e.g., on a petition to drop the course). Note down any differences in your choice of
words. How is this illustrative of the relationship of language and societal structure?

Go to the website of the Endangered Languages Project (www.endangeredlanguages.com); you can also
find the video on YouTube. In the search box, type in North Sami, click on the ‘Resources’ tab, and then
select the short video entitled “Samigiella — An Arctic Nature Language.” Watch the video (be sure to
choose the English language version) and answer the following questions:

Where is Sami spoken?

. What languages is Sami related to?

Does Sami have distinct dialects?

. What does the author mean when she describes Sami as a “nature-based” language? What might be
the value of documenting a language of this type?

. What percentage of Sami speakers now speak the language?
Why has the vitality of the language declined?

g. Why is it important to focus revitalization activities on Sami children?

anoTo
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Phonetics

Physical Dimensions of Speech Sounds

KEY TERMS

Subglottal system Manners of articulation (stop, fricative,
Voicing etc.)

Voiced vs. voiceless consonant Obstruent vs. sonorant

Orthography International Phonetic Alphabet
Fundamental frequency vs. pitch (IPA)

Supralaryngeal vocal tract and its Vowel

subparts (lips, alveolar ridge, etc.) Co-articulation

Places of articulation (bilabial, Suprasegmental

labiodental, etc.)

CHAPTER PREVIEW

Phonetics is the branch of linguistics that is concerned with the scientific study of speech
sounds. The study of phonetics can provide answers to many questions that you might have
wondered about at one time or another. For example, what does it mean to say that someone
has a higher-pitched voice than someone else? What makes a tone language like Mandarin
Chinese different from a non-tonal language such as English or Spanish? How do English pairs
of words such as the verb import and the noun import differ?

Several areas of phonetics have been the focus of research into the features of speech.
Articulatory phonetics is concerned with how the vocal organs produce speech. Acoustic
phonetics deals with the physical characteristics of speech, such as the duration, frequency,
and intensity of sounds. Auditory phonetics examines the perception of speech by the
auditory system. Acoustic, articulatory, and auditory phonetics are all interrelated, since
changing the articulatory configuration of the vocal tract results in acoustic changes which
in turn potentially influence the perception of a sound. In this chapter, we will consider the
first of these areas of phonetic research, providing an overview of the field as well as answers
to the questions posed above. Students will be introduced to the tasks of discerning different
speech sounds, describing them in phonetic terms, and accurately recording them using the
International Phonetic Alphabet.
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2.1

LIST OF AIMS

At the end of this unit, students will be able to:

2 Phonetics

identify the parts of the vocal tract responsible for producing different sounds;
describe the manner and places of articulation of consonants and vowels;
produce the phonetic symbols for English sounds;

transcribe English words using the IPA;
read English words and passages written in the IPA;

use the IPA chart as a reference for sounds in languages other than English.

The Speech Organs

The physical production of speech requires intricate coordination between several
parts of the upper body, from the stomach all the way up to the nose. It is common to
divide the speech organs into three subsystems (see Figure 2.1): the subglottal system, the

larynx, and the supralaryngeal (or supraglottal) system.

Supraglottal
system

Larynx

Trachea

Figure 2.1 Three subsystems of speech articulation

Subglottal
system
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2.1.1 The Subglottal System

The subglottal system includes the lungs and the trachea (or windpipe), which provide
the air that the upstream articulators manipulate to produce sound. The lungs function

like balloons, recoiling after inspiration and setting the air molecules in the vocal tract in

motion.

2.1.2 The Larynx

Moving up from the lungs and trachea, the larynx is the source for many of the sounds
produced in speech. It is located behind the thyroid cartilage (or Adam’s apple), which is

SIDEBAR 2.1 3
¢ You can find definitions for key terms and bolded :
terms throughout this chapter in the Glossary (at :
i the back of this book or on the student resources
¢ website). Additional online resources for this

¢ chapter include a study guide, accompanying
audio files, a review quiz, an articulators quiz,

i vocabulary quizzes, IPA flashcards, an interactive :
IPA chart with audio, and a phonetic transcription
exercise. :

SIDEBAR 2.2 :
¢ For a description of some of the ways people can
modify a normal speaking voice, most often with
i effects produced in the larynx, see Section 10.3. :
© Note: Throughout the rest of the book, sidebars
like this one will cross-reference sections or :
i textboxes in other chapters or language profiles.

i For example, “Section 10.3" refers to the third
section in Chapter 10 (Prosody). Other sidebars

i might mention a section number that starts with

i “LP” (Language Profile), e.g., “Section LP8.1”

¢ refers to the first section of the Bardi Language
Profile (LP8), and “Textbox LP8.4" refers to the

i fourth textbox in the Bardi Language Profile.

SIDEBAR 2.3

¢ In phonetics (and other linguistic fields) it is
important to distinguish between how a sound

i is spelled, the orthography, and how it is

i phonetically transcribed. In this chapter, we will
initially use italics to represent words and sounds :
i orthographically. Phonetic transcription, which is
¢ written between square brackets, is introduced ~ :
later in the chapter.

the bump you can feel on the front of the neck if
you lean your head back. The larynx contains two
vocal folds that vibrate during voiced sounds
such as z or v. To feel the vocal folds vibrate, try
placing your fingers on the thyroid cartilage in the
front of your neck while making a prolonged [zzzzzz]
sound. You will feel the cartilage vibrating. Compare
this to what happens when you make a long [ssssss]
sound. There is no vibration. Vocal fold vibration,
otherwise known as veoicing, does not require any
active motion beyond positioning the vocal folds
close enough together that the passage of air between
them causes them to vibrate. As long as the air pres-
sure below the larynx is less than the pressure above
the larynx, you can sustain a voiced sound. When
you produce the sound [zzzzz], you are producing a
voiced consonant.

As you have already learned when you made the
[ssssss] sound, it is also possible to make the same
sounds without vocal fold vibration, in which case,
you produce a voiceless consonant. For example,
by turning off voicing in z you get s and by turn-
ing off voicing during v you get f. (See Sidebar 2.3.)
Physically, devoicing of these sounds is achieved
by opening the larynx wider than for their voiced
counterparts.

In English there are two sounds that only
involve the larynx and not any articulators
above the larynx. One is the h sound in words like
hat or ahead. The other is the glottal stop found in
the middle of the expression uh-oh. Try saying uh-
oh emphatically while your hand is on your larynx
and your head is leaned back. You will feel an abrupt
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2 Phonetics

stoppage of voicing during the glottal stop between the two vowels as the vocal folds come
together to block off all airflow through the larynx. This is called a glottal stop, as you
stop the airflow by closing the glottis (the space between the vocal folds).

By adjusting the tension of the vocal folds during voicing, you can change the
fundamental frequency, and hence the pitch, of a sound. The fundamental frequency
of a sound is commonly referred to as pitch, though the two terms are technically not syn-
onymous. Fundamental frequency refers to the physical property of rate of vocal fold
vibration, whereas pitch refers to the perception of the sound on a scale of low to high.
Increasing fundamental frequency also typically increases the pitch. Someone with a rela-
tively high-pitched voice thus has a relatively high fundamental frequency or a fast rate of
vocal fold vibration. Conversely, someone with a low-pitched voiced has a relatively slow
rate of vocal fold vibration. Try making the sound [ahhhhhh]. Now try raising the pitch of
the sound while your fingers are on your larynx. You will feel the larynx tense up and rise.
Now try lowering the pitch of the sound. You will feel the larynx relax and lower. In this
way, you can see how an individual can easily change the fundamental frequency of his or
her voice.

The Supralaryngeal Vocal Tract and Place of Articulation

Above the larynx is the supralaryngeal vocal tract, which contains most of the struc-
tures that are manipulated in speech. The articulators of the supralaryngeal vocal tract are
shown in Figure 2.2. When you use different articulators to produce speech sounds, you are
changing the place of articulation of the sound.

In discussing different places of articulation, it is useful to move from the front to the
back of the mouth (see Figure 2.2), starting with the most visible organs. The lips play an
important role in producing many sounds, including p, b, m, w, f, and v in English. Sounds
that involve a narrowing or a complete closure of the upper and lower lip are called bilabi-
als. The bilabial sounds of English include p, b, m, and w. Sounds involving the upper teeth
and the lower lip are referred to as labiodentals. These include fand v. For labiodentals,
the lower lip is the active articulator, since it moves to meet the upper teeth. The upper
teeth are thus the passive articulator, since they are stationary. Most consonant articu-
lations involve both an active and a passive articulator. As we will see, for most consonants,
the tongue is the active articulator, while the upper surface of the mouth is the passive
articulator.

The structures just behind the lips are relatively immobile compared to the lips. These
rigid structures include the teeth, the alveolar ridge (the hard ridge just behind the teeth
before the upper surface of the mouth becomes more domed in shape), and the hard pal-
ate (the domed part of the roof of the mouth). The teeth are involved in the production
of the English th sounds in the words think and this. These sounds are produced by either
sticking the tip of the tongue between the upper and lower teeth, in which case the sounds
are said to be interdental, or placing the tip of the tongue against the back of the upper
teeth, in which case the sounds are simply called dentals. Try saying think with an inter-
dental th and then with a dental th. In order to make the comparison fair, be careful that
you are not completely blocking air from leaving the mouth when making the dental th.
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Figure 2.2 The supralaryngeal vocal tract

You will not notice much of a difference in the sound from making this small articulatory
adjustment.

You may notice that the first sounds of think and this are different even though they
are both spelled as th. The two versions of th differ in voicing, just as z and s were shown
earlier to do: the th in think is voiceless, whereas the th in this is voiced. We will see shortly
that there is a system for transcribing speech in which the voiceless and the voiced th are
represented differently.
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g STOP AND REFLECT 2.1 TONGUE POSITION AND ALVEOLAR SOUNDS

You may note that not all of the alveolar sounds have the exact same point of contact for your tongue. This
type of variation is quite common; in particular, I often involves quite a bit of contact with the back of the
upper teeth, at least for many speakers of American English. Try making an extended [1111] sound and feel
where the tip of the tongue is contacting the upper surface of the mouth. Now try making a [nnnnnn]
sound and feel where the contact is. Does it occur at the same place as for the [1111ll] sound? Even if there is a
difference, you should be aware that it is common for £, d, n, and [ to all be treated as alveolars in discussing
the sounds of English.

Just behind the teeth is the alveolar ridge, which is the contact point between the tongue
and the roof of the mouth for several sounds, including ¢ (a voiceless sound), d (voiced), s
(voiceless), z (voiced), n (voiced), and I (voiced). Another sound r (voiced) is also typically
assigned to this same group, since r is produced with a narrowing in the vocal tract below
the alveolar ridge, even though the tongue may be raised only slightly toward the roof of
the mouth without touching it. See Stop and Reflect 2.1 for more discussion of alveolar
sounds.

There are also sounds that are produced with the tongue contacting the area just behind
the alveolar ridge. These are the postalveolar (or palato-alveolar) sounds, which include
the sh sound in ship (which is a voiceless postalveolar) and the last sound in rouge (which
is a voiced postalveolar), as well as the first sounds in jug (voiced) and chug (voiceless). To
understand the relationship between alveolars and postalveolars, make an sss sound and
then switch to a shh sound. You will feel the tongue sliding backwards along the upper
surface of the mouth as it moves from an alveolar to a postalveolar place of articulation.

Sounds involving contact with the roof of the mouth in the center of the hard palate are
simply termed palatals. English has a single palatal sound: the y sound in words like yellow
and young.

Now drag your tongue backwards from the hard palate. You will notice that the upper
surface of the mouth becomes softer. This area of the mouth is called the soft palate, or
velum. Sounds produced by contacting the tongue and the soft palate are termed velars.
These include the k (a voiceless velar sound) in words like cat, bucket, and crib, the g (a
voiced velar) in words like gas, go, and bag, and the final ng sound (voiced) in words like sing
and Jung. The sound w also involves some raising of the back of the tongue toward the soft
palate in addition to rounding of the lips; for this reason w is often labeled a labial-velar.

The soft palate, or velum, is important for distinguishing sounds involving airflow
through the nose and those lacking nasal airflow. Try looking in the mirror while saying
ah and you will see the velum rise. This raising of the velum ensures that no air escapes
through the nose while you are producing the vowel. To see this, hold your finger under
your nose while saying ah. Now try lowering the velum, holding the same tongue position
for ah while your finger is still in place under your nose. You will feel air passing through
your nose and will hear a nasal-sounding ahn, which is found in many languages of the
world, such as French.
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English also has masal sounds, but they are consonants rather than vowels. Place your
finger under your nose while you are making the sounds m, n, and the ng sound in sing and
lung. You will feel air passing through your nose. Nasality is a separate dimension from place
of articulation, since sounds can have the same place of articulation but differ in whether
they are nasal or non-nasal (i.e., oral). The sounds m and b differ in nasality; both are
voiced and both are bilabial, but only m is nasal. Try saying an [m] with your finger under
your nose and then immediately switch to a [b]. You will feel airflow through the nose
during the [m] but not during the [b] even though the lips remain closed throughout both
sounds. The sounds n and d also differ only in nasality; n is nasal and d is oral. Similarly, ng
and g differ in nasality; ng is the nasal member of the pair. Note that it is common to omit
the term oral when describing oral sounds, since oral is assumed to be the default case. (See
also Stop and Reflect 2.2 for a brief discussion of nasals and voicing.)

S

9 STOP AND REFLECT 2.2 NASAL SOUNDS

In most languages all nasals are voiced, since it is difficult to produce a voiceless nasal that is clearly audible.
Try making an [m] sound and then turning off vocal fold vibration. You will wind up with a voiceless nasal,
which sounds identical to the sound made when breathing through your nose.

Practice producing voiced and voiceless nasals and listen to how they sound. You will notice that it is much
harder to hear a voiceless nasal than a voiced nasal. Although they are rare in the world’s languages, voiceless
nasals are found as consonants in some languages, such as Burmese.

Audio recordings of voiceless nasals in Burmese

2.2 Manner of Articulation

Thus far we have discussed three dimensions relevant for describing speech sounds: the
voicing dimension (voiced vs. voiceless), the place of articulation dimension, and the nasal-
ity dimension (nasal vs. oral). There is one other dimension that we must consider: the
narrowness of the constriction in the vocal tract. Differences in constriction narrowness are
referred to as differences in manner of articulation.

Some sounds involve a complete closure of the vocal tract. These are called stops.
English stops include p, b, m, t, d, n, k, g, and the ng sound. Of these sounds, p, b, t, d, k, and
g are oral stops since there is no nasal airflow, while m, n, and ng are nasal stops. All stops
involve two phases: a closure phase, during which the airflow through the mouth is com-
pletely blocked, and a release phase, when the constriction is released. To see this, produce
just the closure for the voiceless stop t without releasing the tongue from the alveolar ridge.
You will notice that there is complete silence, since there is no voicing. This means that
voiceless stops are only identifiable through their release, which provides crucial informa-
tion about place of articulation. There is another type of sound found in certain varieties of
English, including for most speakers of American and Australian English, that resembles an
alveolar stop in that it is produced with a complete closure at the alveolar ridge. This sound
is called a flap and occurs in the middle of words like pity, butter, lady, and ladder. The key
difference between a stop and a flap (sometimes also referred to as a tap) is the extreme
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shortness of the closure for the flap. The tongue briefly taps the roof of the mouth before
rapidly returning to position for the following sound.

It is also possible to produce sounds in which the two articulators are close
together, but not so tightly occluded that no air can escape through the mouth.
Sounds produced by a tight narrowing of articulators are termed fricatives. Fricatives are
characterized by turbulence created through the random collision of air molecules either at
the constriction location or, in the case of alveolar or postalveolar fricatives, by funneling
air to hit the back of the teeth. Try making an emphatic [ssssss] sound while holding your
hand palm down against your chin. You will feel air striking the back of your hand because
the air is being directed downward after it hits the back of your upper teeth. You will also
feel air striking your hand if you produce a prolonged and emphatic sh sound. Now try
making a [hhhhhh] sound while holding your hand in the same position. You will not feel
any air striking your hand. This is because the noise in [hhhhhh] is being produced directly
in the larynx and not by directing air against the back of the teeth. You will also notice that
the noise of / is much quieter than that associated with s or sh. Sounds like s and sh, which
involve funneling of air against the back of the teeth are particularly noisy. These sounds
are called stridents.

There are two sounds in English that are produced by combining a stop with a
following fricative in rapid succession. These are the affricates, which include the j
sound in jug (which is voiced) and the ch sounds word-initially and word-finally in church
(which are voiceless). Since affricates have a stop phase, they are often grouped together
with other stops.

Additionally, sounds can be produced through a slight narrowing of the vocal
tract, but not enough to cause noise or a complete obstruction. These sounds are
called approximants. Approximants in English include the y sound in yellow and the w
sound in water. Also included in the class of approximants in English is the r sound in words
like red, brick, and car.

A final approximant to consider is the sound /, which resembles t and d in involving
a complete closure in the middle of the alveolar ridge. There is, however, a crucial dif-
ference between I/ and these other sounds (besides the fact that I differs from t in being
voiced). The 1 sound is produced with a closure only in the center of the mouth.
At least one side of the tongue (if not both, depending on the speaker) is pulled down
slightly, away from the roof of the mouth. The lowering of the side part of the tongue
allows air to escape the mouth, whereas the true stops t and d have a complete closure
around the upper surface of the mouth. Try making an [lll1ll] sound and put your hand
first on the left side of the mouth and then on the right side. Is the air escaping from just
one or both sides of the mouth? The sound / has a lateral articulation in opposition to all
of the other sounds of English, which have central articulations. Note that it is common
to omit the term central when describing central sounds, since central is assumed to be
the default case.

There are a couple of additional useful terms for grouping together certain types of
sounds. One of these is the term liquids, which includes lateral approximants and r-type
sounds. Another common descriptor is the term obstruent, which refers to the combined
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set of oral stops and fricatives. Sounds that are not obstruents are the sonorants, which
include the nasals and all of the approximants, both lateral and central.

It is important to recognize that our discussion of places and manner of articulation has
focused on sounds occurring in English. In reality, there are many more sounds found in
languages other than English, as you know already if you speak or have studied other lan-
guages. Some of these sounds are discussed below.

2.3 The International Phonetic Alphabet

Up to now, we have referred to the different sounds of English using the traditional symbols
used in English spelling. While this strategy has worked for the most part, there are some
limitations of using spelling (orthographic) characters to represent sounds. One
problem we have already encountered concerns the English letters th, which can represent
either a voiceless dental fricative as in think or a voiced dental fricative as in this. Another
issue is the use of two letters to represent a single sound in English. For example, the voiced
velar nasal at the end of sing is represented by the combination ng. Similarly, the voiceless
postalveolar fricative is written as the sequence sh. While it is possible to use two letters to
represent a single sound, it is more efficient to use a single symbol to represent a sound that
behaves phonetically as a single entity. Furthermore, there is the potential for confusion
between a single phonetic sound written with two letters and a sequence of two phonetic
sounds also written with two letters. For example, if one sees ng, how can one be sure with-
out listening to the word, whether ng refers to a single voiced velar nasal, or the phonetic
sequence 1 (voiced alveolar nasal) plus g (voiced velar oral stop), as occurs in a careful pro-
nunciation of the compound rain gauge?

There is an even more serious problem with the use of English spelling to represent pho-
netic sounds. Many individual English letters or combinations of letters represent multiple
phonetic sounds depending on the particular word. For exam-

SIDEBAR 2.4 ple, the letter x can represent either a voiced alveolar fricative, z,

¢ For a more detailed discussion

as in xylophone, or the phonetic sequence of voiceless velar stop,

of orthographic systems, see the k, plus voiceless alveolar fricative, s, as in ox. Similarly, the letter
- Indonesian Language Profile, Section | ¢ has three different qualities in the words ton, pond, and drone.

LP12.4.1 and Textbox LP12.4.

Using orthography to represent phonetic pronunciation is thus

bound to cause confusion.

Fortunately, this problem is remedied by the existence of a special phonetic alphabet
designed to reflect pronunciation: the International Phonetic Alphabet, abbreviated IPA.
A crucial principle guiding the International Phonetic Alphabet is its universal
one-to-one correspondence between symbols and pronunciation. Thus, whenever
you see an IPA symbol, you can be sure of its pronunciation, regardless of the language
being transcribed. For example, whenever you see an IPA m, it will refer to a voiced bila-
bial nasal stop in any language. The IPA thus provides a useful tool for linguists who are
transcribing words and who plan to share these transcriptions with other researchers.
It is not the case, however, that all linguistic data are transcribed in IPA at all times; see
Textbox 2.1.
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TEXTBOX 2.1 THE IPA AND REGIONAL TRANSCRIPTION PRACTICES

As noted, the IPA has been designed to transcribe the In this volume, which takes data from many sources —
sounds of every spoken language. However, it is not historical and contemporary — from all over the world,
the case that all linguists use the IPA at all times. In the transcription system of the original source is used.
many parts of the world, the transcription practices of Interpreting transcriptions requires careful attention;
linguists reflect the orthographic practices of the local transcription notes are provided throughout the book

region. In some cases, particular orthographic practices  to aid readers in this task. Learning these different

are widespread in a given region, such as the use of the  systems, and how to interpret a variety of transcription
symbol § in the transcription of North American Indian practices, is part of the task of learning linguistics.
languages for the sound written with “sh” in English

spelling and transcribed as [[] in IPA.

As it happens, the IPA bears close resemblance to English orthography in many respects.
There are only a few major points of departure between the two systems. First, the IPA sym-
bol for a voiceless (inter)dental fricative (as in think) is [6]
(IPA symbols will henceforth be written in brackets), while
the symbol for its voiced counterpart (as in this) is [0]. The

- SIDEBAR 2.5

i See also the Nuuchahnulth Language
¢ Profile, Textbox LP5.1, about transcription :  [PA symbol for a voiceless postalveolar fricative (as in ship) is

conventions and the IPA. ¢ [J], while the symbol for its voiced counterpart (as in rouge)
""""""""""""""""""""""""""""""""""""""""" is [3]. The IPA represents the voiceless postalveolar affricate
(as in church) as [t[] and the voiced postalveolar affricate (as

- SIDEBAR 2.6 :
The full chart of consonants and vowels in :
i the International Phonetic Alphabet can

in jug) as [d3]. The IPA symbol for a voiced velar nasal stop
(as in sing) is [p]. The IPA symbol for glottal stop (as in uh-oh)

© be found at the back of this book. This .  100ks like a question mark but with a horizontal base rather
will be a useful reference as you explore than a period [?]. In addition, the IPA symbol for a voiced
¢ the wide variety of languages discussed  :  palatal approximant (as in young) is [j], while the symbol for

(e Bees A e el [ di, a central alveolar approximant (as in red) is an upside-down
i including audio, is also available on the

St res e o e s [1]. Finally, the flap occurring in American English in the
s middle of words like city and buddy is represented with the
symbol [r].

=D We are now ready to see the entire list of IPA consonant symbols relevant for describing

Tools>  English in Table 2.1.

Interactive  In the chart, places of articulation appear as columns across the top of the chart, while

IPA Chart  manner, nasality, and lateralness are captured in rows. Sounds differing only in voicing are
adjacent with the voiceless sound on the left and the voiced counterpart on the right. There
are many possible combinations where no consonant is represented; this reflects the lack
of such sounds in English, but does not mean that they are unattested in other languages.
Note that [w] appears in both the bilabial and the velar columns, since, as we have seen, it
involves constrictions simultaneously at the lips and at the velum. The flap [r] appears in
parentheses reflecting the fact that it is present for only certain varieties of English, such as
American and Australian English.
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TABLE 2.1 IPA chart for English consonants

Bilabial Labiodental  Dental Alveolar Postalveolar  Palatal Velar Glottal
Oral stops p b t d k g ?
Affricates tf ds
Nasal stops m n )
Flap (tap) (r)
Fricatives f v 0 o s z | 3 h
Central w 1 j w
approximants
Lateral 1

approximants

There are also IPA symbols for vowels. Vowels fundamentally differ from conso-
nants in being produced with a relatively open vocal tract, though of course there
is some movement of the tongue necessary to make different vowel sounds. The IPA
chart for American English appears in Table 2.2 followed, in Table 2.3, by its counterpart

for the variety of British English commonly referred to as BBC English.

(&)

.)))

STOP AND REFLECT 2.3 VOWELS IN ENGLISH VARIETIES

Recordings of the words in Tables 2.4 and 2.5 can be found on the How Languages Work website. For consistency,
all transcriptions in this chapter will be based on recordings from these, as are the exercises and online resources.
You should learn to hear the distinctions these speakers make and transcribe them accurately.

Accompanying Sound files for Chapter 02: Tables 2.4 and 2.5.

Your pronunciation of English might be different from these in some respects. Try pronouncing the words in
Tables 2.4 and 2.5. Are your vowels the same as these or different? If different, you can find the full IPA chart
online and determine which vowels you have in your own speech (your instructor can help you with this).
Textboxes 2.2 and 2.3 discuss some of the variation in vowels found across English dialects.

As the tables show, the dimensions used to describe vowels differ from those used to
classify consonants. Vowels can be described in terms of three core dimensions: back-
ness, height, and tenseness. In addition, vowels can differ in whether they are produced

with lip rounding, as with the vowel in boat, or not, as with the vowel in beet.

There are three degrees of height in English: high, mid, and low. Example words illus-
trating the vowels of American and British English are shown in Tables 2.4 and 2.5, respec-
tively. The mid-central vowel [s], also known as schwa, is confined to unstressed syllables
in English. It is pronounced with a higher tongue position than the mid-central vowel [4],
which is only found in stressed syllables (you can hear both of these vowels in the word

above; the first is [9] and the second is [A]).
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TABLE 2.2 |PA chart for American English vowels

Front Central Back
High Tense i u
Lax 1 0
Mid Tense e o
Lax e El
A
Low Lax E:S a
TABLE 2.3 IPA chart for British English vowels
Front Central Back
High Tense i u
Lax 1 [
Mid Tense e 3 o
Lax € k) b
A
Low Lax ® ano

TEXTBOX 2.2 [o] AND [a] IN AMERICAN ENGLISH

Many speakers of American English, including most
from California, lack the vowel [2]. For speakers who do
not have [2], it is because it has merged with the low
vowel [a]. Speakers who have undergone this merger
typically (at least in California) produce a low central
vowel in words like caught, dawn, and law. Speakers
who have a contrast between [5] and [a] have pairs of
words differing only in the vowel, e.g., caught with [2]

versus cot with [a] and dawn with [0] versus don with
[a]. Try asking several Americans to say the words cot
and caught. Do any of them have a different vowel in
the two words? Now try asking a speaker from Great
Britain how they pronounce these words. How does
their pronunciation compare with yours?

2 Sound files for low vowels in American English:

caught/cot

Vowels can also be described in terms of backness. The front vowels of English are [i,
1, e, £, &]. The back vowels of English (both dialects combined) are [u, u, 0, 9, a, ], while
the central vowels are [9, 3, A, a]. Several of the back and central vowels vary considerably
between dialects and between speakers in their pronunciation (Textbook 2.2). The vowel [a]
for American English speakers varies widely in its backness from speaker to speaker, so you
may note that you have a somewhat backer pronunciation than central [a]. British English
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TABLE 2.4 Example words illustrating the vowels of American English

Vowel height Vowel Description English words
High [i] High, front, tense, unrounded beet, bleed, see
[1] High, front, lax, unrounded sit, fin, lip
[u] High, back, tense, rounded boot, mood, soon
[v] High, back, lax, rounded foot, could, hood
Mid [e] Mid, front, tense, unrounded late, rain, paid
[e] Mid, front, lax, unrounded red, send, peck
[2] Mid, central, lax, unrounded about, ago
[a] Lower-mid, central, lax, unrounded rut, mud, up
[o] Mid, back, tense, rounded mode, loan, sew
Low [a] Low, central, lax, unrounded hot, mop, rock
[ee] Low, front, lax, unrounded cat, man, trap

TABLE 2.5 Example words illustrating the vowels of British English

Vowel height Vowel Description English words
High [i] High, front, tense, unrounded beet, bleed, see
[1] High, front, lax, unrounded sit, fin, lip
[u] High, back, tense, rounded boot, mood, soon
[v] High, back, lax, rounded foot, could, hood
Mid [e] Mid, front, tense, unrounded late, rain, paid
[e] Mid, front, lax, unrounded red, send, peck
[3] Mid, central, tense, unrounded purr, learn, sir
[2] Mid, central, lax, unrounded about, ago
[A] Lower-mid, central, lax, unrounded rut, mud, up
[o] Mid, back, tense, rounded mode, loan, sew
[5] Mid, back, lax, rounded dawn, bought, north
[p] Low, back, lax, rounded hot, mop, rock
[a] Low, back, lax, unrounded half, father, hard
Low [ae] Low, front, lax, unrounded cat, man, trap




39

2 Phonetics

has a low back unrounded [a] that corresponds to American English [e] in words like half
and to American English [a] in words like father. British English also has a low back rounded
[p] that corresponds to American English [a] in words like hot and pot. And British English
has an additional central vowel in words like purr and learn that corresponds to a syllabic [1]
or rhotacized (i.e., r-colored) schwa [o] (see Textbox 2.3) in American English.

Vowels can also differ in terms of their tenseness. There are several pairs of vowels in
English differing only in tenseness. For example, the pair of vowels [i] as in seat, and [1]
as sit differ along this dimension; [i] is a tense vowel and [1] is a lax vowel. Similarly, [e] is
tense and [e] is lax, [u] is tense and [v] is lax, [o] is tense and [o] is lax, and [3] is tense and
[] is lax. Tense vowels in English are longer than their lax counterparts and, for front and
back vowels, also typically have a slightly more peripheral tongue position (i.e., higher and
fronter in the case of front vowels, and higher and backer in the case of back vowels). You
can verify this by producing an [i] sound and then changing it to an [1]. You will feel the
tongue lowering slightly and retracting. Now try the same exercise by switching from [e] to
[e]; you will once again notice the tongue lowering and retracting.

The final parameter along which English vowels can be described is whether they are
produced with lip rounding or not. The rounded back vowels of English are [u, u, 0, o, D],
whereas [a] is unrounded. All the front and central vowels in English are unrounded. To see
that rounding is a separate parameter from tongue height and backness, try making
an [i] sound while looking in the mirror. You will notice that the corners of the mouth are
drawn back and that there is no lip rounding. Now without moving your tongue, round
your lips by protruding them. The sound you wind up producing is a high tense front
rounded vowel, a sound that does not occur in English but that is found in many languages
of the world, such as German and French. As a point of interest, this sound is transcribed as
[v] in the IPA. This is why we use [j] and not the [y] symbol to transcribe the palatal approx-
imant found in English words like yam and yellow.

TEXTBOX 2.3 VOWELS BEFORE “r” IN ENGLISH

Combinations of vowels plus “t” in English tend to be vowel to form a diphthong as in the words peer, pear,
pronounced very differently from other vowel-plus- and poor, as produced by speakers of British English.
consonant sequences. Speakers of many dialects drop The number of vowels occurring before “r” (where it
the “r” entirely at the end of a word or syllable, as in survives) is also typically reduced. Many speakers of

the stereotypical pronunciation of the phrase [pak American English thus have only one or two of the

09 ka 1n 'havad jad] ‘Park the car in Harvard Yard’ vowels [e, €, ®] before “r”. The words Mary, merry, and
by speakers of Boston or British English. After certain marry are homophonous for many people, as are the
vowels, as we have seen, the “t” may leave a residual names Karen and Keren. Likewise, the words pour and
schwa-like vowel that combines with the preceding poor are identical for many speakers.

In addition to the English vowels in Tables 2.2 and 2.3, there are also combinations
of vowels in English that function as a single unit in the sound system. These vowel
sequences are called diphthongs, in contrast to monophthongs, which are produced with
a single articulatory configuration. Diphthongs may be regarded as the vocalic equivalent
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to affricates, since they involve two phases. There are three clear diphthongs in American
English. One is [a1], which starts off as [a] and then rapidly sequences into [1]. The diph-
thong [a1] is found in many words in English including write, lie, and mine. The second
diphthong is [av], which is found in words like cow, town, and bout. Finally, the diphthong
[o1] occurs in words like boy, soy, and toil. British English has a few additional diphthongs
corresponding to sequences of vowel plus [1] for most speakers of American English. These
diphthongs, which all end in schwa, include [19] in words like peer and fear, [es] in words
like pear and care, and [us] in words like poor and tour. Textbox 2.4 describes some of the
other diphthongs that occur in English, which are a little less clear.

TEXTBOX 2.4 DIPHTHONGS IN BROAD AND NARROW PHONETIC
TRANSCRIPTIONS

Students with a careful ear will notice that most to [u] (British English) in a word like show. A broad

pronunciations of the English tense mid vowels [e] and phonetic transcription would transcribe these words

[o] are actually diphthongs, with the tongue moving as [le] and [fo]. A narrower phonetic transcription,

from the position of [e] to the position of [1] in a word one which seeks to record as much detail as possible,

like lay or either [0] to [u] (American English) or [3] would transcribe them as [le1] and either [[ou] or [[ou].

2.4 Using the IPA to Transcribe Words
S Now that you are familiar with the IPA, we can try using it to transcribe English words.
Phonetic Ome of the most important aspects of doing phonetic transcription is not to be
tran- biased by the spelling of a word. Since spelling symbols often differ from IPA symbols,
SCFiPt_iO” as we have seen, blindly following the English orthography can lead to transcription
exerase mistakes. In doing transcription, you may find it useful to first
""""""""""""""""""""""""""""""""""" ¢ think about how many sounds are in the word you are tran-
SIDEBAR 2.7 scribing. To take a simple example, the English word do has

i Your understanding of phonetics,
i phonology (the subject of the
i next chapter), and linguistics more

two sounds. The first sound is a voiced alveolar stop [d], while
the second sound is a high back rounded vowel [u]. (Don’t be

generally will be easier if you spend influenced by the spelling of the vowel as “0.”) If we put the

© time now memorizing the IPA: what |  two sounds together, we get [du] as the phonetic transcription.
. each symbol means and howitis [ et’s take a slightly trickier example now. In the spelling of the

i described. To help you with this,
i two sets of online flashcards are
¢ available on the website: one takes

word checks, there are six letters. In terms of phonetic tran-
scription, however, there are only four sounds. The first sound

you from standard description to is the voiceless postalveolar affricate [tf]. The vowel is the lax
- symbol and the other from symbol ©  mid-front vowel [¢]. The final consonant sequence consists of

to description.
22 IPA flashcards

a voiceless velar stop [K] and a voiceless alveolar fricative [s].
(Note that these are only two sounds [k] and [s], even though
there are three letters, “cks,” in the spelling.) With a little prac-
tice, you should be able to phonetically transcribe any English word, or even words in
other languages containing sounds that have been introduced in this chapter. It is also
possible to go in reverse and sound out the word from the phonetic transcription. For
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example, if you saw the IPA transcription [taf], you would know that it was the transcrip-
tion for the English word tough. Try out the transcriptions in Stop and Reflect 2.4, then
check your answers on the following page.

g STOP AND REFLECT 2.4 IPA TRANSCRIPTION PRACTICE

Try transcribing the following English words in the IPA, then check your transcription against the answers in
Sidebar 2.8 on the next page.

. yellow

. mission

. xylophone

® N LA WN =

. judge

lamb
wreath
beige

sixth

2.5 Co-articulation

So far we have been considering sounds in isolation, but it is important to recognize that
there is overlap between sounds in actual speech. While one sound is being pronounced,
the speech organs are preparing to produce the next sound. This articulatory overlap
between sounds is termed co-articulation. It is easiest to observe co-articulation between
adjacent sounds that have different articulators. For example, during the production of a
bilabial consonant like [b], the tongue is free to move into position from the preceding
vowel into the following vowel, as in the word reboot, in which the tongue must move
backer to transition from the high front vowel /i/ to the high back vowel /u/. Consonants
other than bilabials may even be subject to co-articulation with adjacent vowels. For exam-
ple, the body of the tongue is relatively free to transition between vowels during alveolar
consonants, since alveolars primarily involve the tongue tip but do not involve posterior
parts of the tongue, which play a crucial role in producing vowels.

Figure 2.3 contains a sequence of MRI images showing co-articulation between adjacent
sounds in the word leap, extracted from the phrase pea leap. During the first three images,
the tongue tip is raised toward the alveolar ridge and the back of the upper teeth to produce
the lateral approximant /l/. Already by the fourth image, the middle part of the tongue
has begun to rise in preparation for the high vowel /i/ even as the tongue tip is still curled
upward for the /I/. (It may be noted that the tongue body is already in a relatively high
position for the high vowel preceding the /1/.) The tongue body continues to rise through
the fifth frame, reaching its target position by the sixth frame, as the tongue tip gesture for
/1/ completely ends. In the seventh frame, while the /i/ is still being articulated, the lips
are already starting to close in preparation for the final bilabial stop /p/. The lips make a
complete closure by the eighth frame, before gradually opening in the tenth and eleventh
frames.
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1 Tongue tip raised 2 3 4 Body of tongue raises
for /I/ for /i/

5 6 Tongue tip completely 7 Lips start to close for 8
retracts at end of /I/ Ip/

9 10 11 Lips open

Figure 2.3 Sequenced MRI images of the word leap /lip/ extracted from the phrase pea leap. [The MRI
images in this chapter were generously made available by Shri Narayanan of the University of Southern
California Speech Production and Articulation Knowledge Group (SPAN). More MRI images (in video
format with accompanying sound files) for other English sounds are available on SPAN’s website: http://
sail.usc.edu/span/mri-timit/.]

It is clear from Figure 2.3 that there is substantial co-articula-
R . tion between adjacent sounds. The tongue body is already pre-

. SIDEBAR 2.8 ¢ paring for /i/ during the production of /1/, and the lips are already
Answers to the Stop and Reflect 2.4. moving into position for the /p/ during the /i/. Co-articulation is
1. yellow /jelo/ an essential characteristic of all speech.

: 2. lamb /lem/

¢ 3. wreath /1i6/ .

2 beige bes/ . 2.6 Phonetic Typology

5. mission /mifan/ Although English has a relatively large number of sound.s,
{ 6. sixth /siks6/ it lacks many sounds that are found in other languages of
. 7. xylophone  /zarlafon/ the world. Many of the gaps in the English IPA chart are filled
: 8. judge /d3ads/

by symbols representing sounds which occur in other languages.

See Textbox 2.6 for an example of one such type of sound.
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i end of this book. You can use it as a :
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Dental Retroflex

Figure 2.4 Dental /1/ and retroflex /| / in Tamil

On the full IPA chart (see Sidebar 2.9), you will see a number of
new symbols that represent sounds not attested in English. For
example, the symbol [x] refers to a voiceless velar fricative, as

© reference for IPA symbols that you are . found in the final consonant in the German name Bach. There

- unfamiliar with. An interactive chart . are also places of articulation not found in English. For exam-

i is available on the How Languages
i Work website; you can toggle :
: between a chart with only the sounds :

ple, many languages have wvular consonants, produced by the
back of the tongue coming into contact with or approximating

© of English and a chart with most of :  the uvula (the appendage which hangs down in the back of the

© the sounds in the world’s languages. | oral cavity). Uvular consonants are found in many languages,

A ; 1 . . ;

¢ 7@ Tools > Interactive IPA Chart © ych as French, which has a voiced uvular approximant as the
with Audio 1

initial sound of rouge.

Another interesting category of sounds found in many lan-
guages of the world are the retroflex consonants, which
are often produced with the tip of the tongue curled backwards toward the roof of the
mouth behind the alveolar ridge. One language containing this type of retroflex consonant
is Tamil, a Dravidian language spoken primarily in southern India. In this language the
retroflex consonants are described as “subapical,” since the underside of the tongue makes
contact with the roof of the mouth. The MRI images in Figure 2.4 compare a retroflex lat-
eral approximant /[/ with a dental /] / (indicated by a subscripted to distinguish it from an
alveolar /1/), as produced by a Tamil speaker.

The place of articulation is much farther back in the mouth for the retroflex than for the
dental, and the tongue tip is clearly curled back during the retroflex so that the underside
of the tongue, rather than the upper surface, makes contact. For a description of some of
the methods linguists use to explore tongue position and other phonetic features of speech
sounds, see Textbox 2.5.
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There are many other types of speech sounds in languages. While we cannot introduce
all of them here, there are now excellent resources for phonetics on the Internet. If you are
interested in hearing other types of sounds from the IPA, the website put together by the
great phonetician Dr. Peter Ladefoged contains links to sound files from languages exam-
ined during years of phonetic research throughout the world: Vowels and Consonants (2nd
edition) companion website. “&

TEXTBOX 2.5 INSTRUMENTAL PHONETIC TECHNIQUES

There are a number of instrumental techniques available  (shown in Figures 2.3 and 2.4), electromagnetic

for learning about the phonetic properties of speech. articulography, electroglottography (for studying the
These include non-invasive procedures such as making larynx), and ultrasound, which is used to track tongue
audio or video recordings to analyze acoustic features position and is illustrated in the photograph below.
and collecting airflow and air pressure data to study The book by Bryan Gick et al., cited in the Suggestions
aerodynamic properties. Other techniques for directly for Further Reading at the end of the chapter, provides
analyzing articulatory gestures can be more complex an overview of a number of techniques used to gain

(and invasive) and include magnetic resonance imaging insight into articulatory properties of speech.

Bernard Comrie, author of the Tsez Language Profile, is the subject of an ultrasound experiment
tracing his tongue position.
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TEXTBOX 2.5 (cont.)

One relatively low-tech method for examining
articulation is static palatography. Palatography data are
collected by painting the tongue with a viscous mixture
of activated charcoal and olive oil and then producing
a sound, typically a consonant articulated somewhere
between the teeth and the soft palate. (Alternatively,
cocoa may be used instead of activated charcoal.) The
contact between the tongue and the roof of the mouth
leaves a residue of the olive oil and charcoal mixture
on the upper surface of the mouth at the point of
contact. This contact pattern, or palatogram, can be
examined and photographed for comparison with other
palatograms, by holding a mirror under the roof of the

Palatograms where residue indicates dental (left) and postalveolar (right) consonant articulations.

mouth. The picture below contains two palatograms
illustrating a contrast between a dental stop (on the

left) and a postalveolar stop (on the right) in Ndumbea,

a language of New Caledonia whose phonetic system

is described in an article by Matthew Gordon and

lan Maddieson (1999: 66-90). The palatograms are
photographs of the roof of the mouth made after the
consonant has been articulated. In the palatogram on the
left, there is black residue from the olive oil-charcoal mix
on the upper teeth, indicating that the consonant was a
dental. In the palatogram on the right, on the other hand,
the teeth are clean, indicating that the point of contact
was farther back in the mouth, in the postalveolar region.

TEXTBOX 2.6 EJECTIVE STOPS

Ejective stops are common in indigenous languages

of North America. For example, Navajo, an Athabaskan
language spoken in the southwestern United States, has
ejective stops at several places of articulation.

To produce the ejective [k'], emphatically say the
English word cake without releasing the final velar stop.
While you are holding the stop closure, close your
glottis just as if you were making a glottal stop. Now
release the velar closure before releasing the glottal

stop and you should hear a popping sound much like
in the Navajo velar ejective. Sometimes it takes practice
to learn new sounds, so don’t be discouraged if you
don’t produce an ejective on your first try. Everyone
finds certain sounds easier to make than others.
Ejectives may come naturally to one person, while clicks
may come more naturally to someone else.

4,3\ Audio files of ejective stops in Navajo.
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2.7 Suprasegmentals

In addition to describing individual speech sounds, phonetics is also con-
cerned with patterns over groups of sounds. Phonetic properties above
the level of individual sounds (otherwise known as segments) fall under
the heading of suprasegmentals.

language with ejectives

i and glottalized sonorants.

i See also the Tsez Language

¢ Profile (LP7) for another ]
description of ejective stops. :
........................................ ¢ flanked on one or both sides by consonants. The syllable peak (or

2.7.1 Syllables

One unit larger than the segment is the syllable. The syllable is a
linguistic grouping that consists of a single peak, which may be

nucleus) is so called because it is the most prominent (or loudest) part
of the syllable. The syllable peak typically comprises a vowel, the most prominent type
of sound. Consonants that precede the syllable peak within the syllable are referred to as
the syllable onset, while consonants that follow the peak are called the syllable coda.
Since consonants are less prominent than vowels, syllables typically first increase in promi-
nence (from the onset to the peak), then decrease (from the peak to the coda). Textbox 2.7
describes the less frequent occurrence of consonants as syllable peaks.
The IPA has a symbol for representing syllable boundaries. It is a period that is positioned
between syllables. For example, the name Mississippi has four syllables and would be tran-
scribed as [mi.sa.s1.pi].

TEXTBOX 2.7 SYLLABIC CONSONANTS

Although most syllables have vowels as the peak of the
syllable, it is also possible to have consonantal peaks.
For example, the words little and button each have two
syllables, the second of which usually does not have

a true vowel. The syllable peak in the second syllable
of little is [1] while the peak in the second syllable of
button is [n]. Both of these sounds are sonorants, the
most prominent type of consonant, so they are natural
syllable peaks. The nasal [m] can also function as a
syllable peak in English as in prism. In most varieties

of American English, [1] also occurs as a syllable peak

as in learn and the second syllable of butter. In British
English, the vowel [3] rather than [1] is the syllable
peak in words like learn and butter, though it is often
possible to hear a rhotic coloring to the vowel.

Consonants that function as syllable peaks are known
as syllabic consonants. In phonetic transcriptions,
they are indicated by the symbol [,] appearing under
a consonant letter, e.g. [1], [1], [n]. You may also
encounter [2+] (or [3]), the symbol for a rhotacized
central vowel, instead of [1] in varieties of English, e.g.,
American English, that have syllabic [1].

2.7.2 Stress

Another important suprasegmental property is stress. Stress is the relative prominence of differ-
ent syllables in a word. Stressed syllables typically have some combination of longer duration,
greater loudness or higher pitch relative to unstressed syllables. In languages that have stress,
there is one syllable per word that carries the main or primary stress. For example, the first
syllable in sofa carries stress, while the second syllable in relax is stressed. The IPA symbol for
primary stress is ['], which goes above and to the left of the first sound in the primary stressed
syllable. The transcriptions of sofa and relax would thus be ['sofs] and [ri'leeks], respectively.
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It is also possible for a word, particularly a long word, to have secondary stresses that
are not as strong as the primary stress but are stronger than completely unstressed syllables.
The IPA symbol for secondary stress is [,], which goes below and to the left of the secondary
stressed syllable. To take an example of secondary stress from English, the word Mississippi
has a secondary stress on the first syllable in addition to the primary stress on the third
syllable, thus [,mi.sa.'s1. pi].

English uses stress to differentiate some pairs of words with different meanings. For exam-
ple, the word insight is stressed on the first syllable, while the word incite is stressed on the
second syllable. English has several noun and verb pairs that differ in the location of stress.
For example, the noun convert has initial stress, while the verb
convert has stress on the second syllable. Similarly, the noun import
has stress on the first syllable, while the verb import has stress on
the second syllable. We can see that in English the position of
the primary stress cannot be predicted (for more on stress cross-
linguistically, see Textbox 2.8).

TEXTBOX 2.8 STRESS SYSTEMS AROUND THE WORLD

Stress patterns display considerable diversity
cross-linguistically.

One of the major distinctions between stress systems
is whether stress falls a consistent distance from the
word edge across words of different shapes. In many
languages, the primary stress of a word falls on a
predictable syllable. For example, in Latvian, the first
syllable of a word receives primary stress, whereas in
Polish, primary stress falls on the second-to-last syllable,
also called the “penultimate” syllable, of the word.
This type of stress pattern, where the location of stress
can be predicted by its position in the word, is called
weight-insensitive stress. The three most common
locations of stress in weight-insensitive stress systems
are the initial syllable, the penultimate syllable, and
the final syllable, although other stress sites such as
the peninitial (second syllable from the left) and the

antepenultimate (third syllable from the right) are

also attested. Other languages, such as Yup'ik, display
weight-sensitive stress because they preferentially
stress intrinsically more prominent (termed “heavy”)
syllable types, e.g., syllables with long vowels or closed
syllables.

Another way in which stress systems differ cross-
linguistically is in whether they have only a single
primary stress per word or whether they place rhythmic
secondary stresses in longer words, as in the Florida
place name Apalachicola, phonetically [,e.pas. le.
tfa.'kho.15]. To learn more about the distribution
of stress systems cross-linguistically, the interested
reader is encouraged to refer to the four chapters and
accompanying maps (features 14-17) dealing with
stress in The World Atlas of Language Structures (http://
wals.info/feature).

2.7.3 Tone

=
Sound
files for

tone in
Dida

In some languages, stress plays much less of a role than in English. This includes tone lan-
guages (see Textbox 2.9 for a discussion of the distribution of tone languages worldwide).
Intonelanguages, fundamental frequency (or its perceptual correlate, pitch) plays
an important part in distinguishing between words with different meanings. For
example, in Dida, a Kru language spoken in the Ivory Coast, Africa, the same string of
segments can have different meanings depending on the tone pattern associated with the
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string. To take one minimal pair, the word [su] with a mid tone means ‘tree,” while the same
sound sequence with a low tone means ‘hot.” (Dida also has other tones besides mid and
low tone.) English does not use tone to contrast words. Rather, in English fundamental fre-
quency plays an important role in signaling stress and also in the last of the suprasegmental
properties to be discussed here, intonation.

TEXTBOX 2.9 TONE LANGUAGES AROUND THE WORLD

In some regions of the world the great majority of
languages have tone. This is particularly true of China,
Southeast Asia, and sub-Saharan Africa. (A discussion of
why linguistic features like tone cluster geographically
can be found in Section 13.6.) However, tone is not
restricted to these regions and, in fact, tone languages
are found in many parts of the world. To see the
distribution of tone languages, visit the excellent online
resource, The World Atlas of Language Structures, go to
the page on tone (http://wals.info/feature/13A), and

Tone languages include Mandarin, Cantonese,
and virtually every other Chinese language; Thai,
Vietnamese, Cambodian, and Tibetan in Southeast
Asia and the Tibetan Plateau; Zulu, Shona, Igbo,
Hausa, and Somali in Africa; Hopi and Cherokee in the
United States; Mixtec, Huave, and Otomi in Mexico;
and Kubeo and Piraha in South America. Although
quite rare in Europe, simple tone systems are found
in Norwegian and Latvian. Two tone languages,
Manange and Seneca, are described in Language

click on the “show map” button.

Profiles 3 and 13.

2.7.4 Intonation

Intonation refers to the changes in fundamental frequency (pitch) that occur during a phrase
or an utterance. All languages (even tone languages) use differences in intonation pat-
terns to mark differences in meaning that are not conveyed by segmental differences.
For example, English statements are typically marked by a pitch fall at the end, while English
yes/no questions often have a pitch rise. The English sentence So, you don’t think that’ll work
can be uttered with either a rising or a falling pitch pattern, with very different connotations
(see Stop and Reflect 2.5). The pitch fall indicates that the speaker is summarizing the opinion
of the person he or she is talking to, whereas the pitch rise would be used to question whether
the person thinks something will work or not. Intonation patterns and their functions are
language-specific, with interesting variations across languages, as illustrated by Chickasaw in
Textbox 2.10.

S

g STOP AND REFLECT 2.5 INTONATION PATTERNS

Relatively small differences in intonation patterns can dramatically change the connotation of an utterance.
Try figuring out the meaning when the sentence So, you don’t think that’ll work is produced with three
different intonation patterns. Several alternative pronunciations can be found in sound files on the website.
What others can you produce and what meanings do these variations convey?

Sound files for So, you don't think that'll work
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TEXTBOX 2.10 INTONATION IN STATEMENTS AND QUESTIONS

Most languages of the world have falling pitch as the information (such as when something happened), can
unmarked intonation contour at the end of declarative differ in their intonation within the same language.
sentences. Languages display more variation in whether  Chickasaw, a highly endangered American Indian

they employ rising or falling intonation at the end language of Oklahoma, is typologically unusual in that
of questions, with the possibility that different types many speakers employ a rise at the end of statements
of questions, for example, questions requiring a yes and a fall at the end of questions.

or no answer as opposed to those requiring specific /,’A\ Sound files for intonation in Chickasaw

Intonation is a very complex area of phonetics since it is used for many functions. These
functions may include, among others, to signal that someone has finished speaking or is
going to continue speaking after a brief pause, to convey emotions, or to mark emphasis.
Intonation is further discussed in Chapter 10, on prosody.

CHAPTER SUMMARY

In this chapter, we have discussed articulatory phonetics, which deals with how the

vocal organs produce speech. The speech organs can be divided into three regions. The
subglottal system, which comprises the lungs and the trachea, provides the air that the
upstream articulators manipulate to produce sound. The larynx is the gateway to the
supralaryngeal system; vibrations of the vocal folds in the larynx produce voicing, which
is a key component of many speech sounds. The supralaryngeal system includes the lips,
teeth, velum, and tongue, all of which can be moved to produce different speech sounds.
These sounds can all be classified according to manner and place of articulation, voicing,
and whether they are nasal or oral. We have also learned about the ways in which speech
sounds can be transcribed using the IPA. In addition to describing individual sounds,
phonetics includes the study of suprasegmental properties such as syllable structure, stress,
tone, and intonation. Taken together, the key features of speech production introduced in
this chapter on phonetics can be used to describe the sounds of a language; examining the
patterns of behavior for sounds within a language falls within the area of phonology, the
topic of the next chapter.

SUGGESTIONS FOR FURTHER READING
Catford, John C. 2003. A practical introduction to phonetics, 2nd edn. Oxford University Press.

This introductory book focuses on mastery of phonetics through self-experimentation with one’s
own vocal tract.
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Gick, Bryan, Ian Wilson, and Donald Derrick. 2013. Articulatory phonetics. Malden, Mass.:
Wiley-Blackwell Publishers.

This reference offers a thorough introduction to speech production and includes discussion of
instrumental techniques for examining articulation.

Johnson, Keith. 2011. Acoustic and auditory phonetics, 3rd edn. Malden, Mass.: Wiley-Blackwell
Publishers.

This book introduces acoustic phonetics and how the auditory system perceives speech.

Ladefoged, Peter. 1995. Elements of acoustic phonetics. University of Chicago Press.

This book provides an informative introduction to the acoustics of speech and techniques for
acoustic analysis.

Ladefoged, Peter, and Sandra Ferrari Disner. 2012. Vowels and consonants, 3rd edn. Chicago:
Wiley-Blackwell Publishers.

This is a somewhat more basic introduction to phonetics than A course in phonetics.

Ladefoged, Peter, and Keith Johnson. 2014. A course in phonetics, 7th edn. Boston: Wadsworth
Publishing.
This is the most widely used introduction to phonetics. It introduces the entire International
Phonetic Alphabet, including sounds found in a variety of languages other than English.

Ladefoged, Peter, and Ian Maddieson. 1996. Sounds of the world’s languages. Oxford: Wiley-
Blackwell Publishers.
Drawing on the authors’ extensive experience conducting linguistic research on under
documented and endangered languages, this book is the definitive guide to both acoustic and
articulatory properties of sounds found in languages throughout the world.

EXERCISES

1. Using English prose, succinctly describe how the articulators move in the pronunciation of each of the
following words given in the left column. Then describe how the movement of the articulators changes in
the pronunciation of the word in the right column. (Hint: Pronounce these words slowly and feel how your
own articulators are moving.)

a. much muck
b.  stick slick
c. shy she
d. rings reeks
e. jog dog

Example answer for pan and pat:

In pan the word begins with the lips closed and vocal cords still. After the lips are released, the vocal cords
begin to vibrate while the tongue is in a low position in the front of the oral cavity. The velum is lowered
so air passes through the nasal cavity. The tongue raises and makes contact with the alveolar ridge, closing
off the oral cavity entirely, but air continues to pass through the nose. In pat, the articulation differs in that
the velum remains raised, so the air is only expelled through the oral cavity. When the tongue contacts the
alveolar ridge, the air is fully stopped.
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2. Provide succinct answers to each of the following questions:

a. How does the articulation of a nasalized vowel differ from the articulation of an oral vowel?

b. How does the articulation of a voiced stop differ from the articulation of a voiceless fricative?

c. How does the articulation of a fricative differ from the articulation of an affricate?

d. How does the articulation of a central approximant differ from the articulation of a lateral approximant?

e. How does the articulation of a labiodental fricative differ from the articulation of an interdental fricative?
/5.\\\ 3. Identify whether or not each of the following transcriptions is a word in American English. If so, write the
Sound word. If not, make a change or changes in the transcription to produce an accurate IPA transcription of the
files for American English word that the transcription suggests.

Exercise 3 Note: The symbol [,] under a consonant letter means that it is syllabic; it forms the peak of the syllable, as
the orthographic vowel is not pronounced, e.g., the second syllable of center ['senti].

a. [pro'dus] h. ['frentic] o. ['fedz]
b. ['tfempjon] i. [fadge] p. ['pet/d]
c. ['kast]] j. [heni] q. ['koms]
d. ['d3ingl] k. ['kiiki] r. [fatl]
e. ['spitf] I. ['lak] s. [kittn]
f. [o'lau] m. ['ship] t. [yan]
g. [1m'pefont] n. [sappi]
=
2 4. Transcribe the following words using the International Phonetic Alphabet. Sound files of speech by
Sound American and British speakers are available on the website.
files f
E|es 9r 4 a. telephone h. creams o. sprinkle
xercise b. yoyo i. baked p. thank
C. maneuver j. loudly q. bathes
d. phonetics k. risky r. feathers
e. shrink I. obvious s. puppies
f. forget m. hopefully t. buoyant
g. slapped n. cradle
4’3\ 5. Mark the positions of primary stress in the following pairs of words; sound files are available on the
Sound website:
files for a. electric electricity
Exercise 5 b. tangent tangential
c. fluid fluidity
d. pragmatic pragmatist
e. fortunate unfortunately
f. emphasis emphatic
g. mercury mercurial
h. constitution constitutionality
i. industry industrialization
j. fantastic fantastical
o 6. Transcribe the following words using the IPA. Be sure to listen carefully to the words so as not to be misled
Sound by standard English orthography. Mark the primary stress; sound files are available on the website.
files ff)r a. paper j. cupid s. ploughed
Exercise 6 1, ride k. good t. chef
c. kitchen I. crushed u. thought
d. lemony m. button v. contribute
e. violet n. yearling w. machine
f. measure o. philosophy x. Celtic
g. yes p. chunkier y. whale
h. honorable q. bathes z. jelly
i. attacked r. bath
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Indicate which of the four alternative transcriptions represents an accurate IPA transcription of the given
word.

a. phones
i. [phons]
ii. [fons]
iii. [fonz]
iv. [fonez]
b. attract
i. [a'trekt]
ii. [o'tiekt]
iii. [a'treekt]
iv. [o'trect]
c. beauty
i. [byuti]
ii. ['byuti]
iii. ['bjuti]
iv. ['bjuri]
d. singer
i. ['smi]
ii. ['sing1]
iii. [singr]
iv. [sipger]
e. otherwise
i. ['aBiwaise]
ii. ['ABiwaiz]
iii. ['adiwaiz]
iv. ['Adiwayz]
f. spiked
i. [spaiked]
ii. [spaikt]
iii. [spaykt]
iv. [spikt]
g. xray
i. ['eksray]
ii. ['eksie]
iii. ['exre]
iv. ['exie]

The International Phonetic Alphabet was developed in the late nineteenth century by language teachers in
France interested in creating a transcription system for teaching the pronunciation of foreign languages.
Since its origination, the phonetic alphabet has been dramatically expanded to include sounds found in
languages throughout the world, with the goal of representing all the sounds that are used to differentiate
words in all languages. In addition, the group responsible for developing the IPA, the International
Phonetic Association, has grown substantially and now has thousands of members throughout the world.
Besides developing and maintaining the phonetic alphabet, the International Phonetic Association also
produces a journal containing research articles on phonetics and phonetic descriptions of languages. The
Journal of the International Phonetic Association (or JIPA) was originally published exclusively using the IPA,
although it now publishes articles primarily in English. Below are two versions, one in American English
and one in British English, of a brief passage (in the IPA) from a fable that has been translated into many
different foreign languages in JIPA. Read it aloud and write the passage in standard English orthography.

American English

02 no16 wind send do san wi daspjurep wit] waz ds stiapgi, wen o tieevolr kem olap aapt i o waim klok.
Oe ogiid daet 0o wan hu fist soksided m mekon 09 tieevals tek hiz klok af fud bi kensicid stiangs deen 0o

Ad1 den 0o no1d wind blu az haid @z hi kud, bat 80 mou hi blu 8o mouz klosli did 89 tiaevals fold hiz klok
araund him; send at leest, 0o por noi® wind gev ap 0s atempt. den do san famnd avt waimli, eend omiriotli
0o tiaevali tuk af hiz klok. eend so o no16 wind waz ablaidzd tu konfes daet 0o san waz 09 stiangs av 99 tu.
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British English

03 nd6 wind @&nd 03 san w3 daspjutern witf wpz da stipngi, wen o tievals kem slon 1@pt m s wom
klok. de ag1id det 3o wan hu f3st soksidad 1 mekan da tievals tek hiz klok of fud bi konsidsd stipygz
dan 03 A03. den 02 ndO wind blu @z had @z hi kud, bat 3 md hi blu da mo klosli did da tievals fold
hiz klok a1avnd him; @nd &t last, 09 nd6 wind gev Ap ds stempt. den 83 san [on avt womli, end
omidiatli 09 tievals tuk of hiz klok. @nd so 83 noe wind woz ablaidzd tu kanfes det d3 san woz 02
stionga pv 09 tu.

This exercise asks you to phonetically transcribe a short stretch of natural connected speech. For American

English, the How Languages Work website includes a video clip of Daniel Hieber, a UC Santa Barbara

doctoral student in linguistics, presenting a prize-winning three-minute talk on revitalizing the Chitimacha

language. For British English, a set of BBC radio programs on language matters in different locations around

the world produced by British anthropologist Dr. Mark Turin, can be found at http://markturin.arts.ubc.ca/

bbc-series/. Alternatively, you can choose a different clip, but make sure it is: (1) publically accessible on the

Internet with a simple URL and not in a site that is password-protected or requires an account; and (2) of

good quality with clearly audible speech (excluding singing) by a single person. Choose a short segment of

the recording consisting of at least 25 spoken words.

a. Provide the URL where you found your clip and any additional details needed to direct your instructor
to the specific clip that you used.

b. Note the start and end times of your clip in minutes and seconds.

c. Transcribe that stretch of speech in normal English spelling.

d. Transcribe the words using the IPA. If there is more than one intonation unit, you may place them on
separate lines.

e. Make a list of the first sound from each word and describe those sounds in articulatory terms: place,
manner, and voicing (for consonants) or height/backness/rounding/tenseness (for vowels).

Example
a. https://hlw.id.ucsb.edu/ch02/index.html
b. Starts at 0:25; ends at 0:32
c. | want you to imagine for a moment what that’s like — to be the last speaker of your language, knowing that
when you pass away, your language will fall silent.
d. [a1 want[ ju tu o'ma@d3in for o 'momoant wat dats laik, to bi 0o laest 'spiki ov joi 'lengwad3 'nowiy
dat wen ju pas o'wei your 'lengwoadz wil fal 'sarlont]
e. First sound of each word:
n: voiced alveolar nasal stop
ar: diphthong — low central lax unrounded vowel moving to a high front lax unrounded vowel
w: voiced labiovelar central approximant
j: voiced palatal central approximant (glide)
etc.

Find a speaker of a language which you have never spoken or studied and ask if they would be willing

to pronounce some words for you. Transcribe the words for the parts of the hand: hand, palm, finger,
fingernail, knuckle, wrist, and any other vocabulary the language might have. (It can be particularly
interesting to ask for the words for each finger — pinky finger, ring finger, etc. — as these are often
compounds with interesting meanings.) Do your best to transcribe each word in IPA. Be sure to mark any
stress, tone, length, and/or nasalization that you hear.

If you come across a sound you haven’t heard before, try to produce it yourself, using the speaker’s
feedback to improve your pronunciation. Then pay close attention to the positioning of your articulators
and describe the sound using the descriptors for place of articulation, manner of articulation, voicing,
vowel height, vowel backness, rounding, and tenseness. You can use the IPA chart in this book and
the interactive IPA chart online as an additional resource. Your report on this study should include the
following:

a. Name of the language

b. Name of your speaker

c. One paragraph biography of the speaker (where they grew up, schooling, what other languages they
learned, when)

d. At least ten words transcribed in IPA, with the English translations in single quotation marks

e. Phonetic descriptions of any sounds that are not also found in English, together with their associated
IPA symbols.
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Note: This is a challenging exercise for someone who is just beginning to study linguistics. The goal is to
expose you to other languages, to give you the experience of working with a speaker of a language that
is unknown to you, to teach you to listen carefully, and to begin to train you to hear and produce sounds
in other languages. We don’t expect perfect accuracy, but do your best! If you go on to study more
linguistics, you may have an opportunity to do a fuller study of this type in a course on phonetics.
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Organization of Speech Sounds

KEY TERMS

Natural class Complementary distribution
Minimal pair Contrastive distribution
Phoneme Phonological rule

Near minimal pair Free variation

Allophone Allomorphy

CHAPTER PREVIEW

Phonology is the study of how sounds systematically behave. We will see in this chapter that
sounds often pattern together in groups with respect to where they occur and how they interact
with other groups of sounds. We will learn how to analyze the phonological systems of languages
by examining the distribution of sounds in words. We will see that sounds have different statuses
in language: some sounds (called phonemes) differentiate meanings while other sounds (called
allophones) do not. These and other complex sound patterns can be represented by formal
phonological rules. We will also explore some of the competing phonetic motivations driving
phonological patterns. This will allow us to understand the ways in which phonological rules are
grounded in both the phonetic and the functional bases of human language.

LIST OF AIMS
At the end of this chapter, students will be able to:

identify natural classes of sounds;

find minimal and near-minimal pairs in a data set;

locate sounds in complementary distribution;

describe the environments in which allophones occur;
argue for the phonemic status of sounds of a language;
compare and contrast allophonic and allomorphic variation;
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» recognize common phonological processes;
» discuss functional and phonetic reasons for allophones.

Natural Classes

The notion of groups or classes of sounds was introduced earlier in Chapter 2. For conso-
nants, we saw that phonetic features describing voicing and place or manner of articulation
can be used to divide sounds into groups. For example, the alveolars of English are [t, d, n,
s, z, 1, 1], while the nasals of English are [m, n, p]. For vowels, phonetic terms for height,
backness, tenseness, and rounding can be used to divide vowel sounds into classes. Thus, [i,

1, €, g, &] are front vowels and [i, e, u, o] are tense vowels.
These same phonetic features can be used to describe groups of sounds that
behave together in a phonological system. Groups of sounds

- SIDEBAR 3.1
¢ You can find definitions for key

that pattern together are called natural classes. Recall the dis-
cussion of the forms of the English past tense from Chapter 1.

© terms and bolded terms throughout We saw that the past tense of regular verbs in English is formed

this chapter in the Glossary (at the through addition of the suffix spelled -ed in the orthography.
- back of this book or on the student  phonetically, the -ed suffix has three realizations. One realization

i resources website). Additional online :
i resources for this chapter includea
¢ study guide, review quiz, vocabulary :

is as a voiceless alveolar stop [t] in such words as walked [wakt],
trapped [tiept], washed [wat], laughed [leeft], and poached [pot/t].

© quizzes, a guide and flowcharton | Another realization is as a voiced alveolar stop in words such
- phonemic analysis, a rule-writing  as rubbed [1abd], wagged [waegd], buzzed [bazd], judged [d3adzd],

guide, and interactive problem sets.

rhymed [1a1md], and planned [plaend]. The third realization is to

pronounce -ed as [od] in words like seated [sitod/siced] (depend-
ing on your dialect), baited [betod/berad], padded [padad/paerad], needed [nidod/nirad],
rented [1entad], and landed [leendad].

The choice of how to pronounce the past-tense suffix when associated with a particular
word is not an arbitrary or unpredictable one that requires rote memorization of the past
tense for every English word. Rather, there is a pattern that governs the selection of the
realization. The [t] realization is used when the base verb form (or root) ends in a voiceless
consonant, the [d] realization with verb roots ending in a voiced consonant, and the [od]
variant with verb roots ending in an alveolar stop (or, in American English, a flap).

The relationship between the root-final consonant and the selection of a past-tense
variant is sensible from a phonetic standpoint. The realization [t] is voiceless, as are the
consonants that trigger the [t] past tense; the realization [d] is voiced, as are the conso-
nants that trigger the [d] past tense. The general pattern is thus one of voicing agreement
between the root-final consonant and the past-tense suffix. Voicing harmony is one type
of assimilation process, whereby two sounds come to share some property or cluster
of properties. Assimilation is the most common type of phonological process and
comes in many guises, for example, place-of-articulation assimilation, manner assimi-
lation, nasal assimilation, and rounding assimilation. Like other assimilation phenom-
ena, voicing assimilation is phonetically motivated. It is articulatorily easier to maintain
the same laryngeal setting (either voiced or voiceless) throughout the entire cluster that



57

3 Phonology

consists of the root-final consonant and the past-tense suffix than it is to rapidly change
from voiced to voiceless or vice versa.

The final realization [od] also has phonetic grounding. It would be difficult to produce the
past-tense alveolar stop immediately after another alveolar stop or flap without an inter-
vening vowel. The schwa [9] is the perfect “filler vowel” for such cases, because it requires
relatively little phonetic effort since it is produced with the tongue near its resting position.

The variation in the realization of the past-tense suffix illustrates one of the fundamental
principles guiding many phonological alternations: the drive toward minimizing articu-
latory effort. Both voicing assimilation and schwa insertion reduce the amount of articu-
latory exertion required to produce the past-tense form of English verbs. As your study of
phonology progresses, the attempt to minimize articulatory effort will emerge as a recurring
theme in the organization of phonological systems. The goal of the phonologist is not
merely to describe the patterns found in languages but also to explain the forces motivating
these patterns, which are often (though not always) phonetically driven.

Given the importance of phonetic considerations in shaping phonological systems, it is
not surprising that natural classes play a crucial role in the study of phonology. Consequently,
recognizing natural classes is an important analytical skill to develop. In order for a set of
sounds to form a natural class, two criteria must be met: first, the sounds must all
share one or more phonetic features; second, the sounds must be the complete set
of sounds sharing those features in the given data. To demonstrate the application of
these two criteria, consider the IPA chart for English consonants in Table 3.1.

Keeping in mind the two criteria for a natural class, consider the following sets of conso-
nants and determine whether or not they constitute natural classes.

1. ptk?

2. mny
3.tdnrsla
4. bm

TABLE 3.1 The consonants of English

Bilabial Labiodental Dental  Alveolar Postalveolar  Palatal Velar Glottal
Oral stops P b t d k g ?
Affricates tf dz
Nasal stops m n I\
Flap (tap) (r)
Fricatives f v 0 0 S z I 3 h
Central w 1 j w

approximants

Lateral

approximants
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The first group of sounds satisfies the first condition for being a natural class, since all
of the sounds are voiceless stops. They also meet the second criterion, since the data set
comprises the entire set of voiceless stops in the English IPA chart. Set (1) is thus a natural
class. Notice that we need the two phonetic features “voiceless” and “stop” to correctly
define this natural class. If we said only that the natural class is the set of voiceless sounds,
this would not be adequate since there are many voiceless sounds in the data set that are
not in Set (1), e.g., the voiceless fricatives. Nor could we simply describe the natural class as

“stops,” since Set (1) is missing all of the voiced stops, both oral and nasal.

The second group of sounds also satisfies the first condition since all of the sounds are
nasals. Set (2) also meets the second condition, since the sounds constitute the entire group

of nasals in the data set.

The third group is a little trickier. It is true that the sounds in Set (3) satisfy the first
condition for being a natural class, since they are all alveolars. However, Set (3) is not an
exhaustive set of the alveolars in the data: it is missing [z]. For this reason, the third group

is not a natural class.

The fourth group is a small set of sounds, which have in common that they are voiced
bilabial stops. Set (4) is also the complete set of voiced bilabial stops in English, so we have
a natural class. Notice that we need all three descriptive features, “voiced,” “bilabial,” and
“stop,” to describe this natural class. The omission of any of these descriptors would mean
that the second criterion for being a natural class, that the sounds be an exhaustive set for

the given data, would not be met.

9 STOP AND REFLECT 3.1 NATURAL CLASSES IN ENGLISH

Use the two criteria of sharing one or more phonetic features and of comprising all of the sounds with those
features in the language to determine whether the following groups of consonants constitute natural classes
in English. You can check your answers in Sidebar 3.2 on the next page.

a. 1,1

b. g, g w

¢ pbtdkg

d. v, 0,3

e. [,3t,d3

The requirement that a natural class be the exhaustive set of sounds sharing the specified
features for a given data set means that the same set of sounds can be a natural class
in one language but not in another language. Consider the inventory of consonants in

Chickasaw, an American Indian language spoken in Oklahoma (Table 3.2).

Most of the consonants in Chickasaw also occur in English, with the exception of the
voiceless lateral fricative [¢]. This sound is similar to the lateral approximant [1], except that
[1] is voiceless and is produced with turbulence at the constriction point. It has a sound
much like that of English [I] when it occurs immediately after a voiceless stop, such as in

the word play.
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TABLE 3.2 The consonants of Chickasaw

Bilabial Labiodental  Alveolar Postalveolar  Palatal Velar Glottal
Stops p b t k ?
Affricates tf
Nasals m n
Central fricatives f S ) h
Lateral fricatives {
Central (w) j (w)

approximants

Lateral

approximants

=
Natural
classes
exercises
on Breton,
Efik, and
Romanian

3.2
3.2.1

Consider the following set of sounds: [p, b, t, k, ?]. In English, this set of sounds would
not be a natural class; it is missing [d] and [g], which would be necessary to form the com-
plete set of oral stops in English. However, this same set of sounds is a natural class for
Chickasaw, since it is the exhaustive set of Chickasaw oral stops.

Now let us consider the set of sounds [t, s]. These sounds have in common that they are
voiceless. This is insufficient for describing a natural class in either English or Chickasaw,
however, since there are other voiceless sounds in both languages. If we add the feature
“alveolar,” we fare better in English at least, since [t, s] is the exhaustive set of English
voiceless alveolars. However, [t, s] still does not constitute a natural class in Chickasaw,
since Chickasaw has a third voiceless alveolar that English does not, namely the voiceless
alveolar lateral fricative [1]. For this reason, [t, s] is a natural class in English but not in
Chickasaw.

Phonemic Analysis

Phonemes and Minimal Pairs

Different kinds of phonological relationships can hold between sounds in a lan-
guage. First, some sounds can be used to distinguish words with different meanings. For
example, the voiceless bilabial stop [p] and the voiceless alveolar stop [t] in English can be
used to differentiate words. There are thus many pairs of words such as pan vs. tan, pill vs. till,
spill vs. still, pop vs. pot, and lip vs. lit, which are differentiated only by whether they have [p]
or [t] in a particular position. The occurrence of these sounds is unpredictable and simply an
arbitrary property of individual words. In other words, speakers must memorize each word as
having either [p] or [t] in the proper place. This is different from the situation with the English
past-tense suffixes, where one could predict the past-tense realization based on the root-final
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consonant. There is no need for speakers to memorize the past-tense form of each word, with

the correct variant of the past-tense suffix.

STOP AND REFLECT 3.2 PHONEMES ARE UNPREDICTABLE

In English, [p] and [t] distinguish words with different meanings. Thus, we cannot predict which sound will
occur in a particular environment. For example, consider the environment [__ost] (written in IPA). Will this
word begin with [p] or [t]?

Both sounds work equally well in this environment. Using [t] will give us toast, while [p] will give us post.
Thus, the occurrence of [p] and [t] is unpredictable in English.

: a. Yes: alveolar approximants

- SIDEBAR 3.2
- Answers to Stop and Reflect 3.1:

Pairs of words like pan vs. tan, pill vs. till, spill vs.
still, pop vs. pot, and lip vs. lit are called minimal pairs.
Minimal pairs comnsist of two words which have
different meanings and differ in only one sound

. Yes: voiced velars

No: but if [?] were added it would be the
complete set of stops

occurringin the same environment. In this case, the
minimal pairs differ only in the presence of [p] or [t] in

d. No: but if [z] were added, it would be the a certain position in the word. In the first two pairs, pan
: complete set of voiced fricatives vs. tan and pill vs. till, [p] and [t] occur word-initially. In
. e. Yes: postalveolars . spill vs. still, [p] and [t] occur between [s] and [1]. In the

....................................................................... laSt two paiI‘S, pop vs. pOt al’ld lip vs. Iit, [p] and [t] occur

word-finally.

Minimal pairs can be found for many different pairs of sounds in English. For example,
the minimal pair rain vs. raid differs only in the final consonant, [n] vs. [d]; the minimal
pair boot vs. suit differs only in the initial consonant, [b] vs. [s]; the minimal pair seat vs. sit
is differentiated only by the vowel, [i] vs. [1]; and the minimal pair made vs. mood is distin-
guished only by the vowel, [e] vs. [u].

It is also possible to find minimal triplets, in which three words are distinguished by a
single sound, e.g., made [e] vs. mood [u] vs. mode [o]. In English, one can even find quadru-
plets (e.g., seat vs. sit vs. sat vs. suit) as well as sets consisting of even more members that
are distinguished by single sounds. All of these minimal sets are useful for illustrating
that certain sounds in a language are used to differentiate words.

The requirement that minimal pairs have a single sound difference in the same environ-
ment excludes certain pairs of words from constituting minimal pairs. For example, the pair
of words mat [meet] and mole [mol] are not a minimal pair. Even though these words have
different meanings and even though the first consonant is the same in both words, they
differ with respect to two sounds: the vowel and the final consonant. The pair of words slot
[slat] and late [let] is also not a minimal pair, since there are two sound differences between
the words. The first word has an [s] not present at the beginning of the second word, and the
vowels in the two words also differ. Finally, even though there is only one sound difference
between the two words pat and nap, they are not a minimal pair since the sounds that differ
occur in different environments.
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STOP AND REFLECT 3.3 MINIMAL PAIRS PRACTICE

Determine whether each of the following pairs of words constitutes a minimal pair. You can check your
answers in Sidebar 3.3 on the next page.

O 00 N O L A WIN =

. sled vs. slayed

. face vs. case

. hot vs. shot

. grout vs. clout

. remain vs. restrain

. singer vs. finger

. Stamper vs. scamper
. devil vs. revel

. attack vs. aback

The concept of minimal pairs is important in phonology, since minimal pairs demon-
strate the contrastive nature of sounds. Thus, [p] and [t] are contrastive, as they contrast
words with different meanings. The sounds [n] and [d], [e] and [u], and so on, are also
contrastive. Sounds that are used to contrast words with different meanings have a
special status in phonology: they are called phonemes. Phonemes form the building
blocks of minimal pairs (or minimal sets of words). For this reason, changing the phonemes
in a word often produces completely different words. For example, if you replace the [p]
in the beginning of pile with a [t], the result is a different word, tile. Phonemes are thus an
arbitrary property of individual words: in order to know a word, you must know which
phonemes occur in it and how they are ordered.

Given the relationship between minimal pairs and phonemes, we can use minimal pairs
to diagnose whether or not sounds are phonemes in a language. If two sounds in ques-
tion are phonemes, we expect to find minimal pairs differentiated only by the two target
sounds. In reality, though, sometimes it is not possible to find perfect minimal pairs dif-
ferentiated by only a single sound for every phoneme. Sometimes it is necessary to settle
for near-minimal pairs. To illustrate the usefulness of near-minimal pairs, consider the
pair of sounds [0] and [3] in English. It is difficult to find minimal pairs to demonstrate the
phonemic status of these two sounds in English. One possible minimal pair is bathe vs. beige
in which the relevant contrast occurs in final position.

However, some speakers pronounce the second word with a voiced postalveolar affricate
[d3z] rather than the fricative [3]. For these speakers, there are probably no true minimal
pairs for [0] and [3]. Does this mean that these two sounds are not separate phonemes in
English? No, because it is possible to find a near-minimal pair for the two sounds: leather
vs. pleasure. Clearly, this is not a minimal pair as there is more than one difference between
the two words. Not only do the words differ in whether they have a [0] or a [3], but pleasure
also has an extra sound at the beginning of the word that leather does not. Still, pleasure and
leather qualify as a near-minimal pair, since the sounds immediately adjacent to the target
sounds, [0] and [3], are the same in both words: [¢] before the target sound and [1] (American
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English) or [3] (British English) after it. Like minimal pairs, near-minimal pairs are usually
sufficient to demonstrate that two sounds are separate phonemes in a language.

3.2.2 Allophones and Complementary Distribution
Phonemes have different phonetic realizations depending on where they occur. For
example, [p] is not pronounced identically in the words pin and spin. If you hold your hand
in front of your mouth while saying the two words, you will notice that the [p] in pin has

SIDEBAR 3.3

i Answers to Stop and Reflect 3.3:
Of the nine pairs of words in Stop

i and Reflect 3.3, six constitute

¢ minimal pairs (Examples 1-3 and
7-9), while three (Examples 4-6)
do not. If this was not your answer,
i perhaps you were misled by English
orthography. Try transcribing each
¢ word in the International Phonetic
i Alphabet. You will see that word

¢ pairs 1-3 and 7-9 are obviously
minimal pairs.

Word pairs 4-6 are not minimal

a very clear puff of air upon release, while the [p] in spin largely
lacks this salient puff of air. The puff of air associated with the
[p] in pin is called aspiration. The [p] in pin is thus an aspirated
stop, represented as [p"] in the IPA. A [p] occurring immediately
after an [s], as in spin, on the other hand, is an unaspirated stop
and is simply represented as [p].

Aspiration, in fact, is a regular feature of voiceless stops in
English when they occur in word-initial position. As with the
bilabial stop in spin, the alveolar and velar stops [t] and [K] also
have variants differing in aspiration depending on context.
Thus, we have aspirated stops word-initially in fake and come but
unaspirated stops after [s] in stake and scum.

Crucially, the [p] in both pin and spin is associated with the

¢ pairs, since they all differ in terms

of more than one sound. Grout and

i clout differ in two sounds: both the

* initial stop and the following liquid;
restrain has three consonants after

¢ the first vowel while remain has

¢ only one; and finger has a distinct
voiced velar stop [g] after the velar
i nasal, while singer does not for most
i speakers of English (a phonetic
distinction not represented in the

i English spelling).

same phoneme in English, since there are no minimal pairs dif-

ferentiated solely on the basis of whether they have unaspirated

[p] or aspirated [p"] in the same position. Rather, the two kinds of

[p] are variants of each other that are predictable from the con-

text. When [p] occurs word-initially, it will always be aspirated;

when [p] occurs after [s] it will always be unaspirated. Therefore,

there is no need to memorize whether a given word has an aspi-

rated or an unaspirated [p], since aspiration is predictable from

the context. The relationship between aspirated and unaspirated

______________________________________________________________________ [p] in English is an allophonic one, in which aspirated [p"] and

unaspirated [p] are allophones of the same phoneme. Two

sounds are allophones if they occur in mutually exclusive environments, i.e., if one

allophone occurs in one set of contexts and another allophone occurs in another

set of contexts. Stop and Reflect 3.4 illustrates this by demonstrating that the occurrence

of allophonic variants is predictable. There is no single environment in which both allo-

phones can occur. This basic criterion for allophones is called complementary distribution.

So far we have seen that pairs of sounds may occur in two types of distribution. One

possibility is for two sounds to have a contrastive distribution, meaning that they can

occur in the same environment, in words with different meanings. This describes the type

of distribution found in minimal pairs, which proves that two sounds are separate pho-

nemes. The second type of distribution is complementary distribution, which arises

when two sounds occur in a different set of environments from each other. Complementary
distribution indicates that two sounds are allophones of the same phoneme.
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@ STOP AND REFLECT 3.4 ALLOPHONES IN COMPLEMENTARY DISTRIBUTION
ARE PREDICTABLE
Can you predict whether the voiceless stops in the following words will be aspirated or unaspirated?
1. pore
. tore
core
. pool
tool
cool
. spore

®» N LA WN

. store
9. score
10. spool
11. stool
12. school

You can check your answer by pronouncing each word with your hand in front of your mouth. Notice that
words 1-6 all have the puff of air referred to as aspiration while words 7-12 do not.

Now consider two nonsense words: tobe and stobe. Can you predict which will have an initial aspirated
stop and which will have an unaspirated stop? Check your answer by pronouncing each of these two words.
If your prediction was that the stop in tobe would have aspiration and stobe would not, you were right. Any
word, even a nonsense word, will conform to the pattern we’ve established. This is why we say that the
presence of aspiration on voiceless stops in English is predictable.

In phonology, there are conventions for representing phonemes and allophones. It is
customary to represent separate phonemes between slashes // and allophones in brackets
[ ]. Brackets are also used in order to remain neutral about whether a sound is a phoneme
or merely an allophone; for example, if you are examining new data and haven'’t yet deter-
mined the status of a sound, or if the status of a sound as a phoneme vs. an allophone is not
crucial to the point being made.

We may now summarize the relationship between the sounds [p], [p"], [t], and [t"]. (Notice
that I am using the brackets here for a moment in order not to anticipate the conclusion
about their phonemic statuses.) We have seen that [p] and [t] are in contrastive distribu-
tion, since they occur in the same position in minimal and near-minimal pairs. We have
also learned that aspirated stops are in complementary distribution with unaspirated stops,
since they occur in different environments and do not form the basis for minimal pairs. The
relationship between the four sounds can thus be represented as in Figure 3.1.

Figure 3.1 shows that the phoneme /p/ (written in slashes) has two allophones: an unaspi-
rated allophone occurring after [s] and an aspirated allophone occurring word-initially.

Phonemes /p/ 1t/

/NN

Allophones [p] [ph] [t [tN]

Figure 3.1 The phonemes /p/ and /t/ and their allophones
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Likewise, the phoneme /t/ has two allophones: an unaspirated allophone occurring after
[s] and an aspirated allophone occurring word-initially. Note that it is common for one of
the allophones of a phoneme to be identical to the phoneme itself, just as is the case with
each of the unaspirated allophones here. The phoneme that is associated with the allo-
phones is often termed the underlying phoneme, while the other allophones linked to
the phoneme are often called the surface allophones. The assumption here is that words
are memorized with the underlying phonemes, since this information is unpredictable and
must be learned for each word. The surface forms then arise through a process or series of
processes that give the underlying phonemes their actual phonetic realizations.

The phonemic status of the same sound (i.e., whether it is a separate phoneme or
an allophone) may differ from language to language. To demonstrate this, let us con-
sider some data from Hupa, an American Indian language spoken in northwest California
(Table 3.3). The sounds whose phonemic status are in question are the pair [t] and [t"] and the
pair [1] and [u]. Some of the special symbols used are explained in Textbox 3.1.

TEXTBOX 3.1 SOME HUPA PHONETIC SYMBOLS
* An apostrophe after a stop or affricate means that it e [v]in ‘heis crying’ indicates that the preceding
is an ejective. sound has lip rounding associated with it.
e [m] indicates a voiceless labial-velar fricative, like the o [:] after a vowel indicates that the vowel is
wh that some English speakers pronounce in words pronounced as lengthened.
like why and which. e [4] indicates a voiceless lateral fricative.

SIDEBAR 3.4 First, looking at the pair [t] and [t"], it is clear that they are
i Ejectives were introduced in Textbox

2 Ty el e i B . separate phonemes since your mouth and your father form a
Language Profiles on Kabardian (LP1) :  perfect minimal pair for these two sounds. Furthermore, three
- Nuuchahnulth (LPS), and Tsez (LP7).

TABLE 3.3 Data from Hupa

tha:q’ ‘three’
taxwert ‘how’

nita? ‘your mouth’
nitha? ‘your father’
ditfum ‘sand’
tharki'uw ‘sweathouse’
thin ‘trail’

mimit’ ‘my belly’

tf'1tfwruw ‘he is crying’
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and sweathouse both form a near-minimal pair with how, since three and sweathouse
both begin with an aspirated [t"] before the vowel [a] and how begins with an unaspi-
rated [t] in the same environment. We thus conclude that unaspirated [t] and aspirated
[th] are separate phonemes in Hupa, whereas in English, they are allophones of the
same phoneme. This difference between the status of the sounds in English and in
Hupa is illustrated in Sidebar 3.5.

................................................. E Turning to [1] and [u], we know that these sounds are sepa-

SIDEBAR 3.5 ¢ rate phonemes in English on the basis of minimal pairs such
E English 1/ : as sit vs. suit and tin vs. tune. In Hupa, however, we do not
find minimal pairs differentiated only by these two vowels.
. ] Nor are there are any near-minimal pairs for [1] and [u] in the
data above. This can be determined by creating a chart with
the environments in which each of the target sounds occur. In

Hupa /t/ 1t/

making such a chart, it is important to include both the sound

immediately preceding the target sound and the sound imme-
diately following it. A chart for the target vowels [1] and [u] in the Hupa data is given in
Table 3.4. The line between the preceding and following sounds is a placeholder for the
target sound.

If there were a minimal or near-minimal pair in the data, we would be able to find an
environment in Table 3.4 that was identical for the two target sounds; however, this is
not the case. Therefore, we do not have a contrastive distribution and the two sounds
are not separate phonemes; [1] and [u] thus stand in a different relationship in Hupa
than in English. By process of elimination, this means that [1] and [u] are allophones
of the same phoneme in Hupa. If this is in fact true, they should be in complementary
distribution, meaning that we should be able to find a different set of environments
for each of the two sounds. To do this, we must ask whether there is any environment
in which one sound occurs throughout the data, to the exclusion of the other sound.

TABLE 3.4 Vowel environment chart for [1] and [u] in the Hupa data

I u
n_ th t'_m
n_t ki'_w
it tfwh_w
th_n

M__m

m__t'
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SIDEBAR 3.6

¢ Phonemic analysis is an important

¢ skill and much of your homework
in phonology will focus on this. For

Matthew Gordon

Keep in mind that this environment can involve either the

preceding or the following sound, or both, and also that the

environment could be expressed in terms of a natural class.
In fact, in Table 3.4, we can see that the [u] always occurs

i further exemplification of this type ofé before a labial-velar sound, while the [1] never occurs in this
© analysis, see the Kabardian Language ;| environment. We thus conclude that [1] and [u] are in comple-

i Profile, which builds directly on this

chapter.

)

)

Guide to
phonemic
analysis

mentary distribution. It is typically easier to characterize the
environment for one of the target sounds than for the other. In
this case, it is easier to describe the environment in which [u]
occurs, since the positions in which [1] occurs are quite diverse. It is sufficient to give the
environment for [u] and to state that [1] occurs “elsewhere,” meaning that it occurs in the
environments in which [u] does not occur.

As a final step in our analysis, we need to formulate a summary statement of the relation-
ship between the target sounds in the language. This statement might be as follows:

In Hupa, [1] and [u] are allophones of the same phoneme. [u] occurs before labial-velars
and [1] occurs elsewhere.

We might want to take the analysis one step further and decide which of the allophones
is the underlying phoneme and which are the surface allophones. It is common to
assume that the allophone that occurs in a more diverse set of environments (i.e., in the
“elsewhere” set of contexts) is the underlying phoneme, and to derive the other allo-
phone(s) by a rule. For the Hupa data, this would mean that /1/ is the underlying pho-
neme and that [u] occurs before labial-velars. Our final analysis might thus be expanded
as follows:

In Hupa, [1] and [u] are allophones of the same phoneme. /1/ is the underlying phoneme.
/1/ becomes [u] before labial-velars.

Once you have an analysis of phonemic data, it is also possible to make predictions about
further data that you might not yet have seen. For example, after it has been determined
that [1] and [u] are allophones in Hupa and that [u] occurs before labial-velars, we can pre-
dict that any new Hupa data should conform to these generalizations. Thus, we should not
find any examples of an [1] sound before a labial-velar consonant. In fact, there is an even
more interesting prediction that we can make for Hupa. You may recall that Hupa has a
labialized velar fricative [x%], which occurred in the form [tax“e:t] ‘how.” This sound is simi-
lar to the German sound at the end of the composer Bach’s name, but also has lip rounding.
Given that [x*] is both labial and velar, we would expect it to trigger the [u] allophone. This
prediction can be easily tested. The name that the Hupa use for themselves is [na:thmux®],
which literally means ‘where the trail leads back.” (The root for ‘trail’ [thin] appeared earlier
in Table 3.3.) As expected, there is an [u] before the final [x*], providing further evidence
for our assimilation rule and our proposed phonetic explanation for it. This is one example
of a local phonological process; some non-local phonological processes are described in
Textbox 3.3.
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Writing Phonological Rules

The statement about the change from underlying /1/ to surface [u] in Hupa can be written
more formally as a rule using features, as in (1).

N1/ — [u] / __ [+labial-velar]

Rule (1) is read as follows: /1/ becomes [u] in the environment before sounds that are
labial-velar. It is common in phonology to formalize relationships between phonemes
and allophones using rules. The Hupa rule of vowel rounding targets a single sound,
the vowel /1/. As we have seen, allophones often refer to sets of sounds that constitute
natural classes. The environment that triggers rounding in Hupa is the natural class of
labial-velar consonants. Natural classes of sounds targeted by a rule can also be expressed
in rules using features. For example, members of the set of voiceless stops in English are
realized with aspiration in word-initial position. Aspiration can be written using features
as in (2).

[+stop, —voice] — [+aspirated] / # __

Rule (2) targets English sounds characterized by the features [+stop] and [-voice], changing
them to their [+aspirated] counterparts in the environment after a word boundary, written
with a # sign. Another way to write this rule is to replace the feature [+stop] with the feature
[-continuant]. Sounds that are [-continuant] are produced with a complete closure in the
oral tract. Sounds fitting this description include both the oral and the nasal stops. If you
continue in phonology, you will learn more about the features used by phonologists to write
rules. In some instances, as is the case for stops, phonological features differ from phonetic
features. The reason for the occasional divergence between phonetic and phonological fea-
tures lies in the differing goals of phoneticians and phonologists. Phoneticians are primar-
ily interested in providing an accurate and maximally transparent description of sounds,
whereas phonologists are focused on describing the patterning of sounds in a language in as
succinct a manner as possible.

It is helpful to become accustomed to reading and writing phonological rules. Further
examples of rules are given in Textbox 3.2; there is also a guide to rule writing available on
the website.

Functional and Phonetic Reasons for Allophones

While our analysis of the Hupa vowels may be sufficient for most purposes, it is also worth-
while to take a step back to ponder why this alternation might be taking place. In this
case, the motivation is clearly phonetic in nature. Labial-velar sounds are produced with
lip rounding, just like the allophone [u]. It is natural for an unrounded vowel to assimilate
in rounding to an adjacent consonant with lip rounding. It is also natural for the vowel
adjacent to the labial-velar to be pronounced with a backer articulation, since a labial-velar
has a velar component. The conversion from /1/ to [u] before labial-velars in Hupa is thus a
phonetically natural process of assimilaton.
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TEXTBOX 3.2 EXAMPLES OF PHONOLOGICAL RULES

Phonological rules are simple notational equivalents
of what could be written in prose. They allow for a
succinct characterization of phonological patterns
and a clear presentation of the essential facts. Several

Voo /#[p] ___[t]
[-stress]

“Unstressed vowels are deleted between a word-initial

types of rules are given below with their prose

equivalents.
. . C—[-voice]l/_____#

A= G/—V “Consonants devoice in word-final position.”
“The phoneme /i/ is pronounced as a glide before a .

g P J /tdf — 1, &1/ ]
vowe

or

@ — [p] / [m] (6] [alveolar stops] — [palato-alveolar] / [palatal glide]

“A [p] is inserted between an [m] and a [0].”
(Example: English warmth)

[p] and a following [t].”
(Example: English petition, potato)

“The phonemes /t/ and /d/ are realized as palato-
alveolar affricates before a palatal glide.”
(Example: English betcha from bet you)

Many phonological phenomena such as assimilation seem to be driven by the
goal of reducing the amount of work required of the vocal organs. Effort reduction,
however, is not the only force behind phonology. Another important consideration is
perceptual salience; phonological systems tend to be constructed in a way that
increases the perceptual distinctness of sounds from one another. Perceptual sali-
ence plays an important role in driving certain phonological processes, including dissim-
ilation, the process by which a sound changes to become less like a nearby sound. For
example, in Finnish, when two /a/ (low back unrounded) vowels might otherwise occur in
adjacent syllables, the second dissimilates to /o/ when the plural suffix -i is added, as shown
in Table 3.5. The two vowels thus become different from each other; the second dissimilates
from the first.

Since we are thinking about phonetic motivations, let us ponder whether the aspira-
tion of word-initial stops in English is also phonetically natural. In fact, aspiration may be
viewed as a natural kind of strengthening process, called fortition. Word-initial position
is a common locus of fortition, which can take many forms, such as the change from a
fricative to a stop or the change from an approximant to a stop or fricative. This is prob-
ably because word-initial sounds play such an important role in word recognition. The
stronger and more perceptible the first sound of a word, the easier it will be for the listener
to correctly hear the word. Initial fortition thus seems to be driven by considerations of
perceptual salience.

TABLE 3.5 Examples of vowel dissimilation in Finnish

marja ‘berry’ sana ‘word’
marjo-is:a ‘in the berries’ sano-is:a ‘in the words’
marjo-ista ‘from the berries’ sano-ista ‘from the words’
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TEXTBOX 3.3 LOCAL AND LONG-DISTANCE ASSIMILATION

Most assimilation processes are like the English
past-tense voicing assimilation and the Hupa

rounding assimilation in that they are conditioned by
immediately surrounding sounds. Processes governed
by an adjacent environment are called local. While
most assimilation processes are local, there are some
that are non-local or long distance. One common type
of long-distance assimilation is vowel harmony, which
is found in many Ural-Altaic languages, such as Finnish,
Hungarian, and Turkish. The most common type of
vowel harmony involves assimilation in vowel backness.
In a language with prototypical front-back vowel
harmony, all vowels in a word must agree in backness.
This means that there are multiple forms of suffixes
containing a vowel that differ in vowel backness.

To take an example from Finnish, the inessive suffix,
which means ‘inside,” has two allomorphs. The variant
containing a front vowel (-s:) occurs after roots with
front vowels, e.g., kylees:ce ‘in the village,” whereas
the allomorph containing a back vowel (-s:a) appears
after roots with back vowels, e.g., talos:a ‘in the
house.” Crucially, the consonants intervening between
vowels are typically ignored by vowel harmony. There
are other types of vowel harmony systems involving
other dimensions, including lip rounding (e.g., in
Turkish) and tongue root advancement (e.g., in
Akan and other West African languages). Consonant
harmony systems are also attested. Some types
of harmony affecting consonants include nasality,
voicing, and backness.

SIDEBAR 3.7

Finnish is the subject of Language
Profile 4. The phonology —
including the interesting pattern
of vowel harmony referred to

in Textbox 3.3 —is discussed in
Section LP4.2.1 in the Finnish
Language Profile.

The opposite of fortition is lenition, which is a weakening
process by which consonants become less consonant-like and
more vowel-like. For example, some voiced stops in Spanish

weaken to sounds that are more fricative or approximant-like
after vowels. Thus, the first “d” in the Spanish word dedo ‘finger’
is a true voiced stop, but the second one is pronounced quite
similarly to the English voiced interdental fricative [0]. In con-
trast to fortition, lenition is often driven by considerations of
articulatory ease. In the Spanish example, it is easier to produce
a fricative or approximant than a full stop when the sound is
surrounded by vowels.

The goals of reducing effort and of maximizing perceptual distinctness often conflict,
since it takes more effort to make sounds more distinct. To see this, compare the vowel
contrast between /i/ and /u/ with another contrast between /o/ and /a/. The first contrast is
perceptually more robust, since /i/ and /u/ sound very different from each other; one vowel
is high and front, while the other is high and back. This contrast, however, is relatively
difficult to execute articulatorily, since both /i/ and /u/ require tongue positions that are
far from the rest position of the tongue in the center of the mouth. The contrast between
/a/ and /a/, on the other hand, is relatively easy from an articulatory standpoint, since both
vowels are close to the tongue’s neutral rest position in the middle of the mouth. However,
this contrast is relatively subtle from a perceptual standpoint, as the two vowels are acousti-
cally quite similar. The perceptual proximity of /o/ and /a/ is, in fact, easy to verify if you ask
someone else to produce the two in isolation and try to guess which one is which.

The phonological systems of languages are the result of compromise between the
two goals of minimizing articulatory effort and maximizing perceptual distinct-
ness. The tension between these two goals is described in more detail in Textbox 3.4. One
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TEXTBOX 3.4 THE CORRELATION BETWEEN PERCEPTUAL DISTINCTNESS AND
ARTICULATORY EFFORT

The more articulatory effort we put into the production ~ Thus, we can see that these two forces are correlated:
of sounds, the more distinct they become. We need
to make distinctions in language so that we can
convey the myriad ideas that we use to communicate; GREATER < > LESS
the more sounds we distinguish, the easier it will be
to differentiate among the thousands of words in a
language. The opposite pull — toward routinization,

Matthew Gordon

important corollary of this compromise is that languages seek to exert effort only where
the perceptual payoff will be greatest. In contexts where the perceptual distinctness is
impoverished to begin with, effort will be minimized even if this further reduces perceptual
distinctness.

Let us again consider some data from Hupa. Recall that Hupa has a phonemic contrast
between aspirated and unaspirated stops. In fact, this contrast is limited to certain contexts;
it is not found at the end of roots, a position where there is usually no following vowel.
In root-final position, only unaspirated stops occur. This positional restriction against the
aspirated vs. unaspirated stop contrast is phonetically sensible; it is difficult to hear whether
a consonant is aspirated if it is not released into a following vowel. To make final aspiration
audible, a speaker would need to exert additional articulatory effort, such as creating a larger
laryngeal opening or using greater subglottal pressure to increase the aspiration noise. Even
with this additional effort, though, the contrast would still not be as perceptually salient as
when the stop is followed by a vowel. Rather than expend all of that articulatory effort for
a relatively small increase in perceptual distinctness, speakers have neutralized the contrast
between aspirated and unaspirated stops in root-final position. Speakers have thus simpli-
fied this aspect of the language, saving articulatory effort in the precise environment where
the payoff of perceptual distinctness would be minimal.

ARTICULATORY EFFORT

PERCEPTUAL DISTINCTNESS

Since we want greater perceptual distinctness but less
articulatory effort, the two forces are in conflict, pulling

rapidity, and ease of articulation — results in a saving of
articulatory effort, but a loss of perceptual distinctness.

in both directions and creating tensions that result in
complex phonological patterns.

3.2.5 Free Variation

We have seen that sounds can have different relationships in phonology. Some sounds
have contrastive distribution and are phonemes, while other sounds are in complemen-
tary distribution and are allophones. There is one more type of relationship that sounds
can have. A single sound can have two different variant pronunciations in the same
word. For example, there is more than one way to pronounce the final consonant in the
word bad without any change in meaning. One possible realization of the final [d] is with
a release, just like when [d] occurs before a vowel. Another possibility is for the final [d]
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to lack a release. The IPA symbol for an unreleased consonant is * (written after the unre-
leased consonant). The two variants for bad are thus [bad] and [bad"]. These two possible
realizations for word-final [d] are not limited to only the word bad but can occur for any
d-final word in English. Moreover, it is not only with [d] that this difference is found;
in general, English stops in word-final position may be either released or unreleased. For
example, bag can be pronounced either [baeg] or [bag’], tube can be pronounced either
[thub] or [thub’], cat can be realized either as [kPat] or [kheet’], etc. This situation, in
which two different sounds occur in the same environment in the same word, is
called free variation. We can thus say that released and unreleased stops are in free
variation word-finally in English.

Allomorphy

We have seen that the English past-tense ending -ed has three different phonetic real-
izations that depend on the final consonant of the root. If the root-final consonant is
voiceless, the past tense is realized as [t], e.g., walked [wakt] or sipped [sipt]. If the root-final
consonant is voiced, the past tense surfaces as [d], e.g., robbed [1abd] or seized [sizd]. If the
final consonant is an alveolar stop or flap, the past tense is realized as [od], e.g., rented
[1entod] or waited [werad]. The past-tense ending, like any suffix, contains information that
is crucial to the interpretation of a word. The term for a meaningful part of a word that
cannot be further subdivided is a morpheme. All roots, suffixes, and prefixes are mor-
phemes, since they contribute meaning to the words in which they appear. Morphemes
are discussed further in Chapter 4 on morphology. For our purposes, what is crucial about
morphemes is that they often come in several phonetic variants, which are conditioned
by context. The morpheme variants that occur in complementary distribution are termed
allomorphs, just as variants of phonemes that occur in complementary distribution are
termed allophones. As we saw earlier for the past tense in English, allomorphs are often
conditioned by the same phonetic motivating forces that govern the occurrence of
allophones.

Suffixes and other affixes are not the only morphemes that may have allomorphs. It is pos-
sible for roots to have multiple allomorphs. For example, roots ending in /t/ in English have
different allomorphs depending on the context in which they occur. Consider the verb cite
which ends, when uttered in isolation, in an unaspirated /t/, either released or unreleased, as
we just saw in the discussion of free variation. If we add the adjectival suffix -able to the root
cite, the final /t/ changes from an alveolar stop to a flap (in American English). Thus, citeable
is pronounced as ['sairobl] in American English. The flap is the regular realization of alveolar
stops between a stressed vowel and an unstressed vowel in American English. Because the
suffix -able is unstressed in the word citeable, this creates the proper environment for the
allomorph of cite that ends in a flap. A third allomorph arises when we add the suffix -ation to
cite to produce citation, pronounced [sa1'tre[n]. The /t/ at the end of the root is now realized as
an aspirated stop because the suffix -ation creates the correct environment for stop aspiration:
the position immediately before a stressed vowel. The root cite thus has three allomorphs
in total in American English (two in British English, which lacks the flap), differing in the
realization of the final consonant. One, ending in unaspirated [t], surfaces when there are no
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suffixes. Another, ending in a flap [r], occurs in American English after a stressed vowel and
before an unstressed vowel. The third and final allomorph, ending in aspirated [t"], occurs
before a stressed vowel. The allomorphs discussed here are summarized in Textbox 3.5.

TEXTBOX 3.5 THE THREE ALLOMORPHS OF CITE

cite
cit-able

cit-ation

[sait]
['sarc-abl]

[t/ is realized as [t] in word-final position

[t/ is realized as [r] following a stressed vowel in American English (but as /t/ in
British English)

[sarth-efn] /t/ is aspirated [th] before a stressed vowel

It is important to note that all of the rules responsible for the allomorphs of the root
cite are consistent rules of English that occur even in words for which there are not
multiple allomorphs. All voiceless stops are aspirated before stressed vowels (as in words
like peach, top, and kite), and all alveolar stops between a vowel and an unstressed vowel
become a flap in American English (as in words like city, pity, and shadow). This means
that other roots ending in /t/ will also have several allomorphs if they take suffixes with
the right shape to trigger rules such as aspiration or flapping. For example, the root wit
has an allomorph ending in unaspirated [t] when pronounced in isolation, and another
allomorph ending in a flap in the suffixed form witty in American English. The latter
allomorph is the result of a phonological process called lenition. For more on phono-
logical processes, see Textbox 3.6. For discussion of interesting dialectal variations of
word-final /1/ in English, see Textbox 3.7.

TEXTBOX 3.6 COMMON PHONOLOGICAL PROCESSES

Allophonic and allomorphic variation are typically
triggered by the same phonological processes.
This is not surprising since allophones and
allomorphs tend to be phonetically motivated,
and speech physiology varies relatively little across
humans, regardless of their language background.
Similarly, the compromise between the two goals
of minimizing articulatory effort and maximizing
perceptual distinctness underlie the phonological
systems of all spoken languages, giving rise to the
same types of alternations. Some phonological
processes are especially common. It is helpful to
be familiar with these when doing phonological
analysis:

e Assimilation: one sound becomes like another sound,
e.g., Hupa vowel rounding or /n/ being pronounced

as [m] (so labial like the following [p]) in the English
word input.

Palatalization: a subtype of assimilation in which a
velar or alveolar consonant is pronounced in the
palatal region when adjacent to a high vowel, a front
vowel, or the palatal glide, e.g., bet you pronounced
as betcha, or did you as did-ja.

Dissimilation: one sound becomes less like another
sound, e.g., Finnish vowel rounding, or some
pronunciations of the English word February as Feb[j]
uary, with the first of two /r/ sounds in the word
becoming a glide.

Metathesis: two sounds are transposed, e.g., a
child’s pronunciation of animal as aminal, or

the common pronunciation of the (now retired)
football player Brett Favre’s name as Farve.
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TEXTBOX 3.6 (cont.)

e Deletion: the loss of a sound, e.g., the loss of the of [s] to the affricate [ts] in words like English
final /n/ in hymn (but not in the suffixed form dance.
hymnal), or the final /b/ in crumb (but not in the e Lenition: the weakening of a sound, e.g., the
suffixed form crumble). loss of stop closure intervocalically in Spanish or the

e |nsertion: the insertion of a vowel between the realization of American English /t/ or /d/ as a flap.
two consonants, e.g., in the past tense of English » Vowel reduction (a type of lenition): the conversion
words that end in alveolar stops, such as betted and of unstressed vowels to more schwa-like allophones,
provided. e.g., the second vowel in emphasis, as compared

e Fortition: the strengthening of a sound, e.g., to emphatic, or the fourth vowel in anticipatory, as
word-initial aspiration in English or the fortition compared to anticipate.

TEXTBOX 3.7 LINKING AND INTRUSIVE ‘R’ IN ENGLISH

Many speakers of English do not pronounce a final pronounced the same. These speakers would thus not
/1/ at the end of a word or phrase but retain the /1/ have a rule deleting an /¥/ that is already there, but an
before another morpheme or word beginning with a insertion rule, adding an /1/ between one word that
vowel. For these speakers, the word lore would thus ends in a vowel and another word that begins with
be pronounced without /1/ in isolation or before a a vowel.

consonant but with the final /1/ in the phrase lore and This ‘intrusive-R’ has even been extended for some
science. This is an example of a deletion, where /1/ is speakers to certain words produced in all contexts, e.g.,
deleted before a consonant or word boundary. idea, soda. For such speakers, these word forms would
For many, this ‘linking-R" has been generalized to not be derived by rule but would include the /1/ in the
occur even in words that do not etymologically have underlying phonemic representation of the word. These
a final /1/, e.g. law. For such speakers, the phrases examples illustrate how dialectal variation is created by
law and science and lore and science would be relatively minor changes in phonological systems.

3.2.7

(3)

Processes Triggered by Positioning, Stress, and Syllable-Type

The examples of cite and witty illustrate another important point: sometimes phonologi-
cal processes are triggered by the position of the sound in the word, while at other
times they are triggered by surrounding sounds. Word-initial and word-final positions
often trigger phonological processes. In many languages, syllable position and stress are two
additional contexts in which phonological rules apply. For example, consider the word from
Chickasaw in (3). In the phonetic transcription, stress is indicated by the IPA symbol ['] and
syllable boundaries are represented by periods.

/asabikatok/ ‘I was sick’ [a.'saz.bi.'ka:.'tok]

You will notice that the vowel /a/ is lengthened in the second and fourth syllables. This
is a regular phonological process in Chickasaw; vowels are lengthened in stressed syllables,
as long as they are not word-final. Thus, we see that both stress and position play roles in
this process.

Vowel lengthening in Chickasaw is actually more complicated than this, as the rule does
not target all non-final stressed syllables, but only those in open syllables, that is, those
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SIDEBAR 3.8 :
i Weight-sensitive stress is also found :
“in Kabardian; see Section LP1.4.1 :
in the Kabardian Language Profile,  :
i especially Textbox LP1.3, which As it turns out, the distinction between open and closed syl-

- introduces syllable weight. . lables is also relevant for describing the location of stress in

syllables that end with a vowel. Therefore, the second vowel
in [tfa.'lak.'ki?] ‘Cherokee’ does not lengthen even though it is
stressed. The second syllable in this word is a closed syllable,
as it ends in a consonant, in this case /k/.

Chickasaw. In words that are made up of strings of open sylla-
bles, stress will fall on all even-numbered syllables and on the
last syllable of the word. We can see this pattern in the word [a.'sa:.bi.'kar.'tfi] ‘he or she
makes me sick.” In contrast, closed syllables in Chickasaw are stressed regardless of whether
they are even-numbered or not, e.g., ['ok.'fok.'kol] ‘type of snail.” Thus, the distribution of
stress in Chickasaw depends on both positioning and syllable type.

CHAPTER SUMMARY

We have learned about the ways in which the sounds of a language pattern together
in groups and form systematic relationships. There are three types of relationships
that can hold between sounds. One possibility is for two sounds to be in contrastive
distribution (the sounds occur in the same position in different words), in which case
the sounds are separate phonemes. A second possibility is for sounds to occur in the
same position in the same word, in which case they are said to be in free variation. A
final option is for two sounds to be in different predictable environments, in which
case the sounds are in complementary distribution and are allophones of the same
phoneme. Allophones can be conditioned by surrounding sounds, by stress (or lack
thereof), by certain positions in the syllable or word, or by some combination of these
factors.

The relationships between allophones and their underlying phonemes can be expressed
using phonological rules. Phonological rules are motivated by two competing forces:
ease of articulatory effort and perceptual distinctiveness, and these give rise to a variety
of phonological processes, many of them quite common. Phonological rules are thus
grounded in both the phonetic and the functional bases of human language.

In addition to mediating allophonic relationships, phonological rules help determine
relationships between allomorphs. The following chapter discusses morphology, including
alternations between allomorphs, in more detail.
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EXERCISES

1. The following sounds are the phonemes of Finnish:
ptdk?mnpshvjlriyega@aou

State whether the following sets of sounds form natural classes or not. For those that are natural classes,
describe that class of sounds using phonetic features.

(The symbol [v] represents a voiced labiodental approximant.)

ptdk?

.tdnslr

yogou

ego

kp

vjl

mniy

.iyes®ou
dmnpuvjlriyesaaou
aou

T rTe e oanoTY

2. For each of the following English words, think of another word from which it differs by only one phoneme —
and with which it thus forms a minimal pair — and write it down, both in English spelling and in IPA. Then
describe the phonetic dimension(s) on which the differing phonemes differ.

Example: if given the word ‘muddle’ ['madl], you could come up with
‘puddle’ ['padl]. The two phonemes that differ are [m] and [p]. These

: SIDEBAR 3.9 ¢ phonemes have the same place of articulation (bilabial), but you would say

i When working through these i that the dimensions on which they differ are manner (because [p] is an oral

i exercises, remember that you can i stop but [m] is a nasal stop) and voicing (because [m] is voiced but [p] is

. refer to the IPA chart at the end of :  Voiceless). You could also have come up with other words that form minimal

‘stubs’

s el pairs with ‘muddle,” such as ‘middle’ ['midl] or ‘muzzle’ ['mazl]; you would
e then have different phonetic differences to describe.

a. ‘throw’ ['610]

b. ‘best’ ['best]

c. ‘spank’ ['spenk]

d. ‘dude’ ['dud]

e. ‘filth’ ['fil6]

f. ‘played’ ['pled]

g. ‘cattle’ ['keetl]

h. [

staAbz]
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For each pair of sounds, find two English words that form a minimal pair, showing that the two sounds
represent separate phonemes. For example, given the pair [K] and [g] you could come up with ‘gap’ [gaep]
and ‘cap’ [kaep].

a. [b] and [p]
b. [b] and [m]
c. [s]and[[]
d. [t] and [0]
e. [d] and [0]

Below is a short passage written in English orthography. Using your knowledge of how these words are
pronounced, find as many minimal pairs or minimal sets as you can. (For the purposes of this assignment,
consider diphthongs to be a single phoneme.) For each minimal pair, say which two sounds must
therefore represent distinct phonemes. (Example: the first two words in the passage are the minimal pair
due [du] and to [tu]; therefore [t] and [d] must represent distinct phonemes.) Are there any near minimal
pairs?

Due to the storm, they had to cancel the soccer game in the park. Matt made soup, ate, and sat in the
rocker with a book. When the power went out, he rose and went to look for a candle but didn’t have one
with a wick. That meant it would be dark soon. He thought the main stores would be closed, though. So
he took a shower, and clothed in a warm robe, he sat to play his sax.

Consider the following data from Tariana, a language spoken in Northwest Brazil (Aikhenvald 2003).

a. 'keru ‘angry’
b. 'yawi ‘jaguar’
c. 'lesa ‘boil’

d. ‘iri ‘blood”
e. '‘yavi ‘jaguar’
f. 'keri ‘moon’
g. 'ira ‘need’
h. leka ‘break’

List the pairs of phonemes that are clearly attested in this data set.

What is the phonemic status of [p] and [b] in Hiligaynon, an Austronesian language spoken in the
Philippines, given the following data set? In other words, are the two sounds in contrastive distribution
therefore distinct phonemes, or are they allophones of a single phoneme, in either free variation or
complementary distribution?

palad ‘palm’ bagis ‘shark’
palay ‘rice field” opud ‘companion, to accompany’
bating ‘dove’ balay ‘'house’

Examine the following words from Nones, a Romance variety spoken in the Trentino province of northern
Italy, and answer the questions that follow:

(Transcription note: The symbol [s] indicates a voiceless fricative pronounced slightly behind the alve-
olar ridge.)

pa'ja ‘straw’ 'supa ‘soup’ ‘camph “field’
'freth ‘cold’ 'tredas ‘thirteen’ au'ton ‘autumn’
'klar ‘clear; bright’ 'tfipk" ‘five’ des'kous' ‘barefoot’

i. Is the aspiration of stops in Nones phonemic or allophonic?
ii. If phonemic, provide evidence. If allophonic, state: (a) which allophones are basic (aspirated or
unaspirated); (b) the conditions under which the non-basic allophones appear.

Consider the phonemic status of [d] and [d3] in the following data from Adang, a language spoken in
Indonesia. Are the two sounds phonemes, allophones in complementary distribution, or allophones in free
variation? How do you know?
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10.

ud ‘beeswax’ mud
do ‘egg’ mudsz
buir ‘flat’ falad
par ‘mud’ od

dal ‘to sing’ dum
Ladid ‘split’ falads
uds ‘to vomit’ afel

‘citrus fruit’
‘to fall’

‘liver’

‘shaky’

‘to smoke’
‘sweet potato
‘white’

’

3 Phonology

Examine the following data from Estonian, a Finnic language spoken by approximately 1 million people,

primarily in Estonia.

tal: ‘lamb’

lina ‘flax’

tal:a ‘of the sole’
kan:: ‘jug’

lin:a ‘of the town’
pak:i ‘of the package’
pan’::  ‘bread’

vil:: ‘wool’

pala ‘piece’

vil’: ‘blister’

tal’i ‘winter’

lin::a ‘into the town’
la::t} ‘nature’

hal:: ‘frost’

tal’:i ‘stable’

pal’:: ‘ball’

sa::t ‘you get’

paki ‘gust’

pak::i ‘into the package’

i. Estonian has many palatalized consonants, indicated by the symbol [i]. They sound roughly like an
English sequence of a consonant plus [j]. Are the palatalized consonants allophones of their non-
palatalized counterparts or are they separate phonemes? Provide evidence for your answer.

ii. In addition, Estonian consonants and vowels have three degrees of length phonetically: short; long
(indicated by :); and extra-long (indicated by ::). Are any of the length differences allophonic or are all

three lengths phonemic? Provide evidence for your answer.

Examine the following data from Old Icelandic, the ancestor of the modern West Scandinavian languages

Icelandic, Norwegian, and Faroese.

barn ‘child’

barns ‘child’ (genitive sg.)
bornum ‘children’ (dative pl.)
barni ‘child’ (dative sg.)
morkum ‘forest’ (dative pl.)
marka ‘forest’ (genitive pl.)

handar ‘hand’ (genitive sg.)
handa ‘hand’ (genitive pl.)
hondum ‘hand’ (dative pl.)

dagr ‘day’

dags ‘day’ (genitive sg.)
dogum ‘day’ (dative pl.)
matr ‘food’

matar ‘food’ (genitive sg.)
matir ‘foods’

motum ‘food’ (dative pl.)

Describe the alternations affecting the vowels. What is the term for this type of phenomenon? Try writing a

rule accounting for the alternations.
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Examine the following data from Chickasaw.

sinti? ‘snake’
asinti? ‘my snake’
tfi:sinti? ‘your snake’
fala ‘crow’
d:fala ‘my crow’
tfi:fala ‘your crow’
paska ‘bread’
ampaska ‘my bread’
tfimpaska ‘your bread’
ipkoni ‘skunk’
apkoni ‘my skunk’
tfinkoni ‘your skunk’
tali? ‘rock’
antali? ‘my rock’
tfintali? ‘your rock’
hason ‘leech’
d:hason ‘my leech’
tfi:hason ‘your leech’
nani? ‘fish’
d-nani? ‘my fish’
tfi:nani? ‘your fish’
akanka? ‘chicken’
amakanka? ‘my chicken’
tfimakanka? ‘your chicken’

Describe the alternations affecting the prefixes meaning ‘my’ and ‘your.” Try writing rules accounting for
these alternations.

Writing rules
Here is the phoneme inventory for a language:

pbtdkgmndPszfjlieeoaou

Use rule-writing notation to compose rules corresponding to each of the prose descriptions below.
What is the name of each type of process? Hint: Some may have more than one name.

/n/ becomes [m] and /d, g/ become [b] before [p, b, m, ¢, 3]

. /p/ becomes [$], /b/ becomes [B], and /d/ becomes [z] between vowels

/b/ becomes [p], /d/ becomes [t], and /g/ becomes [k] word-initially

. [e] is added to break up consonant clusters of stop plus nasal

/p, t, k/ delete word-finally

The clusters /sp, st, sk, [p, J't, Jk/ reverse their order of consonants word-finally

. /s/ becomes [t] before [s]

. /o/ becomes [e], /u/ becomes [i], and /a/ becomes [a] after [i, e, a]

Se@empanoy



Morphology
What’s in a Word?

KEY TERMS

Morphology Allomorph
Morpheme Lexeme

Affix Derivation
Compound Inflection
Productivity Lexicalization

CHAPTER PREVIEW

We have seen how sounds pattern in each language as they are combined to form words.
Morphology is the study of the internal structure of words. This chapter describes the kinds of
building blocks used to form words in different languages and the ways they can be combined.
Speakers are not usually conscious of the patterns inside of their words, but for most
languages, knowledge of such patterns is crucial to the ability to speak. Topics discussed here
include the notion of the word, the forms morphemes can take, the kinds of meanings they
can carry, how to identify and describe them, and what we can learn from the morphological
patterns we find. In the process, it introduces core grammatical concepts and analytical skills
that will be central to discussions of word classes, syntax, and other topics covered throughout
this book.

LIST OF AIMS
At the end of this chapter, students will be able to:

discuss ways to identify words in different languages;

identify basic morphemes in an unfamiliar language;

identify simple allomorphs and write rules to describe their distribution;
identify the meanings of basic morphemes;

define the term “compound” and give examples of compounds;
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» explain the difference between possible and actual words;
» define the term “productivity”;

» explain what is meant by the terms “lexeme” and “lexicalization.”

4.1 Introduction to Morphology

As speakers, what do we know about our mother tongue? Much of our linguistic knowledge

is unconscious. When we start to learn a new language, we often come to appreciate just

how much speakers must know in order to talk, whether they are aware of it or not.

SIDEBAR 4.1

¢ You can find definitions for key :
terms and bolded terms throughout
i this chapter in the Glossary (at the :
i back of this book or on the student :
resources website). Additional online
i materials for this chapter include a

¢ study guide, vocabulary quizzes, an

- online review quiz, a step-by-step

i guide on how to do morphological

i analysis, and two interactive

exercises.

It seems obvious that knowing words is a critical part of know-
ing a language, but what does it mean to know a word? A recent
newspaper advertisement claims Unbelievable weight loss break-
throughs! Most English speakers recognize each of the words in
this phrase as part of the vocabulary of English. They may or
may not realize that words can have meaningtul parts of their
own. The first word, unbelievable, has three parts. It is based on
the verb root believe. With the addition of the ending -able, we
have another word believ-able ‘able to be believed.” If we add un-
to that word believable, we have yet another word, this one with
the opposite meaning: un-believable ‘not able to be believed.’
Each of the meaningful parts of a word, like believe, -able, and
un-, is called a morpheme. The study of how morphemes are
combined to form new words is called morphology.

Morphology is one of the areas in which languages can differ the most from each
other. Compare the two sentences below. The first is from Engenni, a Kwa language

spoken in Nigeria. The top line in the example shows the sentence as it was spoken, the

second line shows the meaning of each word, and the third line shows a free translation

of the whole.

(1) Engenni (Thomas 1978)

Pe

A ta na
one go to

wa omil.

seek house

‘Let’s go look for the house.’

- SIDEBAR 4.2

Engenni symbol

vowel with grave accent low tone
: (eg, U)
¢ vowel without an accent  high tone

¢ vowel with acute accent

- (eg,, A tone

Phonetic description

upstepped (extra-high)

The second example is from Mohawk, a language

of the Iroquoian family spoken in Quebec, Ontario,
and New York State. Here again the top line shows
the sentence as spoken; note that the whole sen-
tence is expressed in a single Mohawk word. The sec-
ond line shows the parts (morphemes) of the word.
The third identifies the meaning of each morpheme.
The fourth provides a free translation of the word as
a whole.
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(2) Mohawk
Teninonhsihsdkha.
te-ni-nonhs-ihsak-ha
you.and.I-two-house-seek-go.and
‘Let’s go look for the house.’

The Engenni and Mohawk sentences mean roughly the same thing, but the two languages
differ considerably in the way they distribute information over their words. In the Engenni
example, each word contains just one meaningful part, or one morpheme. In the Mohawk
example, all of the same information is packaged into a single word.

4.1.1 What Is a Word?
How do we know that the Mohawk sentence in (2) contains just one word? The most obvious
way to find out is to ask a speaker. Mohawk speakers have clear ideas about where one word
T — . stops and the next begins, whether or not they have ever read or

. SIDEBAR 4.3 . written their language. All would readily agree that (2) is a single
Mohawk symbol IPA . word. Let’s look at a longer sentence. Compare the Mohawk
L on al sentence in (3) with its English translation. The amount of
?’(16 alomi) {A]] (vowel length) information contained in each word is different in Mohawk and
i ' (apostrophe) [?] : English: the Mohawk sentence contains seven words, and the
- “(acute accent)  high or rising tone . English translation fourteen. But all Mohawk speakers would

: ‘(grave accent) falling tone
G ) =) again divide the sentence into words in the same way.

(3) Mohawk: Konwatsi’tsaien:ni Rita Phillips, speaker

O:nen ki’ id:ken’
6:nen ki’ iak-en-’
now in.fact one-say-s
now in fact one says

‘Now then, they say,

karhd:kon niahatitakhenontie’

ka-rh-ak-on n-i-a-ha-ti-takhe-n-ontie’

it-tree-be.in-is there-thither-FAcTuAL-they-all-run-to.there-along
place in the forest they started running thither into it

they raced off into the forest

wahonhidkha’ sewahio:wane’.
wa-h-on-ahi-ak-ha’ se-w-ahi-owane-e’
FACTUAL-they-all-fruit-pick-go.and one-it-fruit-big-is
they went to pick fruit apple

to go pick apples.’

In some languages, the boundaries between some words are not as clear. For example, how
many words are there in the English term ice cream or ice-cream? As was noted in Chapter 1,
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all languages change over time, and many aspects of languages change, including the
boundaries between words. When two or more words occur together very frequently in
speech, especially when they come to represent a single idea like ‘ice cream,’ speakers may
begin to process them as a single unit, rather than composing the expression anew, word by
word, each time they refer to it. The merging of words into a single cognitive unit can occur
gradually over time. It is in such cases of change in progress that speakers may be uncertain
of word boundaries.

Speaker intuitions usually provide the best indication of boundaries between words
(although in some cases standardized spelling conventions can interfere with intuitions).
But individual languages may provide additional kinds of evidence. In most languages,
words can be pronounced alone, but individual morphemes often cannot. For example,
if I asked you what English t means, you probably would not recognize it as the past tense
suffix at the end of look-ed [luk-t]. Similarly, the Mohawk morpheme -rh- ‘tree’ which is part
of the word ‘forest’ in (3) above, would never be pronounced by itself; speakers would not
even recognize it if it were.

Another indication of word boundaries is that speakers can pause between words. For
example, an English speaker may say: I ... don’t really want to. But speakers rarely if ever pause
between the morphemes inside of a word: thus Lightn ... ing was flashing in all direct ... ions
would be distinctly odd. This is true for Mohawk as well as for English. If Mohawk speak-
ers are interrupted in the middle of a word, they go back and start over at the beginning.
Speakers sometimes insert parenthetical information between words; thus I ... if you want to
know the truth ... don’t really want to would be possible. But speakers do not insert such asides
between morphemes; thus Lightn ... really scary ... ing was flashing would be impossible. This
suggests that words are not usually produced morpheme by morpheme as speakers talk;
words are stored as single cognitive units, and selected from memory as wholes for speech.

In many languages, it is easy to identify words on the basis of phonological evidence.
Perhaps the most obvious type of phonological evidence is the location of stress. In some
languages, primary stress regularly falls on a certain syllable. In Finnish, for example, stress
occurs on the first syllable of each word: aasi ‘donkey,” perhonen ‘butterfly,’” vilimatka ‘dis-
tance,” valoku-vauskone ‘camera.” In Spanish, primary stress (apart from specific exceptions)
falls on the second-to-last syllable: burro ‘donkey,” mariposa ‘butterfly,’” biblioteca ‘library.’
Mohawk shows the same pattern as Spanish. The accent marks in the Mohawk examples in
(2) and (3) above indicate stressed syllables. Other types of phonological evidence can pro-

........................................................ . vide clues to the boundaries between words as well, though these
SIDEBAR 4.4 differ from language to language.
. The term stress was introduced in It is often the case that the ideas expressed by a single word in

- Section 2.7.2. It refers to the relative ©  one language can also be expressed, more or less, with multiple
i prominence of a syllable in the word. :
i A syllable with primary stress will :
often have special pitch, it may be
|0uder, and it may last |onger than phemes in the MOhaWk WOl‘d in (4a) Could be eXpressed Wlth
a syllable with secondary stress or a separate words. If, for example, you and I had been looking for
i syllable that is unstressed. ‘

words in the same language. But there are usually differences in
meaning, although they may be subtle. A number of the mor-

something else beforehand, and I wanted us to shift the goal

of our search, it would be more appropriate to name the house
separately, as in (4b).
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(4) Mohawk

a. Teninonhsihsdkha.
let’s go house seek

4 Morphology

‘Let’s go look for the house’

b. Kandnhsote’ tenihsdkha. ‘Let’s go look for the house’

it house stands let’s seek

Another example can be seen in Lakhota, a Siouan language of the Plains. Both (5a) and
(5b) could be translated ‘I made it/them black.’

(5) Lakhota (Stan Redbird, speaker p.c.)

a. Sabwadye.
| blackened

b. Sdpa wakdage.
black | made

- SIDEBAR 4.5

i Lakhota IPA  Phonetic

i symbol description

¢’ (acute [']  primary stress

accent) :
‘g [y] voiced velar fricative :

SIDEBAR 4.6 3
i A hyphen on the left of a morpheme,
© asin the English plural -s, indicates
¢ that the morpheme must attach

i to something on its left. A hyphen

¢ on the right, as in un-, indicates

that the morpheme must attach

i to something on its right. Bound

i morphemes are always written with

a hyphen on at least one side.

‘I made it/them black; | blackened.’

‘I made it/them black.’

When asked about the difference, the speaker, Mr. Redbird,
explained that if he had just polished his boots he would use (5a).
If he had hung a kettle over the fire to start a stew cooking, then
returned some time later to find that the flames had come up and
eventually left soot on the bottom of the kettle, he would use (Sb).
The first sentence indicates a single, direct action, while the second is
appropriate for a longer string of events and indirect consequences.

4.2 Kinds of Morphemes

Morphemes, the building blocks of words, can be classified in
several ways. One distinction is between free morphemes and
bound morphemes. Free morphemes are those that can stand
alone as words.

In the English phrase we saw at the outset, the morphemes
believe, weight, loss, break, and through are all free, because they
can be used as words on their own. All of the morphemes in the
Engenni sentence in (1) are free: d ‘one,’ ta ‘go,’ na ‘to,” wa ‘seek,’

and omii ‘house.” In the Mohawk sentence in (3), the words d:nen ‘now’ and ki’ ‘in fact’

are free. Bound morphemes are morphemes that never occur as words on their own. The
English morphemes un- and -s are both bound.
Another way to classify morphemes is into roots and affixes. Roots are considered the

foundation of the word. The root usually conveys the main meaning of the word. The root

of un-believ-able, for example, is believe. Affixes are morphemes that attach to roots and mod-

ify their meaning in some way. The morphemes un-, -able, and -s are all affixes. Affixes never

stand alone as words; they are bound. Textbox 4.1 discusses the relationship between the

concepts of root versus affix and free versus bound.
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TEXTBOX 4.1 ROOTS VERSUS AFFIXES AND FREE VERSUS BOUND

Can we say that all roots are free morphemes, and are bound, like -nonhs- ‘house,’ -ihsak ‘seek,’ -rh-

that all affixes are bound? The answers to these ‘tree,’and -takhe ‘run’: that is, they always take
two questions are no and yes. In English, most affixes and never occur as words on their own.
roots are free, that is, they can occur as words on Affixes, on the other hand, are bound by definition
their own, like believe. But in Mohawk, most roots in all languages.

Affixes can also be classified according to where they occur: before the root, after the root,
on both sides of the root, or inside the root. We can see each of these kinds of affixes in
Ilocano, a language of the Austronesian family spoken in the Philippines.

A prefix is a type of affix that appears before the root, like the English un- of un-
believable. Compare the Ilocano words in the left column in (6) with those on the right.

(6) llocano prefix (Rubino 1997)

amianan ‘north’ taga-amianan ‘Northerner’
abagatan ‘south’ taga-abagatan ‘Southerner’

bantay ‘mountain’ taga-bantay ‘from the mountains’
ili ‘town’ taga-ili ‘from town’

Amerika ‘America’ taga-amerika ‘American’

The prefix taga- forms words for origin or nationality from words for places.
A suffix is a type of affix that occurs after the root, like the English -able of unbeliev-able.
Compare the Ilocano words in the left column in (7) with those on the right.

(7) llocano suffix (Rubino 1997)
giling ‘grind’  giling-an  ‘grinder’
sagat ‘strain’  sagat-an ‘strainer’
balkot ~ ‘wrap’  balkot-an  ‘wrapper’
timbeng ‘weigh’ timbeng-an ‘balance, scale’

gt :  Adding the suffix -an to a verb can create a noun in Ilocano.

. SIDEBAR 4.7 ¢ Affixes that create nouns are called nominalizers. The nouns
- llocano symbol IPA . in (7) designate instruments. This particular suffix can thus be
"9 [n] i called an instrumental nominalizer.

An infix is a type of affix that appears inside of the root.

(8) llocano infix (Rubino 1997)

kuton ‘ant’ k-in-uton ‘ant-infested’

gayaman ‘centipede’ g-in-ayaman ‘infested with centipedes’
ngilaw “fly’ ng-in-ilaw ‘fly-infested’

kuto ‘lice’ k-in-uto ‘lice-infested’

The Ilocano infix -in- adds the meaning ‘infested.” When we describe an infix, we always
specify where in the root it is inserted. Here the infix is inserted after the first consonant of
the noun: k-in-uton ‘ant-infested.” (The sequence of letters ng is used in the practical spelling
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system to represent a velar nasal [p], a single consonant.) Infixes are much rarer in the lan-
guages of the world than prefixes and suffixes.

Circumfixes wrap around the root, with part occurring before and part after. English
does not have circumfixes; the example below is from Ilocano:

llocano circumfix (Rubino 1997)

ragsak ‘happy’ pag-ragsak-en ‘make someone happy’
leddaang  ‘'sad’ pag-leddaang-en ‘make someone sad’

uray ‘wait’ pag-uray-en ‘make someone wait’
awid ‘go home’ pag-awid-en ‘make someone go home’

The Ilocano circumfix pag-...-en adds the meaning ‘make’ or ‘cause.’ It is called a causa-
tive. For an example of another circumfix, see Textbox 4.2.

Words may contain more than one prefix, more than one suffix, or combinations of both, as
in many of the Mohawk words seen earlier, one of which is repeated in (10). The root is in bold.

Mohawk verb from (3)

niahatitakhenontie’

n-i-a-ha-ti-takhe-n-ontie’
there-thither-FACTUAL-3.MASCULINE-all-run-to.there-along
‘they started running thither into it’

It is important to note that there are no infixes in this word. The morphemes n- ‘there,’
i- ‘thither,” a- FACTUAL, ha- the 3rd-person masculine, and ti- ‘all’ are all prefixes, because
they all occur before the root. No morpheme appears inside of the root -takhe ‘run.” Many
languages, among them Turkish and the Eskimo-Aleut languages, have only suffixes. Some
others, among them Navajo and many other Athabaskan languages, have only prefixes.
Most languages, like English, French, or Japanese, have both.

Words may also contain more than one root. Such words are called compounds.
English is particularly rich in compounds. English speakers frequently combine roots, even
full words, to create new words, such as break-through, pig-pen, hot-dog, and many more.
Frequently used word-formation processes are said to be highly productive; this concept
is further discussed in Textbox 4.3. Newer compounds are often still written as two words,
even when they are pronounced and understood as a term for a single idea. The Mohawk
example seen earlier in (4a) is also a compound, built on the noun root -nonhs- ‘house’ and
the verb root -ihsak ‘seek’: teni-nonhs-ihsdk-ha ‘Let’s go house-hunting.’

@ STOP AND REFLECT 4.1 COMPOUNDS AND WORD MEANINGS
Consider the following two sentences:

a. She studied flower arranging in Japan.
b. She carefully put the flower in her hair.
In (a) the word flower is put into the compound flower arranging. In (b) it is used independently. What are

the differences in meaning between the two? Could the compound flower arranging be used for arranging
flowers in one’s hair? Why or why not?
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TEXTBOX 4.2 CIRCUMFIXES

Circumfixes, like infixes, are relatively rare among the
languages of the world. Often they originated as a
combination of a prefix and a suffix that, over time,
came to have a meaning of its own. In Example (7) we
saw the suffix -an that is used to form nouns in llocano.
llocano now has several circumfixes that form terms for

TABLE 4.1 llocano locative nominalizers (Rubino 1997)

places, which must have originated as a combination of
some prefix with the nominalizer suffix -an. The locative
nominalizer pag-...-an creates names of places from verbs
that denote the kind of activity typically done there. The
locative nominalizer ka-...-an creates names of places from
words for activities or objects characteristic of those places.

adal ‘study’ pag-adal-an ‘school’

langoy ‘swim’ pag-langoy-an ‘swimming pool’
pabuya ‘show’ pag-pabuya-an ‘theater’

sugal ‘gamble’ pag-sugal-an ‘casino’

darat ‘sand’ ka-darat-an ‘sandy place’

ubas ‘grape’ ka-ubas-an ‘vineyard’

pinia ‘pineapple’ ka-pinia-an ‘pineapple field’
mangga ‘mango’ ka-mangga-an ‘mango plantation’

TEXTBOX 4.3 PRODUCTIVITY

Productive morphological processes are those that
speakers use to create new words. Noun-noun
compounding is very productive in English: it is a
constant source of new words. Some affixes are highly
productive as well, like the nominalizer -ness of words
like shortsighted-ness. Others are less productive,

like the nominalizer -hood in woman-hood. Some are
no longer productive at all, like the nominalizer -t
of weigh-t. To see just how productive noun-noun
compounding is in English, listen to the speech
around you for a noun-noun compound that is new
to you.

4.3 Finding Morphemes: Morphological Analysis

How do we know what the morphemes are in a particular word? Speakers themselves are
rarely conscious of morphological structure unless they have studied grammar. They obvi-
ously have some unconscious knowledge of morphology — we see this when they create
new words - but few could explain it. If we cannot ask speakers about morphology, how
can we discover it in a language?

Morphological analysis is usually done by comparing sets of words, as we did for the
Ilocano examples on the last several pages. If we find two similar words, one with a
particular sequence of sounds and one without it, we can compare the meanings
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of the words and hypothesize that the additional sequence of sounds adds the
additional meaning. Consider the following examples from English:

English word pairs

happy cool
unhappy  uncool

The meanings of the words with un- are the opposite of those without. We can hypothesize
that English has a prefix un- meaning ‘not.’

Now examine the pairs of words below from Karo, a language of the Tupi-Guarani family
spoken in the Brazilian Amazon.

Karo verbs (Gabas 1999)

ko ‘walk’

taka ‘make (someone) walk while walking alongside of him or her’
ket ‘sleep’

taket ‘put (someone) to sleep and sleep alongside him or her’
noga ‘eat’

tanoga ‘feed (someone) while eating with him or her’

Each of these verbs can occur with or without the element ta. The addition of ta to the verbs
changes their meaning in a systematic way. It looks like we have a morpheme: a recurring
sequence of sounds (ta) with a recurring meaning. As far as we can tell from the data in
(12), this morpheme never appears on its own as a word: it is bound. Since it appears before
roots (rather than after them or inside of them), it is a prefix. Semantically, it adds a sense of
causation, causing someone to walk, causing someone to sleep, and causing someone to eat.
It is thus a causative. But it adds a more specific meaning than the Ilocano causative we saw
earlier. Here the causer is also participating in the caused activity: walking, sleeping, or eat-
ing. These examples illustrate an important principle of morphological analysis. We cannot
expect that every word in the free translation will correspond to a specific morpheme
in the language under analysis. Skillful morphological analysis can require the ability to
think beyond the translation to imagine what the actual meaning might be. (Linguists gen-
erally use the term gloss rather than “translation,” because they recognize that morphemes
and words in one language do not always have perfect semantic equivalents in another. A
gloss is simply the best approximation to the meaning. See Textbox 4.4 for important con-
ventions used in linguistics when writing out examples with morphological detail.)

TEXTBOX 4.4 GLOSSING CONVENTIONS

We write the gloss of a morpheme in small caps if it Mohawk suffix -ontie’ ‘along’ in example (10), or an
is a grammatical term like PLURAL (PL), NEGATIVE (NEG), entire word or sentence, such as ‘they started running
CAUSATIVE (CAUS), or NOMINALIZER (NMLZ). Translations thither into it.’

are written between single quotation marks, whether Words in the language under study are usually given

it is the translation for a single morpheme, like the in italics, or, when handwritten, underlined.
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i In this and later chapters, a full list
¢ of the glossing conventions used in
each chapter can be found at the

Marianne Mithun

In conducting morphological analysis, we may not always
find pairs of words like those in (11) and (12): one without an
affix and one with it. Fortunately, there is another strategy for
detecting morphemes. We may find sets of words that all con-

i end of the chapter, directly before tain a particular element, or a certain sequence of sounds. We
: the exercises. . can then compare the meanings of those words to see what they

(13)

have in common. When a recurring form matches up with
a recurring meaning, we can hypothesize that we have a
morpheme with that form and that meaning.

Compare the Karo words in (13).

Karo verbs (Gabas 1999)

oyatwan 'l left’
omdamnoy ‘I saw myself’
owakdn ‘I am angry’
okot ‘I walked’

All of these words begin with o, though otherwise they are different. One involves leaving,
one seeing, one being angry, and one walking. One is in the present, and the others are in the
past. But all include the meaning ‘I.” We can hypothesize that o- is a morpheme meaning ‘1.’

STOP AND REFLECT 4.2 SPANISH ADJECTIVES
o

2 Procedures for Morphological Analysis
In Spanish, the form of an adjective changes depending on the properties of the noun it describes. Consider
the adjectives that would modify the nouns indicated in each column.

nifio ‘boy’ nifia ‘girl’ nifios ‘boys’ nifias ‘girls’
alto alta altos altas
chaparro chaparra chaparros chaparras
contento contenta contentos contentas
enojado enojada enojados enojadas

Use the methods described here — looking for additional sounds that indicate additional meanings and
recurring forms that correspond to recurring meanings — to analyze these adjectives. How many morphemes
occur in each adjective? Check your answers in Sidebar 4.9 on page 90.

4.4 The Meanings of Morphemes

Do all languages express the same kinds of meanings in their morphemes? There certainly
are similarities. Many languages have noun roots meaning ‘head,” ‘fish,” and ‘house,’ just as
in English. Many have verb roots meaning ‘eat,” ‘catch,” and ‘kill.’

But languages also show differences in their inventories of roots. Roots can have quite
different meanings in different languages. Central Alaskan Yup’ik, an Eskimo-Aleut lan-
guage spoken in southwestern Alaska, has roots for ‘head’ (nasquq) and ‘house’ (ca), like
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TABLE 4.2 Roots in several different languages

4 Morphology

Some noun roots

English head fish house
German Kopf Fisch Haus
French téte poisson maison
Engenni utomi eserni omu
Mohawk -nontsi -itsi- -nonhs-
llocano ulo ikan bal
Karo nakd ip ka’a
Some verb roots
English eat catch kill
German ess- fang- tot-
French mang- attrapp- tu-
Engenni dhi kunu gbei
Mohawk -k -iena -rio
llocano kaan tiliw patay
Karo 0 ‘iy wi

the languages in Table 4.2. But the Yup'’ik root neqe- ‘fish’ also means ‘food’ and ‘eat.’

Furthermore, for many Yup'’ik roots, there are simply no English roots with equiva-
lent meanings. They can only be translated into English with complex explanations, as
shown in (14). (The Yup’ik material in this chapter comes from the speech of Elizabeth

Charles, Elena Charles, and George Charles, and from Jacobson (1985).)

(14) Some Yup’ik roots

keniq ‘front part of a parka cover, gathered up and used as a means of carrying things’
ella ‘world, outdoors, weather, universe, awareness, sense’
pay’u-  to have one’s legs so cramped by cold that one cannot move’

qapiar-  ‘to skin a seal or other animal starting from the head and pulling the skin back over

the body, rather than splitting the skin’

taarri-  ‘to swat oneself or another in a steambath to tone muscles and stimulate sweating’

caqvir-  ‘having shoes on the wrong feet’
narurte- ‘to act against accepted standards of behavior’

When we compare the meanings of affixes across languages, we find the same kinds of

similarities and differences. Some affix meanings show up in language after language. For

example, many languages have past-tense affixes, comparable to English -ed. Many have
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plural affixes, comparable to English -s. Many have nominalizers, like the English suffix

-er and like the Ilocano suffix -an we saw in giling-an ‘grind-er.” Many have causatives like

the Ilocano circumfix in pag-ragsak-en ‘make someone happy.” There are also interesting

differences in the meanings of affixes; some examples are discussed in Textbox 4.5.

SIDEBAR 4.9 3
i Answers to Stop and Reflect 4.2: The adjectives
in the first two columns have two morphemes :
i each: the root (alt ‘tall,” chaparr ‘short,” content
¢ ‘happy,’ and enojad ‘angry’) and a gender :
suffix (-0 MASCULINE and -a FEMININE). The

i adjectives in the third and forth columns have
three morphemes each, those in the first two
columns plus an additional suffix, -s PLURAL.

SIDEBAR 4.10

¢ For other examples of languages with causative
constructions, see the South Conchucos
Quechua Language Profile, Section LP6.3.3,

¢ and the Manambu Language Profile, Textbox

- LP10.5.

TEXTBOX 4.5 THE MEANINGS OF AFFIXES

Although different languages can have similar affix fat,” ma-copit ‘make someone fat.” But as we saw, it
categories, languages exhibit interesting differences. also has a more specialized kind of causative prefix
Some languages have no affixes that mark past ta- meaning ‘cause and participate in the action.”
tense, while others have elaborate sets of past-tense Yup'ik has an unusually rich array of causative suffixes,
affixes, distinguishing degrees of remoteness, such which differ in sometimes subtle ways. They add

as ‘immediate past,” ‘recent past,” ‘remote past,’ meanings such as ‘let,” “allow,” ‘permit,” ‘compel,’
and ‘mythic past.” Karo has a basic causative prefix ‘force,’ ‘deliberately or intentionally cause,” ‘try to
ma-, as in ket ‘sleep,” ma-ket ‘put someone to sleep’; cause,’ ‘tend to cause,” and ‘wait for’ (as in ‘wait for
kot ‘walk,” ma-kot ‘make someone walk’; copit ‘be something to boil").

Like roots, affix meanings can also vary across languages. Some interesting examples from

Yup’ik are given in (15).

(15) Some Yup'ik suffixes

-kuaq ‘leftover’ arucetaar
arucetaar-kuaq
-kuar-  ‘go by way of’ imarpig
imarpig-kuar-
-lige- ‘be afflicted in’ ilu
ilu-lige-
-illige-  ‘suffer from lack of’ murak
mura-illige-
-ir- ‘have cold’ it'ga-
it’ga-ir-
-taq ‘caught object’ pi
pitaq
-tar- ‘gather from nature’ mer

mer-tar-

‘dried fish skin’
‘uneaten, leftover dried fish skin’

‘ ’

sea
‘go by sea’

‘inside, digestive tract’

‘have a stomach-ache’
‘wood’

‘suffer from the lack of wood’
‘foot’

‘have cold feet’

‘thing’

‘caught animal or bird’
‘water’

‘fetch water’
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' SIDEBAR 4.11

© Yup'ik

ie

. ng
fl

IPA
[
(D]
[#]

Phonetic description
mid-central vowel

velar nasal

voiceless lateral fricative
voiced velar fricative
voiceless uvular stop
voiced uvular trill

4 Morphology

The verb mer-tar- is used, for example, for getting water
from a river. For getting water from a faucet or barrel, a
different suffix, -ssaag-, is used.

It's important to note that meanings conveyed by roots
in one language might be conveyed by affixes in another
and vice versa. Examples are given in Textbox 4.7.

TEXTBOX 4.6 YUP'IK IN USE

cucuklillruunga.
cucuke-li-llru-u-nga

“Cucuklillruunga!”
. | Voted! *

*

choose-become-PST-IND-15G
‘I voted.’

* x %

* K

A sticker that reads “I Voted” in Yup'ik

TEXTBOX 4.7 MEANINGS IN ROOTS AND AFFIXES

Truartaa.

iru-art-a-a
leg-hit.in-TR.IND-35G/3sG
‘She hit him in the leg.’

Meanings are not always distributed between roots
and affixes as we might expect. What is expressed by
a root in one language might be indicated by an affix
in another. Consider the Yup’ik word below, which is a
sentence in itself.

This verb has just one root, iru- ‘leg.” We might expect
‘hit’ to be conveyed by a root as well, but here it is
conveyed by the suffix -art-. But how do we know that
-art- really is a suffix? In Yup'ik, every noun and verb
begins with one and only one root. Only roots can occur
at the beginning of a word, and they always appear at
the beginning. All other morphemes in the word are
suffixes. Suffixes never appear at the beginning of a
word; they can occur only after a root or another suffix.

4.5

The affixes that develop in languages are no accident. They grow out of distinctions that
speakers have chosen to express most often in daily speech, over generations, centuries,
even millennia. Some affixes reflect concepts that are important to human beings all over
the world, like causation. Others reflect the environmental and cultural concerns of indi-

vidual societies.

The Shapes of Morphemes

A single morpheme can have more than one pronunciation. Let’s consider English plu-
rals. If we look just at written English, it seems that to form a plural, we just add -s.
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(16)

. SIDEBAR 4.12
To review phonemes and minimal

i pairs, see Section 3.2.1. E
: v the voiceless /s/ with swips, and the voiced /z/ with gribs, even

a7

Marianne Mithun

English plurals

newt newt-s

skink skink-s

toad toad-s

frog frog-s
tadpole tadpole-s
chameleon chameleon-s

salamander  salamander-s
iguana iguana-s
gecko gecko-s

But do all these suffixes really sound the same? Try pronouncing the plural words carefully,
and listen to the sounds at the end. You will note that some words end in voiceless [s], and
some end in voiced [z]. Since we know these sounds are distinct phonemes in English, due
to minimal pairs such as sip and zip, we will describe the different forms of the English plural
as /s/ and /z/, using phonemic slashes.

When English speakers hear a new noun, they automati-

cally know which form to use for the plural. For example, what
word would you use to talk about more than one swip? How
about more than one grib? English speakers automatically use

though they have never heard these words before.

If we look carefully at where each form occurs, we see a pattern. The voiceless plural /s/
comes after nouns ending in p, t, and k. The voiced plural /z/ comes after nouns ending in
d, g I, n r,w y, and vowels. We can make a generalization about these contexts: the form
/s/ occurs only after voiceless sounds, and the form /z/ occurs only after voiced sounds. The
alternate forms of a morpheme, like the /s/ and /z/ plural here, are called allomorphs.
It is important to describe the different allomorphs and where each occurs. For our plural
allomorphs, we have two forms so far.

-S PLURAL
/s/ used after voiceless sounds
/z/ used after voiced sounds

A description like that in (17) is called item and arrangement: we specify how the
items are arranged, that is, where each allomorph occurs.

TEXTBOX 4.8 PARALLEL RULE WRITING IN PHONOLOGY AND MORPHOLOGY

~ You will note that the way that rules are written in rules represent the relationship between phonemes
morphology is similar to how they are written in and allophones; in morphology, they represent the
phonology, as you saw in Chapter 3. In phonology, the  relationship between morphemes and allomorphs.
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(18)

(19)

4 Morphology

Allomorphy can be also described in another style, called item and process, using
rule-writing conventions similar to those we saw in the chapter on phonology (see Textbox
4.8). To say that the plural suffix becomes voiced after a voiced sound, we begin with the basic
allomorph, here -s. We then add an arrow — for ‘becomes’ or ‘is pronounced.” To the right
of the arrow, we specify how it changed (in this case by becoming voiced). Next is a slash /,
which announces that the context is coming up. The blank __ shows us where the sound in
question fits into the context. Example (18) shows you this formal rule and how the same
meaning is conveyed in regular English prose.

Formal and prose versions of the English plural allomorphy rule
-s — [+voiced] / [+voiced] __
“The English plural -s becomes voiced after any voiced sound.”

Are /s/ and /z/ the only allomorphs of the English plural? What is the plural of grouse?
How about thrush, finch, and partridge? Many English speakers would have a hard time iden-
tifying these four distinct species of birds, but all of them would pronounce the plurals of
the species names as /oz/. This is the third allomorph (along with /s/ and /z/) of the English
plural. The voicing rule we worked out in (18) doesn’t account for this new form. The nouns
grouse, thrush, finch, and partridge all end in hissing fricatives or affricates called stridents
or sibilants. We can thus expand the rule in (18) to include this other allomorph, which
occurs in a distinct phonological context.

Expanded rule for English plural allomorphs
-s — oz / [+strident] __
-s — [+voiced] / [+voiced] __

9 STOP AND REFLECT 4.3 COMPARING PATTERNS OF ALLOMORPHY IN ENGLISH

Compare the factors triggering the allomorphs of the English plural -s with those triggering the allomorphs
of the English past tense -ed (summarized in Section 3.2.6). In what ways are the patterns similar or different?
What does this tell you about the forces that motivate allomorphic variation?

Allomorphs develop for different reasons. In the case of the English plural, phonetic forces
motivate the alternations. When speakers already have their vocal folds vibrating to produce a
voiced sound at the end of a noun, it would take extra work to interrupt the vibration and cut
off the voicing in order to produce a voiceless /s/. It is easier to just let the vibration continue
to the end of the word. This is thus a case of assimilation (discussed in Section 3.1), whereby
adjacent sounds come to share a phonetic property, in this case voicing. This allomorphy
reduces articulatory effort. Now consider the other allomorph, /oz/, which we find after stri-
dents. If we pronounced the plural of grouse with just /s/, it would be nearly impossible to hear
the suffix: [gravss]. The added vowel helps listeners identify the presence of the plural mor-
pheme, in other words, it adds to its perceptual salience. As we saw in Chapter 3, minimizing
articulatory effort and maximizing perceptual distinctness are opposing forces that
shape phonological systems; we also see their impact in allomorphic variation.
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Now what about the plurals cactus/cacti, phenomenon/phenom-

e . ena, and cherub/cherubim? Although these appear to be random
SIDEBAR 4.13 irregularities and they are indeed exceptions to our rule, there are
The process of borrowing forms . reasons why they exist. These nouns were borrowed into English
0D @2 ADE e I siier 2l . from other languages: Latin, Greek, and Hebrew, respectively.
:;:;nvzzzt g:]agtun;;z :?!Zig:;iely The English speakers who originally adopted them brought their
© discussed in Section 13.2. ¢ plural forms along with them. The suffix -i in cact-i is a Latin plu-
ral, the suffix -a is a Greek plural, and the suffix -im is a Hebrew
plural. When enough nouns have been borrowed into one

language from another, and their plural forms have been brought in along with

them, speakers may begin to discern this pattern and apply it to new forms they
encounter with the same endings. If English speakers want to pluralize a word ending in

-us (which happens to be a singular ending in Latin), they may decide that it should follow

the same pattern as cactus and pluralize it with -i, even if they have not heard its plural

form and don’t know whether it came from Latin. Textbox 4.9 further explains this process.

TEXTBOX 4.9 THE BATTLE OF THE PATTERNS

Not all nouns adopted from Latin into English have -i speak. The result can be regularization and elimination
plurals. The plurals of virus and census, for example, are  of exceptions. The plurals of virus and census have been
virus-es and census-es. This comes about since human remodeled in accordance with the major pattern of
beings are masters at detecting patterns, in language plural formation in English.

and elsewhere. The patterns come into play as we

9 STOP AND REFLECT 4.4 PLURALS OF ENGLISH NOUNS ENDING IN -US

The English singular nouns below all end in the sequence -us. Try pronouncing their plurals. To the best of

your ability, note which ones require that the plural be -i, which ones never take -i, and which ones allow

either -i or -es. Then go online and check their etymologies. Do all the words that allow -i originate in Latin?
alumnus, corpus, hippopotamus, minibus, octopus, papyrus, sarcophagus, walrus

We have seen two kinds of allomorphy. The plural allomorphs -s, -z, and -2z are pho-
nologically conditioned. The choice of which allomorph to use depends on the sound
before it: /oz/ is used after stridents, /s/ after other voiceless sounds, and /z/ after other
voiced sounds. The plural allomorphs -i, -a, and -im are lexically conditioned. The forms
are associated with particular words (or lexemes).

Now let’s look at allomorphy in another language. Ilocano has a prefix that can form
verbs meaning ‘move an object to the location specified by the root.’

(20) llocano verbalizer

sakmol  ‘inside of mouth’ i-sakmol ‘put something into the mouth’
ruar ‘outside’ i-ruar ‘take something outside’



95

4 Morphology

ditoy ‘here’ i-ditoy ‘put something here’
ngato ‘high, up’ i-ngato ‘put something up’

baba ‘down, below’ i-baba ‘put something down’
abut ‘hole’ y-abut ‘put something in a hole’
uneg ‘inside’ y-uneg ‘put something inside’
abay ‘side’ y-abay ‘place beside, compare’

Ilocano thus has a verbalizer prefix i-: it turns words into verbs. Compare each word
with its verbalized counterpart. You will note that when we reach the pair abut ‘hole,’
yabut ‘put something in a hole,” we see a change in the shape of the prefix from i- to y-.
(The letter y in the Ilocano spelling system represents a palatal glide, IPA [j].) The forms
i- and y- appear in the same position in the word, immediately before the root, and they
contribute the same meaning. These facts together suggest that we have one morpheme
with two allomorphs.

@ STOP AND REFLECT 4.5 WATCH ALLOMORPHY EMERGE

Try pronouncing the sequence i-abay slowly, and then repeat it a number of times quickly. You will note that
with speed, the vowel naturally turns into a glide as the sounds blend together. Articulatory “shortcuts” that
facilitate articulation are one way that allomorphs develop in languages over time.

S

L]
Interactive
morpho-
logical
analysis
exercises

(21)

When it appears that we have two (or more) allomorphs, we look to see where each
one occurs. When we have phonologically conditioned allomorphs, the distribution of
allomorphs is usually determined by the sounds directly preceding or following them.
Since there is nothing before our prefix here, the most promising place to look is after it.
We find:

i- before s, 1,d,ng, b
y- before a, u

(Recall that ng is a digraph representing the single consonant [p].) Can we make any gen-
eralizations about the context, as we did for the English plural? The i- occurs only before
consonants, and the y- only before vowels. This situation is called complementary dis-
tribution. In Chapter 3, we saw allophones of a single phoneme in complementary distri-
bution; we now see that allomorphs of a single morpheme can also have this relationship.
The two forms of our prefix never occur in the same context, a confirmation that we do
have allomorphs. We can now describe our prefix with its allomorphs.

Formal and prose versions of the llocano verbalizer allomorphy rule
i-—y/__V
“The llocano prefix i- is pronounced as /y/ before a vowel.”

Note that allomorphic variation is not only found with affixes; roots can have allo-
morphs as well. Compare English leaf and leaves. The root has two forms: /lif/ in the
singular and /liv/ in the plural.
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4.6

(22)

Marianne Mithun

Are Affixes Always Segments of a Word?

Consider the English nouns mouse/mice and man/men. These plurals are irregular, but they
are not random. They are the result of a sequence of developments in the history of the
English language, each of which made sense at the time. But how do we describe these plu-
rals today? Do these forms have a plural affix? The answer is yes, but this affix has a different
character from the prefixes, suffixes, infixes, and circumfixes we have seen. Here the plural
affix cannot be described as one or more segments (consonants or vowels) but as a change
internal to the root. Sometimes affixes are simply changes in a form, not necessarily
added segments. This is true of the plurals of mouse and man: in both, plurality is signaled
by a change in the vowel, not the addition of a new vowel. This is also true of the past tense
on verbs like see/saw and run/ran.

Such allomorphy is lexically conditioned, because these changes could not be predicted on
the basis of the sounds of the roots alone but must be learned as properties of individual words.

Now compare the Engenni verbs in (22). The marks over the vowels indicate tone. The
absence of a mark indicates high tone, and a grave accent (¢) indicates low tone.

Engenni (Thomas 1978)

dire ‘cook’
dire ‘cooks’
dire ‘will cook’

The verb dire ‘cook’ alone has high tone on both syllables (HH).

T ——— . The word dire ‘cooks’ has low tone on the first syllable and high
. SIDEBAR 4.14 . tone on the second (LH). The future form dire ‘will cook’ has high
- Tone is introduced in Section 2.7.3. tone on the first syllable and low on the second (HL). Here, too, it

For more on tone, see the Manange
i Language Profile, Textbox LP3.2.

4.7

is easier to describe the tenses as changes made to the root than
as pieces of words. The present-tense affix is an LH tone structure,
while the future-tense affix is an HL structure.

Words, Lexemes, and Lexicalization

At the beginning of this chapter, we considered how to identify words in an unfamiliar
language. We can now take this question a bit further. Consider the English words lizard
and lizards. We know that they are different words. But we would not expect to find both
in a dictionary; we will find only lizard. The same is true of the words talk, talked, and
talking. They are all different words, but we will find only talk in the dictionary. Words
like lizard and lizards are said to belong to the same lexeme. Similarly, talk, talked, and
talking belong to the same lexeme. The plural suffix -s on lizard does not form a new
vocabulary item; it simply gives us another form of the same one, used for referring to
more than one of the item denoted by the word. A lexeme is a basic vocabulary item,
something we might find as an entry in a dictionary (or in our mental lexicon).
Morphology that does not form a new lexeme, like the plural -s on nouns and -ed and -ing
on verbs, is called inflection. Inflectional affixes never change the word class of the word
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that they attach to. Gavotte is a noun, and the plural gavotte-s is still a noun. Inflectional
affixes tend to be highly productive. If we learn a new English count noun like gavotte, we
expect that it will have a plural, though we may not always be able to predict the form of
the plural. Inflectional affixes tend to contribute predictable meanings. If we know
that the noun gavotte means ‘a medium-paced dance popular in the eighteenth century,” we
may never have heard it in the plural, but we can predict that gavotte-s will mean more than
one gavotte. For examples of some inflectional affixes in English, see Textbox 4.10.

TEXTBOX 4.10 SOME INFLECTIONAL MORPHEMES IN ENGLISH

-s PLURAL Plums are delicious These English inflectional affixes can
-s 3rd SINGULAR SUBJECT PRESENT Sharon changes her car’s oil herself be contrasted with some English
-ed PAST TENSE Voters rejected the measure on the ballot derivational affixes, as seen in

Textbox 4.11.

-ing ~ PRESENT PROGRESSIVE Sarah is riding her bike today
-er COMPARATIVE He is taller than my brother.
-est  SUPERLATIVE He is tallest in his class.

Languages differ in the meanings expressed in their inflecti