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Preface

This book presents four widely used data mining algorithms with their 
variations and treats four different general aspects thereof: (a) A basic 
introduction with issues of importance, advantages and disadvantages, (b) A 
part on relevant algorithmic details related to the mathematical treatment of 
the selected four algorithms, (c) A part on possible applications of selected 
algorithms, with special attention dedicated to machine learning, and (d) A 
part on fast and energy efficient implementations using а dataflow technology, 
comparatively with control flow technology; this part shows how to implement 
these four algorithms on a selected Controlflow machine and on a selected 
Dataflow machine.

The four basic algorithms presented in this book are: Neural Network, 
Rule Induction, Tree Algorithm, and Density-Based Algorithm. These four 
algorithms were selected based on the frequency of their appearance at Google 
Scholar and similar search engines. Many other related algorithms were 
derived from these four ones. Consequently, these four represent an excellent 
starting point for studies of DataMining. Mastering these four algorithms and 
their implementation in the new DataFlow paradigm enables easy mastering 
of a plethora of other DataMining algorithms, as well as their usage in new 
application domains, which were unreachable before, due to prohibitively 
high data volumes, or due to a prohibitively high power dissipation. This book 
could be used by practitioners, teachers, students, and all those interested to 
do implementations in the new and promising technology: DataFlow. Specific 
implementations are based on the Maxeler technology, for the following 
reasons: It proves to be both fast and energy-efficient, it is available via 
Amazon AWS, it is/was used by giants in the business of finances, like J. P. 
Morgan, CME (Chicago Mercantile Exchange), Hitachi, and CitiBank, and 
finally, it is/was used in a large number of other applications, in Science, 
GeoPhysics, Security, and Machine Learning.
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Preface

Introduction and conclusion provide insight about the main topics covered 
in this book. Chapter 1 introduces data mining and provides definition of 
algorithms used for extraction of hidden knowledge from data. Also, it 
provides overview of relevant references in data mining field according to 
the open literature. Chapter 2 introduces controlflow paradigm, presents key 
aspects of the paradigm and relevant applications in the classification domain. 
Chapter 3 introduces dataflow paradigm, presents key aspects of the paradigm 
compared to the controlflow paradigm, and presents relevant applications in 
the classification domain. Chapter 4 presents scientific applications of data 
mining with overview of the relevant literature. Chapter 5 presents industry-
based applications of data mining with overview of the relevant literature. 
Chapter 6 to 9 present essential optimization mechanisms on the dataflow 
paradigm for four selected algorithms: Neural Network, Rule Induction, Tree 
Algorithm, and Density-Based Algorithm. Also, they discuss implementational 
details of the presented algorithms, and discuss optimizations that could 
been achieved by using introduced constructs. Chapter 10 presents general 
optimization techniques for the ultimate dataflow paradigm using systolic 
arrays and suboptimal operations.

Veljko Milutinović
Indiana University, Bloomington, USA
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Introduction

This book presents data mining in general, its algorithms, and applications. 
Data mining presents the key mechanism for extracting hidden knowledge 
from data. Depending on the environment and deployment location, the 
hidden knowledge could be extracted in the cloud environment with unlimited 
resources, or on edge devices with minimal resources. Proliferation of data 
in diverse industries presents suitable environment for extracting valuable 
data from unstructured repositories. By using data mining, patterns and 
hidden knowledge could be extracted. By using statistical and probabilistic 
machine learning algorithms, it is possible to extract behavior patterns from 
data. According to the open literature, the following four machine learning 
algorithms are the most common ones for data mining: Neural Network, Rule 
Induction, Tree Algorithm, and Density-Based Algorithm. The algorithms 
are analyzed through two computing paradigms. Machine learning presents 
broad field that is used besides data mining for image processing, natural 
language processing, and many others.

Applications of data mining are present in different environments and 
deployment locations. Recently, size of data publicly available has rapidly 
increased which led to utilization of alternative paradigms for processing such 
amounts of data. Control-flow paradigm presents conventional paradigm for 
processing that is suitable for general purposes. Dataflow paradigm presents 
a novel paradigm that relies on execution graphs and reconfigurable hardware 
that could achieve acceleration.

The main goal of this book is to introduce data mining techniques based 
on machine learning algorithms, and to present an alternative computing 
paradigm for processing large amounts of data, such as dataflow paradigm. 
Advanced optimization constructs presented in this book could be applied 
in machine learning to mitigate general application problems, such as matrix 
tailing, complex tensor operations.

ix
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ABSTRACT

This chapter presents four widely used data mining algorithms and treats 
their four aspects: essence, applications, advantages, and disadvantages. 
The algorithms are neural networks, rule induction, tree algorithms, and 
neighborhood-based reasoning. This chapter is a basic introduction with an 
overview of important issues. It includes links to relevant algorithmic details 
related to the mathematical treatment of the selected four algorithms explained 
in Chapter 2, links to issues on fast and energy-efficient implementations 
using the dataflow technology of Maxeler, which is explained in Chapter 3, 
and links to the part on possible applications of selected algorithms treated 
in Chapter 4.

INTRODUCTION

An important question to answer at the very beginning of this chapter is 
to explain the major differences between datamining and semantic web. In 
both cases, the goal is the same: Efficient retrieval of knowledge from large 
databases or from the Internet (in this context, knowledge is defined as a 
synergistic interaction of data and links between data). The major difference 
is in the placement of complexity.

In the case of datamining, data and knowledge are represented using 
relatively simple mechanisms (typically, HTML, or derivatives thereof) and 
no metadata (data about data) are included. Consequently, during the retrieval 
process, relatively com- plex algorithms have to be used. This means that the 

Introduction to Data Mining
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complexity is placed into the retrieval request time, and that the complexity 
related to the system design time is relatively low - only the code of the 
algorithm has to be injected into the system.

In the case of semantic web, data and knowledge are represented using 
relatively complex mechanisms (like XML or derivatives thereof) with lots 
of metadata included (a byte of data could be accompanied with megabytes 
of metadata); with the help of quality metadata, even the simplest algorithm 
could do the retrieval success- fully. Consequently, at the knowledge retrieval 
time, relatively simple algorithms could be used, meaning that the complexity 
of the retrieval request time is relatively low. This means that the complexity is 
placed into the system design time, when the metadata structures get formed; 
the larger the metadata, the more work at the system design time (Agrawal, 
2000) (Halbwachs, Caspi, Raymond, & Pilaud, 1991).

The above tells clearly about the stress in textbooks that cover the two 
tangential subjects: When teaching datamining, the stress should be on 
algorithms and the related math, as demonstrated in the second part of this 
book. When teaching se- mantic web, the stress should be on tools for creation 
and treatment of metadata. Consequently, this book concentrates on algorithms, 
while the tools are outside the scope of this book. The selection of algorithms 
presented here is based on their popularity, using the Google Scholar as the 
criterion of popularity. The popularity of a particular datamining algorithm 
is highly correlated with possible application domains of that algorithm, as 
discussed in the third part of this book.

The major issues in datamining are discussed in the papers (Berry & Linoff, 
Berry, M. J., & Linoff, G. S.) (Tan, Chawla, Ho, & Bailey, 2012) (Hand, 
2007) (Hall, et al., 2009) (Fayyad, Piatetsky-Shapiro, & Smyth, 1996) (Tan, 
Steinbach, & Kumar, Introduction to data mining, 2006) (Witten & Frank, 
2002) (Berson & Thearling, 1999). They are: (a) Effective uncovering of the 
hidden knowledge, in conditions when the search space is n-p complete, and 
(b) Effective development of a multidimensional interface that enables easy 
comprehension of the obtained results. These two major goals are achieved 
through the interaction of several system software layers: (a) A database at 
the bottom, followed by (b) layers responsible for artificial intelligence and 
automated presentation.

The important issues are presented using appropriate figures (Jovanovic, 
Milutinovic, 2002).

The history of datamining did not start in recent years; it started long ago. 
For example, the researchers that deciphered the ancient alphabets portrayed 
in Figure 1, did use the same datamining algorithms as those described in 
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this book; only, for the processing, they did not use modern computers, but 
their brains. As indicated in Figure 2, this means that Galileo Galilei and 
Heinrich Schwabe, who discovered the periodicities related to sun rotation 
and sun spots, would not had become famous, had they been born at the time 
after the introduction of datamining tools; that same knowledge for which 
they became famous, could be uncovered even with the simplest datamining 
software working on the top of data obtained from a telescope directed to sun.

One has to keep in mind the differences between data mining on one side, 
and techniques like Data Warehousing, AdHoc Query, OnLine Analytical 
Processing (OLAP), or Data Visualization, on the other side. In theory, 
datamining is all that plus much more, as it will be shown in the rest of this 
book.

In its essence, datamining represents automated extraction of predictive 
information from various data sources. In its most sophisticated form, 
datamining is not working on the top of data randomly accessed from memory, 
but on the top of data streamed through communication lines. This is why 
the dataflow paradigm is well suited for datamining, since it allows effective 
analysis of data streams, which will be demonstrated in the last part of this 
book, comparatively with the control flow paradigm.

Overall, for any algorithm, the energy saving ratio is basically equal to 
the clock frequency ratio, which is typically about 20x, for a number of 
different implementations (for example, in a number of compared systems, the 
control flow clock was 4GHz, while the dataflow clock was 200MHz). The 

Figure 1. Selected ancient alphabets data mined by human brain.
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computational complexity is related to the programming model used. Over 
the few past years, the programming models of the two paradigms are steadily 
converging to each other. As far as space saving, across most applications, the 
space ratio is based on the thing that the ALU part of control flow engines 
is a lot smaller than the ALU part of dataflow engines.

Generally, there are six major application areas for datamining: (a) 
Data Description and Summarization, (b) Data Segmentation, (c) Data 
Classification, (d) Concept Description, (e) Prediction or Regression, and 
(f) Dependency Analysis.

Data Description and Summarization aims at concise description of data 
characteristics. It provides the user with an overview of the data structure. It 
is considered to be at a lower end of scale of problem types, and is typically 
a sub-goal.

Data Segmentation separates the data into meaningful sub-groups or classes. 
It could be a problem for itself or just a step in solving a larger problem. It can 
be automatic, semi-automatic, or manual, because in a number of problems 
the best results are obtained if the level of automatization is minimized.

Data Classification always starts from the assumption that objects do 
exist with characteristics that belong to different classes. Segmentation can 
provide labels that characterize data or even restrict access to selected data, 
as indicated by the associated labels.

Concept Description defines an understandable essence of concepts 
or classes. According to some researchers, this is the most sophisticated 

Figure 2. Repetitive solar activities that could be effectively uncovered using modern 
datamining software.
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application of datamining. It could enable search by concept match, rather 
than search my semantic match. Prediction finds the numerical value of the 
target attribute for unseen objects. In some way, it is similar to classification, 
except that discrete becomes continuous. In other words, discrete points are 
interpolated into a continuous curve, which is used for extrapolation, to reach 
a future value of interest.

Dependency Analysis creates a model that describes significant 
dependencies between data items and related events. A special case of 
dependency analysis is creating associations. In other words, if two events 
happen, sometimes the question is if they are correlated or not.

NEURAL NETWORKS

Neural Networks characterize the processed data with a single numeric 
value. They enable efficient modeling of large and complex problems. Neural 
Networks are a mathematical concept based on the analogy with biological 
neurons that are grouped in layers.

One mathematical neuron is presented in Figure 3. A vector of inputs (I) 
is applied to a set of input links (W), the input values are multiplied with the 
weights of the links, a weighted sum is formed, it gets applied to the transfer 
function in the body of the neuron, and the output value is created.

The major issue of Neural Networks is the training process. During that 
process, computer time is spent and no results are obtained, as far as the 
user problem is concerned; only the Neural Network is trained and tuned to 
the problem. In the set of Figures 3-5, steps of the iterative training process 
are presented, indicating that lots of time elapses before we can stamp the 
system TRAINED!

In conclusion, the advantage is that we can solve even the problems for 
which we do not know a closed-form algorithm, and the disadvantage is 
that the training process takes time. This determines the typical application 
areas for Neural Networks: Ideal for new and unknown problems that are 
not latency sensitive.

TREE ALGORITHMS

Decision Trees are based on a series of rules that lead to a value that determines 
a decision. In essence, the algorithm does iterative splitting of data into 
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discrete groups, maximizing the distance between possible decision options 
at each split. The splits could be univariate (IF-THEN-ELSE) of multivariate 
(CASE). Since, in theory, the process could continue indefinitely, stopping 
rules are required.

An example is given in Figure 6. The example is related to banking and 
the decision making related to approving a loan to a customer. The bottom-
line of the example is that the married persons are more likely to obtain a 
loan, since they are more to be trusted:)

Algorithms of this type are difficult to develop, since they are useful 
only when the tree is large enough for the given problem. This means that 

Figure 3. Training process in Neural Networks: Step 1 (forming the difference 
between the trained and an untrained Neural Network).

Figure 4. Training process in Neural Networks: Step 2 (updating the function in the 
neuron body and/or the weights in the neuron synapses).
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the development process is time-consuming and implies the interaction with 
colleagues from many other disciplines.

Algorithm of this type potentially have an important advantage: If the 
decision tree is properly developed, the traversing of the tree goes fast, 
conditionally speaking, in LOG N steps, meaning that a relatively sophisticated 
problem could be solved relatively quickly.

In conclusion, the advantage is the speed (which in many applications 
translates into a low system latency). The disadvantage is that only large 
enough trees could be useful. Consequently, the applications should be 
limited to domains in which the listed advantages are important and the listed 
disadvantages do not matter.

Figure 5. Training process in Neural Networks: Step 3 (reaching the end of training 
condition).

Figure 6. An Example of Decision Tree: Decision making in a banking application.
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RULE INDUCTION

Rule Induction is a method of deriving a set of rules to classify data. This 
algorithm builds a set of independent rules that are unlikely to form a tree. 
Rules may not cover all possible situations, and rules are allowed to conflict 
with each other, in which case the rules definitely cannot form a tree. The 
fact that rules could be opposing each other, brings this approach closer to 
reality. In reality, especially in issues related to social domains, different 
people have different opinions; yet, at the end of the day, they typically come 
to a conclusion and derive a decision (they select parliament members, the 
best song of a festival, etc.).

An example of Rule Induction that includes two opposing rules is given 
in Figure 1.7. The first and the last rule are opposed to each other. The same 
figure also points to an important issue of algorithms of this type: Some 
events may have a high impact, but a relatively low probability. For example: 
Given the scenario in the lower left corner of Figure 7, the question is what 
is the next possible scenario in the logical sequence of a decision making 
process. The point is that events of an extremely low probability sometimes 
do happen, as indicated in the lower right corner of Figure 7.

An advantage of this algorithm and the related ones is that one could mimic 
the reality more effectively, while a disadvantage is that some high-impact 
events may be overseen, if the rules do not recognize their importance, and the 
probability of their happening is relatively small. These two facts determine 
the major application domains of Rule Induction.

NEIGHBORHOOD ALGORITHMS

These algorithms use the knowledge of previously solved similar problems, 
when attempting to solve a new problem. They assign a class to a group, based 
on where most of the K neighbors belong. The first step is to find the suitable 
measure for distance between attributes of the data, since that helps determine 
the neighborhood. This is the most critical part of the algorithm, since the 
size of the final results could be very sensitive to the size of neighborhood. 
An example is given in Figure 8, where the size of the neighborhood is 
marked with circles.

From Figure 8 one can see the following: (a) In three circles with events 
of only one color, the decision is easy to derive; (b) In the fourth circle in 
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which the balls are only black or white, the decision is very sensitive to the 
size of the neighborhood; for the given neighborhood, white balls represent 
the majority; for a smaller or a bigger neighborhood, black balls represent 
the majority; (c) In the fifth circle, we have three balls of three different 
colors, meaning that this algorithm is not able to derive a solid decision in 
that particular case.

An advantage of this algorithm is that it can be used to reduce the 
problem, by eliminating quickly the obvious cases, so much less data have 

Figure 7. An Example of Rule Induction: The first and the third rule are contradictory 
and the events with an extremely low probability sometimes do happen.

Figure 8. An Example of a Neighborhood Algorithm: It is obvious that the 
neighborhood size is the most sensitive issue.
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to be forwarded to a more sophisticated algorithm. A disadvantage is that it 
is very sensitive to the size of the neighborhood, as indicated in the fourth 
circle above. These two facts (one advantage and disadvantage) determine 
the applications for which this algorithm is suitable.

CONCLUSION

Many other datamining algorithms do exist, and the interested reader is 
referred to many other sources on the subject. This book puts stress on only 
four algorithms, because the stress is on the implementation, and on the 
comparison of two implementation approaches, one based on control flow and 
the other based on data flow (two different computing paradigms expected to 
synergize a lot in the future). The implementations presented later in this book 
imply that the CRISP model is used on higher software levels, as indicated in 
Figure 9, which is self-explanatory, and will not be further elaborated here.

If the implementation needs not only speedup, but also power saving 
and size saving, then dataflow implementations are preferred (Lee & 
Messerschmitt) (Lee & Messerschmitt, Static scheduling of synchronous 
data flow programs for digital signal processing, 1987) (Rapps & Weyuker, 
1985). If flexibility is an issue, then FPGA-based implementations are 
preferred over the implementations based on systolic arrays (Buck & Lee, 
1993) (Dennis, 1974) (Dennis, Data flow supercomputers, 1980) (Dennis 
& Gao, Multithreaded architectures: principles, projects, and issues, 1994) 
(Frankl & Weyuker, 1988) (Kam & Ullman, 1977).

SELECTED REFERENCES ON 
DATAMINING AND DATAFLOW

For a further study on the subject of dataflow, for convenience of the reader, 
in the first reference part of this chapter, we list the 10 most referenced texts 
(articles and books), using the number of Google Scholar citations at the 
time of writing this text. In the second reference part of this chapter, we list 
10 texts (articles and books) on the dataflow subject (these include also the 
early research by professors Jack Dennis and Arvind of MIT). In order to 
present the most relevant papers in the open literature, we conducted search 
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using Google Scholar database, where we focused on keywords related to 
machine learning, data mining, dataflow, acceleration.

REVIEW QUESTIONS

This section provides questions for better understanding of the key aspects 
of the chapter.

1.  What is data mining?
2.  List 3 use cases of data mining?
3.  What are common techniques used for data mining based on machine 

learning algorithms?
4.  What is the main difference between controlflow and dataflow paradigms?

ACKNOWLEDGMENT
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Figure 9. The CRISP Model with its six stages.
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KEY TERMS AND DEFINITIONS

ALU: Arithmetic logic unit in processor.
Data Mining: Technique for extracting hidden knowledge from data.
Hidden Knowledge: Output of data mining techniques where valuable 

data are extracted from unstructured data.
Layer: One layer in neural network consisted of many neurons.
Neuron: Neuron in one layer of neural network.
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ABSTRACT

Supervised classification algorithms exploit many features that are tightly 
related to control-flow architecture. This reduces the possibility of applying 
these algorithms to dataflow architecture. This chapter makes an overview of 
some features characteristic to various classification algorithms that cannot 
be implemented on dataflow architecture. The chapter provides examples of 
applying various classification algorithms to three datasets with different 
types of material. 

INTRODUCTION

Supervised classification (in further text only classification) is the most 
commonly used method among all the methods developed in the area of data 
mining and machine learning, with a large number of developed classification 
algorithms used to solve problems in various fields. The emergence of new 
areas in which the application of data classification is required relatively 
quickly leads to the development of new algorithms suitable for application, 
as it is the case with big data or data streaming, for example. All these 
algorithms are based on the control-flow paradigm, with the idea that the 
implementation is performed on computers with von Neumann architecture.

The development of computers with dataflow architecture began thirty 
years after the emergence of computers with control-flow architecture. Due 
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to low use (as the space for application had already been occupied by control-
flow computers, especially for commercial purposes), lower intensity of 
development, and significant and well-developed competition (control-flow 
computers), a relatively small amount of software has been developed for 
dataflow computers as a target platform. This is especially visible in various 
(mathematically based) algorithms, even in algorithms related to the field of 
classification. Although some of the ideas on which the currently developed 
classification algorithms are based can be applied to the dataflow paradigm 
with minor modifications, there are a number of features and characteristics of 
algorithms that are essential and directly related to computer architecture and 
corresponding software support. If the development of dataflow computers 
continues at the same rate with the momentum it gained in recent years, it 
is possible to foresee a growth in the number of algorithms which will with 
minor changes be suitable for mapping to the dataflow architecture. Currently, 
the dataflow software support that would allow solving various problems 
is poor compared to the software developed for the control-flow paradigm.

A large number of applications require classification but for various 
reasons, even to a certain extent, cannot be implemented on a purely dataflow 
architecture (an architecture that does not include control-flow components 
such as the control-flow CPU). The reasons for the impossibility of simple 
implementation of algorithms can be divided into several groups. The first 
group is related to data types that cannot be represented on dataflow computers. 
The need for these types of data arises during the classification of:

• text data (text classification as part of text mining);
• multimedia data (images, sound, hybrid material, etc.);
• data based on specific data properties (e.g. working with time series);
• materials contained in databases (e.g. relational databases);
• categorical and discrete data;
• non-existent data, which causes problems during work.

The second group is related to the methods on which algorithms or their 
parts are based. This group includes:

• Preprocessing and preparation of input material. Preprocessing can 
involve different types of dimensional reductions, sampling, class 
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balancing, normalization, discretization, and so on, as well as work 
with multidimensional data of different types and structures.

• The need for complex mathematical calculations. Such calculations 
are often performed via built-in functions from software libraries (e.g., 
various statistical calculations or activation functions in neural network 
nodes).

• The need for classification in a distributed environment.
• Use of methods that have different execution requirements, such as 

classification through association rules.
• Variation of different algorithm parameters and hyperparameter tuning.
• Visual classification of materials.

The third group of constraints is related to algorithms that require multiple 
readings of input data, the need for different data flows—reverting to 
previous steps, large memory requirements of the control-flow algorithm, and 
insufficient hardware capacity on dataflow (insufficient number of dataflow 
nodes to implement deep learning neural networks), etc.

Some of these features and methods will be explained below in more 
detail. The text itself does not contain a detailed description or overview of 
existing classification algorithms (a detailed description of classification 
algorithms can be found in (Aggarwal, 2015), but indicates the properties 
that are essentially related to today’s widespread control-flow paradigm. 
These properties represent a restriction that prevents the direct mapping of 
most currently existing algorithms and their notation consistent with the use 
of the dataflow paradigm.

The general conclusion that can be drawn is that if the application of the 
classification method aims to solve a real problem, then the assistance of 
the control-flow component is necessary, with limited use (pure) dataflow 
components in those places where they can contribute to increased efficiency, 
such as parallelism or lower power consumption.

The rest of the chapter is organized as follows. Section 2.1 presents 
some problems related to the classification of material with different data 
type attributes. In Section 2.2, we briefly describe text mining and role of 
classification algorithms used in this process. Section 2.3 presents some 
requirements for the ensemble learning process, which is frequently used 
for increasing the quality of results. Section 2.4 includes a list of some other 
features that appear in the classification process. Section 2.5 includes a short 
overview of algorithms and section 2.6 presents the comparative results of 
their application to various input material.
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CLASSIFICATION, CONTROL-FLOW, 
DATAFLOW, AND DATA TYPE ATTRIBUTES

In the process of classification, an input dataset is divided into two parts: 
training dataset and test dataset1. Each dataset consists of several instances 
(records), where each record consists of several attributes (variables, fields). 
Among them, one of the attributes stands out, and it is called the target attribute. 
This attribute is dependent on the remaining ones and this characteristic is 
used as the basis of the prediction process. The remaining attributes are called 
predictors. The goal of the classification process is to construct a model for 
predicting the value of the target attribute based on the value of predictors.

In general, the type of attributes depends on the domains of their values. 
The attributes whose values are numerical are called numerical (continuous) 
attributes, while attributes with non-numerical domains are called categorical2. 
If the target attribute is categorical, the process of prediction is called 
classification, and the target attribute is called the class attribute. Otherwise, 
when the target attribute is numerical, the process of predicting its values is 
called regression. The prediction model is constructed based on the training 
dataset using an algorithm. The verification of the constructed model is 
performed by applying the model on a set of testing records to obtain the 
predicting value, which is then compared to the actual value of the target 
attribute.

The efficiency of the chosen algorithm depends on both the amount of data 
and the type of predictor attributes. Some algorithms accept only discretized 
values of continuous variables, which is the reason why they automatically 
discretize continuous predictors into ordinal categories. Discretization is 
usually performed by division into intervals of equal length, intervals with 
an equal number of values (with or without using reorders weighting), by 
using MDLP (minimum description length principle), etc.

On the other hand, algorithms in which mathematical expressions are 
calculated cannot use categorical values in the original form. Instead, they 
are coded in the form of binary vectors. If an attribute has x different values 
(categories), then its value in the current record is represented using the vector 
of length x. Each unique value is presented as vector with 1 at exactly one 
position, while others are filled with zeroes. Vector (1, 0, 0) represents the 
first unique value, (0, 1, 0, 0) is the second one, etc. The obtained vectors 
are used in further calculations.
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These prerequisites for using attributes are a major obstacle to the 
implementation of algorithms on dataflow computers. Even if algorithms 
perform a simple comparison of categorical values (which is most common 
in algorithms based on decision trees), records with categorical attributes 
(which can be of arbitrary length) require more space for storage and operation. 
Representation of records in the form of multidimensional vectors is also an 
obstacle due to the impossibility of efficient representation and processing 
of vectors on dataflow machines. Some of the predictor attributes that have a 
specific basic type (e.g., date/time data) require the existence of special date/
time arithmetic (which exists in the software on control-flow computers) in 
order to work with them. The problem is even more pronounced if one of 
the predictors of the attribute is multimedia data (image, sound) that must 
be reprocessed and presented in the form of structured data. Unlike control-
flow computers, software and hardware on (purely) dataflow computers do 
not have mechanisms for storing and processing different types of data and 
transforming them into a form suitable for use in classification algorithms. 
For these reasons, there are still few classification algorithms on dataflow 
computers and cases in which they can effectively process data to the same 
extent as in the control-flow paradigm.

TEXT CLASSIFICATION

Text classification is just one of the steps in the field of text mining. One 
of the informal definitions of text mining is obtaining useful information 
from large collections of texts. In order to better understand the place of 
text classification in the text mining process, as well as the reasons why 
text classification algorithms are executed exclusively on computers based 
on the control-flow paradigm, the following text will briefly present some 
characteristics of the text mining process itself.

Throughout history, communication and information exchange have been 
conducted in natural language. Information written in this way formed the basis 
of the development of civilization and described various human activities. 
Thanks to the development of technology and the exchange of data over the 
internet, there has been an enormous increase in the amount of available 
information in the last twenty years. A significant part of this data are written 
(completely or partially) in natural language. Data on social networks and 
web pages are also written in one of the natural languages. Considering the 
importance of the information contained in such material, there is a need to 
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develop methods (text mining) that would allow their efficient processing 
and analysis. Text mining is applied in various fields: artificial intelligence, 
medicine, biology, data science, banking, network traffic analysis (e-mail, spam 
detection, military affairs), marketing (especially electronic advertising), etc. 
A notable example are the large search engines on the internet that provide 
answers to various types of queries that mostly relate to the terms found in 
the texts.

Text mining is a multidisciplinary field that involves different techniques 
related to different aspects of data. Typical text mining tasks are (Hudík, 
2015; Liu, Shang, & Han. 2017; Miner et al, 2012):

• Information retrieval—retrieving documents that include information 
needed from a large collection of documents. Information extraction—
extracting structured information or relations from unstructured texts.

• Text categorization and classification—categorizing/classifying a 
document or its part to one or more predefined categories.

• Text summarization—finding the synopsis of a long section of a text to 
generate a significantly shorter summary of the document(s).

• Extracting the semantic meaning of documents—identifying hidden 
topics, concepts, analyzing sentiments, emotions, and opinions.

• Clustering—grouping documents according to their similarity.
• Association mining—finding associations between discovered/

predefined concepts or terms in texts.
• Machine translation—automatically converting a text written in one 

language into a text in another language.
• Bioinformatics/biomedical text mining—mining bioinformatics/

biomedical information from bioinformatics material or a biomedical 
text.

Many of these techniques originate from data mining/machine learning. 
The first thing to be taken into account is the fact that classical algorithms are 
designed to work with structured data. As textual data are mostly unstructured, 
the first step is to extract structured information from unstructured text. 
Although classical algorithms can recognize syntactic constructions and 
build links between documents based on them, they are oriented exclusively 
to the form of raw character strings and quite often do not give good results.

In order to perform efficient analysis, it is necessary to connect information 
from different documents using various analytical methods for extracting 
information. The documents that are processed usually contain unstructured 
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textual (categorical, non-numerical) data written in one of the natural 
languages. Constructions in texts carry a certain meaning (semantics), which 
is sometimes necessary for correct information extraction. The overview of 
semantic issues of text mining is discussed in (Stavrianou et al, 2007). Text 
mining involves the analysis of both syntax and semantics of materials using 
a dual approach: (1) machine learning methods applied to formalized text 
representation (often written using mathematical methods), and (2) natural 
language processing (NLP) to establish links between (formal) elements 
in a document. The output of the algorithms is a model that can be used to 
analyze, find patterns, and predict outcomes on new material.

One of the challenges in the simple application of data mining methods is 
that natural language (including semantics) cannot be completely correctly 
formalized. If we want to formalize a set of documents, one of the possible 
solutions is to single out all the words that appear in them, and form a vector of 
words (“bag of words”), while storing information about which word appears 
and how many times it appears in one of the documents. There are situations 
in which the direct application of DM techniques to such structured textual 
data may not lead to correct results or even produce the opposite effect (Li 
& Liu, 2003). The reasons for this are the following:

• Vectors formed in this way are usually very rare because one document 
does not have to contain all the words that appear in other documents. 
Also, a large number of words appear in each of the documents (which 
increases the dimension of the vector), but are irrelevant in the process 
of extracting information (for example, the conjunctions and, or, ..., 
numbers one, two, etc.).

• An enormous number of words appear in a large number of documents. 
If word combinations were also taken into account (which occurs quite 
often in natural languages), the number of word/combination and the 
size of the vector would further increase.

• Vectors can be formed only from words that exist in dictionaries. 
This would not result in significant savings because dictionaries often 
contain several hundred thousand words. Even if only words that are 
used effectively were included, a vector of several tens of thousands 
of dimensions would be obtained, which would prevent efficient 
processing. On the other hand, the distribution of words in texts is not 
uniform. Only a small number of words (which occur more than once) 
really determine the meaning of the text, while a larger number of 
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words occurs relatively rarely and usually has very little or no impact 
on the information contained in the document.

• Some words are ambiguous, while at the same time there are different 
words that have the same meaning (homonyms and synonyms). 
Moreover, the same word can have different meanings depending on 
the context. This further complicates the construction of data mining 
models with strictly mathematical basis.

• Texts often contain noise, i.e. words or even sentences that are 
unnecessary or represent a kind of allegory or sarcasm that formally has 
a completely opposite meaning. In addition, texts contain typographical 
and syntactic errors, as well as incorrect marking (e.g., incorrect text 
below the image).

• In some texts, when it is necessary to explicitly mark certain 
information, this has not been done. This is especially true when 
talking about sensitive topics and when the authors are afraid to label 
the situation in the right way. In this case, the reader is asked to draw 
their own conclusions (“reading between the lines”).

• Sometimes in the case of formal consideration or enumeration of terms, 
it is difficult to get the right information. For example, hotel descriptions 
given by tourists on the internet or social networks are dominated by 
positive reviews. However, for potential readers, negative information 
is sometimes more relevant than a large number of positive comments, 
which may be produced by a large number of bots (human or machine).

Due to these issues, when preparing material for text classification, one 
should take into account the concepts that appear in the text, their categories, 
possible semantic dependencies, and possible hidden meanings. A review 
of text classification algorithms is given in (Kowsari et al, 2019), while 
a comprehensive description of the text mining process can be found in 
(Aggarwal, & Zhai., 2012) and (Zong, Xia, & Zhang., 2021).

Related to these conditions, text classification and the complete text 
mining process are supported exclusively on computer systems based on the 
control-flow paradigm.

ENSEMBLE LEARNING

Ensemble learning is not an algorithm but a technique that contains a set of 
classifiers that “perform together” to achieve a better result. In principle, there 
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is no classifier (algorithm) that gives the best results for any input material. 
Different classifiers have different bases and different hypotheses used in 
model building. The basic idea is simple: combine different classifiers and 
choose the best from each. For each of the classes for which classification is 
performed, prediction will be taken from the model that gives the most accurate 
prediction for that class. A prerequisite for a combination of classifiers to be 
successful is their mutual independence; in addition, their accuracy should 
be greater than random guessing. Otherwise, if the classifiers are dependent 
and give similar results, their combination will not lead to an increase in the 
accuracy of the final result. Moreover, if basic classifiers have poor accuracy 
(less than 50%, or worse than random guessing), their combination cannot 
produce a satisfactory result.

Individual classifiers (models obtained by different classification 
algorithms) can be strong and weak. Strong classifiers are those that have 
an arbitrarily small prediction error, while weak classifiers are those whose 
accuracy is only a slightly higher than random guessing. A precise classifier can 
be obtained by the ensemble method and based on several weak classifiers if 
they are mutually independent and their models are not mutually correlated. In 
the result, the class assigned to the input record can be obtained with “voting” 
methods, i.e. the class label that receives the highest number of votes among 
classifiers. Alternatively, the class with the highest probability or highest mean 
probability in a set of classifiers can also be assigned as a class label. As in 
all other classification methods, ensemble learning contains training data 
for model construction and a test that is used to verify the obtained model.

Ensemble learning provides a better model for at least two reasons:

• The expected error of an ensemble model is smaller than the error of 
its individual component models. The reason is that we do not know 
in advance which classifier has the best prediction when applied to 
previously unseen data. Therefore, we make a model which includes 
many difference classifiers with the hope that at least one of them will 
fit future data.

• Using several classifiers in the ensemble overcomes the problem of 
taking wrong settings (hypotheses) on the basis of which the model 
is constructed. By combining several classifiers, ensemble learning is 
flexible and combines several possible hypotheses to get the best one, 
with the best hypothesis not having to match any of the initial ones.
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An additional reason for an ensemble of weak classifiers is that it is easier 
to construct more weak classifiers than a single strong one. The classifiers 
used in an ensemble do not have to be of the same type. The ensemble of 
methods works better with unstable classifiers that are sensitive to slight 
changes in the training set, such as decision trees, neural networks, and 
classifiers based on rules.

Ensemble learning techniques can be divided into four large groups 
according to the activities carried out in the training phase:

• Techniques in which the set of input data is changed. Multiple training 
sets are formed by selecting instances from the initial dataset based 
on certain criteria. At the same time, the distribution and the way 
of choosing instances can change with each choice. The resulting 
classifier is formed by applying the same classification algorithm to 
each of the training sets. The most prominent representatives of this 
group of techniques are bagging and boosting.
 ◦ Bagging (Bootstrap AGGregatING) is a technique that generates 

data for testing by repeated sampling records from an input dataset. 
Sampling is done with replacement and according to uniform 
distribution. Each of the initial (bootstrap) sets formed in this 
way has the same cardinality as the original set. On average, the 
training sample contains approximately 63% of the initial dataset 
of N records because each sample was selected with probability 
1-(1-1/N)N. If N is large enough, the probability converges to 1-1/
e ≈ 0.632. When such model is applied to dataset testing, class 
labels are assigned according to selected criteria (voting, high 
probability, etc.).

 ◦ Boosting is an iterative technique of adaptively changing the 
distribution in the content of a set of training data depending on 
the classification error in the previous iteration. The selection of 
instances in the next iteration can be affected by several factors. 
Most often, extracting a set of records for which the prediction in 
the previous iteration was bad, favors increasing the weighting 
factor of such instances and reducing the weight of the correctly 
classified ones. The final results are obtained according to selected 
criteria. One of the most popular algorithms in this group is 
AdaBoost (Adaptive Boost) (Freund, & Schapire, 1997).
 ▪ Techniques that change the set of input attributes. A subset of 

the input attribute set is selected for each training dataset. The 
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choice can be either random or based on a given criterion. 
These techniques produce good results even in cases where 
the input dataset contains redundant data. The most notable 
representative of this group of techniques is Random forest. 
Random forest is an ensemble model composed of multiple 
classification trees, each of which grows on a bootstrap 
sample with replacement and randomly selects a subset of 
attributes.

 ▪ Techniques in which a set of class labels is changed. This 
group of techniques is used when the set of classes is large 
enough. The initial set of classes is randomly divided into 
two disjoint sets: A and B. The set of current class labels 
in instances is mapped to classes A or B depending on the 
set to which the original class label belongs. In the process 
of classification of such modified instances, if the classifier 
for the current instance correctly predicts the class, then all 
instances belonging to that predicted class get a positive vote. 
The procedure is carried out iteratively, and in the end the 
instance receives a predicted class label according to the 
highest vote.

 ▪ Techniques in which different classification algorithms are 
applied to the same (unchanged) set of input data.

A schematic representation of the ensemble learning technique is presented 
in Figure 1.

More details about ensemble learning can be found in (Zhou, 2012) and 
(Aggarwal, 2015). A rudimentary version of the ensemble learning method 
could appear on dataflow computers as soon as the complete implementation 
of some of the basic classification algorithms and sampling methods is done. 
At the moment, the simplest variant seems to be the implementation of some 
form of the bagging technique, where the implemented algorithm would be 
applied on different sampling sets of the input dataset. At the moment when 
this text is written, such implementations still does not exist, so ensemble 
learning is for now very closely related to the control-flow architecture of 
computers.
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ADDITIONAL ALGORITHM FEATURES

The development of classification algorithms for control-flow architecture 
has also included mechanisms for successfully overcoming some potentially 
problematic situations. In addition, algorithms perform certain actions that 
are common to the control-flow architecture but are difficult to perform 
on native dataflow machines. Of course, all these actions are supported on 
hybrid dataflow architectures where they run on control-flow components, 
but this does not bring improvement compared to the native control-flow 
version. This section presents some of these mechanisms and features that 
dataflow architecture lacks.

Repetitive reading of input data is a very common action in programs; 
it is used daily and is very often required in classification algorithms. For 
example, depending on the content of the input material, if it is necessary to 
divide and forward it to the rest of the program, the usual sequence of steps 
is to read the complete material, count the required property, and then go 
through that same material and arrange material instances into target groups. 
When executing instructions sequentially, it may be required to read the 

Figure 1. Ensemble learning representation. Depending on algorithm selection 
and data sampling, it is possible to schematically outline classification using all 
four techniques.
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complete set of input data multiple times within the program. According to 
the original dataflow concepts (Dennis, 1980), in addition to the lack of a 
control flow concept and a request that information is transmitted rather than 
stored in memory, there are no global resources (not even “global” memory) 
that can be used to overcome this problem. Subsequent modifications to the 
dataflow concepts did not bring significant changes related to this limitation, 
so efficient multiple readings of the input data are currently only possible 
with the assistance of a control-flow CPU and memory.

Classification algorithms use different data types depending on the 
input material and the classification goal. The use of each of such data types 
requires software and/or hardware support. For example, if the classification 
algorithm performed Time Series Data Classification, support for working 
with date/time data including date/time arithmetic must be provided (for 
example, if current time is 23:55, addition of 10 minutes must provide correct 
time 00:05, etc.). Today’s problems that are solved by data mining methods 
often require working with strings whose length is not known in advance, as 
well as the ability to work with different character encodings. Representation 
of multimedia data (image and sound) and visual classification is supported 
on control-flow but not on dataflow computers.

One of the important prerequisites for the implementation of classification 
algorithms is the ability to perform various mathematical operations and 
use predefined functions and formulas. This use can be more or less intensive 
but occurs in all classification algorithms (e.g., see description of algorithms 
in (IBM, 2020)). The program code of predefined functions is stored in 
software libraries whose use is supported only on control-flow components. 
Additionally, efficient work with some data types requires hardware support 
(e.g. implementation of IEEE 754R standards and decimal floating point), 
which is not fully supported by computer dataflow components.

Today, most data is stored in databases, especially in relational ones. They 
represent an indispensable component in the data mining and machine learning 
process. Working with databases is not supported on dataflow computers, 
which significantly limits the possible application of data classification. 
Some of the data processed in real applications has missing (undefined or 
unknown) values. Unknown values can occur for a variety of reasons (e.g., 
the absence of these values—the name of the first person who walked on 
Mars, or a value that exists but is unknown, such as the exact population of 
the Aztecs before Cortes’s conquest). Instances containing unknown values 
cannot simply be discarded as this would undermine the correctness of the 
resulting model. Instead, various techniques have been developed to process 
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such instances when modeling and when later on applying the model to 
unknown data. More about how to process instances with non-existent data 
can be found in (Quinlan, 1989).

There are still a large number of properties and activities that occur with 
classification algorithms. We would like to mention two more—working 
with unbalanced classes and cost-sensitive prediction. Input material may 
contain different percentages of the target classes. A large imbalance in the 
representation of classes can affect the accuracy of the constructed model. 
For example, let input material include only two classes, marked A and B, 
whose ratio is 99% (A) to 1% (B). Then the algorithm that always assigns 
class A label to the instance would have an accuracy of 99%, which is almost 
ideal, but it would be completely useless because it could not assign class 
B to any instance. This problem can be solved in several ways: by sampling 
the material so that in the training/test material classes are represented in 
the desired ratio (which is different from the ratio in the complete material), 
by giving higher importance (higher weight) in the model to the correct 
prediction of instances belonging to a smaller class, or by special mechanisms 
as priors in CART (Breiman, Friedman, Olshen, & Stone, 1984). Assigning 
weight to classes with the goal of achieving a particular class is one variant 
of cost-sensitive learning. Another case when weights can be used is forcing 
the correct prediction of a particular class. The price of an operation in which 
another (wrong) class is predicted instead of the current one is increased in 
relation to the (default) price of correct prediction. The final solution is a 
combination in which the total sum of prices (weight) for all instances of 
the model is the smallest.

CONTROL-FLOW CLASSIFICATION 
ALGORITHMS: A SHORT OVERVIEW

The previously described properties have a significant impact on the accuracy 
of the obtained model. The influence of some properties on classification 
results will be shown in the next section. This section includes a short overview 
of four groups of algorithms used in the section that follows: decision trees, 
instance base learning, rule induction, neural networks, and the ensemble 
learning method.
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Decision Trees

CART (Classification and Regression Trees) is one of the cornerstones of 
the later development of algorithms in the data mining field. Defined in 
1984, when decision tree algorithms had already been developed, it is one 
of the first algorithms that define the decision tree method for classification 
on rigorous mathematical basis. In their monograph (Breiman, Friedman, 
Olshen, & Stone, 1984) on over 360 pages, the authors described in detail 
the method of constructing the decision tree and introduced many new ideas 
that were later used in the development of a large number of other algorithms. 
They also gave examples of the use of classification trees for mass spectra 
classification and medical diagnosis and prognosis.

Because of its rigor and comprehensiveness, CART has been applied 
in numerous business projects and applications, as well as science and 
research. The most important features of the CART algorithm defined in 
the monograph are:

• Depending on the type of the target attribute, CART can do classification 
(categorical target attribute) or regression (numeric target attribute).

• The method of constructing a tree for classification has been described 
in detail. The tree is binary, and the division in the node is done based 
on an attribute that can be either categorical or numeric and whose 
values have been sorted.

• The question of material division is always in the following form:

If x ≤ c where x is a numeric attribute and c is a constant, or

If x∈B where x is a categorical attribute, B⊂  S, and S is a set of attribute x 
values.

• If the answer to the question is positive, the instance is directed to the 
left side of the current node. This way of partitioning allows the same 
attribute to occur in multiple nodes (of course, without including the 
values that have previously been used). Initially, the division in the 
node is presented only on the basis of one attribute, and then in order 
to increase the efficiency of the method, the possibility of combining 
attributes is considered and introduced. Improvements include a linear 
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combination of numeric attributes (ax1 + bx2 + .... + mxn) ≤ const, 
Boolean combinations of categorical attributes (Is x1∈B1 and x2∈B2 
and ... and xn∈Bn), or addition of features, which can be done as an ad 
hoc combination of variables (i.e. specific dimensionality reduction).

• The authors considered the following measure of impurity and criteria 
to find the improvement for a split during tree growth:
 ◦  Gini index criterion. Gini index g(t) at node t is defined as
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where j is the number of classes and p(i|t) is the fraction of records 
belonging to class i at node t.

 ◦  Twoing criterion. The twoing criterion for split s at node t is 
defined as improvement function F
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where j is the number of classes, tL and tR are the subnodes of note 
t created by split s, p(i|tL/R) is the fraction of records belonging to 
class i at node tL or tR, and pL/pR are the proportions of records in 
node t directed to the left and right side.

 ◦ In addition, the ordered twoing criterion was mentioned as a 
natural choice for situations where classes are naturally ordered. 
As both Gini and twoing has its own advantages, the authors 
proposed that both Gini and twoing criteria be implemented in 
CART.

• Without possibility to define the stopping criterion, trees grow without 
restrictions. Pruning is done using the cost complexity pruning strategy. 
A tree is pruned upwards, calculating the estimated misclassification 
rate until it is finally cut back to the root node. Finally, the smallest 
subtree with minimal cost complexity is selected. The authors prove 
the existence of such tree and show that cost complexity pruning 
significantly lowers the number of possible subtrees that need to be 
inspected. The tree pruning process considers only material available 
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for training, not for testing. If the number of instances in the training 
material is small, the authors propose using cross-validation.

• It is possible to set up and use the misclassification cost between each 
predicted/actual class pair.

• Unbalanced classes can cause individual class misclassification rates. 
Class balancing (and consequently preventing misclassification rates) 
is automatically enabled using the prior mechanism. A prior is assigned 
to each class and represents probability (weight) that estimates the 
overall relative frequency for each class in the training dataset.

• The concept of the surrogate split is introduced. At any given node t, 
if s* is the best split, then surrogate split (in node t) can be interpreted 
as the split on attribute3 xm that most accurately predicts the action 
of s*. Surrogate attributes can be ranked in each node according to 
prediction accuracy. Surrogate splits have three major uses: handling 
missing data, variable importance ranking, and detection of masking.
 ◦ To handle missing values, the authors decided to use surrogates 

as a more robust procedure instead of filling the missing data. The 
simplified version of the procedure stated as follows: let s* denote 
the best split on a current node; s* is obtained by calculation using 
all instances available for the split at this node, where the attributes 
included in s* have known (non-missing) values. The instances 
with encountered missing values for the splitting attribute in the 
current node move left or right according to the value of surrogate 
attribute. If the surrogate attribute is also missing, the next 
surrogate according to the rank is used for splitting.

 ◦ Variable importance ranking is the sum of all nodes of the 
improvement obtained by the best split on the variable at each 
node. In the case when a variable has a missing value, surrogate 
is used in the sum.

 ◦ Detection of masking—a variable split node can in some rare 
cases have a large importance score. Using the importance score 
in such cases helps to discover a nonlinear correlation between 
variables and eliminate one of them from mining.

CART experienced a number of implementations and additions. Later 
implementations include the possibilities of earlier stopping of tree growth, 
entropy as a measure for the splitting rule, boosting, bagging, etc.

C5.0 is the successor of the C4.5 algorithm (Quinlan, 1993). It is developed 
as a commercial product by Rulequest Research, Inc. (https://www.rulequest.
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com/) which includes the basic features of C4.5 (using categorical and 
numerical predictor attributes, multiway splitting tree, entropy and information 
gain for the splitting node, handling missing values, pruning trees, etc.) but 
also certain improvements, the most significant of which are:

• higher accuracy, greater speed, and significantly lower memory 
requirements than for C4.5;

• faster and smaller decision trees;
• a support boosting mechanism;
• generating a smaller set of rules whit comparable level of accuracy;
• support variable misclassification costs for each predicted/actual class 

pair;
• support winnowing—examination of the usefulness of predictors and 

elimination of irrelevant ones before starting to build the model.

C5.0 also appears as See5 for the Windows operating system. A free source 
code for a single-threaded version under Gnu GPL can be downloaded from 
the Rulequest Research website.

SPRINT (Scalable PaRallelizable INduction of decision Trees) (Shafer, 
Agrawal, & Mehta., 1996) is a decision tree classifier that allows for the 
classification of large training data. SPRINT was developed based on the SLIQ 
algorithm (Mehta, Agrawal, & Rissanen, 1996) but it also brought significant 
improvements. The basic characteristics of the SPRINT algorithm are:

• It uses both categorical and continuous attributes as predictors.
• A tree in SPRINT grows using the “breadth-first” tree growing strategy 

instead of “depth-first” as in CART or C4.5/C5.0.
• Gini index is used for finding split points in nodes (the formula is 

shown above in the description of CART).
• The tree pruning algorithm is based on the Minimum Description 

Length principle (Rissanen, 1989).
• The algorithm sorts the values   for each attribute and creates an attribute 

list for each attribute in the dataset. The list includes attribute values, 
class labels and identifiers of the records (rids) from which these values   
were obtained. The list is scanned in the process of finding split points. 
Implementation with one list containing both values   and class labels 
makes it easier to update and, in the case when the entire list cannot fit 
into main memory, store and maintain the list on a disk. This removes 
all memory restrictions related to the size of classification material.
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• The algorithm can be easily parallelized; speed-up improves for larger 
datasets and it is highly scalable.

The overview of decision tree techniques and algorithms can be found 
in (Rokach, & Maimon, 2014), while а more detailed description of CART 
and C4.5 (and some other non-decision tree algorithms) is given in (Wu, & 
Kumar, 2009).

Instance Base Learning: K Nearest Neighbors

The basic idea of the K Nearest Neighbors (K-NN) classifier is simple—“Birds 
of a feather flock together”. For each (previously unseen) instance, using а 
distance measure, find the K “closest” ones among training set instances, check 
their class labels, and assign the class by taking the majority of neighboring 
instance classes. The first version of this approach was defined in 1951 in 
(Fix, & Hodges, 1951). A detailed description with refreshed and innovated 
versions is shown in (Cunningham, & Delany, 2021).

Instances are represented as n-dimensional vectors where n is the number 
of predictor attributes. The following formula can be used as a distance 
measure used for determining similarity/dissimilarity of instances x and y 
with n attributes (referred to as Minkowski distance):
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where wi is the weight of attribute i, and r is a natural number (variants: r=1 
- Manhattan, r=2 - Euclidean, ..., r=∞ - supremum or Chebyshev), cosine 
similarity, Mahalanobis distance, correlation, Kullback-Leibler divergence, χ2, 
etc. The list of different measures applicable to K-NN is listed in (Cunningham, 
& Delany, 2021).

Some advantages and disadvantages of K-NN are as follows:

• Due to its simplicity, the algorithm is easy to implement. The 
presentation of results is simple to understand.

• The classifier is lazy and there is no classical model as in other 
classification techniques. The model in K-NN consists of all training 
instances that are stored and reused in processing each time when an 
unknown instance is classified.
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• The speed of the algorithm is inversely proportional to the number of 
instances in the training set.

• The algorithm is very sensitive to irrelevant values (noise and outliers) 
or redundant features, as well as selection of appropriate similarity 
measure.

• K is not known in advance and the results strongly depend on selecting 
the value for K. If K is too small, classification is sensitive to noise; 
if K is too large, instances from other (non-similar) classes can be 
considered.

• Attributes can be scaled to prevent a single attribute from dominating 
in distance calculation.

• If instances have a complex structure, K-NN may often be outperformed 
by other classification techniques.

Rule-based Classifiers

Rule-based classifiers are those which use a set of rules in the form if (condition) 
then class for classification. The classifier consists of n rules in the form ri: 
(conditioni) → classi (i = 1, ..., n) where each rule can be a conjunction of 
expression of the form variable = value. For example, the rule for prediction 
“has the client subscribed a term deposit” during classification of the dataset 
bank-additional-full (see examples below) has the following form:

if (job = management and contact = telephone and month = may and campaign 
> 1,500 and pdays > 513) then no

The left side of the rule (condition) is called the rule antecedent, while 
right side of the rule (class identifier) is called the rule consequent. The 
rules in the classifier are placed in the rule list and examined one by one, 
starting from the first rule in the list.

Rules can have different characteristics:

• Can be mutually exclusive (the same instance is not covered with more 
than one rule).

• Can be ordered according to a different criterion.
• Rules can be exhaustive if there is a rule for each possible combination 

of attribute values. If not all instances are covered with at least one 
rule, then there can be a rule with a default predicted class. The default 
rule is placed at the end of the rule list.
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Rule-based classification includes (1) rule induction/learning algorithms 
and (2) classification based on association rule mining. According to the 
way the rules are induced, the methods can be divided into two large groups:

• Indirect methods: rules are extracted from other classification models 
(classification trees, neural networks, etc.). An example of an algorithm 
that belongs to this group is C5.0 rules.

• Direct methods: rules are extracted directly from the training dataset. 
For extracting rules, direct methods often use a sequential covering 
algorithm. Sequential covering extract rules for the next class using 
Learn-One-Rule function. After extracting, all instances covered with 
extracted rules are removed. The process continues until all training 
instances are covered or no new rule can be learned from the remaining 
data. In this case, a default rule can be added to the bottom of the rule 
list. 1R (Holte, 1993), CN2 (Clark, & Niblett, 1989), and Ripper are 
algorithms that belong to this group.

Short characteristics of rule induction algorithms are:
The C5.0 rules algorithm induced rules from the classification tree formed 

with the C5.0 algorithm. C5.0 rules provide rule optimization by removing 
redundant elements from rule antecedents.

1R is a simple rule induction algorithm where for each attribute forms 
one rule, and then selects the rule with the highest accuracy. It works with 
discrete attributes.

Ripper (Cohen, 1995, 1996) uses sequential covering and induces a set of 
all rules ordered according to classes. During learning, a class is pre-fixed, and 
after rule learning for this class is completed, the learning process proceeds 
to the next class. Learned rules are added to the rule list. Rule ordering 
inside an individual class is not important, but rules in the list are ordered 
according to the predicted class. In the case of binary classification, rules 
are mined for the least frequent class, while a more frequent class is default. 
In the multiclass classification algorithm, rules are first mined for the least 
frequent class, then for the second least frequent, and so on, while the most 
frequent class is default.

Artificial Neural Networks

Artificial neural networks (ANN) have become very popular in recent years. 
They are an important technique used to solve problems in many areas. A 



35

Classification Algorithms and Control-Flow Implementation

detailed description of the techniques and possibilities of neural networks is 
beyond the scope of this book and can be found in (Aggarwal, 2018). Only 
a brief description of the basic ideas will be given below.

The idea of ANN is to simulate the work of biological nervous systems 
and the human brain. Analogous to the structure in the brain, ANN consists 
of nodes and connections between them. Nodes in ANN represent neurons or 
units. Perceptron (see Figure 2) is the simplest version of ANN that models a 
single cell. There are two types of nodes (input and output) that are connected 
to the central part of the perceptron by a connection with weights. Weights 
simulate the strength of the synaptic connection in biological neurons. The 
perceptron training process involves changing weight values until synchronized 
data input/output dependencies are established. The perceptron calculates the 
output value y’ as the weight sum of input values,   by subtracting the bias by 
checking the sign of the result. ANN is constructed as a combination of a 
number of perceptrons.

Mathematically, the output model of the perceptron equals:

y’ = sign(wd*d + wd−1*d−1 + · · · + w2*2 + w1*1 − b) = sign(w · x) 

In training, the new value of weight wi
(k + 1) that corresponds to input node 

i in k+1-th iteration is a combination of the old value wi
(k) from the previous 

iteration and the value proportional to the prediction error (y – y’). The goal 
of training ANN with n input nodes is to determine the set of weights w, 
which minimizes the total square error

Error w y y
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Substituting y = w • x gives the error function а quadratic function so the 
global minimum can be determined.

There are several types of neural networks; these include:

• Networks with more than one layer of interconnected nodes (an 
example of such network is shown in Figure 3; multilayer neural 
networks are the base of deep learning neural networks and the deep 
learning process);

• Convolutional ANN;
• Networks with backpropagation;
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• Recurrent networks (with connections within the same or previous 
layer);

• RBF (Radial Basis Function);
• SOM (Self Organizing Map, Kohonen networks);
• Associative neural networks.

ANN can use different activation functions (linear, sign, sigmoid, hyperbolic 
tangents, etc.). The perceptron training algorithm guarantees convergence 
towards the optimal solution for linearly separable classification problems. If 
the activation function F is not linear, the output from the ANN is a nonlinear 
parameter function. Since the error function is nonlinear, it is possible to use 
gradient descent, but without the guarantee to get a global minimum, which 
renders poorer results in the mining process.

Ensemble Method Algorithms

There are plenty variants of algorithms that provide ensemble learning. In 
the example below, three different algorithms will be used:

Random trees is an ensemble model that consists of multiple CART-like 
trees. The random trees algorithm uses bootstrap sampling with replacement 

Figure 2. Perceptron with four input nodes. Each node has its own weight. Bias is 
subtracted from weight sum before applying activation function.
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to generate an initial training set, which is used to grow a tree model. The 
tree grows in a specific way: for each node, a smaller number of attributes 
are randomly selected to find the best split attribute. Each tree is grown to the 
maximum possible depth. Pruning does not exist. At the end, random trees 
are scored by majority voting (for classification) or average (for regression). 
Additional features compared to CART are:

• Random trees add bagging as a feature.
• At each split of the tree, only a sampling of the input fields is considered 

for the impurity measure.

Random forest is an advanced implementation of a bagging algorithm 
with a tree model as the base model. The characteristics of the splitting 
process are very similar to those in Random Trees (sampling, randomly 
selected subset of attributes). The best split attribute is found either from 
a set of all attributes or from a random subset of the size specified with an 
input parameter. Moreover, tree size can be controlled by specifying the 
number of leaf nodes.

Figure 3. ANN with two hidden layers. An example is from the classification dataset 
bank-additional-full (see examples below). The input layer has seven input nodes, 
hidden layer 1 has four neurons and hidden layer 2 has seven neurons. Each hidden 
layer has its own bias as well as an output node.
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XGBoost tree algorithm is an advanced implementation of a gradient 
boosting algorithm with a classification tree model as the base. It provides 
the possibility to use hyperparameter optimization (based on Rbfopt), specify 
the maximum depth for trees, and the number of boosting iterations.

EXAMPLES OF ALGORITHM RESULTS 
DEPENDENT ON FEATURE CHANGES

Previously described properties have a significant impact on the accuracy of 
the obtained model. This section will illustrate the application of different 
algorithms on the same set of input data with some of the previously described 
properties. The obtained results do not aim to compare the efficiency of 
the algorithms, but rather to illustrate the influence (sometimes of small 
changes) of the previously mentioned features on the accuracy and stability 
of the obtained model.

Three groups of data are available at UCI Machine Learning Repository 
(Dua, & Graff, 2019):

1.  Wine Quality dataset. Two separate datasets (red and white wine) are 
put together to form a dataset with 6497 instances and 11 predictor 
attributes. Class attribute quality_type is obtained as a combination of 
wine type (red/white) and wine quality. Instances include only numerical 
values in predictor attributes, without missing values.

2.  Connect-4 dataset. The dataset includes 67557 instances with 42 predictor 
attributes, where all attributes are categorical, without missing values.

3.  Bank Marketing dataset (Moro, Cortez, & Rita, 2014), dataset bank-
additional-full.csv. This dataset includes 41188 instances with 20 
attributes (mixed categorical and numerical) + binary class attribute 
with values “yes” or “no” (“Has the client subscribed a term deposit?”). 
The dataset includes 10700 instances where at least one attribute has a 
missing value and 30488 instances without missing values in attributes.

The test is provided on the following cases:

• test on the numeric, categorical, and mixed material. All three datasets 
are divided in relation 70% (training): 30% (test)

• test on influence ensemble learning on all three datasets divided in 
relation 70% (training): 30% (test)
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• test on balancing classes on connect-4 and bank marketing datasets 
divided in relation 70% (training, with balanced classes): 30% (test, 
classes not balanced)

• test on dataset bank-additional-full.csv divided in relation 70% 
(training): 30% (test) after removing the records with missing values

Although all three datasets include unbalanced classes, dataset wine 
quality is not included in the test because of large disbalance among classes, 
which prevent obtaining comparable results. The ratio of classes in connect-4 
dataset is 9.55(draw): 24,62 (loss): 65,83(win), while ratio of classes in bank 
marketing dataset is 88,73 (no): 11,27 (yes).

Class distribution in the wine quality dataset is shown in Figure 4. The 
largest class is 225 times frequent than the smallest one. Data balancing is 
done using Balancing node in SPSS modeler because automatic balancing is 
not supported within all algorithms. After balancing datasets connect-4 and 
bank marketing frequency of classes in the training material differs at most 
10%. Frequency of classes in test material remains unchanged.

Three tools are used for the test:

1.  IBM SPSS Modeler V18.2.2 (https://www.ibm.com/products/spss-
modeler) for algorithms CART, C5.0, K-NN, ANN, random trees, random 
forest, XGBoost Tree, C5.0 rules, and ensemble learning using CART, 
C5.0 K-NN and ANN

2.  Weka 3-8-5 (https://www.cs.waikato.ac.nz/ml/weka/) for algorithms 
Ripper and 1R

3.  IBM Intel l igent  Miner  (ht tps: / /www.ibm.com/docs/en/
db2/11.1?topic=api-data-mining-intelligent-miner) for SPRINT 
Algorithm

All algorithms were used with default parameters and without 
misclassification cost. Test results are shown in Table 1—Table 4. Table 1 
presents data types influence of result quality and model stability. The largest 
difference in accuracy can be observed in wine quality classification where 
all attributes are numeric. Models with large difference between training and 
test mode are not useful because of overfitting. Models for two other groups 
of material with pure categorical and mixed attribute types have differences 
not larger than 5%. Some models are almost completely stable with difference 
less than 1% in training and test. All algorithms give better (more useful) 
prediction if data include categorical attributes.
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Table 2 includes results of applying ensemble-learning method to all 
three datasets. Ensemble learning is done with individual algorithms as 
well as combination of CART, C5.0 and ANN. General conclusion is that 
algorithms that are specially designed for ensemble learning and have 
embedded procedures used in processing data (XGBoost Tree, Random 
Forest and Random Trees) produce slightly better and more stable results 
than algorithms initially designed without boosting facility.

Table 3 shows influence of class balancing to model accuracy. Class 
balancing is done only on training data. Majority of algorithms have small 
changes in accuracy, while results for some of them stay almost unchanged 
(for example CART).

Table 4 present sensitivity of algorithms on missing values. Although 
percent of missing values in bank marketing dataset is small (approximately 
1.5%), it make big influence on results produced with K-NN algorithm. It is 
expected related to conversion of categorical attributes to vectors and further 
distance calculation.

REVIEW QUESTIONS

This section provides questions for better understanding of the key aspects 
of the chapter.

Figure 4. Distribution of classes in the wine quality bank-additional-full.csv dataset. 
Classes are unbalanced—the largest class (“6 white”) has 33.83% of material while 
the smallest class (“3 red”) has 0.15%.
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1.  What are the key aspects of the control-flow paradigm?
2.  List 3 use cases of classification algorithms.

Table 1. Data types influence on correct instance classification (in percent) using 
different algorithms. Wine quality include only numerical values, Connect-4 only 
categorical, and Bank marketing include combination of numerical and categorical 
values in predictor attributes. All datasets are divided according to ratio 70% 
(training): 50% (test).

CART C5.0 SPRINT K-NN ANN C5.0 
Rules 1R Ripper

Wine quality training 53,21 87,36 62,20 69,32 56,22 85,29 47,14 61,08

Wine quality test 49,04 55,33 48,83 54,21 53,86 57,41 41,37 52,23

Connect-4 training 69,29 87,08 74,11 80,64 73,11 86,93 65,96 74,35

Connect-4 test 69,55 80,34 72,02 73,65 73,20 81,06 66,53 73,99

Bank marketing 
training 91,41 92,95 90,35 67,05 91,22 92,26 90,05 91,76

Bank marketing test 90,99 91,29 88,78 65,49 91,09 91,22 89,08 91,21

Table 2. Ensemble learning influence on correct instance classification (in percent) 
using different algorithms and combination of algorithms. All datasets are divided 
according to ratio 70% (training): 50% (test). Combination include ensemble of 
CART, C5.0 and ANN

CART 
Boosting

C5.0 
Boosting

ANN 
Boosting

Random 
Trees

Random 
Forest

XGBoost 
Tree

C5.0 
Rules 

Boosting
Combination

Wine 
quality 
training

53,52 99,07 58,82 65,25 98,50 75,19 99,20 93,51

Wine 
quality 
test

48,07 61,98 53,76 48,58 63,40 57,01 61,83 53,76

Connect-4 
training 73,67 93,79 80,10 59,29 99,49 77,20 93,66 87,02

Connect-4 
test 73,90 83,12 79,88 56,74 80,06 76,89 84,09 79,88

Bank 
marketing 
training

91,40 95,69 91,22 87,90 99,30 92,96 94,25 93,04

Bank 
marketing 
test

90,97 91,01 91,10 85,59 90,76 89,17 91,42 91,09
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3.  What is ensemble learning?
4.  List data types suitable for classification algorithms implemented using 

control-flow paradigm.
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KEY TERMS AND DEFINITIONS

ANN: Artificial neural network dominant in supervised machine learning.
CART: Algorithm for classification entitled Classification and Regression 

Trees.
Control-flow: Convectional programming paradigm for general purpose.
Ensemble Learning: Machine learning technique that combines results 

of multiple algorithms for achieving better results.
KNN: Algorithm for classification entitled K nearest neighbors.

ENDNOTES
1  As some classification algorithms used test data to optimize the 

constructed model, in order to further verify the correctness of the 
constructed model, data are sometimes divided into three parts: for 
training, testing, and verification, whereby the verification set acts as 
previously unseen data.

2  These generic types can be further divided into numeric (integer, real, 
decimal) and categorical (categorical, nominal, date/time, etc.).

3  Or attributes if a linear or Boolean combination of attributes is used.
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ABSTRACT

The implementation of data mining methods on dataflow computers enables 
an easy use of parallelism, but it also faces numerous obstacles. The problem 
underlying the impossibility of using currently developed algorithms in their 
existing form is their adaptation to von Neumann computer model, which 
assumes sequential calculations and intensive use of memory. This is one 
of the reasons why there are no fully developed classification algorithms on 
dataflow computer models in the open literature at the moment when this 
text is written. This chapter summarizes the characteristics that can be used 
as directions in the future construction of algorithms and outlines drafts for 
two implementations of the K-nearest neighbor algorithm.

INTRODUCTION

The dataflow paradigm has been used in an increasing number of software 
products (Maxeler Technologies, 2021). The characteristics of the dataflow 
paradigm have proven to be practical in various kinds of applications that 
involve processing large amounts of data (for example, in Google’s Cloud 
dataflow). On the other side, different data mining methods and analyses based 
on data mining are nowadays incorporated in numerous business projects and 
applications as well as science and research. Incorporating the possibility 
of using data mining methods and algorithms (especially classification 

Classification Algorithms and 
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methods and algorithms which are most prevalent in applications) are very 
important for the future development of dataflow for at least two reasons: (1) 
in the dataflow paradigm itself, the possibility of implementing various data 
mining methods on dataflow machines is related to an increasing number 
of application areas, and (2) a wider presence on the market means a higher 
level of profit for manufacturers of dataflow computers. More initial steps 
have already been taken (for example see (Guo et al, 2016)), but due to the 
complexity of implementation, full use of data mining methods in the control-
flow paradigm is still a long way off.

The development of dataflow systems started from the first “pure” dataflow 
architectures (static and dynamic), went through the introduction of new 
concepts during the 80’s (Hurson, & Kavi, 2007; Treleaven, Hopkins, & 
Rautenbach, 1982), and evolved into today’s dataflow computers that include 
hybrid architectures containing “pure” dataflow components with associated 
control-flow parts (Ye et al, 2020). In parallel with the development of dataflow 
computers, dataflow programming languages were also developed. Starting 
from “pure” dataflow programming languages (Whiting, & Pascoe, 1994), 
over a mixture in dataflow and another paradigm (for example, functional 
paradigm), up to contemporary specially developed variants of “ordinary” 
languages and their compilers used to generate а dataflow code such as the 
Maxeler Java/maxCompiler (Milutinović, Salom, Trifunović, & Giorgi, 
2015), or the Wave tool used to compile programs into a dataflow graph 
(Nicol, 2017a).

As modern commercial dataflow systems include control-flow CPU (and 
sometimes additional GPU), all currently known data mining algorithms can 
consequently be implemented in a certain way. This kind of implementation 
can only be named as “implementation on dataflow“ but does not bring 
any program improvement or significant advantage compared to solving an 
identical problem on control-flow computers.

The implementation of complete data mining methods with all corresponding 
options solely on dataflow computers without using control-flow components 
does not exist in open literature at the moment when this text is written. Only 
the first steps have been taken, including the implementation of Euclidean 
distance calculation, correlation or elementary linear regression (see (Maxeler 
Technologies, 2021)). Data mining methods often include very complex 
calculations, data preprocessing, work with different data types and value 
manipulation, anomaly detection, and (hardware) operations that are not 
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always supported by available dataflow hardware. These facts are valid to 
methods from all three groups of data mining techniques—classification1, 
clustering, and association rules.

Instead of implementing complete algorithms, it is possible to perform 
partial implementation on dataflow2, while parts of the algorithms that are 
not suitable for dataflow implementation can be implemented in accordance 
with the control-flow paradigm on control-flow components on a (hybrid) 
dataflow computer. Emphasis will be placed on parts of algorithms whose 
characteristics correspond more to the dataflow paradigm and bring new 
quality, i.e. implementation (parts) of algorithms whose execution is 
potentially more efficient on data flow machines compared to the classical (von 
Neumann) control-flow architecture. The term “more efficient”, in addition 
to lower energy consumption which is expected for dataflow computers, 
covers better program performance or easier writing of correct programs. A 
short description of Maxeler dataflow architecture is added at the end of this 
chapter in order to clarify and illustrate the basic concepts and architecture 
of currently available commercial systems.

As classification methods are most often used in nowadays applications, 
in the rest of this chapter we will concentrate on the possible directions in 
the implementation of classification algorithms on dataflow computers. 
Hereinafter, we will talk about “classical” (not big-data) classification 
algorithms and their parts and properties that are suitable for implementation 
on dataflow computers. Algorithms for big data classification, which is the 
next step in the development of data mining methods, are outside the scope 
of this article.

DATAFLOW PARADIGM AND CHARACTERISTICS 
OF CLASSIFICATION ALGORITHMS

Contemporary classification algorithms have been developed for several 
decades on bases that correspond to control-flow computers. Their theoretical 
foundations are adapted to using the capabilities of control-flow machines. This 
is why their models cannot be completely rewritten to dataflow components 
only. To fully use the capabilities of dataflow machines, it is necessary to 
make a qualitative step forward and form algorithms with completely different 
models that are adapted to dataflow architecture, as it was done with algorithms 
for quantum computers. This process is at the very beginning; increasing 
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the use of dataflow computers for commercial purposes will enable their 
further development and, in the future, create conditions for the realization 
of these ideas.

In order to recognize and identify the characteristics of classification 
algorithm components that better suit the dataflow paradigm, it is necessary 
to list several key features of the dataflow paradigm that significant for 
implementation. We will first list the drawbacks for full implementation of 
classification algorithms on pure dataflow:

• There is no concept of variables and memory updates or shared data 
storage.

• Instructions do not interact with each other (low level of communication).
• There is a smaller set of supported data types.
• It is difficult to implement dynamic data structures.
• Executing a long sequential code degrades performance.

In relation to these characteristics, the problems that can occur when 
trying to write the complete code of the algorithm to the dataflow machines 
are the following:

• All classification algorithms strongly depend on using shared memory 
and some “global” variables, either parameters or threshold values. To 
substitute global variables with enlarging tokens (that passed among 
nodes) requires (a) intensive communication among nodes which is 
possible but not well supported in dataflow, especially if processing 
is organized in parallel with two or more threads, and (b) a complex 
instruction code in each node that is required to process such enlarged 
tokens with many data fields.

• Shared memory is a problem for applying ensemble methods which 
combine the results of two or more classification algorithms. It is not 
possible to efficiently organize dataflow hardware to support a different 
number of ensemble models based on input parameters without using 
shared (external) memory to store results of processed models.

• Many algorithms use dynamic data structures which are essential (for 
example, trees in decision tree algorithms) but which are not supported 
at all or have very little support in the dataflow paradigm.

• Some algorithms include specific operations (for example, class 
balancing and using priors in C&RT) which require multiple reading 
of different parts of input data. In control-flow versions of algorithms, 
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such operations are sometimes applied automatically, and consist of 
the sequential code and require (global) storage for calculated values 
for further use.

• Some algorithms (for example SVM) often require intensive numerical 
calculations that are usually performed sequentially. This also requires 
a lot of nodes with program codes to support mathematical operations/
functions or access to the library in shared memory. Parallelization of 
such algorithms requires intensive communications between threads 
(Do, Nguyen, & Poulet, 2008).

• Manipulating with different data types can be very intensive. For 
example, attribute values prefer to be categorical and should be 
binarized, while numerical values should sometimes be discretized.

• Pruning should also be considered: each of the different techniques at 
some point requires access to shared memory (for example, decision 
tree postpruning requires access to stored decision tree).

In this chapter we will present some ideas for implementing specific 
parts of classification algorithms in an attempt to avoid the aforementioned 
problems. We use the K-Nearest Neighbor (K-NN) algorithm as a model 
because of its simplicity and relatively uncomplicated implementation. 
Concrete implementation of this abstract models (which does not exists yet) 
will strongly depend on underlying (dataflow) hardware characteristics and 
efficiency of tools used to compile model (pseudo)code to dataflow program. 
For that reason, it is not possible to give precise characteristics of improving 
in computational complexity and space savings compared to corresponding 
control-flow implementations of this algorithms (for examples of compare 
dataflow vs. control-flow implementations in other areas see section 3.6).

FUNCTIONAL PROGRAMMING AND 
DATAFLOW PARADIGM

As dataflow computers developed, so did dataflow programming languages 
(Whiting, & Pascoe, 1994; Johnston, Hanna, & Millar, 2004). The development 
of dataflow languages took place in several directions:
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• Defining new, purely dataflow-oriented programming languages that 
support the architecture of dataflow computers (the most famous is 
VAL);

• Defining languages based on a functional paradigm (the best known 
are Id, Lucid (Wadge, & Ashcroft, 1985) and SISAL);

• Developing languages alongside the flavor of imperative languages 
(whose successor is, for example, Maxeler Java).

Most dataflow languages are based on a mixture of dataflow and functional 
paradigms or originate directly from functional programming languages 
languages (Whiting, & Pascoe, 1994; Johnston, Hanna, & Millar, 2004). 
This similarity is not accidental—a comparison of the features of functional 
programming languages and dataflow programming languages shows a large 
number of similarities/matches. If purely functional languages are observed, 
the coincidence is remarkable (Backus, 1978; Field, & Harrison, 1988).

The concepts of the first pure functional programming languages (FP, 
FFP (Backus, 1978), and LispKit Lisp (Henderson, 1980)) included the basic 
premises of the dataflow paradigm. Several languages that were developed 
later were at the same time functional and dataflow programming languages 
(Id, Lucid, SISAL, and many more). The comparison of significant features 
of dataflow and pure functional programming languages is shown in Table 1.

There have been various attempts to unify these two paradigms. There is 
a framework that combines both programming styles (Widemann, & Lepper, 
2014). Moreover, it is very interesting that there is a large similarity in the 
way dataflow and functional programming languages are executed. This 
has resulted in modifying dataflow machines in order to execute functional 
programming languages (Giraud-Carrier, 1994) and using (functional) 
graph reduction machine possibility for parallel execution in order to expand 
dataflow modeling calculations by modifying dataflow computer architecture 
(Amamiya, 1988). The dataflow model does not allow for efficient processing 
of all types (especially structures) of data. An additional advantage related 
to the similarity of these two paradigms is that functional programming 
languages are not as rich in different types of data as imperative ones, so the 
types of data used in functional programs can be relatively easily adapted to 
the needs and possibilities of dataflow programming.

If we return to the field of classification algorithms, the question is how 
this similarity can help in adapting algorithms to dataflow architecture. 
The features of functional programming languages provide an appropriate 
environment for relatively simple implementation of algorithms in various 
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data mining/machine learning techniques (Allison, 2005; Kerdprasop, N. & 
Kerdprasop, K., 2007; Kholod, Rodionov, Tarasov, & Malov, 2017; Kholod, 
Kupriyanov, & Shorov, 2016). The answer to question is simple—if some of 
the classification algorithms can be implemented in functional programming 
languages, then such algorithms can very probably be implemented in 
dataflow programming languages on dataflow computers. A prerequisite 
is the existence of dataflow nodes that implements the basic constructions 
of functional programming languages. The number of such nodes is not 
necessarily large—just a few basic constructions and built-in mathematical 
functions make it possible to create programs that efficiently solve complex 
problems (Mitic, 1994; Mitic, 1995). Different measures used for model 
correctness do not require complicated code and can be easily programmed/
incorporated in dataflow nodes. Since functional programs can be native 
parallelized, translation to dataflow does not involve any drawbacks related 
to dataflow parallelism and execution acceleration.

The development of Haskell in the last few decades, when it became the 
standard language for functional programming, coincided with more intensive 
development of data mining/machine learning techniques, so today almost 

Table 1. Comparative features of dataflow languages and pure functional programming 
languages.

Features of Dataflow Languages Features of (Pure) Functional Languages

Variable does not exist as a concept Variable does not exist as a concept

No side effects No side effects

All instructions are functions Program is a function which includes other nested 
functions; high order functions are supported

Shared data storage does not exist Storage does not exist—all values are passed as 
parameters

Support recursion/iteration Recursion is mechanism of program execution; iteration 
is supported via (tail) recursion

Efficient parallel executing
Programs can be native parallelized—each function 
depends only on parameters and can be executed in 
parallel

Instructions are executed only when all arguments are 
available Lazy/eager evaluation

All instructions are functions (i.e., there are no side 
effects)

Functions are basic program building blocks; programs 
are constructed by function calls

Not all data types are supported Not all data types are supported, but the set of supported 
types is very similar to the dataflow type set

Executed as a data stream through a graph Executed on functional abstract machines; one of such 
machines is the G-machine 
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all classification algorithms in the functional paradigm are implemented in 
Haskell. Different algorithms have been developed, for example:

1.  Since functional programming languages are simply implemented in 
parallel, the number of Haskell libraries developed for deep learning 
classification is particularly large (https://hackage.haskell.org/package/
haskell-ml); moreover, there is a large number of developed modules 
and libraries on the GitHub (for example, haskell-torch).

2.  The Machine Learning Toolbox Haskell package (https://hackage.haskell.
org/package/mltool) provides implementations of various classification 
algorithms, binary and multiclass classification, neural network (with 
different activation functions), including MultiSVM Classifier as well 
as various tools for data preprocessing.

3.  The method of implementation, among others, is a decision tree classifier 
(ID3 and K-NN) that uses the Haskell package. It is presented in detail 
in (Shukla, 2014). The implementation covers all necessary aspects 
(including computing entropy/information gain as a measure when 
splitting up material based on an attribute value/feature) and gives good 
directions for implementation of complicated algorithms such as C4.5.

4.  Draft versions of K-Nearest Neighbors, Random Forest, ID3, and 
Feedforward Neural Network (de Alarcón Gervás, 2019).

All these implementations can be used as the core for implementing listed 
algorithms in the dataflow. To conclude this section, one way to relatively 
easily write classification algorithms to a (purely) dataflow component that 
will take advantage of the dataflow paradigm is to implement the basic 
expressions of a functional programming language in dataflow nodes. If 
this condition is met, the next step is to “translate” the algorithm from a 
functional code to a dataflow code following the structure and organization 
of functional programs.

PARALLEL CLASSIFICATION ON DATAFLOW

The initial development of all traditional data mining algorithms (and hence 
classification) was adapted to von Neumann computer model. Input data were 
stored in memory from where they were transferred to a processor, and after 
processing re-stored in the memory. The increase in the amount of data to 
be processed created the problem of scalability of the developed methods. 
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One of the potential ways to solve this problem, oriented towards reducing 
the time required for execution, is to parallelize the algorithms. There are 
many different approaches to algorithm scaling and parallelization. The 
attempt to implement algorithms on a parallel architecture had to solve the 
problems of both data sharing and synchronization of the obtained results 
and communication between the processes by which data processing was 
performed on different (usually tightly coupled) processors. The execution of 
data mining algorithms in a distributed environment can also be considered 
as a specific way of parallelization, but with introducing additional problems 
related to process communication, role of coordinator, synchronization of 
the processing flow, and exchange of results.

A description of some scaled/parallelized algorithms suitable for data 
mining is presented in (Bekkerman, Bilenko, & Langford, 2012), while 
paper (Zaki, 1999) includes an introduction to parallel and distributed data 
mining. Although there have been attempts to define distributed dataflow 
architecture (Kavi, Kim, Arul, & Hurson, 1999), this has not materialized in 
practice. Therefore, the content of this section implies that algorithms will 
be designed to work on the local computer.

Historically, the algorithms underlying the classification methods were 
initially developed in a sequential form, and their parallelization was attempted 
later. Only some of the classification algorithms appear in successfully 
developed versions that support parallel execution. The most common among 
them are classification algorithms with instances (K-Nearest Neighbors), 
algorithms based on ANN (Artificial Neural Networks), and decision tree 
algorithms. K-NN has more different implementations, using either common 
CPUs (Aparício, Blanquer, & Hernández, 2007) or GPUs (Liang, Liu, Wang, 
& Jian, 2009). The general principles for formulating parallel classification 
algorithms using decision trees are described in (Srivastava, Han, Kumar, & 
Singh, 1999). The decision tree algorithms with the most successful parallel 
versions are SPRINT (Shafer, Agrawal, & Mehta, 1996), RainForest (Gehrke, 
Ramakrishnan, & Ganti, 2000), and BOAT (Gehrke et al, 2000).

A look at a simplified dataflow computation scheme with interconnected 
nodes imposes an association with parallel computing, where each of the 
nodes represents a single processor. Unfortunately, there is not much work 
or implementation of parallel classification algorithms on pure dataflow 
architecture. Some of the main reasons are the limited ability to use shared 
memory and problems with synchronizing parallel processes. In this context, 
paper (Schelter, 2016) presents the principles of scaling data mining (not only 
classification) in massively parallel dataflow systems.
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In the case of parallel execution, K-NN will be used as an example of 
possible implementation of the classification algorithm on a dataflow computer. 
K-NN is ideal because it is the simplest one among possible candidates. The 
general principle of constructing and verifying classification is that initial 
data (which includes class labels) are divided into two parts: training and 
testing. The model is constructed based on training records, while the test set 
is used to verify the constructed model by comparing predicted and actual 
class labels3.

The K-NN algorithm is lazy and does not produce a model in the true 
sense as other classification algorithms. The model essentially consists of of 
all records belonging to the test set. If the test set contains m records of the 
form (x, y), where x are data attributes, and y is the class label, then class 
label ya for previously unseen record a = (xa, ya) is determined as a majority 
of class numbers counted from K records from the test material which are 
closest to input record. The term “closest” is usually related to distances, 
usually Euclidean or cosine distance, but in some situations (some of) hybrid 
distance calculation can be used if records have a mixture of numerical and 
categorical attributes.

As all dataflow implementations differ from each other, for the computer 
model on which a parallel version of the K-NN classification can be 

Figure 1. Model of the dataflow computer for implementation of the K-NN 
classification algorithm. The architecture includes several dataflow engines (DFE). 
Each DFE consists of several kernels, which include dataflow nodes. Traditional 
(control-flow) CPU is used as the host for the operating system and operations that 
are not efficient on dataflow.
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implemented, we will take the model of the (hybrid) dataflow computer 
system whose structure is presented in Figure 1 and which is in some parts 
similar to the Maxeler dataflow computer (Maxeler dataflow, 2021).

The model of the K-NN algorithm for dataflow computers is presented in 
two steps: the first one (informal description) presents a sketch of the basic 
idea, and the second one presents the idea in more detail.

Informal Description

Hypothesis: the distance of two records can be calculated in the dataflow 
kernel. No matter which distance is used (Euclidean, cosine, etc.), it can also be 
implemented in the kernel as shown in (Maxeler Technologies, 2021), where 
Euclidean distance for n-dimensional space is implemented as a measure for 
clustering (unsupervised classification).

Each of the dataflow engines (DFE) contains (in fast internal memory) a 
portion of the training data. DFE calculate the distance from the input record 
to several training data records. One dataflow kernel (denoted as F) has 
been especially singled out to select records that have K minimum distances 
and store them with their corresponding labels. The kernel is constructed 
in such a way that the values of these K distances are kept in an ascending 
order. In case the number of training records portion in DFE is greater than 
the number of kernels, distance calculations would be performed in several 
cycles by filling the next set of training data in kernels. The results of each 
intermediate calculation should be stored in fast memory and used by the F 
kernel. One of the DFEs was singled out to determine the lowest K “global” 
distances, and to count which labels of the class are the most numerous (the 
“voting” method) in those K records. This label is assigned to the input record.

Formal Description

Algorithm steps:

A. Prerequisites

• The dataflow computer includes z DFEs and each DFE includes w 
dataflow kernels (each kernel consists of several nodes).

• w-1 kernels in each z-1 dataflow engine is programmed to calculate 
required distance d of records t and a.
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• One kernel (named F) in each z-1 dataflow engine is programmed to 
determine K minimal distances and corresponding class labels while 
keeping selected values in an ascending order.

• One dataflow engine (named DFE-G) is programmed to determine 
“global” K minimal distances and the determined majority class label 
which is assigned to input record a.

B. Input

• T is a set of n training records (vectors) ti=(xi,yi) i=1,..,n, where 
yi=class label, xi are attribute values, and xi=(xi1,xi2, …, xip), (xi is a 
set/vector of attribute values).

• A is a set of m input records (vectors) aj, j=1,..,m of the form aj=(aj1,aj2, 
..., ajp), (aj is a set/vector of attribute values; the number of attribute 
values is equal in records from T and A).

• K is the number of records from T with the lowest distances from the 
input record.

C. Preprocessing

• Divide records from set T into equal portions with size [n/(z-1)] and 
load into fast memory in each DFE.

D. Predicting the Labels of Input Records

for  i=1 to m 
     load record a

i
 in each of z-1 DFE with records from T     

     in each of z-1 DFE 
       {      
        load -1 as initial value for K minimal distance in 
kernel F in each DFE 
        repeat  
          load w-1 t records from DFE fast memory 
          Calculate distance from a

i
 to training records in 

each of w-1 kernels 
          If w-1 is is less than number of records from T in 
this DFE   
             than 
                 { 
                  save intermediate result in fast memory  
                  load new set of w-1 t records from DFE fast 
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memory  
                 } 
 
        until all records from fast memory have been read 
        Select K minimal distances in F and corresponding class 
labels y

1
,...,y

k
 

       }  
     Use DFE-G to determine “global” K minimal distances and 
class label that will 
     be assigned to record a

i

end for 

Distance calculation can be fully parallelized since kernel calculations in the 
same DFE are mutually independent. If the dataflow system contains z DFEs, 
each of which contains w kernels, in this way an approximate acceleration of 
(z-1) * (w-1) times is obtained compared to the sequential distance calculation. 
The value of acceleration is orientation because it depends on other factors 
(e.g., speed of data transfer and reading, fast memory size, number of readings 
per w-1 records, etc.)

The algorithm formulated in this way has one interesting feature. The 
traditional K-NN algorithm contains a set of training data in internal memory, 
while data records whose class labels should be predicted are loaded one 
by one. In the modification of the previously described K-NN algorithm, 
depending on the size of sets A and T, the places of training data and the 
data whose class is predicted can be reversed. This is the way to achieve a 
simultaneous prediction of class labels for input records.

DATAFLOW AND NEURAL NETWORK 
CLASSIFICATION ALGORITHMS

Artificial neural networks (ANN) are one of the techniques whose application 
has largely grown in the last decade. There are many examples of ANN 
implementations on control-flow computers used in various classification 
and clustering applications. These applications most often use multi-layer 
ANN (“deep learning”) whose simplified appearance is presented in Figure 
2. When this image is compared with the image that represents a simplified 
version of the dataflow model, a great structural similarity can be observed.

As the full potential of neural networks is better realized on computers 
that allow parallel processing, this was an additional reason for connecting 
neural networks with a dataflow paradigm, which, by its nature, allows 
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parallel execution. There are several papers (for example, see (Vokorokos, 
& Ádám, 2011)) that propose a new dataflow architecture with a number 
of reconfigurable elements that can support a neural network classification 
algorithm.

Neural networks have been successfully implemented on dataflow 
computers. The implementation of convolutional neural networks on the 
Maxeler MAX5 dataflow engine platform is described in (Voss, Bacis, Mencer, 
Gaydadjiev, & Luk, 2017). When tested on the image processing material, the 
implemented version showed very high performance compared to state of the 
art implementations. In addition to being at the very top in terms of speed, the 
implementation has also showed high accuracy. A dataflow computer model 
optimized for the execution of convolutional neural networks is presented 
in (Farabet et al, 2011). The authors studied different use cases and verified 
that the mapping of the convolutional neural network was straightforward 
on dataflow architecture.

There are hybrid dataflow architecture computing devices with special 
constructions intended for deep learning applications (Feldman, 2017; Liu et 
al, 2019). In addition, neural networks (with different activation functions) 

Figure 2. Multi-layer artificial neural network. The structural similarity with the 
dataflow model (set of connected nodes) is obvious.
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are implemented on the dataflow architecture developed by commercial 
companies (see (Maxeler Technologies, 2021)). Due to parallelism support 
combined with a large number of nodes, such implementations often have 
significantly better performance compared to implementations on control-
flow machines. For example, in (Nicol, 2017b) it was reported that it was 
possible to accelerate deep learning training by up to 1000x.

TensorFlow can serve as a good direction for implementing classification 
algorithms on dataflow computers. Google TensorFlow (Abadi et al, 2016) 
is an open source software library for machine learning developed primarily 
for work with (deep) neural networks. Although Tensor Flow was initially 
designed for control-flow machines and GPUs, it is based on the dataflow 
programming concept and computation can be abstracted and represented 
by a directed oriented graph.

A clear parallel can be drawn between the graphs representing the set of 
nodes in the dataflow paradigm and the graphs representing the computational 
flow in Tensor Flow. Figure 3 shows the graph for calculation C^2*B + 
(A+B) whose form is similar to the set of dataflow nodes that calculate the 
same expression.

In addition, there is a similarity between the graph representing execution 
of functional programming programs (already connected with the dataflow 
paradigm), and the TensorFlow graph. The lines on the “functional” graph 
indicate the composition of functions in the functional program, and the 
lines on the TensorFlow graph indicate the flow of data between nodes. Each 

Figure 3. Graph calculation for expression C2*B+(A+B). This can represent a 
calculation graph in TensorFlow, but also a connection among dataflow nodes in the 
dataflow paradigm. The elements of the TensorFlow graph represent a counterpart 
to the set of nodes in the computed dataflow in which multiplication and addition 
operations are performed.
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operation (or complex calculation) in the TensorFlow node represents some 
of the built-in functions of the functional programming language. Large 
graph segments in TensorFlow correspond to functions with embedded (more 
elementary) functions in the functional program.

TensorFlow, beside neural network/deep learning algorithms, also supports 
other classification algorithms like Tensor Flow Decision Forest (variant of 
Random Forest) and Support Vector Machines. Although the implementation 
of neural networks in dataflow computers with the main goal of classifying 
materials has not been done so far (at least not a complete algorithm with 
all possibilities), the above experiences, especially the relatively simple 
mapping of neural networks to dataflow architecture, show that no major 
changes will be needed for classification algorithms to be performed on 
dataflow architecture.

DATA STREAM CLASSIFICATION

The development of information technologies in the last twenty years, both 
in terms of hardware and software, resulted in the increase in the volume of 
data available for processing. Among them, the data that are collected or come 
in the form of a data stream stand out. Such data are collected or generated 
in a large number of areas such as astronomical data, meteorological data, 
data in computer networks, stock exchange data, data related to the state of 
nuclear power plants, etc. Their characteristics are a constant flow (arrival) of 
new data, possible high speed and large volume due to which they cannot be 
stored, multidimensionality, dynamic change of characteristics, and potential 
infinity in (stream) length.

The classification of such data is of great importance in applications that 
cover these areas in order to extract the information carried by the data. 
However, due to the characteristics of data streams, classical classification 
algorithms cannot be applied in most cases. The process of classification in 
data streams has the following new challenges that do not exist in traditional 
classification algorithms:

• Data streams are continuous, i.e. without upper size limit.
• Due to the vast number of elements, there is no memory for their storage, 

and after processing, records must be discarded. The consequence is 
that algorithms must be only single-pass on the data.
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• The classification of an unknown record must be faster than the 
incoming record speed in the data stream to prevent accumulation of 
unclassified records.

• The classification model is often a part of a real-time application.
• Class labels distribution can change in time compared to the initial 

set used for training. This change may reduce the accuracy of the 
classification (concept drifting).

• In continuous incoming, the data flow might appear in some instances 
with new class labels that do not exist in the initial set of labels, which 
can lead to unclassified/misclassified instances (concept evolution).

• There are issues with rare class labels. If the distribution of class labels 
changes in time and/or new class labels are added to training data, class 
labels whose elements appear very rarely can be lost from the training 
data.

There are many classification algorithms especially designed for data 
streams. A review of data stream classification approaches is shown in 
(Wankhade, Dongre, & Jondhale, 2020) and (Li et al, 2019), while more 
details about data stream classification algorithms can be found in (Aggarwal, 
2007) and (Aggarwal, 2014). As in previous cases, there are no defined or 
implemented algorithms for data stream classification on dataflow computers. 
As K-NN is the simplest one, using it as an implementation example is 
naturally imposed.

There are various implementations of K-NN for data streams on control-
flow computers (for example see (Law, Zaniolo, 2005; Ueno, Xi, Keogh, & 
Lee, 2006 ; (Bahri, Maniu, Bifet, Fernandes de Mello, & Tziortziotis, 2020), 
but none of them can be easily mapped to dataflow architecture. Instead of 
mapping or modifying some of existing control-flow solutions, we will try to 
sketch a naive version of K-NN for the dataflow computing paradigm. This 
naive version tries to exploit parallelism as the natural advantage of dataflow 
computers with a large number of dataflow nodes.

The algorithm is based on the previously defined K-NN algorithm in 
section 3.3, with modifications that eliminate the possibility of rare classes 
being lost from training data and allow for concept drift. The algorithm does 
not handle the detection of novel classes (avoid semi-supervised approach, 
see (Aggarwal, 2007)) and it is assumed that the number of classes does not 
change during execution.
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Informal Description

Hypothesis:

• The distance of two records can be calculated in the dataflow kernel. 
No matter which distance is used (Euclidean, cosine, etc.), it can also 
be implemented in the kernel.

• Data arrive in a stream; the number of attributes in data is unchanged 
in time.

• All data are prepared (categorical attributes) for distance counting and 
nodes in DFE are programmed for distance calculation.

• There are two special DFEs: one is used for concept drift (denote as 
DFE-D) and the other one used for determining the lowest K global 
distances (denote as DFE-G).

• Each of the remaining DFEs contains (in fast internal memory) a 
portion of training data.

In DFEs, the distance to several training data records is calculated for 
the input record. One dataflow kernel has been specially singled out to 
select records that have K minimum distances and store them with their 
corresponding labels. The kernel is constructed in such a way that the values 
of these K distances are kept in an ascending order. DFE-G was singled out 
to determine the lowest K “global” distances, and to count which labels of 
the class are the most numerous (“voting”) in those K records. This label is 
assigned to the input record.

The initial action in enabling concept drift consists of counting class 
labels in training instances, calculating their percentage and storing labels 
and corresponding values in DFE-D. The instances in the training set form 
a virtually ordered list with counter. The counter used as a specific “pointer” 
to the instance which will be replaced with the next incoming instance from 
the stream. The current value of the counter is stored in DFE-D. When a 
new instance arrives, after determining its label, it replaces “the oldest” 
instance indicated by the current value of the counter. Before initiating the 
replacement, it is checked which percentage of the class corresponding to the 
instance to which the current value of the counter points. If the percentage is 
below a predefined threshold, the current value of the counter increases by 1 
and checks the percentage of the class from the corresponding new “oldest” 
training instance. The process continues until appropriate instance is found. 
After the initial replacement, the counter increases by 1 to point to the next 
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“oldest” instance. Replacement is initiated by sending the counter value, 
determined class, and new instance record to appropriate DFE in which the 
“oldest” record with the sent counter value is located.

Using predefined threshold prevents eliminating instances with rare classes 
and consequently eliminates the need to handle infrequently recurring classes.

Formal Description

Algorithm steps:

A. Prerequisites

• Dataflow computer includes z DFEs and each of z-2 DFEs includes w 
dataflow kernels (each kernel consists of several nodes).

• One kernel (named F) in each z-2 dataflow engine is programmed to 
determine K minimal distances and corresponding class labels and 
keep selected values in an ascending order.

• One kernel (named R) in each z-2 dataflow engine is programmed to 
replace the instance with the received counter value.

• w-2 kernels in each z-2 dataflow engine is programmed to calculate the 
required distance d of two records: t and a.

• DFE (named DFE-G) contains kernels programmed to determine the 
lowest K “global” distances, and to count which labels of the class are 
the most numerous ones in those K records.

• DFE (named DFE-D) contains kernels which hold class labels, its 
percentage in current version of the training material, counter C that 
holds the value of the candidate instance for replacement counter, and 
predefined threshold V.

B. Input

• T is a set of n training records (vectors) ti=(xi,yi) i=1,..,n where 
yi=class labels, xi are attribute values, and xi=(xi1,xi2, ..., xip) (xi is a 
set/vector of attribute values).

• A is a set of input records (vectors) from stream aj, j=1,..,∞ of the form 
aj=(aj1,aj2, ..., ajp), (aj is a set/vector of attribute values—the number 
of attribute values is equal in records from T and A).
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• K is the number of records from T with minimal distances from the 
input record.

C. Preprocessing

• Divide records from set T into equal portions with size [n/(z-2)] and 
load into fast memory in each of z-2 DFEs. Each record is extended 
with a counter which contains the order of arrival, with minimal value 
1 and maximal n (values are global for all DFEs).

• The value of the counter C in DFE-D, which holds the indicator of 
current candidates instance for replacement, is changed by modulo n, 
where n is the number of training records.

• Calculate the percentage Pclass of each class in the training material 
and store the obtained values together with the minimal threshold V in 
DFE-D.

D. Predicting the Labels of Input Records

in each of z-2 DFE load w-2 t records from DFE fast memory 
set C=1 
 
repeat  
     load next incoming record a in each of z-2 DFE with 
records from T      
     in each of z-2 DFE 
       {      
        load -1 as initial value for K minimal distance in 
kernel F in each DFE 
        Calculate distance from a to training records in each 
of w-2 kernels 
        Select K minimal distances in F and corresponding class 
labels y

1
,...,y

k
 

       }  
     Use DFE-G to determine “global” K minimal distances and 
class label L that  
     will be assigned to record a 
     Use DFE-D to replace the current ” oldest” instance in z-2 
DFEs.  
        { 
         select class O of current “oldest” training instance 
         while (PO ≤ V)  /* percentage for class O is less than 
or equal V */                 
               { 
                set C=mod(C+1,n) /* skip to next oldest 
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instance in training set */ 
                select class O of current “oldest” training 
instance 
               } 
         determine DFE with “oldest” instance   
               /* “oldest” - instance with counter equal with 
current value of C */ 
         send request to selected DFE to update instance with 
new record (a,L) 
         set C=mod(C+1,n)   
        } 
until end_of_stream  /* forever */

This concept of the algorithm assumes that the number of available kernels in 
DFE is sufficient to handle training record portions. If this is not the case, the 
algorithm becomes more complicated because distance calculations must be 
performed in several cycles by filling the next set of training data in kernels, 
similarly as in the algorithm described in section 3.3. This implies the need for 
additional steps because intermediate results of at least K calculated distances 
must be stored for further comparisons, which will slow down performance 
in the case of a very fast data stream.

EXAMPLE OF DATAFLOW ARCHITECTURE

In this chapter, only a sketch of the dataflow architecture will be presented 
in order to provide basic information about the possible dataflow advantages 
over the control-flow ones. The Maxeler computer dataflow concept (Maxeler 
dataflow, 2021) will be used as an example. A more detailed description of the 
dataflow architecture goes beyond the scope of this chapter. More details on 
the dataflow architecture and its characteristics can be found in (Milutinović, 
Salom, Trifunovic, & Giorgi, 2015; Milutinovic, & Kotlar, 2019).

Simplified schemes of control-flow (von Neumann architecture) and 
Maxeler dataflow architecture is shown on Figure 4.

In control-flow architecture (Figure 4a) the source program is compiled into 
a list of instructions for a concrete processor (or processor family). Data and 
instructions are read from external (off-CPU chip) memory and loaded into 
the processor cash memory where operations are performed. Structure and 
relation of CPU and memory is fixed and can not be reconfigured according 
to the problem to be solved.
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In dataflow architecture (Figure 4b) the source program is transformed 
into a Dataflow engine configuration file. Configuration file describes the 
operations, layout and connections of a Dataflow engine, which can be 
reconfigured according to the problem to be solved. Dataflow engine includes 
many computational units whose connections are defined in configuration file. 
Each computational unit (“dataflow core”) can perform some operation on 
input data. Data can be streamed from external memory into the computational 
units and after applying operation result will be forwarded over connection 
to another connected computational units, without need for writing it to off-
chip memory until computation is complete. Each Dataflow engine can hold 
one or more dataflow kernels that consist of dataflow nodes. Such dataflow 
structure provides computations entirely without instructions or accompanying 
control mechanisms - data flows from one functional unit directly to the next 
one. This computational model can be represent over a graph - functional 
units are graph nodes that performs only a simple operation (like addition, 
substraction or multiplication), and connection between graph nodes represent 
connection between functional units. In this model, data enter in graph and 
flows from one node to another, and computation inside graph (nodes) are 
carried out in parallel.

Presented concept enables that hundreds or thousands of operations can 
be perform on single chip surface, which makes dataflow computers energy 
efficient and highly parallel. Consequences is that dataflow computation 
outperforms control-flow one if problem solving process can be parallelized. 
Dataflow engine also include, along with many computational units, large 

Figure 4. A comparison between a conventional control-flow (von Neumann) 
architecture (a) and a Maxeler Dataflow architecture (b)
Source: Maxeler - https://www.maxeler.com/technology/dataflow-computing/
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amounts of DRAM memory and a manager that is responsible for managing 
the connections between kernels, memory, and other external devices including 
control-flow CPU, if exists.

Not all problems are eligible for solving using dataflow computation. If 
problem is strongly sequential, than using only control-flow paradigm will 
be efficient. Often problems have some part that is naturally sequential (for 
example, reading data from external memories like hard disk drive or magnetic 
tape) and other parts that can be parallelized. Analyst that solve the problem 
looks for some parts that can be paralellized or are potential bottleneck if 
executed on conventional control-flow computer. Such parts are candidates 
for transferring execution to dataflow computers. Compiling program code 
that correspond to these parts are done with specific tolls that compile (or 
translate) code from high-level languages to dataflow configuration which 
include kernels to generate a hardware dataflow implementation, connection 
configuration and CPU application, which is used in process of read and write 
data among kernels and engine RAM. An example of such tool is Maxeler 
MaxCompiler (Maxeler dataflow, 2021; Top500, 2021).

Because application in real world often consists of both control-flow and 
dataflow eligible parts, modern dataflow computers systems are hybrid - 
they include control-flow CPUs and Dataflow part. For example, Maxeler 

MPC-C series computer can have 4 dataflow engines, up to 192GB DFE 

Figure 5. Maxeler MPC-C Series node architecture
Source: Maxeler (https://www.maxeler.com/products/mpc-cseries/)
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RAM (48GB per DFE), 12 Intel Xeon CPU cores and up to 192GB CPU 
memory (Figure 5).

COMPARING DATAFLOW VS. CONTROL-
FLOW COMPUTERS

Due to different basis it is not easy to make simple performance comparison of 
Dataflow and Control-flow computers. Usable general benchmarks that suits 
to both paradigms does not exists. The current ranking using FLOPS (PFlops, 
TFlops, MFlops) and LINPACK as benchmark program for creating TOP500 
supercomputer list (Top500, 2021) does not suit to dataflow computers. Flynn 
et al. in (Flynn et al., 2013) suggest introduction new alternative performance 
measures for computer ranking, possibly ones with a much wider scope.

Similar situation is when compare energy efficient. Current criteria are 
not adapted to dataflow. On site (Top500, 2021) exists GREEN500 list, but 
ranking (gigaflops/watt power-efficiency) and benchmark are strongly related 
to control-flow architecture. In general, due to large number of computational 
units dataflow computers have, in general, higher energy efficient level than 
control-flow ones. But, because dataflow computers are reconfigurable and 
adaptive to problem solving process, their energy efficient level also depends 
on concrete problem. An simple approach to analysis the performance, 
resource usage and energy consumption of reconfigurable computing systems 
is described in (Luk, 2015; Munday, Pell, Mencer, & Flynn, 2015). Stojanovic 
et al. in (Stojanovic et al., 2013) present comparison of Maxeler MAX3 with 
Intel Core i7-870 and Nvidia C2070, and found that MAX3 used approximately 
half of power consumed by Intel I7-870, and only 36% of Nvidia C2070 with 
declared performance (in GFlops) app. 960% higher than Intel i7-870 and 
54% lower than Nvidia C2070. In test, MAX3 had smaller execution time 
than both competitors.

The efficiency of the dataflow approach has been demonstrated in several 
special applications (Koliogeorgi et al., 2019; Becker et al., 2017; Nestorov et 
al., 2017). In (Becker et al., 2017) authors shows that implementation of well-
known Smith-Waterman algorithm for DNA sequence aligning and including 
this version in Bowtie-2 aligner gives 18x speedup over standalone components 
and up to 35% boosting in performance. A list of systematic transformations 
and optimizations targeting Maxeler dataflow systems that typically yield 
one to two orders of magnitude improvements in terms of both performance 
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and energy efficiency are presented in (Becker et al., 2017). In (Nestorov et 
al., 2017) authors reported that implementation of Curran’s approximation 
algorithm using dataflow oriented approach on Maxeler server-class HPC 
system produce speed-up of 111x and 278.3x compared to a single-threaded 
software implementation, and 4x and 9.2x compared to a multi-threaded 
software implementation running on a dual socket CPU server with 12-core 
Intel Xeon E5-2697 v2 CPUs.

Despite the currently small number of applications developed compared 
to control-flow computers, these examples show that the use of dataflow 
computers and dataflow approach can have significant advantages, and that 
their use will increase in the future.

REVIEW QUESTIONS

This section provides questions for better understanding of the key aspects 
of the chapter.

1.  What are the key aspects of the dataflow paradigm?
2.  What are the key aspects of the functional programming?
3.  What is the main difference between dataflow and functional 

programming?
4.  Describe major drawbacks in implementing data stream classification 

algorithm using dataflow paradigm.
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KEY TERMS AND DEFINITIONS

Dataflow: Programming paradigm based on execution graphs.
DFE: Dataflow engine which reconfigures according to the execution graph.
Execution Graph: Execution graph of the dataflow paradigm which 

describes the program.
Functional Programming: Programming model based on expressions 

and closures.
Von Neumann: Von Neumann paradigm as conventional programming 

paradigm.
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ENDNOTES
1  We use the term classification to denote supervised classification, and 

clustering for unsupervised classification.
2  In the rest of the chapter we will use the term implementation on dataflow 

as a synonym for implementation using components of the dataflow 
computer that does not contain control-flow parts.

3  As some classification algorithms used test data to optimize the 
constructed model, data are sometimes divided into three parts: for 
training, testing, and verification, whereby verification acts as previously 
unseen data used for additional verification of the constructed model.
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ABSTRACT

This chapter considers several popular scientific applications of machine 
learning/data mining algorithms. The survey-like introductory section provides 
a brief overview of some relevant historical and trending applications, while 
the other four sections present specific details on four selected scientific 
applications. Each section focuses on one of the following algorithms: neural 
networks, rule induction, tree algorithms, and neighborhood-based algorithms.

INTRODUCTION

Machine learning (ML) has а huge impact on modern science. Its impact 
can even be compared to the impact that mathematics has had in a more 
traditional scientific context. Scientists from diverse fields either use ML 
methods directly or adjust them to be better suited for posed problematic. 
Scientific fields interested in ML are numerous and they include physics, 
space sciences, chemistry, biology, economy, medicine, etc. The presented 
overview is non-exhaustive and represents only a sample of all relevant 
applications of ML in science, organized by categories. The following text 
will first provide a more detailed insight of recent ML applications in four 
scientific (sub)disciplines, namely:

1.  computer vision,

Scientific Applications of 
Machine Learning Algorithms
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2.  bioinformatics and computational biology,
3.  communication networks,
4.  astronomy and astrophysics.

After this, four specific scientific applications will be discussed in much 
more detail. More precisely, the chapter will present the application of each 
of the four selected ML algorithms:

1.  neural network algorithm for image classification,
2.  tree-like algorithm for protein structural class prediction,
3.  rule-induction algorithm for intrusion detection,
4.  neighborhood algorithm for the sample selection bias problem in 

astronomy.

APPLICATIONS IN COMPUTER VISION

Computer vision is one of the busiest areas of artificial intelligence, within 
which scientists of various backgrounds collaboratively solve complex 
tasks such as object detection, object tracking, semantic segmentation, etc. 
Autonomous vehicles represent a technology that is the main driver of new 
scientific results in computer vision. The reader is referred to (Janai et al., 
2020) for a deeper understanding of problems, data sets, and state-of-the-art 
methods in computer vision for autonomous vehicles. Since there are hundreds 
of successful ML methods for computer vision, we will mention only some 
more recent and more relevant ones.

The object detection problem consists in locating and classifying objects 
visible in natural images. It is similar to the problem of image classification 
that will be reviewed in the following sections. But unlike image classification, 
where the goal is to assign a class to an input image, object detection also needs 
to localize one or more objects on a single image with bounding boxes, and 
then further classify each one. Solutions to this problem are usually modeled 
as software systems that are tightly coupled with underlying hardware, such 
as video, thermal infrared cameras, or laser scanners. It matters to have better 
hardware because the software system can be fed by more useful information, 
i.e., more features and/or better feature measurements. There is a vast number 
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of methods for completing the object detection task by employing deep neural 
networks—see the recent review by Zhao et al. (2019).

Object tracking deals with a related but not identical problem: its goal is 
to estimate the state of one or multiple objects through time. The state can be 
represented in various ways, such as position, velocity, acceleration, etc. In 
contrast to object detection, where each image is independent, in this case, the 
contextual information, or the sequence of images can be useful. Moreover, 
the state dynamics of other objects in an image sequence can impact the 
state of observed objects. One of the most cited use-cases of object tracking 
is in the area of autonomous driving vehicles, where an automated driving 
system relies on various environmental information, such as other vehicles, 
pedestrians, cyclists, road signalization, etc. There are many approaches 
to solving this problem in literature and they are mostly based on a certain 
machine learning method. Hatwar et al. (2018) and Soleimanitaleb et al. (2019) 
provide critical reviews of the problem, in which they categorize approaches 
for solving it. For example, Soleimanitaleb et al. (2019) consider four large 
groups of methods: feature-based, segmentation-based, estimation-based, 
and learning-based. The learning-based group is the biggest and the most 
diverse one; it contains many ML methods, such as reinforcement learning, 
discriminative approaches belonging to deep and shallow learning, and 
generative methods. For a recent thorough review of literature, we refer the 
reader to (Luo et al., 2020).

The semantic segmentation task consists in assigning a semantic label to 
each pixel inside a natural image. This is one of the most important steps 
in robotic vision systems which the other automated procedures depend 
on. According to Yu et al. (2018), there are two essential questions to be 
considered regarding this task:

1.  how to design efficient feature representation and predict various objects,
2.  once the predictions of objects are made, how to use the contextual 

information to further improve consistency between object labels and 
pixels.

For the first subproblem, aside from some early approaches that used 
hand-crafted or semi-automated feature engineering, a vast amount of new 
and successful methods employs deep learning. For a deep learning focused 
review, we refer the reader to (Garcia-Garcia et al., 2017), where many kinds 
of deep neural networks are discussed: convolutional networks, Bayesian 
networks, LSTM, recurrent neural networks, etc. On the other hand, for 
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making contextual improvements, the standard methodology is to use models 
such as the Markov random field, conditional random field, or recurrent 
neural networks.

APPLICATIONS IN BIOINFORMATICS 
AND COMPUTATIONAL BIOLOGY

Bioinformatics and computational biology are two disciplines gathered around 
the expanding fields of data science and biotechnology. Bioinformatics is 
mostly concerned with studying large sets of biological data, and providing 
statistics and conclusions on top of them. Standard applications in 
bioinformatics include microbial genome applications, molecular medicine, 
drug development, gene therapy, evolutionary studies, etc. On the other hand, 
computational biology is concerned with issues that occur in bioinformatics, 
which are some lower-level tasks such as metabolic pathway studies, cellular 
biology, systems biology, and genetic analysis. Both fields are heavily 
interdisciplinary, mostly reusing or introducing concepts from the field of 
artificial intelligence, mathematics, and general computer science, such as 
neural networks, deep learning, statistics, stochastic modeling, database 
management, text mining, etc.

Due to a large quantity of publications in this interdisciplinary context 
and high pressure from both the side of computational biology and computer 
science, it is expected and common to observe misconceptions regarding ML 
applications. In (Chicco, 2017), the author provides a list of ten quick tips for 
ML in computational biology. One of perhaps the most frequent errors that 
scientists and practitioners make is related to the usage of the test data set. 
Scientists sometimes knowingly or unknowingly use/observe a test data set 
during the training or validation phase. This overestimates the real method 
quality, which further disables other researchers to perform fair comparison 
to the presented method.

Olson et al. (2018) analyze performances of 13 state-of-the-art ML 
classification algorithms on a set of 165 publicly available classification 
problems from the field of bioinformatics. The goal of algorithm comparison 
was to make recommendations for future research in the process of algorithm 
selection, as well as its hyperparameters. The conclusion was that classifiers 
based on Gradient boosting offered the highest data set coverage, which was 
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followed by random forests, SVC (support vector classifier), extra trees, and 
logistic regression.

Angermueller et al. (2016) provide insights of deep learning applications 
in the fields of bioinformatics and computational biology. The paper mostly 
focuses on the applications of deep learning in regulatory genomics and 
cellular imaging. Conventional approaches for regulatory genomics make 
relations between sequence variations and changes in molecular traits. The 
main drawback is that they cannot operate directly on the sequence since they 
require predefined features. On the other hand, a deep neural network can 
form implicit features, and it also works for large-scale data sets, which are 
expected in DNA and RNA sequences. Similarly, the usage of the convolutional 
neural network allows state-of-the-art image analysis of entire cells, cell 
populations and tissues, which is useful, for example, in cancer diagnosis 
based on tissue, analysis of bacterial colonies in agar plates, and many other. 
Besides application analysis, the authors of (Angermueller et al., 2016) also 
provide general deep learning guidelines such as training/validation/testing 
methodology, hyper-parameter optimization, training on GPU, overfitting, etc.

Cuperlovic-Culf (2018) provides insights into the ML-aided development 
of metabolic networks. Besides describing popular ML tools for different 
applications in the metabolic analysis, the author also presents an exhaustive 
review of ML methods in metabolic modeling.

Camacho et al. (2018) give a primer on ML for life scientists and discuss 
issues that occur in the intersection of ML and network biology, i.e., biological 
network. Biological networks are any networks that are obtained by observing 
biological systems—for example, protein-protein interaction networks, 
gene regulatory networks, metabolic networks, between-species interaction 
networks, etc. The authors focus on several trending application areas, such as 
disease biology, drug discovery, microbiome research, and synthetic biology.

Silva et al. (2019) provide a review of ML methods and applications in 
plant molecular biology. One of the discussed applications is analysis of 
plant promoters, where the goal is to develop disease-resistant or abiotic 
stress-tolerant plant varieties.

APPLICATIONS IN COMMUNICATION NETWORKS

Communication networks are a fertile area for ML applications. They offer 
plenty of room for introducing ML innovations. This is partially due to 
communication network complexity that combines multiple disciplines such 
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as physics and electrical engineering in the lower layers, mathematics and 
computer science in the intermediate layers, and applicative programming 
at the top. There is also a variety of network types, such as classical wired 
networks, optical networks, wireless sensor network, wireless vehicular 
networks, etc.

Cote (2018) reviews general communication networks and some of the 
corresponding ML applications. He starts with tasks that can be performed as 
“read-only” operations on the network, which include regression, classification, 
and anomaly detection. Regarding the regression, the author points out to a 
problem of determining network capacity exhaust, bandwidth congestion, or 
device failures. This problem is modeled via time-series, so models such as 
recurrent neural networks can be used to solve it. In anomaly detection, the 
goal is to discriminate atypical events from typical. This can be performed 
by various ML techniques such as SVM (support vector machine), neural 
networks, random forests, etc. The author also discusses applications that 
are not considered “read-only”, such as deciding when and how to act under 
certain circumstances. For example, reinforcement learning can be used to 
decide on adjustments of bandwidth profiles or re-routing traffic.

Wireless networks impose many issues, mostly because of their tradeoff 
in the context of availability and power usage—having higher power usage 
increases signal strength but reduces battery life or simply increases power 
costs. Therefore, novel paradigms that imply self-awareness, self-adaptiveness, 
and predictive behavior are being constantly introduced or improved. There 
is also a problem of big data, since there is a vast amount of data that needs 
to be processed, usually in the distributed (non-centralized) fashion. Kibria et 
al. (2018) point out to some ML and optimization-oriented issues. Optimized 
cell placement corresponds to a positioning of wireless antennas, having in 
mind their strength, frequency interference issues, and coverage. Advanced 
load balancing is also one of the issues. It occurs due to a difference in traffic 
patterns over distinct cells through time, so there is a need for an adaptive 
time-dependent load balancing among cells, meaning some cells might 
increase its coverage to reduce the burden of its neighboring cells. Chen et 
al. (2019) review artificial techniques based on neural networks used for 
solving a variety of tasks such as communication using unmanned aerial 
vehicles, Internet of Things, virtual reality over wireless networks, etc. Sun 
et al. (2019) survey recent applications classified per network layer. They 
consider resource management in the MAC layer, network (IP) layer issues 
such as networking and mobility management, and localization inside the 
application layer. Besides covering many issues, this survey also points to 
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many different methods, ranging from the nearest neighbor methods to deep 
reinforcement learning. Kumar et al. (2019) focus on the wireless sensor 
network and its heterogenic tasks, such as anomaly and fault detection, 
routing, data aggregation, congestion control, to name just a few. The authors 
also review necessary supervised learning techniques such as decision trees, 
SVM, k-nearest neighbors, as well as some unsupervised ones such as k-means 
clustering, singular value decomposition, independent component analysis, 
etc. Finally, Wang et al. (2020) present the thirty-year history of ML, while 
the authors later expose their employment in heterogenous wireless networks 
applications such as cognitive radios, Internet of Things, machine-to-machine 
networks, etc.

The second large group of communication networks, and a subgroup 
of wireless networks, are vehicular networks. An obvious difference from 
its parenting wireless group is the dynamics in the emitter/receiver node 
movement speed. In addition, future vehicular networks are oriented towards 
expected intelligent vehicles, so this type of network has a special set of 
current and future anticipated issues. Some of the dynamics-related tasks, 
as pointed out by Liang and Li (2018), include vehicle trajectory prediction, 
traffic flow prediction, and learning-based channel estimation. The authors 
also consider some ML-based decision-making settings. By using learned 
dynamics of the vehicular network, some decision-making systems can be 
made to improve network performance. For example, the hidden Markov 
model can be applied to predict vehicle future locations, which is later used 
to decide which routing scheme should be used to deliver packages to those 
vehicles. Similar scenarios can be set for the network congestion problem 
or load balancing. Ye et al. (2018) present a short but informative review 
of applications and examples grouped by ML category. The authors review 
examples of classification, regression, clustering, dimension reduction, and 
policy learning in the context of vehicular wireless networks. Tang et al. (2019) 
consider challenges of future AI-based 6G vehicular networks. The authors 
discuss performances and intelligence, but also highlight the importance of 
security aspects. They mention two important categories of ML applications: 
ML in resource allocation and ML in network traffic control.

APPLICATIONS IN ASTRONOMY AND ASTROPHYSICS

Astronomy and astrophysics are scientific disciplines engaged in the study 
of celestial objects and phenomena. They use both observations and theory, 



85

Scientific Applications of Machine Learning Algorithms

so they can be viewed as inductive (data-driven) on one hand, and deductive 
on the other. The observational part depends on a vast amount of data, so its 
relations to computer science is natural and is expected to grow in the future. 
The theoretical part also uses computational power to validate theoretical 
findings, for example by using simulations.

Kremer et al. (2017) discuss the importance of large-scale data (big data) 
analysis in astronomy. For example, ML methods can successfully uncover 
the relation between galaxy images and their physical properties. One of the 
concerns of scientists in applying ML methods in astronomy in some cases 
is the lack of interpretability. There are two complementary approaches to 
predictive modeling in astronomy. The first one is physical modeling, in which 
scientists incorporate the knowledge of astronomy/astrophysics, which can 
later be used to simulate (Monte Carlo simulations) real processes occurring 
in space. This approach is interpretable and less prone to making semantic 
errors, but very difficult to construct. On the other hand, there is a data-driven 
approach in which ML models produce outputs without giving reasoning 
behind them; this is especially evident for the neural network approach. In a 
recent study, Hogg (2021) proposes which kinds of astronomy/astrophysics 
problems should be solved by ML. The author claims that most astronomy 
problems fall into the category of regression and not classification. Further, the 
training sets tend to be very unreliable, non-representative and noisy, which 
further makes the learning model wrong, regardless of whether they are based 
on the sophisticated and sound mathematical foundations. The author also 
claims that prediction of space data should not be the ultimate goal. Instead, 
the goal should be an understanding of physical laws, theoretical models, 
and scientific principles. He suggests that ML methods should be used to 
address different problems such as noise reduction, calibration, speeding up 
computations, etc. In other words, the author opposes the application of ML 
methods in the pure data-driven fashion, which just produces outputs without 
intermediary theoretical explanations.

A contemporary review of applications of ML methods in astronomy and 
astrophysics is made in (Fluke & Jacobs, 2020). The authors survey existing 
literature and categorize it into the following seven categories: 1) classification, 
2) regression, 3) clustering, 4) forecasting, 5) generation and reconstruction, 
6) discovery, and 7) insight. They systematically explore the cross-sections 
that these categories make with seven groups of astronomical/astrophysical 
data used in literature: 1) image, 2) spectroscopy, 3) photometry, 4) light 
curve, 5) time series, 6) catalogue, and 7) simulation.
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In (Hocking et al., 2018), the authors present an unsupervised ML technique 
for segmentation and labelling of galaxies using raster images. The proposed 
technique combines the growing neural gas (GNG) algorithm proposed in 
(Fritzke, 1995), hierarchical clustering, and connected component labelling.

George and Huerta (2018) introduce the so-called deep filtering approach 
based on two deep convolutional neural networks. They further demonstrate 
its efficiency and accuracy in detection and estimation of parameters of 
gravitational waves from binary black hole mergers.

SUMMARIZATION OF THE PRESENTED STUDIES

Table 1 contains a brief overview of the previously reviewed studies. The 
columns respectively show: 1) reference, 2) task or a discipline to which the 
task belongs, 3) main finding(s) of the study, 4) advantage(s) of the study 
and 5) study disadvantage(s). Disadvantage(s) have a different meaning 
depending on the type of the study, whether it is a research paper or a survey. 
In surveys they mostly address issues like completeness and systematicity, 
while in research papers they are usually concerned with the proposed ML 
method quality or evaluation methodology.

SELECTED APPLICATIONS OF THE 
ARTIFICIAL NEURAL NETWORK

Image Classification

The convolutional neural network (CNN) has revolutionized many areas of 
ML applications, especially computer vision. One of the early and insightful 
views on the potential of CNN was made in the book of LeCun and Bengio 
(1995). Since that time, the research and applications of CNN have blossomed. 
The applications were especially boosted by the seminal paper of Krizhevsky, 
Sutskeve, and Hinton (Krizhevsky et al., 2012), in which a large CNN with 
many layers (deep) was trained by employing multiple GPUs.

For a deep CNN to work, it is important to feed it with a large amount of 
training data, which in the case of image classification consists of class-labeled 
images. The most notable benchmark in image classification is called The 
ImageNet Large Scale Visual Recognition Challenge (ILSVRC). Russakovsky 
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Table 1. Summarization of surveyed studies

Study Task or Discipline Main Findings Main Advantage Main Disadvantage

Janai et al. 
(2020)

Computer vision in 
general

Review of problems, data sets and 
methods for computer vision in 
autonomous vehicles.

Thorough review of state-
of-the-art.

Hard to predict future of 
autonomous vehicles.

Zhao et al. 
(2019)

Object detection
Compares different neural network 
alternatives with focus on CNN.

Systematic review and 
future research analysis.

Missing comparison to non-ANN 
approaches.

Soleimanitaleb 
et al. (2019)

Object tracking
Reviews four method groups: feature, 
segmentation, estimation, learning 
(-based).

Provides interesting 
taxonomy of approaches.

Missing quantitative comparison 
of the reviewed approaches.

Luo et al. (2020)
Multiple object 
tracking (MOT)

The review and cross-comparison 
of evaluation metrics, data sets and 
methods.

Thorough and unified 
review.

MOT approaches are difficult 
to compare. Parameter tuning 
issues.

Yu et al. (2018)
Semantic 
segmentation

Three categories of methods: hand-
engineered features, learned features 
and weakly supervised.

Thorough review with 
many quantitative 
comparisons.

Hard to understand why CNNs 
work so well and how to further 
improve them.

Garcia-Garcia et 
al. (2017)

Semantic 
segmentation

Deep learning for various applications.
Reviews many CNN 
approaches.

Missing comparison to non-ANN 
approaches.

Chicco (2017)
Computational 
biology

Provides brief and easy to understand 
overview of common tasks in ML.

Useful for ML beginners.
Relatively brief, but this is in line 
with the goal of the study.

Olson et al. 
(2018)

Biomedical 
classification

Analysis of performances of 13 
classification algorithms.

Fairly unified.
Relatively brief and not 
mathematically rigorous.

Angermueller et 
al. (2016)

Regulatory genomics 
ad cellular imaging

Deriving biological insights using deep 
learning.

Overall review of deep 
learning challenges and 
methods.

Not too exhaustive.

Cuperlovic-Culf 
(2018)

Metabolic networks
Applications of ML for modelling 
metabolism.

Covers relevant aspects of 
(un)supervised learning.

Missing quantitative comparison 
of methods.

Camacho et al. 
(2018)

Biological networks 
in general

Focus on the trending applications: 
disease/synthetic biology, drug 
discovery, etc.

Trending applications in 
focus.

Missing quantitative comparison 
of methods.

Silva et al. 
(2019)

Plant molecular 
biology

Systematic guideline for applying ML 
methods in plant biology.

Systematic and easy to 
follow guidelines.

Missing quantitative comparison 
of methods.

Cote (2018)
Communication 
networks in general

Real-world problem examined: 
capacity exhaust, bandwidth 
congestion and device failures.

Interesting use-cases 
covered.

Does not cover too many 
methods and their comparisons.

Kibria et al. 
(2018)

Positioning wireless 
antennas.

Employing ML methods for automatic 
and dynamic wireless network 
management.

Top-level overview of 
problems in comm. 
networks.

A brief introduction of the 
existing ML approaches.

Chen et al. 
(2019)

Next-generation 
wireless networks

Artificial neural networks for a variety 
of trending applications such as IoT, 
unmanned aerial vehicles, etc.

Wide and in-depth analysis 
of ANN methods and 
applications.

Missing comparison to non-ANN 
approaches.

Sun et al. (2019)
Communication 
networks in general

Recent applications per network layer: 
MAC layer, IP layer, application 
layer, etc.

Systematic overview per 
layer combined with a 
variety of methods.

Not easy to cover all the aspects 
since the field of study is fast 
growing.

Kumar et al. 
(2019)

Wireless sensor 
networks

Various applications (anomaly, fault 
detection, routing, etc.) are solved with 
various methods.

In-depth and critical review 
with many comparisons.

Not easy to identify appropriate 
ML technique for a given task.

Wang et al. 
(2020)

Various 
communication 
networks

Thirty-year history of (un)supervised 
learning in communication networks.

In-depth evolution of 
ML methods with nice 
taxonomies.

Not easy to cover all the aspects 
since the field of study is fast 
growing.

Liang and Li 
(2018)

Vehicular networks
Using learned dynamics of vehicular 
networks to improve efficiency, avoid 
congestion, etc.

Covering emerging topics 
with high impact on 
autonomous vehicles.

A brief coverage without in-
depth analysis of methods.

Ye et al. (2018) Vehicular networks
Review of classification, regression, 
clustering, and dimension reduction 
methods.

Covers several interesting 
use-cases in vehicular 
networks.

Brief overview without many 
details on the applied methods.

Tang et al. 
(2019)

Vehicular networks
Challenges of the future 6G vehicular 
networks specially focusing on 
security.

Reviews relevant and 
diverse approaches.

Missing quantitative comparison 
of methods.

continued on following page
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et al. (2015) explain the way the large-scale collection of classified images is 
obtained. Besides that, this paper can also serve as a good review of state-of-
the-art methods for the period since 2010, when the challenge was initiated, 
until 2015.

Back to the year 2012, deep CNN called SuperVision (Krizhevsky et al., 
2012) beat the second-best method by an almost two times lower classification 
error. One of the ImageNet data sets consisted of over 15 million labeled, 
high-resolution images in over 22,000 categories. When compared to standard 
feedforward networks of similar size (width and depth), CNNs tend to have 
fewer connections and are therefore more efficient to train. Even with this 
design, they are still difficult to converge when the number of images and 
objects to be learned is as high as in the ImageNet benchmark. Luckily, the 
computational model for CNNs is compatible with the many-core paradigm 
as its simple but numerous cores are available inside graphical processing 
units (GPUs). The flow diagram that shows the essential steps in CNN for 
image classification is given in Figure 1.

The first activity performed on each input image is its conversion into a 
fixed size CNN-compatible format. Since original images have a variable 
and generally high resolution, they need to be rescaled and reduced to a 
256x256 pixel matrix, where each pixel is based on the RGB color model. 
The normalization of each resized image is further performed by subtracting 
mean RGB components from each pixel.

A deep CNN contains a high number of hidden layers. For example, eight 
learning layers were considered in (Krizhevsky et al., 2012): five convolutional 

Study Task or Discipline Main Findings Main Advantage Main Disadvantage

Kremer et al. 
(2017)

Astronomy and 
astrophysics

Overviews two complementary 
approaches: physical modelling and 
data-driven like ANN.

Deals with issues such 
as scalability in Big Data 
context.

Missing systematic comparison 
of state-of-the-art.

Hogg (2021)
Astronomy and 
astrophysics

Critical discussion on which tasks 
should be solved in data-driven 
manner.

Provides insights on how 
to use ML methods when 
modelling astronomical/
astrophysical phenomena.

ML methods still not able to 
solve complex modelling tasks 
by themselves.

Fluke and 
Jacobs (2020)

Astronomy and 
astrophysics

Systematic review of several ML 
methods applied to various problems.

Intersects relevant ML 
methods with relevant 
problems in astronomy/
astrophysics.

Brief review without ML 
technical insights.

Hocking et al. 
(2018)

Galaxy segmentation
Unsupervised ML technique for 
segmenting and labeling raster images.

Cleanly separates early and 
late type galaxies without 
any form of pre-directed 
training.

Choice of initial data matrix and 
efficiency can be improved.

George and 
Huerta (2018)

Gravitational waves
Deep neural network approach for 
detection and parameter estimation of 
gravitational waves.

Significantly outperforms 
traditional ML techniques 
while showing high 
efficiency.

Hyperparameter tuning is 
challenging.

Table 1. Continued
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ones and three fully connected ones. The goal of the convolutional layer is 
to extract features, which is accomplished by defining a 3D-based filter and 
swiping with it through input data. The input data is: 1) the input pixel matrix 
in the case of the first layer or 2) the output of the previous layer in the case 
of later layers. The filter has three dimensions: width, height, and depth. The 
depth needs to be the same as in input data; for example, in the case of the 
starting input pixel matrix, three separate pixel matrices are provided for each 
RGB component. While swiping the filter over input data, the region over 
which the filter is positioned (receptive field) interacts with the filter and 
produces a single scalar as output. For example, this scalar can be obtained 
by using elementwise multiplication between the filter and the receptive field 
and further summing up those multiplication terms. The filter is swiped over 
input data from left to right, and further from top to bottom by steps of the 
given size called stride. The stride is usually smaller than feature width and 
height, so the successive receptive fields overlap.

Instead of using a single filter-per-pixel color component, the usual scenario 
is to use multiple filters and stack them along the depth axis. Different filters 
have different roles, and the intuition behind successive filters is that they 
progressively build more complex image features—those positioned deeper 
in the hidden layer structure relate to more complex filters, e.g., eyes and 

Figure 1. CNN overall process
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nose in the case of face recognition, while those positioned at the starting 
layers are usually related to some more general features, like lines, triangles, 
circles, and other types of contours or regions.

Figure 2 shows a convolution example where filter size is 3x3x1, stride 
is equal to 1, the size of input data is 5x5x1, and the size of convoluted 
feature matrix is 3x3x1. The intermediate step of forming the output matrix 
demonstrates the application of the filter positioned at the center of the 
input matrix. After the element-wise multiplication of the receptive field at 
that position (the black region in the input matrix) and the filter matrix, and 
further summation, value 4 is obtained and entered into the output matrix.

The standard way of modeling neuron output in CNNs is using rectified 
linear unit nonlinearity (ReLU) introduced by Nair & Hinton (2010). Unlike 
tangent or sigmoid functions often used in classical artificial neural networks, 
ReLU(x)=max(0,x) enables much faster convergence of network coefficients. 
During communication between convolutional layers, data is sometimes 
normalized and/or pooled (max pooling). Normalization is done to improve 
the generalization of ReLU functions.

Figure 2. An еxample of convolution: matrix-based filter
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The purpose of max pooling is complexity reduction, i.e., down-sampling 
of neuron data output. It is similar to applying a filter, the difference being 
that, instead of the matrix-element-wise multiplication and later addition, the 
maximal value is simply pooled in the current receptive field and mapped 
to a given down-sampled output region. The stride, as with the filter, can 
be overlapping and non-overlapping. Figure 3 demonstrates the max-pool 
technique that is used in the SuperVision: it is based on the region sized 
3x3, with the stride equal to 2, which makes it an overlapping max pooling.

As pointed out in Figure 1, after convolutional layers, the last few layers are 
fully connected. To avoid overfitting at the end and to improve performance, the 
dropout procedure is performed in the fully connected layers. This procedure 
sets zero at each hidden neuron output with probability 0.5, so the neurons 
that are dropped out do not further contribute to feed forward neither do 
they take part in back propagation. This dropout is changed during each feed 
step, i.e., for each new training record. The output of the last fully connected 
layer is input for the softmax function consisting of N inputs and N outputs, 
where N represents the number of image classes. The goal of using softmax 
is to normalize network output to a probability distribution consisting of N 
probabilities. The model is further trained by employing stochastic gradient 
descent and later tested on previously unseen images.

As previously mentioned, the results showed the superiority of the 
presented approach compared to other state-of-the-art results of that time. 
The standard way of reporting quality in ImageNet shows two types of error: 
1) top-1 error is a standard classification error, which means that it accounts 
for all incorrectly labelled test input, while 2) top-5 error corresponds to a 
fraction of images whose correct label is not found in the set of the top-5 
most probable labels produced by the model. Considering the results from 
ILSVRC-2010, presented in Table 2, CNN wins the competition by a high 
margin in both error-type categories.

SELECTED APPLICATION OF THE TREE ALGORITHM

Protein Structure Prediction

The next scientific-oriented application is based on a tree algorithm extension 
called random forests (RF). RF is an ensemble learning method that can be 
used for both classification and regression. It builds multiple decision trees 
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during its training and further uses aggregation over multiple produced outputs, 
e.g., mode class for classification or average/median value for regression.

Protein structure prediction deals with the problem of determination of 
three-dimensional protein structure (secondary and tertiary structure) based 
on the primary structure, which is simply the sequence of amino acids. 
Determining the structural class of proteins is important for further secondary 
and tertiary protein function analysis. According to the initial study of protein 
structure classes (Levitt & Chothia, 1976), there are four classes: all -α , all -β , 
α β/ , and α β+ . Later research identified some other structural classes, but 

Figure 3. An example of max pooling with 3x3 region and stride 2

Table 2. ILSVRC-2010 test results

Model Top-1 Top-5

Sparse coding (Berg et al., 2010) 47.1% 28.2%

SIFT + FVs (Sanchez & Perronnin, 2011) 45.7% 25.7%

CNN 37.5% 17.0%

(table data from Krizhevsky et al. (2012))
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the aforementioned four make up about 90% of all observed structural classes. 
There are many computational methods for predicting structural classes but 
most of them are based on the ML approach. The following case-study 
example is based on the paper of Wei et al. (2014), which uses the RF approach 
along with three different feature extraction methods.

Figure 4. Random forest method for protein structural class prediction

Table 3. Amino acids

Amino Acid 3 Letter 
Code

1 Letter 
Code

Amino 
Acid 3 Letter Code 1 Letter 

Code

Alanine Ala A Leucine Leu L

Arginine Arg R Lysine Lys K

Asparagine Asn N Methionine Met M

Aspartate Asp D Phenylalanine Phe F

Cysteine Cys C Proline Pro P

Histidine His H Serine Ser S

Isoleucine Ile I Threonine Thr T

Glutamine Gln Q Thryptophan Trp W

Glutamate Glu E Tyrosine Tyr Y

Glycine Gly G Valine Val V
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Figure 4 depicts the overall method presented in (Wei et al., 2014). As 
it can be seen, feature extraction (FE) is an important part in the overall 
methodology. All features are extracted by looking at the composition of 
the input sequence, along with using certain external tools for prediction 
of the secondary structure. Since RF is a discriminatory-based method, the 
focus is on the selection of features that best reflect the differences among 
structural classes.

A query (input) protein sequence S is represented with L amino acid 
residues (peptide) S S S S

L1 2 3
… . An alphabet used in defining the sequences 

is formed of one letter capital characters and has the length of 20 characters, 
thus reflecting the usage of 20 different amino acids (Table 3).

Example. An exemplary peptide that will be used in further text is called 
Lysozyme. It can be found in chicken egg white and its sequence is as follows:

KVFGRCELAAAMKRHGLDNYRGYSLGNWVCAAKFESNFNTQATNRNTGSTDYGIL 
QINSRWWCNDGRTPGSRNLCNIPCSALLSSDIT 
ASVNCAKKIVSDGNGMNAWVAWRNRCKGTDVQAWIRGCRL.

The first group of features, sequence-based features, are calculated by 
employing n-gram counting. An n-gram represents a subsequence of 
consecutive elements from S with length n. For example, the 3-grams in the 
previous example would be: KVF, VFG, FGR, GRC, RCE, …, RGC, GCR, 
CRL. The number of different possible n-grams for a 20-character alphabet 
is 20n.  Therefore, the length of n-gram frequency feature vector in uncompressed 
form is 20n  long.

Secondary structure features constitute the second group. In secondary 
structure prediction, every amino acid residue from the primary sequence 
(primary structure) is assigned one of the following classes: H (helix), E 
(strand), and C (coil). This prediction is done by using an external tool for 
secondary structure prediction, e.g., PSIPRED (Jones, 1999). The output of 
this prediction for a given primary sequence is the same-length sequence 
with values from {H, E, C}. Secondary structure features are further created 
in several ways, including the following procedures:

• by counting frequencies of all secondary structure classes,
• by analyzing the positions of these classes within the sequence,
• by analyzing segments consisting of the same consecutive secondary 

structure class.
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Finally, the last group of features uses a combination of the first two groups 
of features, obtained by interleaving information from the primary structure 
and its corresponding secondary structure.

Once all the features are created, the next step is to train the RF classifier 
on top of the constructed data set that consists of all abovementioned features 
(generated) as independent values and four structural classes all -α , all -β , 
α β/ , and α β+  as dependent (given) ones. This is done by employing the 
bagging technique (Breiman, 1996), in which multiple decision tree classifiers 
are trained based on different random samples of records from the original 
input data (horizontal sampling). Unlike traditional bagging, RF in this case 
uses random feature sampling during tree construction. This means that when 
the node splitting criterion is to be determined, this is done in a random way, 
i.e., the random sample of available features is used as a splitting criterion.

The results showed that the performance of the presented RF method 
was superior to several alternative algorithms from literature. Table 4.4 
demonstrates some of the presented algorithm comparisons.

Table 4. Random forests versus other algorithms for α/β and α+β class prediction

Data Set Method α/β α=β

25PDB

SCPRED (Kurgan et al., 2008) 76.0 83.2

RKS-PPSC (Yang et al., 2010) 86.4 82.8

Ding et al. (2012) 85.0 88.2

RF (proposed method) 87.9 93.9

640

SCPRED (Kurgan et al., 2008) 89.3 77.2

RKS-PPSC (Yang et al., 2010) 88.1 83.6

Ding et al. (2012) 89.3 83.6

RF (proposed method) 97.7 97.1

1189

SCPRED (Kurgan et al., 2008) 88.6 63.1

RKS-PPSC (Yang et al., 2010) 83.8 81.3

Ding et al. (2012) 85.9 73.9

RF (proposed method) 92.8 86.7

(table data from (Wei et al., 2014))
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SELECTED APPLICATION OF RULE INDUCTION

Intrusion Detection in Communication Networks

There are many ways to generate rules from data. In this section, we will 
focus on one specific type of rule generation that combines genetic algorithms 
and decision trees. The application that will be considered comes from the 
communication network field.

The aim of intrusion detection systems (IDS) is to protect systems from 
attacks by automatically detecting whether the requests to access the system 
are legitimate or dangerous. When speaking about automatic detection of 
attacks, the goal is to minimize the total prediction error which consists of 
two error types: 1) a false positive (FP) error, which corresponds to scenarios 
in which an attack is recognized but it is just a normal request—false alarm, 
and 2) a true negative (TN) error, which relates to a fraction of situations 
in which the attacker is not detected. A high FP error means that the IDS is 
too pessimistic, which translates to dissatisfied users being banned for no 
reason. On the other hand, a high TN error usually means that the system is 
too optimistic, so attacks can pass unnoticed.

The case study we analyze comes from paper (Papamartzivanos et al., 2018), 
which uses a hybrid approach with the genetic algorithm and decision trees 
to generate rules. The rule model is built on top of low-level network traffic 
data. Therefore, this application mostly belongs to the area of communication 
networks. The authors of the paper focus on three circumstances that make 
the problem difficult to solve:

1.  There are many types of attacks, so the implied classification task is 
highly multi-classed.

2.  There are many network traffic features, so the classification model is 
to be built on the multi-featured data set.

3.  The problem is naturally very imbalanced since most requests are normal, 
and only a small fraction represent attacks.

The proposed approach is called Dendron, and it evolves the population 
of decision trees by using the genetic algorithm. The authors focused on two 
objectives:



97

Scientific Applications of Machine Learning Algorithms

1.  high coverage of as many different attacks as possible, even those that 
occur very rarely;

2.  high interpretability of generated rule sets.

Having the decision tree (DT) at hand, the rule generation phase is 
straightforward. Every branch inside DT is simply transformed to the “IF 
Conditions THEN Class” rule where Conditions is a logical expression 
formed as a conjunction of separate conditions obtained by traversing DT 
from the root node toward leaves. For example, the tree shown in Figure 5 
would produce the following seven rules:

1.  IF Cond(1,1,1)(v1) ˄ Cond(2,1,1)(v2) THEN Class = 1
2.  IF Cond(1,1,1)(v1) ˄ Cond(2,1,2)(v2) THEN Class = 2
3.  IF Cond(1,1,2)(v1) ˄ Cond(2,2,1)(v2) THEN Class = 1
4.  IF Cond(1,1,2)(v1) ˄ Cond(2,2,2)(v2) THEN Class = 2
5.  IF Cond(1,1,3)(v1) ˄ Cond(2,3,1)(v2) THEN Class = 3
6.  IF Cond(1,1,3)(v1) ˄ Cond(2,3,2)(v2) THEN Class = 1
7.  IF Cond(1,1,3)(v1) ˄ Cond(2,3,3)(v2) THEN Class = 2.

Figure 5. Exemplary decision tree
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Here, Cond(x,y,z) corresponds to a condition on level x, the branching node 
on position y at that level, and branching condition numbered by z. There 
are several more considerations regarding DT-to-rules generation. For 
example, what if conditions at a certain level are not mutually exclusive? In 
this situation, condition priority might be defined. Another question arises 
regarding continuous attributes, which is usually solved by discretization to 
а fixed number of regions.

The genetic algorithm (GA) is a method used for discrete and combinatorial 
optimization. It is inspired by a biological mechanism of species evolution, 
and it belongs to a wider group of evolutionary optimization methods. GA 
was invented by John Holland in the 1960s and further improved by Holland 
and his students and colleagues during the 1960s and 1970s. In the following 
few paragraphs, we will briefly discuss the basic building blocks of GA, and 
for a deeper understanding of genetic algorithms, the reader is referred to one 
of the most influential books on this matter, by Mitchell (1998).

GA is inspired by two natural mechanisms that comprise the evolution 
in most organisms: natural selection and sexual reproduction. Obviously, 
evolution takes thousands or even millions of years. Computers allow us to 
emulate this process, whereby the time dimension is modeled by algorithm 
iterations, while groups of organisms (or populations) are modeled as 
appropriate data structures.

GA works on a population of individuals also called chromosomes. Each 
chromosome represents a solution to the problem. In the most simplistic 
scenario, a solution can be represented as a vector of bits, where each bit 
encodes the existence of certain characteristics in the corresponding problem. 
For example, if the problem is to find a minimum vertex cover on a graph, 
then bit 1 at position i means that vertex i is selected as a part of the cover; 
otherwise, vertex i is not in the cover. In the biologically inspired context of 
chromosomes, bits represent gene values. The second important element of 
GA is fitness function, i.e., the function that quantifies how well the proposed 
solution solves the corresponding problem. Again, in the context of biology, 
having a certain chromosome (or genotype) makes the individual better or 
worse suited to the environment. Being better suited to environment means 
having a better fitness function value and vice versa—individuals with worse 
adaptation to the environment have a worse fitness function value.

GA starts with the phase of population initialization. The most simplistic 
way of performing it is random generation. Following up on the previous 
example, this means producing M individuals as random binary vectors, where 
M represents population size (GA control parameter). After this phase, GA 
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population is changed (evolved) through iterations, each of which consists 
of the following steps:

1.  Selection—chromosomes are selected to form pairs, which reflects the 
idea of partner selection in the biological evolution.

2.  Crossover—selected pairs of chromosomes (parents) are combined to 
produce children (offspring) chromosomes.

3.  Mutation—on the children’s chromosomes, random mutations are 
performed, which also exists in the biological evolution.

4.  Population replacement—children solutions replace some or all parent 
solutions, depending on the population replacement policy.

There are multiple GA parameters that control the aforementioned steps 
and various ways of their implementation, but they will not be discussed in 
detail here.

Considering IDS, the population is formed of individuals each of which 
represents a single DT. The fitness of DT is calculated by imposing several 
different classification metrics, such as classification accuracy, mean 
F-measure, average accuracy per class, etc. The GA in which population 
consists of such nonlinear, usually graph-like structures is also known in 
literature as genetic programming (GP). The credits for this approach go to 
John Koza (Koza, 1990) who showed that it can be used to evolve computer 
programs, represented by abstract syntax trees, and solve targeted problems.

Initialization is done by producing DTs that are not branched at all. In 
other words, for each vector feature, there is only a single branching condition 
that is always true—it simply asks if the feature value is anything from the 
feature domain. This effectively creates a list of nodes, which is a degenerated 
type of tree. Classes are determined in the leaf nodes, and they are equally 
distributed across the whole population. The order of features is the same 
across all individuals and is determined by giving priority to the features that 
obtain higher information gain.

The selection of parents is based on the roulette wheel selection, which 
represents a standard implementation of fitness proportionate selection. 
However, instead of using solely the fitness function value, the authors use 
a linear combination of 1) fitness function value, 2) class-based selection 
function value and 3) missing classes function value. The class-based selection 
function awards DTs that have more minority classes leaves, while the missing 
classes function is conditionally called to award individuals that contain 
classes missing from the best DT in the population. Before entering linear 
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combination, all elements are scaled to interval [0, 1], while the corresponding 
linear combination coefficients are adjusted in the initialization phase.

Crossover among selected pairs of parents is done by swapping randomly 
chosen branches at the same level (same feature). Therefore, this does not 
introduce new tree sub-structures without mutation—it only recombines the 
existing ones. On the other hand, the mutation operator can introduce a new 
structural form inside DT by introducing a new branching condition inside 
a certain randomly selected DT branching (internal) node. Of course, other 
conditions exiting that node should be revised so as to be consistent with the 
newly introduced. For example, DT shown Figure 6 might be mutated so that 
condition Cond(2,1,2) is split into two conditions.

Population replacement is done by selecting individuals from the union of 
parents and children in a way that keeps the best individuals with respect to 
their fitness function value. Additional criterion that can potentially override 
this elitist replacement policy is keeping the new population normal—all 
classes are considered in the population of DTs.

The authors tested the method on three simulated data sets, namely:

1.  KDDCup’99—a standard benchmark in building systems for intrusion 
detection based on simulated network traffic with 22 different types of 
intrusions.

Figure 6. Decision tree after mutation
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2.  NSL-KDD—an improvement of the first one which also introduces 
some additional types of attacks.

3.  UNSW-NB15—modernized IDS data set with contemporary network 
traffic features and some new difficult-to-detect attacks.

Table 5. Remaining features for KDD data sets

Feature Type Feature Type

Service discrete hot discrete

Flag discrete num_compromised continuous

src_bytes continuous wrong_fragment continuous

Count continuous root_shell discrete

dst_host_same_srv_rate continuous num_file_creations continuous

dst_host_serror_rate continuous num_root continuous

dst_host_srv_serror_rate continuous num_access_files continuous

logged_in discrete num_failed_logins continuous

dst_host_rerror_rate continuous num_shells continuous

Duration continuous su_attempted discrete

protocol_type discrete

Table 6. Remaining features for UNSW-NB15 data set

Feature Type Feature Type

ct_state_ttl continuous ct_dst_sport_ltm continuous

Sttl continuous sjit continuous

Dttl continuous dloss continuous

dload continuous sbytes continuous

ct_srv_dst continuous smean continuous

service discrete ct_src_dport_ltm continuous

proto discrete ct_dst_src_ltm continuous

dmean continuous dwin continuous

dbytes continuous response_body_len continuous

State discrete ct_flw_http_mthd continuous

dpkts continuous trans_depth continuous

ct_srv_src continuous
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After performing feature selection on KDDCup’99 and NSL-KDD data 
sets, the authors were left with 21 features that further entered the proposed 
methodology (Table 5). In a similar way, feature selection was performed 
for the UNSW-NB15 data set, reducing the set of features to 23 (Table 6).

The proposed approach was compared with multiple methods from literature 
showing high-quality results across a range of different comparison metrics 
and all considered data sets. Having a base of induced rules is a comparative 
advantage in modern intrusion detection systems, since it increases the 
interpretability of automatically made decisions. This way, administrators 
and network security experts can more easily understand what the system 
does under the hood.

SELECTED APPLICATION OF THE 
NEIGHBORHOOD ALGORITHM

Large Scale Applications in Astronomy

The nearest neighbor (NN) algorithms are intuitive and interpretable. However, 
their biggest disadvantage is their computational and spatial complexity. 
There are many different extensions that reduce computational complexity 
by increasing spatial complexity or vice-versa (Bhatia, 2010). Considering 
the problems in large-scale data sets coming from astronomical observations, 
both matters pose a problem, but computational complexity still seems to be 
the bigger bottleneck.

One of the central issues in supervised machine learning is called sample 
selection bias. It happens when the distribution of data on which the supervised 
learning model is applied differs from the distribution of labeled data on which 
the model was trained. For addressing this issue, one might assign weight 
to training samples in a way that reflects its importance throughout model 
exploitation. Determination of future importance can be made based on the 
available unlabeled training data. When the collection of these unlabeled 
objects is relatively small, the nearest neighbor algorithm can easily cope with 
computational complexity and provide weight estimates. However, weight 
estimates tend to be better when larger samples are used, and the amount of 
data in astronomical observations is certainly more than sufficient. Kremer 
et al. (2015) exploit previously introduced extension of the nearest neighbor 
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algorithm that uses internal k-d tree as a structure to resolve the sample 
selection bias and apply it further in the astronomical case study.

Sample selection bias in astronomy happens due to a bias in astronomy 
observation prioritization. Namely, the astronomical objects that are expected 
to show more interesting properties are often explored more heavily than 
some common or less interesting objects. Weights can be used to adjust the 
importance of labeled training samples so that the overall weighted distribution 
of labelled training samples corresponds to real probability distribution. 
However, since the true probability distribution is not known, it must be 
estimated from the known unlabeled training data. Unlabeled data is always 
easily gathered and its quantity is therefore expected to be much bigger than 
the quantity of labeled data. One of the issues in estimating real probability 
distribution is controlling its variance.

Let us denote with x a feature vector from domain X, while the corresponding 
labels are denoted by y and belonging to domain Y. The ML model is trained 
based on labeled data S (source) that is sampled from pS(x, y), while the 
generally larger unlabeled data set T (target) is sampled from pT(x, y). The 
goal is to determine the so-called probability density ratio between the T and 

S, denoted as β x
p x

p x
T

S

( ) = ( )
( )

, which can be later used to re-weight query 

samples.
To improve the efficiency of the nearest neighbor algorithm, the authors 

employ the data structure known as k-d tree. This data structure was introduced 
in (Bentley, 1975). It is a binary tree constructed from a set of d-dimensional 
data points S Rd∈ . The inner nodes of the k-d tree represent hyperplanes 
which recursively partition the starting set of points into smaller subsets. 
Leaf nodes finally refer to the set of data points whose union is the whole 
set S. The criterion at level i is based on the dimension (i+1) mod d, which 
means that all dimensions get a uniform chance to partition the data set 
throughout tree construction. Partitioning according to a given dimension 
(feature) is done by first calculating the median across all values of that 
dimension, and then the hyperplane with respect to the obtained median 
value. This consequently divides the remaining number of points from the 
observed data set into two balanced subsets.

Example. Let us illustrate the k-d tree construction through a simple 
numerical data set consisting of 10 three-dimensional data points
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S = ( ) ( ) ( ) ( ) ( ) ( ) ( )2 1 2 2 3 1 3 2 1 3 4 2 5 3 2 1 4 7 6 8 2, , , , , , , , , , , , , , , , , , , , , 44 5 3 9 2 5 4 3 8, , , , , , , ,( ) ( ) ( ){ } . 

At the start of construction, the whole set is considered, and the first 
dimension is used to partition it. The median value is 3.5, so by convention 
we partition the current data set so that the left subset contains all elements 
less or equal to 3.5, while the right one contains all elements strictly bigger 
than 3.5. The left subtree is now recursively created from data points

S
L
= ( ) ( ) ( ) ( ) ( ){ }2 1 2 2 3 1 3 2 1 3 4 2 1 4 7, , , , , , , , , , , , , , , 

while the right subtree is constructed from data points

S
R
= ( ) ( ) ( ){ , , , , , , , , ,(5 3 2 6 8 2 4 5 3  

In the next step, we divide the left subset with respect to the second 
dimension. The median value is 3, which creates the new partitioning to

S
LL
= ( ) ( ) ( ){ }2 1 2 2 3 1 3 2 1, , , , , , , , and S

LR
= ( ) ( ){ }3 4 2 1 4 7, , , , , .  

Similarly, the partitioning of SR produces

S
RL
= ( ) ( ) ( ){ }5 3 2 9 2 5 4 3 8, , , , , , , , and S

RR
= ( ) ( ){ }6 8 2 4 5 3, , , , , . 

Proceeding in the similar manner will bring us to the final tree shown in 
Figure 7. Note that leaves contain sometimes two elements and sometimes a 
single element. The k-d tree creation can be parameterized so that the number 
of elements inside leaf nodes is bounded from the above. In this example, 
we decided to bound it with two, so neither leaf has more than two elements.

Searching for the nearest neighbor of a given input data point will also be 
demonstrated through an example. Let us suppose that input (query) data 
point is (4,1,3). The first step is to recursively move down the k-d tree the 
same way the insertion is done: going to the left subtree of the current node 
if the corresponding dimension is lower or equal to the median, otherwise, 
insertion goes to the right. Once in the leaf node, the nearest neighbor inside 
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the collection of data points belonging to the leaf node is found and recorded 
as the current best nearest neighbor. The path followed for (4,1,3) goes right 
in the first level, then goes left, and finally goes left, reaching the leaf nodes 
5 3 2 9 2 5, , , , ,( ) ( ){ }  so the current nearest neighbor becomes (5,3,2) with 

Euclidean distance 6 ; other distances might be used as well. Now the search 
proceeds towards the top node, in which we ask if the sphere of radius 6  
around the search point (4,1,3) intersects with the hyperplane that this interior 
node represents. This can be simplified to checking if the absolute difference 
of the corresponding coordinate of a search point and median at that level is 
greater than the current best distance. If it is, then there is a chance that the 
nearest neighbor exists on the other side of the hyperplane defined by the 
median value. In that case, search is recursively performed on the other side 
of the hyperplane, i.e., its corresponding subtree. In the present example, the 
distance between 3rd coordinate of (4,1,3) and median value 5 is 2, so there 
is an intersection of the hypersphere of radius 6  and a splitting hyperplane. 
This means searching the right subtree containing, in this case, only a leaf 
node with 4 3 8, ,( ){ } . No nearest neighbor update is performed during this 
phase since the candidate point is farther from the query point than the current 
best (5,3,2). The search now proceeds towards the top, and similar steps are 
performed. Although (5,3,2) will remain the best nearest neighbor, note that 
the nearest neighbor of the same distance 6  also exists in the main left 

Figure 7. k-d Tree example
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subtree—point (3,2,1). This means that a large part of this specific k-d tree 
will be traversed, which makes it as computationally intensive as the simple 
linear search. However, in the best case, the search might be logarithmic with 
respect to the number of tree elements.

Finally, having an efficient k-d tree at hand, the nearest neighbor density 
estimator for a query point xq is calculated as:

β̂ x

N

K
N

L

L N

K N
q

S

T

S

T

( ) = =
⋅
⋅

 

where N
S

 and N
T

 represent the number of points in source and target data 
sets, K is the number of neighbors that are searched for in S, while the L is 
the number of neighbors inside T that have distance to a query point that is 
at most equal to the distance of the query point and the Kth nearest neighbor 
inside S.

The authors conducted two types of experiments: re-weighted regression 
on standard domain adaptation benchmarks and weight computation for 
photometric redshift estimation. Comparison to other relevant algorithms 
from literature showed that the proposed near neighbor density estimator is 
highly efficient, accurate and robust to hyperparameter choice.

REVIEW QUESTIONS

This section provides questions for better understanding of the key aspects 
of the chapter.

1.  Present one application in computer vision suitable for dataflow paradigm.
2.  Present one application in bioinformatics and computational biology 

suitable for dataflow paradigm.
3.  Present one application in communication networks suitable for dataflow 

paradigm.
4.  Present one application in astronomy and astrophysics suitable for 

dataflow paradigm.
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KEY TERMS AND DEFINITIONS

CNN: Convolutional neural network used for image processing and 
classification.

Confusion Matrix: Machine learning technique for result evaluation 
using optimization metrics.

Feature Extraction: Step prior to model training that removes features 
that have minor impact on the outcome.

GA: Genetic algorithm for search inspired by natural evolution.
RELU: Activation function for neuron in neural network.
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ABSTRACT

This chapter provides an overview of some popular business and industrial 
applications of machine learning/data mining algorithms. The survey-like 
introductory section provides a brief overview of some relevant historical and 
trending applications, while the other four sections present specific details 
on four selected business and industrial applications. Each section focuses 
on a different considered algorithm, namely neural networks, rule induction, 
tree algorithms, and neighborhood-based algorithms.

INTRODUCTION

Companies around the world are constantly searching for ways to increase 
their returns and reduce costs. Many business problems can be formalized 
and described in the language of mathematicians or computer scientists, i.e., 
by using concepts such as time-series, graphs, or matrices. Machine learning 
(ML) can be used in many business-related cases. For example, a retailing 
company can solve many issues by means of ML and optimization: assortment 
selection, physical organization of products, making suggested offers to known 
customers based on their purchase history, inventory organization, segmenting 
buyers, predicting shopping missions, etc. Similarly, industrial companies 
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might want to reduce their costs and increase their revenue. By using historical 
observations, and employing ML regression/classification, they can predict 
future expenditures and sales, which can enhance their decision-making 
potential. Moreover, robotic systems, which are now becoming standard for 
many industrial companies world-wide, use state-of-the-art ML methods, 
which further improves their efficiency and consequently produces more 
revenue with lower costs.

The presented overview is non-exhaustive and represents only a sample 
of all relevant applications of ML in business and industry, organized by 
categories. The following text will first give a more detailed insight of recent 
ML applications in the four selected business/industrial contexts:

1.  e-commerce,
2.  engineering,
3.  healthcare and medical sensors,
4.  school management.

After this, four specific business and industrial applications will be 
discussed in much more detail. More precisely, it will be presented how each 
of the following four selected ML algorithms is applied:

1.  neural network algorithm for wind speed prediction,
2.  tree-like algorithm for life insurance risk prediction,
3.  rule-induction algorithm for business intelligence,
4.  neighborhood algorithm for evaluating microstructure in metal alloy.

Applications in e-Commerce

Applications of ML in e-commerce were in their early years at the beginning 
of the 21st century. One of the first tasks that needed to be addressed was web 
merchandising. This task is related to the process of acquiring products and 
making them available over the Internet. In a special issue on this matter, 
Kohavi and Provost (2001) consider interesting early applications:

• providing personalized recommendations for supermarket purchases,
• creation of individual consumer profiles by using rule induction,
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• analysis of clickstreams, i.e., the sequence of links followed by a 
customer on a website,

• measuring and improving website success by analyzing users’ 
navigation patterns,

• building complex recommender systems by using collaborative 
filtering, statistics, etc.

Mobasher (2007) observes the solution to web personalization through 
three typical phases:

• data collection and preprocessing,
• pattern discovery and evaluation,
• real-time application of the knowledge to improve the interaction 

between the user and the web.

One of the essential problems in web personalization that is discussed by 
the authors is gathering and joining data from different sources as a technical 
step inside the business-motivated data enriching procedure. This work further 
reviews various data analysis methods, such as: clustering-based methods, 
rule induction, sequential pattern mining, Markov models and probabilistic 
mixture, and latent variable models.

Recent trends in e-commerce are increasingly oriented towards social 
networks. Predicting customer quality in an e-commerce social network 
(Ballestar et al., 2019) is one of the interesting problems with high monetization 
potential. The authors in the mentioned paper consider the case of so-called 
cashback websites, which are a centralized way of presenting the products 
of different, generally large retail brands. The most important asset these 
websites hold is information about user navigation habits, which can be 
further utilized in building prediction algorithms for the new or returning 
users. Besides the potential to build recommendation systems, this information 
is often used to predict user quality, i.e., their buying potential, which is of 
utmost importance to retailers.

Applications in e-commerce possess high financial gain potential. This 
potential is heavily correlated with an incentive to perform frauds on the 
Internet and is therefore particularly important to have a suitable fraud detection 
mechanism. A recent innovation in e-commerce were fraud detectors based 
on deep learning (Roy et al., 2018; Pumsirirat & Yan, 2018). It is interesting 
and promising that improvement of such systems is motivated not only 
by real fraud attacks but also by a purposely designed testing mechanism 
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that performs attacks on these systems (Guo et al., 2019), similarly to the 
mechanism antivirus companies use to improve their software.

Applications in Engineering

Industry is an environment in which ML and optimization methods are of great 
interest due to their potential to improve quality, increase productivity, and 
reduce costs. In (Köksal et al., 2011), ML applications in the manufacturing 
industry are reviewed with respect to the several tasks:

• product/process quality description,
• predicting quality,
• classification of quality,
• and parameter optimization.

To achieve the abovementioned tasks, the authors observed that many 
different ML methods were used, both supervised and unsupervised. For 
example, the quality description task employs unsupervised methods such 
as the self-organizing map (SOM), k-means, and hierarchical clustering. 
Still, applications of some supervised methods such as decision trees, 
neural networks, and rule induction are also evident. Quality prediction and 
classification involve a wide variety of supervised methods for regression 
and classification, such as the general regression neural network, fuzzy 
regression, fuzzy adaptive network, nonparametric time series analysis, 
case-based reasoning, and many more. Finally, the process of parameter 
optimization, which is essential in the fine-tuning stages, was done with 
certain ML methods, such as various neural networks, but also by employing 
optimization techniques such as the genetic algorithm, simulated annealing, 
and mathematical programming techniques.

Xu et al. (2018) consider the quality management issues in automotive 
industry and offers a quality problem-solving ML method. The authors first 
build specific ontology based on the quality problem data. This ontology 
catches specific relations among car subsystems, parts, and properties. The 
ontology is built by using natural language processing (NLP) techniques on 
top of unprocessed original problem descriptions, which leads to structural 
description of the problem in terms of the vector space model. Based on the 
obtained ontology, the so-called knowledge transformation module constructs 
the quality problem-solving knowledge base of entities and relationships. This 
base defines relationships among problems, faults, their causes, and vehicle 



116

Business and Industrial Applications of Machine Learning Algorithms

measurements. Furthermore, support vector machine (SVM) is used on top 
of the obtained knowledge database for the classification of cause texts into 
informative factors: man, machine, material, method, and environment.

(Yan et al., 2020) represents an exhaustive review of ML methods and 
applications in the construction industry. The authors reviewed 119 papers in 
the construction domain and classified them according to multiple criteria, 
such as data source type, ML function (prediction, classification, clustering, 
association, outlier detection), specific ML technique, used software tools, 
application areas, etc. There are several application areas in construction: 
energy, building occupancy and occupant behavior, cost estimation, material 
performance, safety management, textual knowledge discovery, framework 
establishment, building design, etc. For example, energy consumption 
prediction is of great interest for energy management in buildings. Various 
temporal regression-based techniques are employed in this domain, starting 
from recurrent neural networks over econometric models such as ARIMA, 
support vector regression, and others. Aside from looking at this problem from 
the long-run or medium-run perspective, establishing consumption patterns in 
the short-run is also important, which is why some non-temporal techniques 
such as k-means, DBSCAN, decision trees, and others are also used. Besides 
providing an in-depth insight into what has been done so far, the authors also 
provide opinion on future research directions such as knowledge discovery 
in unstructured data and learning methods for sustainable construction.

Xu et al. (2021) provide a recent review of ML methods in construction 
industry: from “shallow” to deep learning. The authors investigated the 
evolution of methods ranging from simple logistic regression to deep learning.

Applications in Healthcare and Medical Sensors

Healthcare transactions generate large amounts of data which, due to its 
additional complexity, poses a problem to be analyzed using traditional 
methods. By using ML methods, these data can be transformed to information 
later used for decision making.

In (Koh & Tan, 2011), some common applications in healthcare are 
discussed, such as: the evaluation of treatment effectiveness, healthcare 
management, patient relationship management and fraud and abuse. In 
addition, the authors also illustrate their view through an exemplary decision 
tree method for the identification of risk factors for chronic diabetes.
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In a similar review (Durairaj & Ranjani, 2013), in addition to previously 
mentioned applications, the authors also point to applications in pharmaceutical 
industry, hospital management, and system biology. The last kind of application 
refers to huge and often heterogenous biological databases, which is an 
exciting playground for a scientist with various backgrounds. The authors 
also give examples of applications in the medical device industry, which 
includes mobile communications and low-cost wireless biosensors. These 
sensor devices are revolutionizing the way modern healthcare looks like by 
providing enormous amounts of potentially useful data. At the same time, 
they are making the usability of traditional methods increasingly difficult, 
which opens the space for the new era of big data methods.

In-home sensors are also popular healthcare sensing technology. Healthcare 
industries worldwide are currently making huge investments in the hardware 
and software development of this technology due to its potential of reducing 
healthcare costs. A piece of research on in-home sensing ML algorithms 
is presented in (Enshaeifar et al., 2018). The group of authors focused on 
developing ML algorithms for detection of high-level activities of patients 
with dementia. These activities, for example, include agitation, irritability, 
and aggression. The goal was to build a monitoring technology that will assist 
the patients and facilitate their well-being.

Ghazal et al. (2021) focus on the combining of Internet of Things (IoT), 
wireless sensor networks (WSN) and ML methods to improve the healthcare 
sector. They argue that these technologies offer a potential to relieve doctors 
and better identify diseases.

Applications in School Management

Education is, as everything else, becoming business-oriented: it strives towards 
profit maximization and cost reduction. The following issues in the context 
of higher education are discussed in (Luan, 2004):

• Which students will enroll in which course?
• Which students will have problems to graduate?
• What is the expected day of graduation for a given student?
• Which students are more likely to transfer?

Timely gained answers to these questions might enable decision-makers to 
better manage resources (mostly staff) and plan further expansions and costs. 
Authors conclude their point of view by three brief case studies. The first one 
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discusses the usage of clustering algorithms to assess students’ typologies. 
Further, authors consider the transfer prediction problem, which is essential 
for facilitating timely academic intervention. Finally, the problem of receiving 
donations from alumni is outlined. Here, ML algorithms are used to decide 
which alumni should be contacted to maximize total donations and reduce 
communication costs. Beside using information about alumni members, these 
kinds of models also use historical data about previous contacts with alumni.

Siguenza-Guzman et al. (2015) provide a comprehensive literature review 
of ML methods with applications in academic libraries. Many papers are 
categorized with respect to the ML task that is applied: clustering, association, 
classification, and regression. Another orthogonal categorization was with 
respect to library aspect: services, quality, collection, and usage behavior.

Recently, Bakhshinategh et al. (2018) made a systematic and thorough 
overview of data mining and ML applications in education. They organized the 
applications into the three major groups: student modeling, decision support 
systems, and other. Student modeling refers to modeling of cognitive aspects 
of student activities that are later used to perform predictions:

• predicting student performance, achievement of learning outcomes or 
characteristics,

• detecting undesirable student behaviors,
• profiling and grouping students,
• social network analysis.

In the second group, the authors consider decision-support systems that 
enable stakeholders (management) to receive feedback and alerts regarding 
students or group of students, which later enables them to plan further 
activities. These kinds of systems also generate automated recommendations 
for improving courseware or solving organizational issues. More precisely, 
according to the authors, the following tasks belong to this group:

• providing reports,
• creating alerts for stakeholders,
• planning and scheduling,
• creating courseware,
• developing concept maps,
• generating recommendation.



119

Business and Industrial Applications of Machine Learning Algorithms

Finally, the authors also consider other various types of applications. 
Adaptive systems, for example, allow users (learners) of online course 
materials to have personalized content and learning dynamics. Further, the 
authors consider systems for knowledge evaluation and scientific inquiries.

Ho et al. (2021) predict student satisfaction with emergency remote learning 
(due to COVID-19 pandemic) by employing ML techniques. The study showed 
that students prefer face-to-face learning. ML techniques included: multiple 
linear regression, kNN, multilayer perceptron, and others. This was combined 
with a technique for recursive feature elimination based on random forest.

Summarization of the Presented Studies

Table 1 contains a brief overview of the previously reviewed studies. The 
columns respectively show: 1) reference, 2) task or a discipline to which the 
task belongs, 3) main finding(s) of the study, 4) advantage(s) of the study 
and 5) study disadvantage(s). Disadvantage(s) have a different meaning 
depending on the type of the study, whether it is a research paper or a survey. 
In surveys they mostly address issues like completeness and systematicity 
while in research papers they are usually concerned with the proposed ML 
method quality or evaluation methodology.

SELECTED APPLICATION OF THE 
ARTIFICIAL NEURAL NETWORK

Wind Speed Prediction

Recurrent neural networks (RNNs) are traditional ML learning methods 
with wide applications in science, industry, engineering, etc. Due to their 
capability of learning temporal and sequential relationships, the RNNs 
are usually used to solve time-series prediction and sequential learning 
problems. Nowadays, the variant of RNN called long short-term memory 
RNN (Hochreiter & Schmidhuber, 1997) is widely used for various tasks 
such as automated translation, activity prediction, voice recognition and 
synthesis, etc. However, due to its longevity and importance, this section will 
be dedicated to traditional RNNs and one of their applications in weather 
forecasting—wind speed prediction.
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Table 1. Summarization of surveyed studies

Study
Task or 

Discipline
Main Findings Main Advantage Main Disadvantage

Kohavi and 
Provost (2001)

E-commerce 
optimization

Overview of early applications in e-commerce such 
as: personalized recommendations, consumer profile 
creation, website navigation patterns, etc.

Demonstrates how ML might 
improve profit and customer 
satisfaction.

Early work in the field. Since then, 
the e-commerce optimization has 
evolved significantly.

Mobasher 
(2007)

Web 
personalization

Solution to web personalization consisting of 3 
phases: data collection and preprocessing, pattern 
discovery and evaluation, real-time application.

Various techniques employed 
and compared: clustering, 
association rules, Markov 
models, etc.

Modelling user context is 
challenging, and user interests 
change with time. Need for adaptive 
methods.

Ballestar et al. 
(2019)

Customer 
quality in social 
network

Predicting new or returning users based on the 
website navigation habits and ANN.

Provides predictive model 
for a company which later 
enables higher monetization.

Might benefit from the hybridization 
with expert-driven approaches.

Roy et al. 
(2018)

Credit card 
fraud detection

Evaluation of several deep learning topologies in 
solving the problem of fraud detection.

Compares several ANN 
alternatives.

Does not report test classification 
error. Insufficient number of 
benchmarks.

Pumsirirat and 
Yan (2018)

Credit card 
fraud detection

Focus on the fraud cases not detectable by using 
supervised approach (historical data).

Shows usage of unsupervised 
auto-encoder and restricted 
Boltzmann machine.

Missing quantitative comparison 
to methods other than AE and RBM.

Guo et al. 
(2019)

Fraud detection
Reveals potential risk of deploying deep learning-
based fraud detection method by generating effective 
adversarial examples.

Bypasses tested detector 
with high probability and 
outperforms other state-of-
the-art attack methods.

Not clear how difficult is the 
process of improving detector so 
that it becomes less prone to attacks.

Köksal et al. 
(2011)

Manufacturing 
industry

Reviews several manufacturing tasks (product/
process quality description, predicting quality, etc.) 
and their solution methods.

Employs many different ML 
methods, both supervised and 
unsupervised.

Difficult to assess which method 
should be used for which task.

Xu et al. (2018)
Automotive 
industry quality 
management

By employing ontology that relates car subsystems 
and SVM, the system can predict causes of quality 
problems.

Approach successfully 
combines NLP and ML 
method and shows respectable 
accuracy.

Missing quantitative comparison to 
other methods.

Yan et al. 
(2020)

Construction 
industry

Reviews papers applying ML methods in 
construction domain and classifies them with respect 
to multiple criteria.

Useful top-level view of ML 
applications across the whole 
construction industry.

Brief when it comes to ML technical 
details.

Xu et al. (2021)
Construction 
industry

A review of ML methods in construction industry: 
from shallow to deep learning.

Exhaustive research of various 
methods.

Applications are briefly discussed.

Koh and Tan 
(2011)

Healthcare
Discusses common ML applications in healthcare: 
treatment effectiveness evaluation, healthcare 
management, etc.

Contains illustrative use-case 
of diabetes prediction via 
decision tree.

Lacks thoroughness and technical 
details regarding ML methods.

Durairaj and 
Ranjani (2013)

Healthcare, 
system biology

Reviews applications in healthcare, pharmaceutical 
industry, hospital management and system biology.

Touches a variety of 
important tasks.

Lacks technical details.

Ghazal et al. 
(2021)

Smart 
healthcare

Focuses on the combining of Internet of Things 
(IoT), wireless sensor networks (WSN) and ML 
methods to improve healthcare sector.

Top-down view of the current 
state and future perspectives 
in the smart healthcare.

Brief when it comes to ML, WSN 
and IoT technical details.

Enshaeifar et al. 
(2018)

Patient activity 
detection

Focuses on activity detection of patients with 
dementia. The goal is patient life quality 
improvement along with cost of care reduction.

Combines Internet of Things 
(IoT) solution with ML 
algorithm.

Missing quantitative comparison to 
other methods.

Luan (2004)
School 
management

Use ML algorithms to improve school management 
issues such as: predicting students’ enrollment, 
transfer prediction, etc.

Addresses relevant issues in 
the school management using 
(un)supervised techniques.

Brief and without sufficient ML 
technical details.

Siguenza-
Guzman et al. 
(2015)

Academic 
libraries

Comprehensive literature review of ML methods 
with applications in academic libraries.

Evaluates different ML 
techniques with respect to 
library services, quality, 
collection, etc.

Brief when it comes to ML technical 
details.

Bakhshinategh 
et al. (2018)

School 
management

ML methods for student modelling and decision-
support systems for school management.

Reviews the overall school 
management pipeline: from 
problem detection to decision 
making.

Brief when it comes to ML technical 
details.

Ho et al. (2021)
Student 
satisfaction 
prediction

ML methods for predicting student satisfaction of 
emergency remote learning.

Compares various methods.
Representability of data collection. 
It is not clear if the obtained models 
can be applied world-wide.
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Having accurate wind speed prediction is of strong interest for certain 
businesses and organizations such as construction building, electric power 
industry, offshore oil platforms, transportation, and financial markets. For the 
reader interested in methods and applications in the domain of forecasting, 
survey paper (Regnier, 2008) might be a relevant source. The literature review 
of previous methods and their success will not be further discussed here. The 
presented exemplary RNN model for wind speed prediction is based on the 
one introduced in (Cao et al., 2012).

The overall architecture of Jordan RNN (JRNN) is presented in Figure 1. 
To define recurrence relations, each successive training example that is fed to 
a network is denoted by an increasing sequence of numbers, usually referred 
as t (time step). The relative times required to define recurrence are further 
denoted as t+1, t-1, etc. The first (input) layer is fed by two types of inputs:

1.  the standard external inputs denoted as vector x t( ) ,
2.  the context inputs c t( )  are the outputs from the previous time step, so 

c t y t( ) = −( )1 .

Note that recurrent connections are not weighted, i.e., they are not 
updated. On the other hand, connections from the context layer towards the 
hidden layer are fully connected and weighted just as the usual connections 
between classical input and the first hidden layer. Learning is usually done 
by performing the backpropagation algorithm. There are certain extensions 
to the JRNN setting in which the context layer is also self-dependent, i.e., it 
depends on its previous value and on the newly arrived output value: 

c t y t c t( ) = −( )+ −( ) −( )α α1 1 1 .  

Also, there are some considerations in which, instead of returning the 
produced output to a context layer, the actual target value can be returned.

The data benchmarks used in (Cao et al., 2012) were based on the 
measurements acquired from the Wind Engineering Research Field Laboratory 
(WERFL). The data were sampled with 10Hz frequency at different altitudes. 
For testing model performance, data were randomly divided, where around 
three-thirds were used for training while the rest was used for model testing. 
Further, the results were compared to those obtained by employing the standard 
econometric time series model called Autoregressive Integrated Moving 
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Average (ARIMA). The results showed that the RNN model provided better 
forecasts than linear ARIMA in both univariate and multivariate scenarios. 
This is mostly due to the nonlinear nature of RNN, which was able to catch 
subtle, nonlinear notion of wind speed dynamics. The authors also conclude 
that the multivariate setting produced better results than the univariate one in 
both RNN and ARIMA methods. Table 2 compares four algorithms (RNN 
and ARIMA in multivariate and univariate setting) for different heights above 
the ground, and under different regression quality metrics.

SELECTED APPLICATION OF THE TREE ALGORITHM

Life Insurance Risk Prediction

For life insurance companies, it is essential to make high-quality predictions 
on the life expectancy of their clients, which includes the analysis of health 
conditions, lifestyle, work information, and many other factors. Having 
optimistic predictions leads to unproportionate losses for these companies, 
while pessimism might lead to financially expensive offers for clients, resulting 
in low competitiveness on the life insurance market.

The standard approach in life insurance is highly theoretical, mostly 
based on actuarial (mathematical) methods for assessing mortality rates 

Figure 1. Jordan recurrent neural network architecture.
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based on demographics and other information. Besides this, the emerging 
area of scientific interest is in building ML prediction methods that can be 
used autonomously or as assistance for standard methods. The method from 
(Boodhun & Jayabalan, 2018) uses several different supervised learning 
algorithms along with certain preprocessing phases for life insurance risk 
assessment. As the decision tree approach named REPTree (Reduced Error 
Pruning Tree) showed the best results among the considered algorithms, 

Table 2. ARIMA versus RNN for univariate and multivariate setting and different 
heights.

Model MSPE MAE MAPE%

Univariate ARIMA

8 feet 8.637 16.686 40.6

13 feet 8.549 14.998 38.2

33 feet 8.014 12.203 36.1

70 feet 8.133 11.913 37.5

160 feet 8.042 10.683 35.7

Univariate RNN

8 feet 6.411 14.778 28.3

13 feet 6.130 12.094 23.2

33 feet 6.265 9.416 25.6

70 feet 6.959 10.385 31.7

160 feet 7.873 7.796 33.1

Multivariate ARIMA

8 feet 1.913 7.709 19.4

13 feet 1.493 6.053 15.3

33 feet 2.500 6.927 21.1

70 feet 3.806 7.904 23.6

160 feet 6.703 9.722 28.7

Multivariate RNN

8 feet 1.728 6.935 15.7

13 feet 1.262 5.867 11.5

33 feet 2.241 6.312 17.9

70 feet 3.253 7.466 19.8

160 feet 6.088 8.234 15.7

(table data from (Cao et al., 2012))
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further text will focus on the REPTree method. Figure 2 depicts a part of the 
methodology from (Boodhun & Jayabalan, 2018).

The data set used in this research is composed of 59,381 life insurance 
applications, where each application is characterized by a set of 128 features. 
There are many different features that seem to be relevant for overall assessment. 
The feature groups are as follows:

• life insurance product information,
• demographic information,
• weight, height, and BMI,

Figure 2. Life insurance risk assessment framework.
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• employment history,
• insurance history,
• family history,
• medical history.

The target (decision) variable indicates the risk, and it belongs to the ordinal 
type with 8 possible levels. During the preprocessing phase, standard data 
cleaning and improving techniques are performed. These include noise removal, 
data imputation, feature normalization, etc. Further, vertical dimensionality 
reduction is done in two ways: by correlation-based feature selection (CFS) 
and principal component analysis (PCA) feature extraction.

CFS focuses on the idea of feature subset selection in such a way that the 
correlation among the selected subset and the target value is maximized and the 
correlation among the subset elements is minimized. The first maximization is 
related to the determination of the feature set that is (as a whole) functionally 
relevant for the prediction goal. On the other hand, minimizing the within-
subset correlation is related to the dimensionality reduction goal, which is 
later important for building an efficient prediction model. PCA operates 
differently: it creates new synthetic features called principal components that 
might not be logically observable in practice.

After the dimensional reduction, the last step is building a REPTree model 
that feeds on the newly created set of features and corresponding target values. 
REPTree resembles the previously mentioned Random forests algorithm, 
since it also builds several trees during its training. The difference is that 
here, instead of using all built trees and the voting mechanism across all 
produced predictions, REPTree evaluates all built trees independently and 
simply chooses the best one.

The comparison was made with three other ML methods: multiple linear 
regression, artificial neural network, and random tree by using two evaluation 
metrics, mean average error (MAE), and relative mean squared error (RMSE). 
The results presented in Table 3 clearly show that the REPTree with CFS 
produced the best overall MAE and RMSE.
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SELECTED APPLICATION OF THE 
RULE INDUCTION ALGORITHM

Business Intelligence From Online Product Reviews

The amount of user-generated content on the Internet is growing intensively. 
Business intelligence (BI) applications tend to use this content and transform 
it into something useful. There is a variety of BI outputs based on this 
content; for example, manufacturers and service providers can get an insight 
into consumer opinions about their products/services which later translates 
into making decisions regarding products/services modifications and 
improvements. Retailers can reorganize their product assortment or improve 
various logistical aspects of distribution, inventory handling, etc.

E-commerce applications go beyond their initial purpose of buying or 
selling products/services online. They currently offer additional features 
such as user discussion groups and rating systems that increase the level of 
transparency about offered products/services. This is obviously useful for 
consumers since they can get additional information about product/service 
quality before purchasing it. Those who offer products/services therefore need 
to listen to what the crowd is satisfied/dissatisfied about and make changes 
to succeed on the market. The two most beneficial pieces of information 
obtained from a customer are their opinion, most often posted as textual 
content, and numerical rating. Of course, some other information, such as 
personal information, might also be collected depending on the legislation 
of the country/region, but since regulations go in the direction of forbidding 
those types of data recording, they will not be discussed in the further text. 
The numerical rating given by an individual consumer is not reliable, but 
when the number of ratings becomes larger, certain patterns start to appear. 

Table 3. REPTree versus other algorithms for risk prediction in life insurance.

Algorithm
MAE RMSE

CFS PCA CFS PCA

Multiple linear regression 1.5872 1.6396 2.0309 2.0659

Artificial neural network 1.7859 1.7261 2.3690 2.3369

REPTree 1.5285 1.6973 2.0270 2.1607

Random tree 1.7892 2.0305 2.7475 2.9142

(table data from (Boodhun & Jayabalan, 2018))
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Further, by employing natural language processing (NLP) on top of the 
user textual content and combining it with numerical ratings, one can build 
supervised learning models such as regression or classification that can later 
generate implied numerical ratings based solely on users’ textual comments. 
This enables data imputation and filling information gaps. Similarly, these 
techniques can be used to detect inconsistent ratings and content, therefore 
eliminating them from consideration or giving them lower importance.

Chung and Tseng (2012) provide a critical overview of different approaches 
used to process online product reviews made by consumers. Further, they 
develop a new hybrid rule-based BI system that can extract knowledge from 
textual content and corresponding numerical ratings. The proposed BI system 
is shown in Figure 3. The model is built on top of the reviews that contain 
two parts: 1) textual content and 2) numerical rating on a certain scale, e.g., 
from 1 to 5. The output is the model consisting of a set of inductive rules 
that take the form: “word 1, word 2, …, word n ⇒  rating”. Additionally, 

Figure 3. Rule-based BI model.
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each rule is assigned numerical confidence value that further reflects rule 
priority when various rules can be applied.

The first two phases—feature extraction and filtering—are preprocessing 
stages used to generate textual features and further eliminate those that do not 
have adequate informational power. The system uses the word-vector model 
in which each word corresponds to a single dimension in M-dimensional 
space, where M is the number of different words occurring in the training 
data (one of the problems with the word-vector model is its lack of sensitivity 
to word ordering).

The straightforward approach would be to simply count all occurrences 
of every word, and consequently map input texts to an M-dimensional space 
of natural numbers. This does not account for the total number of word 
occurrences inside a review, so the normalization must be performed, which 
brings us to a widely known measure of word (term) importance called term 
frequency or tf:

tf t d
f

f

t d

r d r d

, ,

,

( ) =
∈∑

 

where f
t d,

 represents the number of occurrences of word t inside a review d.
However, some words are too common to be accounted for the same 

relevance as some others. For example, words “and”, “the”, “a”, etc. occur 
in almost every English sentence. Fortunately, this problem is appropriately 
solved by using the concept of the so-called inverse document frequency or 
just idf:

idf t D
N

d D t d
, log log

| { | } |
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where N is the number of documents inside the corpus (or reviews in our 
case), and | { | } |d D t d∈ ∈  is the number of documents where word (term) 
t appears at least once. Obviously, words that are frequent in general will 
have smaller idf. By combining these two measures, we obtain the so-called 
term frequency—inverse document frequency or tf-idf.
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Feature filtering is based on the imposed threshold for the tfidf value of 
each word in each review, so the words that are below this threshold are 
simply ignored.

Once the numerical feature vectors are constructed, the next phase is to 
perform rule-induction mechanisms to obtain rules. The proposed methodology 
relies on two rule-based mechanisms:

1.  apriori algorithm that belongs to a wider group of association rule 
mining (ARM) algorithms,

2.  rough set theory algorithm.

ARM is concerned with finding the rules that have support and confidence 
above certain user-imposed thresholds. Given the rule X Y⇒ , where X is 
a subset of features (words) and Y is the rating, the rule support is the proportion 
of reviews containing both feature set X and rating Y. The confidence is the 
proportion of reviews that have rating Y inside the set of reviews that contain 
feature set X. The apriori algorithm implements ARM by performing the 
following steps:

• First, the feature sets whose support is higher or equal to the predefined 
threshold support are looked for; these subsets from the whole feature 
set are called frequent sets.

• Each frequent set is considered to generate rules that have at least 
minimal confidence and the threshold is also set by the user.

Table 4. Example data set used for RST

Review F1 F2 F3 F4 O

1 0 1 0 2 2

2 0 0 1 3 0

3 0 1 1 1 1

4 1 2 2 0 1

5 0 0 0 1 2

taken from (Chung & Tseng, 2012).
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The second, more technically engaging part of this research, is related to 
the so-called Rough Set Theory (RST), which proves to be a helpful tool when 
there is ambiguity in data. RST was introduced by Pawlak (1982). A rough set 
is the approximation of the standard set bounded by its (set) lower and upper 
approximation. The purpose of the following example is the introduction of 
mathematical definitions required for RST without going into rigorous details.

Example. Given a set of feature vectors and its corresponding classes in 
Table 4, here representing textual features and rating of a review, respectively, 
the goal is to construct a rough set.

The given data set can be more formally described as ordered pair I U F= ( ),  
where U is a non-empty finite set of objects (or universe), while F is a non-
empty finite set of features such that I U V

a
: →  for every a A∈  (V

a
 is a set 

of possible values for attribute a ). Note that for a given feature subset P A⊆  
there is a corresponding equivalence relation IND P( ) :

IND P x y U a P a x a y( ) = ( ) ∈ ∀ ∈ ( ) = ( ){ }, | ,2 . 

Note that this relation partitions an input set of objects U to a family of 
equivalence classes of IND(P) denoted as x

P



 . Therefore, if x y IND P,( ) ∈ ( ) , 

there is no way to distinguish objects x and y solely based on the subset of 
attributes P. For example, when P F= { }1 , we get two equivalence classes. 
The first one corresponds to objects 1 2 3 5, , ,{ }  when F1 0= ,  and the second 
one corresponds to 4{ }  when F1 1= .

The next step is to approximate the target subset of objects X U⊆  via the 
rough set. In the review example, X will correspond to reviews corresponding 
to certain rating. For example, if P F F= { }1 2,  and the target set is composed 
of objects 3 4,{ }  corresponding to rating 1, the P lower approximation of X 
is

PX x X
P

= 


 ⊆{ } = { }� 4 . 

Note that 3{ }  cannot be distinguished from 1{ }  when F F1 0 2 1= ∧ = . 
Upper approximation P is
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PX x X
P

= 


 ∩ ≠ ∅{ } = { }∪ { } = { }1 3 4 1 3 4, , , . 

The intuition behind P approximations is that elements belonging to PX  
are certainly members of the target set, while the elements belonging PX  
are possible members of the target set.

The boundary regions given by PX PX− = { }1 3,  contain objects that 
can be either ruled out or ruled in as members of the target set X.

Table 5. Top-rated words (features) per product per rating.

Rating Association Rule Maining RST – Exhaustive RST – LEM2

Acer Aspire One 8.9-inch Mini Laptop

5

My (19.6), battery (14.5), great (10.4), 
acer (8.0), keyboard (7.9), 
laptop (7.3), aspire (5.7), small (5.6), 
computer (4.5), drive (4.4)

Acer (15.6), notebook 
(15.3), battery 
(12.79), great (10.9), 
computer (8.4), 
work (5.3)

N/A

4 None Battery (9.5), work (6.7), 
long (4.7) N/A

Sterling Silver M. & G. Glass Heart Pendant 18’’

5
Beautiful (1.69), my (1.68), chain (1.44), 
necklace (1.15), 
pendant (1.09), love (0.75)

Necklace (1.73), girlfriend 
(1.58), color 
(1.1), piece (0.82)

My (2.1), beautiful (1.87), 
necklace (1.76), picture 
(1.66), chain (1.63), 
pendant (1.56), wife (1.3), 
darker (0.92)

4 Bought (0.845), darker (0.63), my 
(0.285) Piece (1.12)

My (1.72), picture (1.32), 
chain (0.91), bought 
(0.72)

2 None Stone (1.32) None

Razor Power Wing Caster Scooter

5

My (26.6), great (14.3), scooter (13.7), 
year (11.8), fun (10.6), 
ride (9.7), kids (8.9), son (8.6), 
powerwing (7.2), bought (6.0)

My (23.4), great (16.12), 
year (12.22), 
scooter (11.2), fun (8.92), 
kids (5.61)

My (24.5), year (14.15), 
great (11.34), scooter 
(10.56), fun (9.6), easy 
(7.34), powerwing (6.4), 
product (4.32)

HP 2133-KR922UT 8.9-Inch Mini-Note PC

5 Great (0.76), xp (0.26) Great (1.83), note (0.96), 
xp (0.82) None

4

Vista (2.4), my (0.9), machine (0.9), 
screen (0.8), battery (0.8), 
me (0.6), nice (0.5), keyboard (0.29), 
laptop (0.28), windows 
(0.25), hp (0.17)

My (0.87), xp (0.74)

Vista (3.2), my (2.4), screen 
(1.3), nice (1.24), 
battery (1,1), xp (0.92), 
system (0.7), keyboard 
(0.3)

1 None None Linux (0.88), slow (0.56)

(table data from (Chung & Tseng, 2012))
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The selection of P impacts the quality of the rough set approximation: the 
goal is to find the P that provides “tight” approximation, meaning that the 
lower and upper bound are close to each other, while the boundary region is 
ideally empty. Note that this analysis is done for a single target set only, i.e., 
the objects with rating 1. The same should be done for all relevant subset of 
objects. Here they are non-intersecting since each review has its distinctive 
rating. The authors applied two algorithms for generating rough sets: the first 
one is exhaustive (total search) while the other one is an LEM2 algorithm 
for decision rule induction.

The last phase was empirical evaluation, in which the authors compared the 
performances of the proposed models on real-world data sets. The collection 
of reviews was obtained by harvesting publicly available reviews about four 
products posted on the Amazon.com website. Each review includes a title, 
textual description, date, time, author name, location, ratings, and other ignored 
information. Rating 1 meant poor, while 5 meant excellent. The name of the 
product and its corresponding top-rated words (features) are shown in Table 5.

According to experimental results, the ARM algorithm achieved the best 
scalability, efficiency, and highest support and confidence for the products 
where a high number of reviews was recorded. On the other hand, RST 
algorithms provided the rules that are the most informative and interesting 
and have the highest overall confidence values.

SELECTED APPLICATION OF THE 
NEIGHBORHOOD ALGORITHM

Evaluating Microstructure in a Metal Alloy

Metal solidification is one of the most important processes in the metal 
production industry. It is responsible for microstructural metal formation, 
which later induces certain mechanical properties. Having in mind that 
metals are widely used in industry, construction, transportation, and other 
fields, paying enough attention to a phase of metal solidification is one of 
the primary concerns.

In this section, we will cover the application of a hybrid nearest neighbor 
algorithm in the monitoring of Nickle-based alloy after the weld solidification 
process, introduced in (Marinho et al., 2019). An especially complex scenario 
in welding is when it is performed between different materials, as this changes 
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the chemical composition of the metal. There are many industrial branches 
that use welded materials, but one can hardly be confident that internal metal 
structure is appropriate. The preferred way of testing the metal microstructure 
is called non-destructive ultrasound testing (NDT), which is based on the 
correlations among ultrasonic attenuation and speed on one hand and different 
material properties on the other. There are few papers in literature that focus 
on improving NDT by additional analysis of NDT signals. According to 
Vejdannik et al. (2018), the building blocks of NDT signal processing are:

1.  data generator (preprocessing),
2.  feature extraction,
3.  feature reduction,
4.  and classification.

In the analyzed paper, the authors contribute to the last classification 
phase by combining two prominent ML techniques: one unsupervised, called 
Self-Organizing Maps (SOM), introduced by Kohonen (1982), and the other 
well-known supervised technique called k-Nearest neighbors (kNN).

SOM is a type of the artificial neural network (ANN) that unlike the 
majority of ANNs uses unsupervised learning. The learning goal is to produce 
a low-dimensional representation of input data, which, on the other hand, can 
have an arbitrary number of dimensions. Obviously, this characteristic also 
puts SOM into the group of dimensionality reduction methods, in addition to 
its learning capabilities. The important aspect of this space transition is that 
topological properties of input space are preserved. Less informally stated, 
the objects that were close in the original input space according to some 
closeness/distance metric, need to be close in the target space as well. An 
additional benefit of having low-dimensional space at hand is its visualization. 
Therefore, SOMs are often used to visualize data of high-dimensional origin. 
For example, Figure 4 is a cartographical representation of Wikipedia topics 
with respect to a word frequency distance metric. Input data is sampled from 
high-dimensional feature space with many different words inside Wikipedia 
articles. However, at the end, the output can be visualized in three dimensions 
by employing SOM and appropriate distance metric. The closeness (inversely 
proportional to distance) of articles regarding word frequencies is reflected 
in three-dimensional space, so these articles are spatially closer to each other.

Structurally, SOM is organized as a map of neurons. For example, in a 
two-dimensional case, this means that there is a matrix of neurons, where a 
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neuron in row i and column j is represented as a weight vector hij of size N 
(see Figure 5). The input object also has the size of N.

The previously mentioned concept of topological structure preservation 
means that close neurons will activate for two similar stimuli (input vectors) 
entering the SOM. This resembles the way visual, auditory, and other sensory 
inputs are handled in the cerebral cortex in the human brain. For example, 
when a human sees a shade of red color, certain neurons activate. The next 
time, when some other shade of red is presented, some close neurons will 
activate. This makes the human brain capable of handling totally new concepts 
that are similar but not the same as some previously seen ones. This is one of 
the human brain properties that differentiate it from a simple lookup-value 
memory. To train SOM to associate similar concepts (as human brain does), 
the following steps are done:

1.  Neuron weights are initially randomly set.
2.  SOM is fed with training vectors whose dimension is the same as the 

size of neuron weight vectors.
a.  For a given training vector, the closest neuron weight vector is 

found; this neuron is called the winning one.
b.  The winning neuron weight is adjusted in the direction of the 

training vector; the adjustment effect is controlled by the learning 
rate parameter.

Figure 4. Wikipedia articles in a three-dimensional SOM.
(taken from Wikipedia under Creative Commons Attribution-Share Alike 3.0 Unported license)
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c.  The neurons around the winning neuron are also adjusted, but with a 
smaller effect as the effect fades away as the neuron is more distant 
to the winning one.

Step 2c is what differentiates the lookup-value memory (classical scenario) 
from the associative memory. Gradually, as the training process progresses, 
SOM learns not only what was directly told, but also acquires some implicit 
knowledge.

The next step was to hybridize SOM with kNN into the method called 
SOM-kNN. The most problematic property of kNN is its computational 
complexity because the comparison of the input object that is to be classified 
needs to be compared to all training objects. SOM helps here, since it reduces 
the training data set to a fixed number of neurons.

Figure 5. SOM internal structure.
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In the training phase, SOM neurons are randomly initialized and the training 
set of objects is then fed into the SOM in a randomized order. Once all the 
training data are fed, the neurons are further considered as new training data 
prototypes, i.e., each neuron becomes labeled by a class. The class for an 
observed neuron is obtained by traversing the original set of labeled training 
objects and counting the number of votes per class. Finally, in the classification 
(application) phase, an object that is to be classified is compared to labeled 
neurons in the kNN manner.

The authors used three different steels, namely:

• Inconel 625 (AWS ERNiCrMo-3), which is a nickel-based superalloy,
• Hastelloy C276 (AWS ERNiCrMo-4), which is super duplex steel, as 

additional metal,
• Steel ASTM A516 Gr. 60 as the base metal.

To catch the heat deterioration characteristics of considered alloys, after 
welding, all three samples were subjected to a fast thermal treatment at 
temperatures of 650 °C and 950 °C for 10 h, 100 h, and 200 h. During NDT, 
8 separate databases were gathered corresponding to a different combination 
of the following settings:

• temperature 650 °C or 950 °C,
• backscatter or echo signal measurement,
• frequency of 4 MHz or 5 MHz.

Each database consisted of 40 features and 4 classes. The classes simply 
referred to different heat exposure length: 0, 10, 100, and 200 hours. The 
authors further combine different SOM topologies (neuron maps of different 
dimensions) with three values of parameter k={1, 3, 5}. Tables 6 and 7 show 
the best topologies and their corresponding accuracies for both considered 
temperatures.
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Table 6. Data usage and accuracy for 18 SOM-kNN topologies at temperature 650 °C.

Topology %
Echo (Acc%)

Topology %
Backscattered (Acc%)

4MHz 5MHz 4MHz 5Mhz

10 × 10, k = 1 0.3 54.34±0.01 54.78±0.26 10 × 10, k = 1 6.7 72.83±0.05 72.83±0.05

20 × 10, k = 1 0.7 72.83±0.05 77.37±0.03 14 × 10, k = 1 9.3 91.16±0.05 92.16±0.06

30 × 10, k = 1 1 85.76±0.01 86.76±0.01 18 × 10, k = 1 12 93.96±0.00 95.12±0.02

40 × 10, k = 1 1.3 90.08±0.00 91.44±0.00 14 × 14, k = 1 17.3 92.68±0.02 96.28±0.02

50 × 10, k = 1 1.7 93.12±0.00 95.48±0.00 18 × 14, k = 1 20 94.64±0.00 97.32±0.01

60 × 10, k = 1 2 95.50±0.00 97.42±0.00 26 × 10, k = 1 16.8 93.80±0.01 97.28±0.01

40 × 20, k = 1 2.7 96.82±0.01 98.84±0.00 22 × 14, k = 1 20.5 94.68±0.01 97.76±0.01

30 × 30, k = 1 3 96.71±0.00 99.11±0.00 18 × 18, k = 1 24.3 94.64±0.01 98.08±0.00

50 × 20, k = 1 3.3 97.95±0.00 99.50±0.00 26 × 14, k = 1 28 93.96±0.01 97.40±0.01

60 × 20, k = 1 4 99.04±0.00 99.82±0.00 22 × 18, k = 1 26.4 95.24±0.00 97.76±0.00

50 × 30, k = 1 5 99.65±0.00 100.00±0.00 26 × 18, k = 1 31.2 95.36±0.03 98.24±0.00

40 × 40, k = 1 5.3 99.30±0.00 99.86±0.00 22 × 22, k = 1 36 94.32±0.05 98.12±0.01

60 × 30, k = 1 6 99.80±0.00 99.91±0.00 30 × 18, k = 1 32.3 94.20±0.02 98.40±0.00

50 × 40, k = 1 6.7 99.72±0.00 99.96±0.00 26 × 22, k = 1 38.1 95.08±0.03 97.80±0.00

60 × 40, k = 1 8 99.98±0.00 100.00±0.00 30 × 22, k = 1 44 94.56±0.02 98.40±0.00

50 × 50, k = 1 8.3 99.92±0.00 99.98±0.00 26 × 26, k = 1 45.1 93.68±0.03 98.40±0.00

60 × 50, k = 1 10 99.95±0.00 100.00±0.00 30 × 26, k = 1 52 95.24±0.01 98.08±0.01

60 × 60, k = 1 12 99.99±0.00 100.00±0.00 30 × 30, k = 1 60 93.92±0.01 98.40±0.00

(table data from (Marinho et al., 2019))
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REVIEW QUESTIONS

This section provides questions for better understanding of the key aspects 
of the chapter.

1.  Present one application in e-commerce suitable for dataflow paradigm.
2.  Present one application in engineering suitable for dataflow paradigm.
3.  Present one application in school management suitable for dataflow 

paradigm.
4.  Present one application in healthcare and medical sensors suitable for 

dataflow paradigm.

Table 7. Data usage and accuracy for 18 SOM-kNN topologies at temperature 950 °C.

Topology %
Echo (Acc%)

Topology %
Backscattered (Acc%)

4MHz 5MHz 4MHz 5Mhz

10 × 10, k = 1 0.3 40.41±0.00 41.61±0.00 10 × 10, k = 1 6.7 78.84±0.20 86.36±0.02

20 × 10, k = 1 0.7 47.36±0.00 51.50±0.03 14 × 10, k = 1 9.3 87.44±0.02 94.04±0.03

30 × 10, k = 1 1 49.86±0.00 57.45±0.00 18 × 10, k = 1 12 92.68±0.01 96.20±0.00

40 × 10, k = 1 1.3 54.89±0.01 61.20±0.01 14 × 14, k = 1 17.3 92.64±0.01 95.72±0.01

50 × 10, k = 1 1.7 56.57±0.01 63.57±0.01 18 × 14, k = 1 20 94.20±0.02 97.16±0.01

60 × 10, k = 1 2 57.51±0.00 65.72±0.01 26 × 10, k = 1 16.8 94.12±0.01 97.92±0.00

40 × 20, k = 1 2.7 60.75±0.00 67.24±0.00 22 × 14, k = 1 20.5 94.40±0.00 97.80±0.01

30 × 30, k = 1 3 61.99±0.01 68.30±0.00 18 × 18, k = 1 24.3 95.04±0.01 97.56±0.01

50 × 20, k = 1 3.3 63.22±0.00 69.24±0.00 6 × 14, k = 1 28 94.80±0.01 97.96±0.00

60 × 20, k = 1 4 64.04±0.00 68.92±0.00 22 × 18, k = 1 26.4 96.60±0.00 97.52±0.01

50 × 30, k = 1 5 65.38±0.00 69.99±0.00 26 × 18, k = 1 31.2 95.16±0.02 97.88±0.00

40 × 40, k = 1 5.3 66.10±0.00 70.58±0.00 22 × 22, k = 1 36 95.76±0.02 97.92±0.00

60 × 30, k = 1 6 66.01±0.00 70.86±0.00 30 × 18, k = 1 32.3 95.44±0.01 97.84±0.01

50 × 40, k = 1 6.7 65.88±0.00 71.48±0.00 26 × 22, k = 1 38.1 94.80±0.01 98.36±0.00

60 × 40, k = 1 8 66.31±0.00 71.17±0.00 30 × 22, k = 1 44 95.64±0.02 97.68±0.00

50 × 50, k = 1 8.3 66.50±0.00 71.15±0.00 26 × 26, k = 1 45.1 95.52±0.03 97.76±0.01

60 × 50, k = 1 10 66.39±0.00 72.02±0.00 30 × 26, k = 1 52 95.20±0.02 97.96±0.01

60 × 60, k = 1 12 66.64±0.00 72.47±0.00 30 × 30, k = 1 60 94.60±0.02 97.76±0.00

(table data from (Marinho et al., 2019))
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ABSTRACT

This chapter presents dataflow paradigm in general and loop unrolling and 
data pipelines as key points for acceleration and discusses implementation 
details of multilayer perceptron neural networks. The iterative nature of 
the algorithm makes it suitable for dataflow implementation using matrix 
multiplication as a basic operation. Also, it presents major differences in 
code execution between conventional controlflow paradigm and dataflow 
paradigm. It is shown how part of an algorithm (feed-forward phase) can 
be migrated to the accelerator while the rest remains the same.

INTRODUCTION

Rapid development of edge devices led to exponential growth in data. Machine 
learning algorithms are used for data analysis and thus presents an essential 
component in many applications. They are widely used in almost every 
industry today. In order to efficiently process data using machine learning 
algorithms in environments where resources are limited, i.e. on edge devices, 
it is important to use an architecture that will dissipate small amounts of 
electrical power and in the same time be efficient to process significant amounts 
of data. Requirements mentioned above puts the control-flow paradigm out 
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and brings the dataflow paradigm into the focus (Trifunovic, Milutinovic, 
Salom, & Kos, 2015).

The dataflow approach is based on the Feynman paradigm and relies 
on reconfigurable FPGA cards (Flynn, et al., 2013) (Milutinović, Salom, 
Trifunović, & Giorgi, 2015). The reconfigurable cards generate an execution 
graph that matches an algorithm, and thus could achieve significant 
performance improvements. The dataflow paradigm can achieve speedups 
over the conventional control-flow paradigm and consumes less power at the 
same time. The speedup depends on the number of loops, their characteristics 
and on the amount of time that the algorithm spends executing the loops. 
The power saving depends on the clock frequency and on characteristics of 
the underlying FPGA cards.

Iterative nature of neural networks makes them suitable for architectures 
that enable massive parallelization, like GPU, FPGA, and ASIC cards. All of 
these architectures contain nodes as working units where tasks are distributed 
on the nodes and executed simultaneously.

This chapter discusses key points of the dataflow paradigm, explains the 
compilation process and presents the pipelines and loop unrolling as a key 
challenge for implementation of neural networks on such architecture. It also 
presents important implementation details of neural networks.

DATAFLOW PARADIGM

In the controlflow paradigm, source code is transformed into a list of low 
level instructions and then loaded into memory, where the processor executes 
instructions and communicates with the memory, as shown in Figure 1. 
Memory access is slow operation and in order to optimize it there is a memory 
hierarchy that contains several levels of caching, where the closest level to 
the processor has the shortest access time.

In the dataflow paradigm, the data is retrieved from memory into the 
execution graph that consists of connected nodes called units, as shown in 
Figure 2. Each unit represents simple arithmetic or logic operation. Graph 
of such connected units is called an execution graph where data is streamed 
from the input of the graph to the output.

In the dataflow paradigm, execution goes to the lower code level where 
acceleration depends on the level of data reusability inside the moved loops, 
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Figure 1. Illustration of controlflow paradigm where the processor executes 
instructions and communicates with the memory.

Figure 2. Illustration of dataflow paradigm where each unit represents simple 
arithmetic or logic operation.
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as well as on the number of loops and loop iterations. Dataflow accelerator 
used in this book is based on MaxJ programming language which is a superset 
of Java programming language, extended with classes for describing concepts 
of execution graphs. Dataflow accelerators rely on Intel FPGA cards where 
several accelerators are integrated and connected together. Files written in 
MaxJ compile first in execution graphs which contain pipelines of arithmetic 
and logic units. Then using third party tools provided by FPGA vendors, the 
compiler converts an execution graph into a file.

In order to create an execution graph, two types of files are necessary: 
kernel file and manager file. Kernel file describes an execution graph of the 
migrated loop that will be mapped to the FPGA card. Manager file controls 
data flow between the host machine, which is the CPU in this case, and the 
accelerator. At the beginning of the execution, execution of the manager code 
checks if the underlying FPGA card is configured. If it is not, the accelerator 
starts configuring based on the created file. When the configuration is done, 
data is streamed to the input of the mapped execution graph, and the algorithm 
begins. After that, each time when the same algorithm executes again, there 
is no need for FPGA card reconfiguration.

IMPLEMENTATION DETAILS

Neural networks depending on the configuration and activation functions 
differ (Walczak, 2019) (Gaikwad, Tiwari, Keskar, & Shivaprakash, 2019). 
Well known back-propagation algorithm used for training of multilayer 
neural networks is often applied in classification tasks and presents the basic 
algorithm for training that can be further extended to more complex use cases. 
Iterative nature of an algorithm makes it suitable for dataflow architecture 
that relies on FPGA cards. Algorithm consists of two phases, feed-forward 
phase where output is calculated based on weight values and feed-back phase 
where weight values are updated based on given error. Listing 1 presents a 
pseudo-code of feed-forward phase for one node in a multilayer neural network. 
In essence, the feed-forward phase is implemented as multiplication of two 
matrices where the first one represents data inputs and the second represents 
weights. Matrix multiplication is suitable for parallelization and thus will be 
migrated to the accelerator.

First, the training set is generated on the host machine and streamed to 
the accelerator. After that feed-forward phase is performed for each data 
instance from the training set. Listing 2 shows how training data is streamed 



146

Implementation Details of Neural Networks Using Dataflow

to the accelerator. Accelerator and host machine communicate using interface 
(SLiC interface). First parameter presents the size of the training dataset, next 
one is bias for the nodes, the following parameters are training instances and 
initial weights. Training instances and initial weights are streamed as mapped 
ROM memory in order to enable context changes during and between the 
executions, without a need for recompilation.

The manager file is shown in Listing 3, and it describes types for each 
interface parameter. It could also control data streams as well as communication 
between accelerators.

Listing 4 illustrates the process of initializing mapped ROM memories 
and dataflow variables. The size of the mapped ROM memory is equal to 
the size of neurons in this case.

In order to implement the feed-forward phase on dataflow paradigm it is 
necessary to shift focus from conventional processing units to space-based 
processing units. It means that processing should be done on different units at 
the same time. Pipeline presents a set of connected acyclic processing units. 
In this implementation, each connection between two neurons is represented 
with a different pipeline that contains several processing nodes. It means that 
all calculations are performed in parallel using different pipelines. Kernel file 
that describes the execution graph contains a main loop that iterates through 
layers and creates input of pipelines. The inner loop iterates through neurons 

Listing 1. Pseudo-code of of feed-forward phase for one node in a multilayer network

for (int i = 1; i < length; i++){ 
     for (int j = 0; j < width; j++){ 
          double sum = out[i][width]; 
          for (int k = 0; k < width; k++){ 
               sum += out[i - 1][k]*weight[i-1][k]
[j]; 
          } 
          out[i][j] = (1.0 / (1.0 + exp(-sum))); 
     } 
}

Listing 2. Dataflow interface for streaming data to the accelerator

startTime = getTime(); 
FeedForwardDFE(size, bias, w_avg,mappedRom_points,mappedRom_w); 
dfeDuration = getTime() - startTime;
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in each layer and creates appropriate arithmetic and logic units. The inner 
loop creates output units for each neuron in the corresponding layer. Such an 
approach is called loop unrolling where iterations are executed simultaneously 
and presents the significant level of parallelism, as shown in Figure 3.

Listing 5 presents implementation of feed-forward phase of multilayer 
neural network in MaxJ. At the beginning, weights and bias values are loaded 
from mapped ROM memory and converted to the vectors. In order to iterate 
through memory space it is necessary to create an address variable that has 
the same length as memory space in order to avoid violation accesses.

After computing the output values for all layers, the feed-forward phase is 
completed and the next phase is to calculate the global error of the network 
for the current training instance. The global error presents the difference 
between the obtained and the desired output. This difference is squared and 
the new value is calculated on the host machine in order to present a hybrid 
approach where only part of an algorithm is transferred to the accelerator.

Listing 3. Dataflow interface for streaming data to the accelerator

CPUTypes   intType = CPUTypes.INT; 
CPUTypes   floatType = CPUTypes.FLOAT; 
int        floatSize = floatType.sizeInBytes(); 
InterfaceParam  size    = engine_interface.addParam(“N”, 
intType); 
InterfaceParam  bias    = engine_interface.addParam(“bias”, 
floatType); 
engine_interface.setTicks(s_kernelName, size); 
engine_interface.setScalar(s_kernelName, “bias”, bias); 
engine_interface.setStream(“w_avg”, floatType, size * 
floatSize);

Listing 4. Mapped ROM memories with dataflow variables

//Memory 
Memory<DFEVar> ROM_points=mem.alloc(floatingType, width*size); 
ROM_points.mapToCPU(“mappedRom_1”); 
Memory<DFEVar> ROM_w=mem.alloc(floatingType, width*length); 
ROM_w.mapToCPU(“mappedRom_2”); 
DFEVar [] out=new DFEVar[length]; 
for (int k=0;k<width;k++){ 
     out[k]=constant.var(0); 
}
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Matrix multiplication presents common task suitable for parallelization 
used in a number of use cases. Source code is available at the following 

Figure 3. Feed-forward phase on dataflow accelerator

Listing 5. Implementation of feed-forward phase of multilayer neural network in MaxJ

DFEVar address=constant.var(i); 
address=address.cast(dfeUInt(MathUtils.
bitsToAddress(width*length))); 
DFEVar w=ROM_w.read(address); 
w=w.cast(fixedType); 
DFEVar sum=bias; 
… 
DFEVector<DFEVar> outVector = vectorType.newInstance(this); 
for(int i = 0; i < Math.sqrt(vectorSize); i++){ 
     for(int j=0;j<Math.sqrt(vectorSize);j++){ 
          DFEVar temp = constant.var(0); 
          for (int k=0;k<Math.sqrt(vectorSize);k++){ 
               temp +=  
inVector1[i*(int)Math.sqrt(vectorSize)+k]*inVector2[j*(int)
Math.sqrt(vectorSize)+k]; 
          } 
          outVector[i*(int)Math.
sqrt(vectorSize)+j]<==temp; 
     } 
}
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link: https://github.com/kotlarmilos/tensorcalculus/tree/master/composition/
Composition_A

DISCUSSION

Performance of the proposed solution can be affected with a large number of 
layers, where latency before the first result is computed could be high. Also, 
in some cases, with a large number of layers, it is not possible to map the 
execution graph onto one FPGA card. In order to overcome it, multiple cards 
can be connected together or a tailing approach could be used to allocate less 
resources by processing only a part of the network.

Another case where performance could be affected refers to the variable 
number of neurons per layer, while the number of layers are constant. With an 
increasing number of layers, execution time on the engine does not increase. 
In this case, only resource allocation could be a bottleneck, but still less than 
in the previous case.

In order to illustrate the size of an execution graph, Figure 4 presents an 
execution graph for a single neuron in the network for several loop iterations 
unrolled. The following image depicts an execution graph which is mapped to 
the FPGA card, where each pipeline is aimed for single path in neural network.

Neural networks based on matrix multiplications such as multilayer neural 
networks are suitable for accelerating using the dataflow accelerators based 
on FPGA cards, especially if the learning process is permanent. By using 
such an approach in cases where electrical power resources are limited it is 
possible to implement neural networks using dataflow accelerators.

Topics for further research in this field includes creating FPGA cards 
which could reconfigure without recompiling, executing multiple kernels in 
parallel on the same card, as well as any other innovation which contributes 
to improving FPGA cards.

REVIEW QUESTIONS

This section provides questions for better understanding of the key aspects 
of the chapter.

1.  What are the main components of neural network?
2.  What is an execution graph?

https://github.com/kotlarmilos/tensorcalculus/tree/master/composition/Composition_A
https://github.com/kotlarmilos/tensorcalculus/tree/master/composition/Composition_A
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3.  What are the key advantages of the dataflow paradigm?
4.  What is mapped ROM memories in dataflow paradigm?
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KEY TERMS AND DEFINITIONS

FPGA: Field programmable gate array.
Kernel: Dataflow program file that describes execution graph.
Loop Unrolling: Dataflow technique for implementing controlflow loops.
Manager: Dataflow program file describes data orchestration between 

kernel and the host machine.
Pipeline Utilization: Optimization technique for dataflow paradigm.
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ABSTRACT

This chapter presents dataflow paradigm in general and streams of data, offsets, 
different number representations as key points for acceleration and discusses 
implementation details of C4.5 on the dataflow accelerators. The limited 
number range of the algorithm makes it suitable for dataflow implementation 
using custom data types and its iterative nature enables utilization of data 
streams. It is shown how part of an algorithm (information gain entropy) 
can be migrated using advanced optimization constructs.

INTRODUCTION

Decision tree algorithms belong to the supervised machine learning algorithms 
and can be used for classification and regression. In decision tree algorithms, 
the target class can take a discrete set of values instead of numerical values. 
Algorithms for constructing decision trees can be intensive and thus it 
is beneficial to present implementation details which could be used for 
implementation on dataflow accelerators.

Architecture of dataflow accelerators based on Xilinx and Intel FPGA cards 
are discussed in the previous chapter. This chapter presents implementation 
details for the dataflow paradigm that could be utilized for algorithms that 

Implementation Details of 
Decision Tree Algorithms 

Using Dataflow



Copyright © 2022, IGI Global. Copying or distributing in print or electronic forms without written permission of IGI Global is prohibited. 153

Implementation Details of Decision Tree Algorithms Using Dataflow

construct decision trees. First, it provides a brief overview of decision tree 
algorithms with a pseudocode example. Later, optimization constructs that 
exploit advantages of the dataflow paradigm and could be used for the decision 
tree algorithms are presented.

ALGORITHM

This section presents implementation details of the C4.5 algorithm (Hssina, 
Merbouha, Ezzikouri, & Erritali, 2014) (Dai & Ji, 2014) for decision tree 
construction. Listing 1 presents a pseudocode of the algorithm that utilizes 
information theory methods to choose the attribute of the training data that 
most effectively splits instances into subsets described with labels.

Figure 2 presents an example of a decision tree created by the C4.5 
algorithm. According to the training data, attribute outlook has the best 
information gain ratio and thus is in the root of the tree. Leaves in the tree 
present the class or output of an algorithm which in this case predicts whether 
an action will be taken.

IMPLEMENTATION DETAILS

In order to implement such an algorithm on the dataflow accelerator, the first 
thing is to encode categorical values to numerical. Numerical values could 
be stored on the host machine either on card memory and streamed to the 
accelerator in order to compute information gain for each attribute.

Listing 1. implementation details of the C4.5 algorithm. Information gain ratio is 
the ratio of observations to the total number of observations.

•	 Check	for	the	above	base	cases.	
•	 For	each	attribute	a,	find	the	normalized	information	gain	
ratio	from	splitting	on	a.
•	 Let	a_best	be	the	attribute	with	the	highest	normalized	
information	gain.	
•	 Create	a	decision	node	that	splits	on	a_best.
•	 Recurse	on	the	sublists	obtained	by	splitting	on	a_best,	and	
add	those	nodes	as	children	of	node.
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Data streams connect two endpoints and transfer data in ticks between 
them (Pell, Mencer, Tsoi, & Luk, 2013). Figure 2 illustrates data streams 
used in the accelerators for streaming variables to the accelerator and back to 

the host machine or on card memory. In the first tick, the start of the stream 
presents number 1 while in the second tick stream shifts and next element is 2.

Streams enable accessing neighbor elements relative to the head of the 
stream. It could be beneficial for calculating information gain to access 
neighbor elements in a stream in order to produce the result faster. They are 
used in use cases where neighbor elements are necessary for producing the 
result, as illustrated in Figure 3.

Figure 1. An example of a decision tree which predicts whether an action will be 
taken according to the weather data.

Figure 2. An example of data streams in dataflow accelerators
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In order to use offsets it is important to determine what type of offsets 
is needed:

• static offsets have a size fixed at compile-time
• variable offsets have size set at run time before a stream is processed
• dynamic offsets have sizes set at run time during stream processing

Static and variable offsets require a variable which indicates the offset 
during the compilation time and thus doesn’t allocate a significant amount of 
resources on the FPGA card. However, if it is not possible to determine offset 
during the compilation time, dynamic offsets can be determined during the 

runtime by specifying min and max possible values for the offset. Resource 
allocation is presented in Table 1 for different offset types (Milutinović, 
Salom, Trifunović, & Giorgi, 2015).

This approach allocates a significant amount of resources on the FPGA 
card and thus should be used only when it is necessary. Listing 2 presents 
different methods for offsets depending on the type.

Figure 3. An example of stream offsets utilization in a matrix

Table 1. Resource utilization for different offset types
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Decision tree algorithm is an iterative algorithm which means that it can’t 
be fully parallelized by unrolling the loops because output of an iteration serves 
as an input for the next iteration. Thus to achieve significant performance 
alternative optimization constructs should be utilized.

The accelerator can work with custom number types and using different 
number representations. By reducing number precision and changing 
number representation acceleration can be achieved due to smaller resource 
allocation and better pipeline utilization. Figure 4 presents differences between 
floating number representation and fixed number representation. Floating 
point representation utilizes mantissa and exponent to represent numbers in 

the system. Fixed point representation utilizes offsets for decimal places to 
indicate where the decimal point is.

Presented optimization constructs are important for achieving acceleration 
for such kind of algorithms. Detailed examples of machine learning algorithms 
including those mentioned in this chapter are available at the Maxeler 
Application gallery: https://appgallery.maxeler.com/

Listing 2. Different offset types for streams

stream.offset(DFEVar	in_stream,	int	constant)	
stream.offset(KernelObject	src,	DFEVar	offset,	int	min	offset,	
int	max	offset)

Figure 4. Illustrates different number representations in the accelerator. First figure 
represents floating point number representation. Second figure represents fixed 
point representation.
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DISCUSSION

Decision trees algorithms like C4.5 can effectively utilize optimization 
constructs such as streams, offsets and custom number representation to 
achieve acceleration and electrical power savings. Streams and offsets can be 
utilized for calculating information entropy by accessing neighbor elements 
in an array and thus creating pipelines for elements of an array. By using 
custom number representation which includes switching from floating point 
representation to the fixed point representation, additional speedup can be 
achieved. Figure 5 presents resource allocations for different number precisions 
as well as number representations.

It is shown that the same algorithm takes about five times more resources 
if it uses double precision floating point numbers compared to the fixed point 
16 bit numbers. Algorithms for decision tree construction could determine 
numbers range before the execution and create custom number representation 
which will improve the performance of the algorithm.

REVIEW QUESTIONS

This section provides questions for better understanding of the key aspects 
of the chapter.

1.  What are decision trees?
2.  What are streams in the dataflow engine?
3.  How numbers can be represented in the dataflow engine?

Figure 5. Resource allocation of FPGA card using different number precisions as 
well as number representations
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4.  How is acceleration achieved by reducing number precision?
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KEY TERMS AND DEFINITIONS

C4.5: Decision tree algorithm.
Fixed-Point: Number representation frequently used in the dataflow 

paradigm.
Floating-Point: Number representation frequently used in the controlflow 

paradigm.
Offset: Dataflow technique for accessing neighbor elements in stream.
Stream: Dataflow technique for moving data between the host machine 

and the DFE.
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ABSTRACT

This chapter presents dataflow paradigm in general and cyclic execution 
graphs, auto-loop offsets, and counters as key points for acceleration and 
discusses implementation details of iterative rule based algorithms on the 
dataflow accelerators. Auto-loop offsets create buffers in cyclic execution 
graphs for streaming results from previous iteration to the next. Counters 
control input and outputs of the execution graph based on auto-loop offsets. 
It is shown how part of an algorithm (iterative steps) can be migrated using 
advanced optimization constructs.

INTRODUCTION

Rule-based algorithms are used in classification problems and presents an 
alternative to decision tree algorithms presented in the previous chapter. 
They belong to supervised machine learning algorithms and are well studied 
methods for extracting rules from training data. Rules are extracted in form 
IF-THEN directly from the training data using association rule learning or 
indirectly from decision trees (Ahmad & Khanum, 2008).

This chapter discusses implementation details of association rule learning 
for rule based algorithms on the dataflow paradigm. The idea is to utilize 

Implementation Details 
of Rule-Based Algorithms 

Using Dataflow
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dataflow accelerators to reduce electrical power consumption which is 
important in cases where resources are limited. Such an approach could be 
used in edge devices for classification tasks. Optimization constructs presented 
in this chapter are considered by evaluating structure of the association rule 
learning algorithms.

IMPLEMENTATION DETAILS

The main difference between rule based algorithms and decision trees is in 
representation, where rule based algorithms provide IF THEN statements 
that are executed sequentially in order provide classification results (Del 
Jesus, Hoffmann, Navascués, & & Sánchez, 2004). Decision tree algorithms 
contain vertices with attributes where decisions lead to a particular leaf, 
which represents an output for a given input. Listing 1 presents a pseudocode 
for association rule learning algorithm. The presented algorithm is Apriori 
which performs data pruning by identifying the frequent individual items 
and extending them to be larger item sets.

Iterative nature of the algorithm enables dataflow accelerators utilization 
by using concepts of streaming data between iterations and creating cyclic 
execution graphs. This problem can be considered as an aggregated sum, 
where input from the previous iteration is necessary in the present one. In 
general a cycle in the dataflow execution graphs arises from a dependence 
from one iteration to the next one. Figure 1 illustrates the problem of 
dependency between iterations where the result of one iteration is input for 
the next iteration.

One of the problems with cyclic graphs is that it is necessary to create 
pipeline buffers in order to meet deadlines for the frequency (Ali, Akesson, 
& Pinho, 2015). In essence, each arithmetic or logic unit in the graph takes 
a certain amount of time to produce the result. For example, multiplication 
of two floating point numbers on referent hardware could take n ticks to 

Listing 1. Basic components of Apriori algorithm used as rule learning algorithm.

Use k-1 itemsets to generate k itemsets 
Getting C[k] by joining L[k-1] and L[k-1] 
Prune C[k] with subset testing 
Generate L[k] by extracting the itemsets in C[k] that satisfy 
minSup
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produce the result. Addition of two floating point numbers could take m ticks 
to produce the result on the same referent hardware, where m < n. If those 
two results present an input for the next unit it is necessary to create buffers 
on the output pipeline of the additional unit in order to have both results at 
the same time at the input of the next unit. Without buffers, one result will 
arrive before another one, and the result of the next unit will be invalid.

In order to meet deadlines in cyclic execution graphs, developers could 
create buffers for each unit. However, the compiler has a built-in feature called 
auto-loop offset that automatically detects offsets and creates buffers where 
necessary in order to achieve the lowest valid offset for the graph. Listing 2 
presents method definitions for creating auto-loop offsets.

Association rule learning algorithms like Apriori are iterative algorithms 
that require results from previous iterations as inputs for the next iteration. In 
some cases, acceleration of such algorithms could be achieved by modifying 
input data choreograph. If association rule learning algorithms fully utilize 
pipelines, it leads to producing results in each iteration. An example of how 
data choreography can fully utilize pipelines is illustrated in Figure 2.

Figure 1. An example of a cyclic execution graph where the red pipeline as output 
of an iteration is used as input for the next iteration.
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In the example, the task is to summarize rows of a matrix. If data elements 
are streamed in a row-wise order where each iteration takes n ticks to produce 
the result, the accelerator waits for n ticks to retrieve results from the iteration 
and stream the next element as an input. It means that the pipeline doesn’t 
accept input data for a certain amount of time. However, if data elements 
are streamed in column-wise order where matrix is splitted to n dimensional 
matrices, in each tick the execution graph can accept input data. When the 
first result is computed after n ticks, input data for the next iteration will be a 
valid element from the matrix (Becker, Mencer, Weston, & Gaydadjiev, 2015) 
(Kotlar & Milutinovic, 2018). Described example is illustrated in Figure 3, 
where the pipeline state is presented for several ticks.

Another important optimization construct that can be used in iterative 
algorithms as Apriori is counters. Counties are used to track executing ticks 

Listing 2. Method definitions for creating auto-loop offsets in cyclic execution graphs.

Stream.OffsetExpr makeOffsetAutoLoop(String name) 
Stream.OffsetExpr makeOffsetAutoLoop(String name, int min size, 
int max size) 
DFEVar Stream.OffsetExpr.getDFEVar(KernelLib design)

Figure 2. An illustration of data pipeline utilization and input data choreography.
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in the accelerator. It is important in boundary cases, where the result from 
the previous iteration doesn’t exist. Listing 3 presents counter methods with 
advanced options.

Figure 3. An example of a pipeline for the aggregated sum with different states.

Listing 3. Counters in dataflow accelerators with options

Count.Params control.count.makeParams(int bit_width) 
Counter control.count.makeCounter(Count.Params params) 
Options: bit width, initial value, increment, count mode, 
maximum value, wrap mode, wrap value, enable
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Counters are important constructs for controlling input and outputs. In 
the previous example was discussed a case where a pipeline doesn’t accept 
inputs for a certain period of time. It means that counters should control 
input and output of the execution graph by using auto-loop offset value, as 
shown in Listing 4.

DISCUSSION

Iterative rule based algorithms like Apriori can be effectively migrated to 
the dataflow accelerator by utilizing cyclic execution graphs and auto-loop 
offsets. Data choreography presents an important role in performance where 
fully utilized pipelines could achieve significant acceleration. Constructs 
like counters are used for controlling input and output of execution graphs. 
Focus of further research should be on implementation of iterative rule 
based algorithms on dataflow accelerators and performance evaluation in 
environments where resources are limited.

Presented optimization constructs are important for achieving acceleration 
for such kind of algorithms. Detailed examples of machine learning algorithms 
including those mentioned in this chapter are available at the Maxeler 
Application gallery: https://appgallery.maxeler.com/

REVIEW QUESTIONS

This section provides questions for better understanding of the key aspects 
of the chapter.

1.  What is a rule-based algorithm?
2.  What is a cyclic execution graph in the dataflow engine?
3.  What is matrix tiling?

Listing 4. Controlled input and outputs of the execution graph in MaxJ. Dataflow 
inputs and outputs could be controlled using streams of Boolean values, telling the 
gate to be open or closed during each tick.

io. input(String name, KernelType type, DFEVar control) 
io.output(String name, KernelObject output, KernelType type, 
DFEVar control)
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4.  How can input data choreography achieve better performance on the 
dataflow engine?
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KEY TERMS AND DEFINITIONS

Auto-Loop Offset: Dataflow technique calculating buffers size in cyclic 
graphs.

Counters: Dataflow technique for counting number of ticks in the graph.
Cyclyc Graph: Execution graph with looping branches.
Hardware Variable: Dataflow variable that existing only during runtime.
Software Variable: Dataflow variable that existing only during compile 

time, which describes the execution graph.



166

Implementation Details of Rule-Based Algorithms Using Dataflow



Copyright © 2022, IGI Global. Copying or distributing in print or electronic forms without written permission of IGI Global is prohibited.

Chapter  9

167

DOI: 10.4018/978-1-7998-8350-0.ch009

ABSTRACT

This chapter presents dataflow paradigm in general and different memory 
types and compiler’s optimization constructs like tree reduction as key points 
for acceleration and discusses implementation details of KNN and k-means 
density based algorithms on the dataflow accelerators. On-chip and on-board 
memories allow data to be nearby computational units and thus can provide 
acceleration. Tree reduction enables higher acceleration by reducing resource 
allocation that could be used for memory management mechanisms. It is 
shown how part of an algorithm (calculating distances between neighbor 
elements or to cluster centers) can be migrated using advanced optimization 
constructs.

INTRODUCTION

Density-based algorithms belong to supervised machine learning algorithms 
and are often used in classification tasks. This chapter analyzes the k-nearest 
neighbor (KNN) algorithm as a representative algorithm from a density-based 
group. It is a simple algorithm that classifies an instance based on neighbor 
instances (Zhang, Li, Zong, Zhu, & Wang, 2017).

Implementation Details of 
Density-Based Algorithms 

Using Dataflow
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The algorithm iterates through dataset instances and labels them based on 
neighbor labels. Similar algorithm from the same group but used for clustering 
that belongs to unsupervised machine learning algorithms is k-means where 
the goal is to create clusters of data (Sinaga & Yang, 2020). Both algorithms 
utilize distance functions and in each iteration calculate distances to the 
neighbor elements or data clusters.

IMPLEMENTATION DETAILS

Iterative nature of algorithms and proximity based approach makes accelerator 
memories a suitable approach for storing neighbor elements or cluster centers. 
There are two types of memories: fast memory (FMem) placed on-chip and 
can store small amounts of data but has high bandwidth; and large memory 
(LMem) placed off-chip and can store large amounts of data in tensor structures 
but has lower bandwidth compared to FMem (Flynn, et al., 2013). Depending 
on a number of data instances required for iterations, FMem or LMem can 
be used. FMem is used for keeping small size data structures which have a 
high level of reusability. Both memories are placed nearby computation units 
and because of that, data can be efficiently saved in memory.

Figure 1. Illustration of LMem and FMem in the dataflow accelerator. Both memories 
have higher bandwidth compared to the host machine memory.
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Density based algorithm on the dataflow accelerator can be divided into 
three phases. Fetch phase reads memory addresses and retrieves results 
from the memories to the input of the execution graph. Computation phase 
measures distances between data and retrieved values and provides the result 
on the output of the execution graph. Load phase sends data to the memories 
which will be used in the next iteration.

All inputs and outputs to kernel memories are represented as streams. 
Basic operations include streams of addresses that go in, streams of data 
that come out. Listing 1 presents basic methods for memory manipulation.

Before writing or reading memory, it is necessary to allocate it by providing 
data type and depth of memory. Write operation requires address for writing, 
value, and control but that indicates whether memory address should be 
written or not, if data value is ready or not in particular tick. Read operation 
requires only address to retrieve value. Variables used for navigating through 
address space must have the same size as memory depth in order to avoid 
memory violation access (Milutinović, Salom, Trifunović, & Giorgi, 2015).

Special type of memory presents ROM memory that maps address space 
from the host machine memory to the accelerator’s memory. For KNN 
algorithm it is an important optimization construct where training data could 
be mapped form the host machine and later used in the accelerator. It also 
enables context switching without need for hardware reconfiguration which 
allows frequent updates of training data. Listing 2 presents an interface for 
ROM memory mapped from the host machine.

Listing 1. Basics methods for memory manipulation in dataflow accelerator

Memory<DFEVar> mem.alloc(DFEType type, int depth) 
Memory.write(DFEVar address, DFEVar data, DFEVar enable) 
Memory.read(DFEVar address)

Listing 2. ROM memory interface in the dataflow accelerator

Memory<DFEVar> mappedRom = mem.alloc(dfeFloat(8,24), dataSize); 
mappedRom.mapToCPU(”mappedRom”)
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Dataflow memories as optimization constructs could allocate a significant 
amount of resources on the chip and have some constraints. For example, if 
one writes to a memory address in a kernel tick, he can not call read with 
the same address in the same tick. Attempting to do so will return undefined 
data. As an optimization, it is possible to create a single memory port which 
both reads and writes in the same tick (Trifunovic, Milutinovic, Salom, & 
Kos, 2015), as shown in Listing 3.

Another optimization construct that could be utilized for calculating 
distances between neighbor elements or cluster centers is called tree reduction. 
Distance functions are implemented in an execution graph as a set of arithmetic 
units inter-connected. Compiler automatically detects unoptimized sub-graphs 
and performs tree reduction methods, as shown in Figure 2.

Figure 2. Tree reduction example that is performed by dataflow compiler. On the left 
side is an unoptimized graph. On the right side is an optimized graph that produces 
the same result as the left one.

Listing 3. Single memory port for both reads and writes in the same tick

DFEVar Memory.port(DFEVar address, DFEVar data in, DFEVar 
enable, RamWriteMode portMode)
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DISCUSSION

Density based algorithms like KNN and k-means are simple algorithms that 
are used for clustering and classification and can be effectively implemented 
on the dataflow accelerators using optimization constructs like on-chip and 
on-board memories for states between iterations. Additionally, resource 
allocation can be reduced by performing tree reduction optimizations by the 
compiler. This can result in allocating memory space for neighbor elements 
and optimizing the algorithm by keeping data nearby computational units.

Presented optimization constructs are important for achieving acceleration 
for such kind of algorithms. Detailed examples of machine learning algorithms 
including those mentioned in this chapter are available at the Maxeler 
Application gallery: https://appgallery.maxeler.com/

REVIEW QUESTIONS

This section provides questions for better understanding of the key aspects 
of the chapter.

1.  What is a density-based algorithm?
2.  What kind of memories exist in the accelerator?
3.  What is a three reduction in the execution graphs?
4.  What is the difference between on-chip and on-board memories?
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KEY TERMS AND DEFINITIONS

FMEM: Dataflow fast memory with high bandwidth.
LMEM: Dataflow large memory with multidimensional addressing space.
On-Board Memory: Referred as LMEM with multidimensional addressing 

space.
On-Chip Memory: Referred as FMEM with high bandwidth.
Tree Reduction: Dataflow optimization technique provided by compiler 

to compress the execution graph.
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ABSTRACT

This chapter provides examples on acceleration of various algorithms using 
the dataflow paradigm. Implementation of algorithms demands input data 
changes, operation substitutions, and data tilling to achieve significant 
performance. The implementation becomes even more challenging if data are 
coming via a serial stream. This chapter presents acceleration mechanisms on 
three different use cases related to presented algorithms. This chapter consists 
of three parts: Acceleration of Algorithms Using Innovations in Suboptimal 
Calculus and Approximate Computing, Acceleration of Algorithms Using 
Innovations in Computer Architecture and Implementational Technologies, 
and Speeding up the Execution of Data Mining Algorithms.

ACCELERATION OF ALGORITHMS USING 
INNOVATIONS IN SUBOPTIMAL CALCULUS 
AND APPROXIMATE COMPUTING

In some cases, especially in Big Data applications and with complex datamining 
algorithms, demanding operations like multiplication could be substituted by 
less demanding operations like shift-and-add, or even increment/decrement. 
The implementation becomes even more challenging if data are coming via 
a serial stream.

Issues Related to 
Acceleration of Algorithms
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If the computational complexity is somehow drastically reduced, so does 
not only the problem become treatable in real-time, but also the transistor 
count for the VLSI implementations gets reduced and the implementation 
is less complex. This also means that more data streams could be processed 
in parallel, for the same VLSI complexity. Also, in some cases, one could 
achieve robustness in noisy environments.

Here, one approach of this type (suboptimal) is described for the case of 
data signal detection. Data signals have to be properly received before they 
could be further processed by the chosen Data Mining algorithm. Or the 
selected Data Mining algorithm could be applied at the same time when the 
data detection is done.

In some other cases, however, simplifications are, in general case, multi-
dimensional, and could be applied both in the space domain and in the time 
domain, or in any other logical domain. In this context, if some kind of multi-
dimensionality is involved, we are talking about approximate computing.

One specific example of approximate computing is presented here. It 
includes some level of quantization noise in the space domain (amplitudes) 
and some level of processing delay in the time domain (latency from input 
till output). The presented example covers the transversal filter equalization, 
which is an essential element of data purification processes, prior to data 
acquisition by further processing stages, or concurrently with further processing 
stages (datamining).

Both suboptimal and approximate computing examples presented here 
are based on previous research of the author (Milutinovic, 1980). Notions 
from (McDonough & Magar, 1982) are utilized, too. The method of this 
presentation is based on (Milutinovic, A good method for presentation of 
research results, 1996) and (Milutinovic, The best method for presentation 
of research results, 1996).

AN EXAMPLE OD SUBOPTIMAL COMPUTING

The suboptimum detection procedure based on the weighting of partial 
decisions (WPD) was first introduced in ELECTRONICS LETTERS, 14th 
August 1980, Vol. 16 No. 17, p.681-2.

It was derived on the basis of two other suboptimum procedures formerly 
treated in the open literature, i.e. d.m.f. (digital matched filtering) and b.m.f. 
(binary matched filtering). Both are based on a finite number of received 
signal samples. In this chapter, the dependence of the error probability on 
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the signal/noise power ratio is being analyzed for all three procedures. The 
process v(t) at the input of the detector is assumed to be band-limited and 
represents the sum of the binary communication signal and the additive 
Gaussian noise with zero mean. The set of samples upon which the detection 
is based (N) is assumed to be equal for all three procedures discussed here.

Certain conclusions could be derived on the basis of experimental results, 
which, naturally, are valid only for the values of N and SNR (Signal-to-Noise 
Ratio) lying in the range of the analysis. Basic conclusions could be derived 
through mathematical analysis alone. Both approaches have been applied in 
the cited references.

A hardware multiplier must be used in the case od d.m.f. With WPD and 
b.m.f. this is not the case. There is no essential difference in the implementation 
of WPD and b.m.f., as far as the hardware requirements. Ion the side of 
software, the differences in program duration could be neglected, if any. The 
only essential difference is that WPD needs a d/a convertor, while the b.m.f. 
needs a hard-limiter. This is because the d/a convertor generates quantized 
samples of the incoming analog signal, while the hard limiter generates only 
the sign of the sample.

The analysis has shown that WPD is not much worse than w.d.f. but is 
considerably easier to implement.

Formerly, the WPD was analysed only for binary transmission with an 
antipodal set of signalling waveforms. In this chapter, the concept of the 
WPD is generalized and analysed theoretically for M-ary transmission with 
an arbitrary set of equal-energy signaling waveforms. Here, WPD is treated 
as the generalized procedure with BMF as its special case.

The detection is assumed to be performed on the basis of a previously 
established correspondence between all possible sign patterns and all possible 
signaling symbols. Sensitivity to the phase distortions in the communications 
channel is minimized (and tolerable for the wide range of conditions met in 
the real environment), if the sampling is tightly coupled to the fluctuating 
boundaries of signaling elements.

The main advantage of this procedure is time-efficient and cost-effective 
implementation. The procedure is suitable for implementation on the simplest 
microprocessors found in space vehicles collecting remote signals (e.g., Intel 
8085), or on extremely small VLSI cells that could be multiplied a huge 
amount of times, for inclusion into some complex VLSI chip.

The implementation involves no analogue-to-digital conversion (a/d), 
no multiplication, and no time-consuming processing. In addition, initial 
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synchronization and continuous maintenance of synchronization could be 
realized simultaneously with detection.

The less processing power needed for demodulation and detection, the 
easier it will be to incorporate other relevant functions (e.g., equalization, 
scrambling, etc.) on the same microprocessor system or VLSI chip.

However, it has been noticed that the performance of this procedure could 
be improved, without any negative implications on the simplicity of practical 
implementation, if certain a priori knowledge of the signaling technique and 
noise is incorporated.

First, in data modem design, after the signaling technique has been 
specified, all possible signaling waveforms at the output of the transmitter 
could be made known to the receiver. The number of these waveforms could 
be made low if certain easy-to-establish conditions are met.

So, for example, in voice-band data modems with time-varying signaling 
waveforms, signs in the sign pattern (derived by the receiver) belong to signal 
samples of different amplitudes and, consequently, of different immunity to 
additive noise and phase distortions. This means that the additive noise can 
be suppressed more efficiently if, instead of only ‘hard’ knowledge of the sign 
pattern, ‘soft’ knowledge of the sign pattern is involved in the detection, too.

By ‘soft’ knowledge we mean the knowledge of both the elements of the 
sign pattern and the nominal values of samples corresponding to the sampling 
instants from which the elements of the sign pattern were derived. Hence, if a 
set of correctly chosen weighting coefficients is introduced for the weighting 
of sign information, a better performance could be expected.

Second, a priori knowledge of the characteristics of all possible signaling 
waveforms and noise could be used to establish a set of statistically independent 
sampling instants for the detection of a band-limited mixture of signal and 
noise, which minimizes the detection error probability.

Third, a priori knowledge of the characteristics of all possible signaling 
waveforms and noise could be used to establish a set of optimal detection 
thresholds that minimize the detection error probability. The incorporation 
of these three types of detection parameters into BMF, together with the 
introduction of multilevel transmission, leads to the generalized WPD, which 
is the subject of this chapter.

Performance comparison of BMF, WPD and DMF (optimum digital 
matched filtering) for binary transmission with an antipodal set of signaling 
waveforms and additive zero mean Gaussian noise was given in former studies.
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As regards the signaling waveforms, only relatively mild constraints are 
assumed, which tells in favor of a relatively wide application field of the 
detection procedure treated here.

Bayesian analysis is applied independently to all statistically independent 
samples of the receiving signals. Weighting factors based on statistical distances 
could be used to combine the results corresponding to different samples.

The determination of the appropriate region R corresponding to the new 
incoming sample is called a partial decision. After each partial decision, 
the statistical distance for all M signaling waveforms from the region R is 
computed.

After each partial decision, the WPD detector (processor) waits for the 
next sampling instant and the whole process is repeated. After the last 
partial decision and the last updating of counters, final detection is done by 
comparison of contents in all counters.

The final detection is performed by the following two basic operations:

1.  Search for the boundaries of the symbol Sd
2.  Association of the bit sequence Ak; k = 0, 1, 2, ..., with the symbol Sd 

transmitted during the signaling interval k; k = 0, 1, 2, ...

It is evident from what has been exposed that the WPD is computationally 
relatively simple. As indicated before, neither multiplication nor analogue-
to-digital conversion is involved.

The question arising now is: What are the optimum values of algorithmic 
parameters that ensure the best possible performance of the WPD. Another 
question is whether the WPD is the best possible procedure without 
multiplication and analogue-to-digital conversion?

The basic criterion for the optimization of sampling vector elements should 
be the minimization of detection error probability.

In the case of a signal corrupted by linear distortions and additive noise, 
the less the signal at the input of the detector differs from an ideal signal, the 
lower the detection error probability. In fact, what is important is that this 
difference be minimum just in sampling instants.

The mean quadratic error has been chosen since, under the conditions 
assumed in our analysis, signal power is the main factor in the suppression 
of noise.

The basic criterion for the optimization of threshold matrix elements is 
also the minimization of detection error probability. In order to minimize the 
overall error probability, it is necessary to minimize the error probability for 
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each one of N partial decisions, separately. So every partial decision is to be 
optimum in the Bayes sense. If the influence of only the two nearest signaling 
waveforms corresponding to a given sampling instant is considered, the 
optimum value of each one of N * (M — 1) possible thresholds is determined 
from a Bayes-type equation applied to each partial decision.

The optimization of thresholds is performed only after the optimization 
of sampling instants. A point to be stressed here is that the thresholds differ 
in significance, namely in their order e; e = 0, 1, ..., (log2 M) — 1.

Zero-order threshold (e = 0) serves for the elimination of M/2 signaling 
symbols. There is only one zero-order threshold. The thresholds of the e-th 
order serve for the elimination of additional M/2e + 1 signalling symbols. 
There are 2e such thresholds.

This point is stressed because it is possible to eliminate lower order 
thresholds, in order to simplify the implementation of the WPD detection 
procedure. Of course, this can be done only at a cost of some performance 
deterioration.

The basic criterion for the optimization of the weighting matrix elements is 
to enable the performance of the WPD (given processing resources available 
in the WPD algorithm) to have the lowest possible degradation in comparison 
with the performance of DMF, which is, theoretically, the best detection 
procedure when N is a finite number. With that purpose in mind, we start 
from the definition of DMF and we transform it into the equivalent form in 
which we have multiplicatively separated the term with a priori known signal 
parameters from the term with parameters to be measured by the processing 
resources not available in the WPD algorithm.

By discarding the second term, we discard the need for analogue-to-digital 
conversion and multiplication; however, without any loss of information, the 
processing of which can be completely realized by resources available in the 
WPD algorithm. In this way, we pass to a suboptimum realization of DMF, 
which we refer to as WPD.

Both DMF and BMF are convergent procedures (i.e., error probability PE 
decreases when SNR increases). So, it follows that WPD is also a convergent 
procedure. However, this convergence applies only to the case when the 
elements of t, p and W are chosen so as to be optimum for a given signaling 
structure.

However, WPD can easily be rearranged into M/2 additions after each 
partial decision. This can be accomplished by pre-calculating the weighting 
factors corresponding to the relative detection counters (one counter per 
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pair of signaling elements) into the weighting factors corresponding to the 
absolute detection counters (one counter per signaling element).

In the case of off-the-shelf microprocessors, both incrementing and addition 
are the built-in functions and have about the same execution time.

In the case of the standard cell VLSI design, for both procedures only a 
few types of very simple cells have to be used. The WPD will require an adder 
which will not be the case with the BMF; however, this difference is of minor 
importance. Also, note that M^n various implementation techniques (e.g., 
look-up tables, etc.) could be efficiently used, in order to further simplify 
the implementation.

Suboptimal detection procedures are also of interest for technologies 
which are characterized with a low on-chip transistor count, such as GaAs. 
The highest reliable GaAs chip density for fabrications till the end of this 
decade is relatively low.

However, GaAs chips are characterized with a relatively high speed. For 
the same power consumption, GaAs technology is up to about half order of 
magnitude faster than silicon technology. Also, it is several orders of magnitude 
more radiation-hard, Because of these characteristics, signal detection is seen 
as one of the promising application areas for GaAs.

In the cases when only the Gaussian noise is present, or Gaussian noise 
is combined with amplitude deviations, WPD is shown to be typically better 
than SAS (Sample-and-Sum) or BMF. However, in the case of the relatively 
high-phase and/or frequency deviations, WPD is shown to be more sensitive 
than the other two suboptimal procedures.

The most important value of this study is that it provides numerical basis 
for comparison of selected suboptimal procedures, in conditions typical 
of real communications channels (noise, amplitude distortions, frequency 
distortions, etc.).

AN EXAMPLE OF APROXIMATE COMPUTING

The example to follow includes approximate computing in both special 
(amplitude) and time (latency) domains.

Adaptive equalization based on a transversal filter is extremely important 
for error free transmission and effective data mining of Big Data over 
communication channels of any type. Unfortunately, implementation 
of rapidly converging and small residual distortion algorithms on the 
standard microprocessors or standard-cell VLSI chips is difficult because 
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of their mathematical complexity. In this chapter, an adaptive equalization 
algorithm is proposed which is suitable for cost-effective implementation 
on microprocessors and standard-cell VLSI chips. It is based on the same 
principle of delayed decision that was used successfully in delta modulation. 
It involves neither multiplication nor analog-to-digital conversion, but is 
relatively fast and provides a relatively low residual distortion. The proposed 
algorithm has been simulated in both noise-free and noisy environments and 
has been compared to two well-known classical algorithms.

Essential issues in adaptive equalization with transversal filters are fast 
tap gain setting and small residual distortion. Two basic types of algorithms 
for tap gain setting are mean-square (MS) and zero-forcing (ZF).

The mean-square algorithms are used for higher-speed data transmission. 
They are faster and are convergent even if the initial “eye” is closed. 
Unfortunately, they are computationally complex and consequently very 
difficult to implement.

The zero-forcing algorithms are slower and convergent only if the initial 
oscilloscope “eye” is open. However, they are less complex and easier 
to implement. Fortunately, they are quite satisfactory for medium-speed 
data transmission, which covers a high percentage of today’s commercial 
requirements.

Recent advances in VLSI technology are now enabling the implementation 
of a medium-speed data modem on a single many-core microprocessor or 
on a single standard-cell VLSI chip. The processing power of a many-core 
microprocessor is limited, as well as the area of a small VLSI cell. So, after the 
implementation of other necessary functions is accomplished, only a limited 
amount of resources is still available for implementation of a transversal filter 
and the corresponding algorithm for tap gain setting. Consequently, finding 
simpler, but sufficiently powerful tap gain setting algorithms, has become 
an important research issue.

The problem is especially critical because of the fact, that the tap gain 
algorithm has to be repeated for each tap, and the number of taps needed for 
the medium-speed data transmission could be extremely high.

With all this in mind, an algorithm has been proposed which is based 
on the principle of delayed decision and will be referred to as the delayed 
decision algorithm (DD).

The implementation of the proposed algorithm is almost as simple as 
the implementation of the classical fixed-step algorithm by Lucky. Yet, it is 
almost as fast as the well-known amplitude-dependent algorithm by Gersho.
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Both desirable features are achieved by simply postponing the decision 
about the tap-gain adjustment step, and not by increasing the computational 
complexity.

The proposed algorithm is also free of multiplication and of analog-to-
digital conversion. Consequently, it is very suitable for implementation on 
many-core microprocessors and/or standard-cell VLSI structures.

In the rest of the chapter, the delayed decision algorithm will be discussed 
and compared to the fixed-step algorithm of Lucky and the amplitude-
dependent algorithm of Gersho, respectively.

These two algorithms have been denoted as L and, G in the text to follow. 
The comparisons have been provided for both noise-free (interference only) 
and noisy (noise and interference) environments.

Next, we define the delayed-decision (DD) algorithm.
Research experience has shown that a problem in one field may often be 

solved successfully by employing methods from other fields. The principle 
of delayed decision (DD) was used successfully in adaptive delta modulation. 
Here, it has been employed to shorten the time for setting the adaptive 
transversal filter tap gain without increasing the computational complexity 
of the algorithm. The proposed algorithm has been introduced together with 
Lucky’s and Gersho’s algorithms, as already indicated.

The control function for all three algorithms treated in this chapter has been 
defined on the basis of the condition that tap interaction could be neglected.

The total number of transversal filter taps is equal to 2N + 1. This 
condition assumes a small initial distortion, which is true in medium-speed 
data transmission. Vector E of dimension 2N + 1 refers to the transversal 
filter output error given by Z=x’-J, where x’ is a matrix with signal elements 
{xi} ; t is a vector of tap gains {ti}; i = -N, ..., +N; j = -N, ..., +N.

The form of the above defined control function indicates that the new value 
of the adjustment step will not be assumed until after the effect of the existing 
adjustment step on the output error in the next iteration becomes evident. 
So, the control function reflects directly the principle of delayed decision.

In the case of Gersho’s amplitude-dependent algorithm, the control function 
is defined by appropriate variable slope. Variable slope helps to achieve fast 
convergence in the low noise cases and small residual distortion in the high 
noise cases.

Both Lucky’s and Gersho’s algorithms satisfy the conditions of convergence 
for a tap gain setting algorithm. That condition requires that control function 
g(ei(k)); i = -N, .-, +N, k = 1, 2, ..., is monotonic non-decreasing and an 
odd-function bounded.
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The DD algorithm is heuristic in nature and the above condition cannot 
be applied to it. However, as already said, empirical results have shown that 
DD is convergent for all “open eye” channels used in simulation, and for a 
wide range of values of the coefficient R.

Simulation results have also shown that, depending on the channel 
characteristics, the fastest convergence is ensured for R in the range of Rmax. 
Having in mind that R = 2 is within that range, and that it also ensures a 
relatively simple implementation, only the value R = 2 will be considered 
in the rest of the text.

Also, note that it may be more efficient if the minimal step value of the 
DD algorithm is position-dependent, i.e., of different value for different taps. 
However, this case was not considered as a part of this work.

The setting time is a basic performance parameter of each transversal 
filter. For the preset equalization, it is defined as the time interval from the 
beginning of equalization until the moment when all of the tap gains take 
their optimal value.

These bounds of optimal values are absolutely tight, i.e., the best case 
setting time is equal to the lower bound and the worst case setting time to 
the upper bound, for any numerical form of the vector E.

Both bounds were obtained by examining the time needed to arrive at the 
optimal setting of the value. Analysis has shown that the average value of Ts 
is very close to the arithmetic average of two bounds. For the same conditions, 
the setting time of Gersho’s algorithm is upper bounded.

These theoretical values for the setting time have been later used to check 
the correctness of the setting time values obtained by simulation of three 
algorithms in the low-noise and noise-free cases.

Residual distorsion is an important issue for approximate algorithms. 
Residual distortion is defined by DR = Dmin + Ds.

The Dmin is distortion corresponding to the optimal setting of the transversal 
filter, and could be neglected if N is large enough.

The Ds component is due to noise and quantized tap gains, and is obtained 
from the difference equation that describes the action of noise. For the Lucky’ 
algorithm, this difference equation reads:

U(m) = Prob (i- < 01) ; i = -N, ---, +N 

Symbol U refers to the sample of the zero-mean Gaussian noise with 
variance sigma^2, which is existing at the tap “i” during the iteration step 
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“k”. This difference equation defines a probability distribution p(k)(m) and 
the final system distortion per tap for the Lucky’s algorithm.

For the DD algorithm, the difference equation, pg, that describes the action 
of an error component reads as follows:

pg = p(k-l)(m - 1) * p(k)(m + I) * [I - u(m + I)] + p(k-l)(m - 2) * p(k)(m + 
2) * [I - u(m + 2)] 

A computer simulation has been conducted for noise-free and noisy 
environments. In both cases, the channel was assumed to be equal to an 
attenuated transversal function, as in the original research by Lucky and Gersho.

The effect of noise is included in the simulation by adding independent, 
normally distributed numbers with a prescribed variance to the sample values 
of the output pulse. The initial signal-to-noise ratio ISNR was chosen to be 
10 and 30 dB.

The DD had been shown to be always much faster than the Lucky’s 
algorithm. For all values of ISNR used here, it was 2-4 times faster. On the 
other side, from the implementation point of view, the only essential difference 
between the DD algorithm and the Lucky’s algorithm is in the existence of 
a shifter. In the case of the standard-cell VLSI design, the shifter is almost 
trivial to implement. In the case of the many-core microprocessor-based 
design, shifting is a built-in function.

The proposed delay decision algorithm has been compared to the Lucky’s 
classical fixed-step algorithm and the Gersho’s amplitude-dependent 
algorithm. Comparison has been done for inter-symbol interference in the 
noiseless and the Gaussian noise cases. It has been shown that the delayed 
decision algorithm is considerably faster than the fixed-step algorithm and 
almost as fast as the amplitude-dependent algorithm. The delayed decision 
algorithm is free of multiplication and analog-to-digital conversion and is very 
suitable for implementation on standard microprocessors and/or standard-cell 
VLSI chips. Figure 1 describes the structure of a data signal detector and 
Figure 1 describes the structure of a transversal filter for data communications.
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ACCELERATION OF ALGORITHMS USING 
INNOVATIONS IN COMPUTER ARCHITECTURE 
AND IMPLEMENTATIONAL TECHNOLOGIES

This chapter evaluates two different computing architectures: Pipelined MISD 
and Systolic SIMD. The first one is suitable for data coming like a serial 
stream, and the second one for parallel input data. Both approaches could be 
used for any type of algorithms found in on-line datamining. In the examples 
given here, the first one is better used for Fourier Calculus, while the second 
one is better used for Matrix Calculus. The first one, in our research, is meant 
for implementation in the GaAs technology, while the second one is meant 
for implementation in the Silicon technology. Therefore, the approach of this 

Figure 1.  
1. AD = analog to data convertor 2. NE = noise elimination 3. IE = interference elimination 4. FE = 
fading elimination 5. DM = data multiplexer

Figure 2.  
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chapter leaves space for comparison of the two technologies: Silicon and GaAs. 
The presented approaches are based on earlier research of the author (Flynn, 
1972). General reference used in this chapter is (Gajski & Abraham, 1984). 
The presentation is based on (Milutinovic, A good method for presentation 
of research results, 1996).

As already indicated, we first present here a multi-microprocessor system 
meant for a class of real-time processing applications in on-line datamining. 
The applications considered require the computation of a subset of an N-input 
Fourier Transform under the assumption of a serial data input. The two 
different algorithms and the corresponding parallel architecture are analyzed 
and compared.

More specifically, in our research we compared the computation of the 
FFT algorithms on an SIMD (single instruction multiple data) machine and 
the implementation of the DFT algorithm on an MISD (multiple instruction 
single data) machine. Our results indicate that the latter is better suited for 
a large plethora of applications. An actual operational MISD computer, 
implemented with off-the-shelf microprocessors intended for one of the 
targeted applications, is also described here.

The efficiency of any problem solving with parallel computers is determined 
by numerous factors: 1) the problem nature, 2) the algorithm used, 3) the 
computer architecture, and 4) the efficiency measure.

This chapter discusses a computer problem solving approach in which 
a careful study of the above factors results in a somewhat unconventional 
choice of the computer architectures. More specifically, it is shown that the 
MISD architecture is well suited for the computation of the discrete Fourier 
Transform (DFT), as required by a class of problems in signal, image, and 
speech processing.

According to the classification of Professor Michael J. Flynn of Stanford 
University, possible types of computers are denoted as: SISD (single instruction 
single data), SIMD (single instruction multiple data), MIMD (multiple 
instruction multiple data), and MISD (multiple instruction single data).

With the exception of MISD computers, extensive research and literature 
has been dedicated to the design, implementation, and use of these types of 
machines. Using multiplicity of streams as the basic identifier and without 
going into explanatory details, we consider dataflow and pipelined computers 
as special cases of MIMD computers.
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A CLASS OF PROBLEMS REQUIRING 
FOURIER TRANSFORM

In this section, problems that may require the computation of a Fourier 
transform are described. All of them share some characteristics that make 
them well suited for the implementation using a computer architecture of 
the MISD type.

Data Transmission Over HF Radio Channels

The first algorithm is used in data transmission over HF radio channels. These 
channels are characterized by both the time-selective and the frequency-
selective fading. One possible approach to data transmission in this environment 
is parallel transmission over the narrow-band sub-channels. If the frequency 
band of each sub-channel (Af) is narrow enough (e.g., Af < 200 Hz), then 
the effects of frequency-selective fading within a single sub-channel could 
be neglected. In these systems, typically the spectra of signals in neighboring 
channels overlap, in order to minimize the overall bandwidth. To enable the 
signal decomposition and detection in the receiver (which cannot be done by 
filtering in the frequency domain), the signals in sub-channels were chosen 
to be mutually orthogonal. In the transmitter, the signal is formed as:

On the receiving side, the signal is sampled with T = (1/7040) Hz = 142ps 
and the processing of the new sample is done before the next one becomes 

Figure 3.  
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available. The in-phase (+) and quadrature (Q) component are computed in 
each sub-channel using the formula for orthogonal decomposition:

Note that this processing is done only during the middle portion To = 64T 
= (1 / 110) Hz. This is 9.09ms of the signaling interval T. The signal phase 
in each sub-channel is estimated by:

In some applications (diversity in the frequency domain), it can be helpful 
for channels to exchange the information on phase deviation. This information 
is given by:

Actually, values of D are the only data to be exchanged, and this exchange 
is done during the idle guard interval (TG) of duration Tx = T - To = 4.04 ms. 
Typically, only the four processors, corresponding to the same sub-channel 

Figure 4.  

Figure 5.  

Figure 6.  
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group, exchange data. This group of four processors will be referred to as the 
“sub-vector.” The detection process described here is basically a DFT with N 
= 64 real inputs used to compute only a subset of L = 16 complex outputs.

Consequently, the DFT implementation requires only s = L/log N = 2.67 
times more processing power than the straightforward FFT implementation. 
Figure 1 shows the architecture utilized, while Figure 2 shows the time 
organization of all the related computational activities.

BIG DATA INPUT -> 16 PARALLEL CHANNELS -> ARCUS.TANGENS 
CALCULATOR -> OUTPUT

The number of re-sampled data points is typically N = 256 to N = 2098. 
The next step is the application of the Fourier Transform to the re-sampled 
image, in order to produce the Fourier descriptor (Figure 8), where R‘(n) 
corresponds to the resampled image. After this, the normalization is done, 
which is based only on the L most significant complex coefficients in the 
Fourier descriptor. In other words, N - L complex coefficients are discarded 
and only L of them are used for further processing. Typically, in most 
applications, L = 32, which proves to be enough for frequency representation 
of the contour. Details of the normalization are not important in this context 
except that the same factor is used for all coefficients. Finally, a comparison 
to library representations is done and a decision on the type of the flying 
object is made.

The basic functions of the postprocessor are: 1) collecting the final results 
of processing in the processing array, 2) data post-processing of the SISD 
type, e.g., code conversion, logarithmic expansion, etc., 3) data output to the 
external environment, and 4) control functions dedicated to fault tolerance. 
Note that the preprocessor and post-processor could be integrated into the 
same unit, but it would reduce the uniformity of the VLSI layout.

The basic function of the broadcast sub-network is distribution of input 
data to all processors in the array. The serial broadcast bus is an appropriate 

Figure 7. The MISD architecture for DFT
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solution due to the relatively low frequency of data transfer (e.g., in the case 
of the telephone quality voice-band signal processing, data transfer frequency 
is only about 8 kHz). Note that the analogous sub-network in the SIMD 
approach is used for transfer of instructions and typically is implemented 
as a parallel broadcast bus, due to higher frequency of instruction transfer.

The basic function of the interconnection sub-network is exchange of 
intermediate results. In principle, any of the interconnection sub-networks 
used in the SIMD approach could be used here as well. The choice depends 
on the application and structure of intermediate data transfers.

In the case of the SIMD approach, the interconnection sub-network can 
be one of the most complex system elements. Although in principle this may 
also be the case for an MISD approach, for the MISD architecture, it is one 
of the simplest system elements. Actually, it is not needed at all in the case 
of the straightforward implementation of the algorithms described.

Note that we are concerned here with the dedicated real-time processing 
for on-line datamining, and not with the general-purpose processing. We 
therefore assume that only one program is being run through the whole lifetime 
of the system. It will be shown later that the MISD architecture proposed here 
could be used efficiently for implementation of the Fourier Transform-based 
algorithms discussed and for many more algorithms.

In this chapter, we also underline that in some applications requiring the 
computation of a particular case of the Fourier Transform, it is more efficient 
to use an MISD architecture and a straightforward implementation of the DFT 
algorithm than the generally accepted SIMD computer for FFT computation.

These algorithms require only a subset of size L = ZN of the DFT outputs. 
Very often it is cited that the DFT is better suited than the FFT only if the 
number of outputs L is less than log N, i.e., if the speedup ratio s = LN/log 
N = L/log N is less than one. This is true for SISD implementations, but not 
for multiprocessor implementations, where the cost of added processors and 
the related interconnection network may have a considerable influence on 
the overall implementation cost. For a multiprocessor architecture, it may 
also be necessary to take the time for the serial arrival of the input data into 

Figure 8.  
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account. Consequently, the DFT may be better suited even for values of L 
higher than log N. The cutoff point is dependent on the problem, architecture, 
and technology under consideration.

In this chapter, it has been shown that the MISD architecture, in the case 
of a chosen microprocessor technology, offers a relatively high cut-off value. 
As an example, this chapter describes a microprocessor-based implementation 
in which DFT-on-MISD is better suited than the FFT-on-SIMD, although 
the value of s = L/log N is higher than one, and is equal to 2.67 - the cost 
of processors and the interconnection network, in the case of the SIMD 
implementation with a perfect shuffle-like interconnection network, is higher 
compared to the MISD implementation without interconnection network.

Analysis of Time-Varying Images

The second algorithm mentioned here is used for shape analysis in time-
varying images. It is the algorithm for the Fourier descriptor based detection, 
recognition, identification, and tracking of objects. It has been proven to be 
well suited to identification and tracking of flying objects.

If the contour of an image is given in the form of a chain code, the 
number of chain code inputs is typically in the range of a few hundred to 
a few thousand, depending on the size and form of the object contour. The 
first step in the processing is the re-sampling of the image at equally spaced 
intervals. Systolic architectures could be well suited for such applications. 
The interconnection network could be of one of the 17 types elaborated in 
the classical taxonomy by Professor H. J. Siegel at Purdue University.

A CLASS OF PROBLEMS THAT REQUIRE THE 
UTILIZATION OF THE GALIUM-ARSENIDE TECHNOLOGY

This technology is needed in two cases: When a higher speedup is required and/
or when the equipment produced has to be radiation-hard. The first requirement 
is needed if big-data are to be processed with a limited computing power, 
while the second requirement is needed for space and defense applications.

A subset of the authors of this book were involved in two GaAs design 
projects – one related to the implementation of a DARPA microprocessor 
and the other one related to the implementation of a DARPA systolic array 
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for Gram-Schmidt orthogonalization. Both efforts were described extensively 
in the cited open literature, to which the interested reader is referred to.

The bottom line of the first project is that the entire CPU design had to 
be re-considered. Solutions that worked for decades in Silicon technology 
were not applicable to GaAs technology. This was due to the fact that gate 
delays depend on their fan-out and the wire delays are not negligible any 
more. Consequently, the carry-look-ahead adder had to be substituted with 
the ripple-carry adder, etc…

The bottom line of the second project mentioned here was to create a systolic 
architecture that needs wiring of the minimal overall length. Consequently, 
a reduced hardware structure with minimal wiring lengths was used for data 
waves going into two opposing directions. An most effective implementation 
is best based on a systolic array.

SPEEDING UP THE EXECUTION OF 
DATA MINING ALGORITHMS

The speedup required by more demanding applications could be obtained via 
innovations in either computer architecture or implementation innovations, 
and best by combining these two options. Of course, there is a also the fourth 
possibility, which is to simplify the algorithm, using methods that will not 
degrade the performance in visible ways.

This is why this chapter includes four parts: One about the Systolic Array 
architectures, one about computing based on the GaAs technology, one about 
Systolic Array processing using GaAs technology, and one about Approximate 
Computing and for data processing in noisy environments with numerous 
other degradations of the medium that passes data from point A to point B.

The four parts are based on our former publications and summarize the 
essence of the four approaches. For details, the interested reader is referred 
to original texts. The major references of this chapter are (Milutinovic, 
Computer Architecture: Concepts and Systems, 1988) about Systolic Arrays, 
(Milutinovic, Surviving the Design of a 200 MHz RISC Microprocessor: 
Lessons Learned, 1997) about GaAs computing, (Fortes & Milutinovic, 
1986) about Systolic Arrays for GaAs, and (Milutinovic, A Microprocessor-
Oriented Algorithm for Adaptive Equalization, 1985) about Approximate 
Computing of data signals.
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The viewpoint of this chapter is based on: Speed, Power, Size, and 
Precision. The goal is to shed light on solutions that could enhance not only 
the speed, but could also achieve a joint optimization of Speed, Power, Size, 
and Precision. The vision is to enable the most complex algorithms to be low-
power in execution, small-size in implementation, and accurate in precision. 
The mission is human well being.

Systolic Arrays

One can get some acceleration if one moves the execution of an algorithm from 
a software-based Control Flow environment, like Multi Core or Many Core, 
to a reconfigurable and flexible hardware-based Data Flow environment, as 
explained previously in this book. However, one can get more performance for 
less power, smaller size, and a potentially higher precision, if one makes one 
step farther, which means moving the algorithm from a flexible hardware-based 
Data Flow environment to a fixed hardware-based Systolic Array environment. 
In this way, some flexibility is sacrificed in the domain of re-programmability, 
but the conditions are met for the most frequently encountered algorithms 
to execute extremely fast, while the many less frequently used algorithms 
would be executed in the environment offering more flexibility: Data Flow. 
This section sheds light on the essence of Systolic Arrays.

GaAs Computing

One could get a further acceleration if one changes the implementation 
technology. By changing the technology, one could get a better speed, but 
not necessarily a better power consumption, smaller implementation size, 
or a better precision. However, one could get other benefits that may be of 
importance for a given implementation. GaAs is a technology which brings 
speedup, and also radiation hardness, which is of interest for aerospace and 
defense applications. This section sheds light on GaAs technology and its 
differences compared to silicon technology. It reviews possible architectural 
choices that fit into the requirements of GaAs technology, especially those 
of interest for datamining algorithms.
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GaAs Systolic Arrays

This section describes one possible implementation of a Systolic Array in 
GaAs, through a project financed by DARPA. It is tuned to the Gramm-
Schmidt Orthogonalization algorithm. This section describes the hardware 
structure as well as the details of the implementation, using a radiation-hard 
technology, and also discusses the possible implementation of selected data 
mining algorithms, as well as the related trade-offs..

Approximate Computing

One could get a further acceleration if one changes the implementation 
precision and latency, to the level which does not have a negative impact on 
the overall performance. In such a way, the fight against noise and distortions 
in the communication medium could be a lot more effective. This section 
sheds light both on suboptimal detection and on methods that use increased 
system latency for a better performance with less hardware resources.

REVIEW QUESTIONS

This section provides questions for better understanding of the key aspects 
of the chapter.

1.  What is a suboptimal computing?
2.  What is an approximate computing?
3.  List different types of parallelism according to the Flynn’s taxonomy.
4.  Provide an example of systolic array.
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KEY TERMS AND DEFINITIONS

MIMD: Multiple instruction multiple data approach for parallelization.
MISD: Multiple instruction single data approach for parallelization.
SIMD: Single instruction multiple data approach for parallelization.
SISD: Single instruction single data approach for parallelization.
Suboptimal Computing: Procedure based on the weighting of partial 

decisions.



Conclusion

The main purpose of this book is to shed light on the synergy of selected 
data mining and machine learning algorithms, on one side, and two important 
computing paradigms, control flow and data flow, on the other side.

After the general introductory that stresses aspects, of the mentioned 
algorithms and of the two paradigms, that are of importance for their synergy, 
we go into the details of importance for effective implementations of data 
mining algorithms on a dataflow architecture that proves to be successful 
for a number of different applications.

The elaboration of algorithms is given both through a rigorous mathematical 
treatment and through a set of examples that could be frequently found in 
numerous applications.

The elaboration of the two paradigms is given using formal mechanisms 
found in the common literature on computer architectures and the related 
programming models.

Finally, a discussion is presented which explains possible avenues for 
the further speedup of the algorithms, using faster technologies, as well as 
the principles of suboptimal computing. These two techniques, if combined 
properly, could bring not only the speedup related benefits, but also the 
benefits in the domain of complexity, power dissipation, or radiation hardness.

The interested readers are directed into the related literature, for further 
readings, and also to web sites with more programming examples. The 
interested readers are also welcome to contact the four co-authors directly.
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Glossary

ALU: Arithmetic logic unit in processor.

ANN: Artificial neural network dominant in supervised machine learning.

Auto-Loop Offset: Dataflow technique calculating buffers size in cyclic 
graphs.

BI: Business intelligence.

C4.5: Decision tree algorithm.

CART: Algorithm for classification entitled Classification and Regres-
sion Trees.

CNN: Convolutional neural network used for image processing and clas-
sification.

Confusion Matrix: Machine learning technique for result evaluation us-
ing optimization metrics.

Control-flow: Convectional programming paradigm for general purpose.

Counters: Dataflow technique for counting number of ticks in the graph.

Cross Validation: Machine learning technique for evaluating performance 
of a model using labeled data.

Cyclyc Graph: Execution graph with looping branches.
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Glossary

Data Mining: Technique for extracting hidden knowledge from data.

Dataflow: Programming paradigm based on execution graphs.

DFE: Dataflow engine which reconfigures according to the execution graph.

Ensemble Learning: Machine learning technique that combines results 
of multiple algorithms for achieving better results.

Execution Graph: Execution graph of the dataflow paradigm which 
describes the program.

Feature Extraction: Step prior to model training that removes features 
that have minor impact on the outcome.

Fixed-Point: Number representation frequently used in the dataflow 
paradigm.

Floating-Point: Number representation frequently used in the controlflow 
paradigm.

FMEM: Dataflow fast memory with high bandwidth.

FPGA: Field programmable gate array.

Functional Programming: Programming model based on expressions 
and closures.

GA: Genetic algorithm for search inspired by natural evolution.

Hardware Variable: Dataflow variable that existing only during runtime.

Hidden Knowledge: Output of data mining techniques where valuable 
data are extracted from unstructured data.

Kernel: Dataflow program file that describes execution graph.

KNN: Algorithm for classification entitled K nearest neighbors.
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Glossary

Layer: One layer in neural network consisted of many neurons.

LMEM: Dataflow large memory with multidimensional addressing space.

Loop Unrolling: Dataflow technique for implementing controlflow loops.

Manager: Dataflow program file describes data orchestration between 
kernel and the host machine.

MIMD: Multiple instruction multiple data approach for parallelization.

MISD: Multiple instruction single data approach for parallelization.

Neuron: Neuron in one layer of neural network.

NLP: Natural language processing.

Offset: Dataflow technique for accessing neighbor elements in stream.

On-Board Memory: Referred as LMEM with multidimensional address-
ing space.

On-Chip Memory: Referred as FMEM with high bandwidth.

PCA: Principal component analysis that transforms data in sub-dimensional 
space.

Pipeline Utilization: Optimization technique for dataflow paradigm.

RELU: Activation function for neuron in neural network.

RNN: Recurrent neural networks suitable for NLP.

SIMD: Single instruction multiple data approach for parallelization.

SISD: Single instruction single data approach for parallelization.

Software Variable: Dataflow variable that existing only during compile 
time, which describes the execution graph.
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Glossary

Stream: Dataflow technique for moving data between the host machine 
and the DFE.

Suboptimal Computing: Procedure based on the weighting of partial 
decisions.

Tree Reduction: Dataflow optimization technique provided by compiler 
to compress the execution graph.

Von Neumann: Von Neumann paradigm as conventional programming 
paradigm.
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