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As reflected in its title, this International Handbook of Psychology Learning and
Teaching was designed to be a comprehensive reference text devoted to presenting
ideas for how to improve the learning and teaching of psychology worldwide. Its
chapters are aimed at a broad audience, including psychology teacher trainees and
new faculty members who are interested in the basics of how and what to teach, as
well as more experienced professors who are interested in training psychology
teachers or in evaluating and improving the effectiveness of their own teaching.

We were motivated to create the handbook partly because, although teaching and
learning can be designed and evaluated from a general educational perspective,
psychology, like all other academic disciplines, has its own traditions, course
content, and approaches to teaching and learning, a phenomenon sometimes referred
to as pedagogical content knowledge (cf. Koehler & Mishra, 2008). We wanted to
showcase that knowledge by providing a comprehensive description of psychology’s
core goals, contents, and topics, as well as the methods, approaches, and resources
available for teaching psychology in psychology programs and elsewhere.

We hope the handbook will also inspire psychology teachers to engage in
research in the scholarship of teaching and learning (SoTL; e.g., Felten, 2013).
SoTL has been defined as “the systematic study of teaching and learning, using
established or validated criteria of scholarship, to understand how teaching (beliefs,
behaviors, attitudes, and values) can maximize learning, and/or develop a more
accurate understanding of learning, resulting in products that are publicly shared
for critique and use by an appropriate community” (Potter & Kustra, 2011, p. 2).

In psychology, that community is growing dramatically as the role of pedagogical
content knowledge in our discipline has received more and more attention in recent
years from psychology teachers who conduct, share, and discuss research on psychol-
ogy learning and teaching (Dunn et al., 2010). Their ideas and results are being
published in such US journals as Teaching of Psychology and The Scholarship of
Teaching and Learning in Psychology, as well as in Psychology Learning and Teach-
ing, the journal of the European Society of Psychology Leaming and Teaching
(ESPLAT), and elsewhere. Their work is also being presented at numerous national
and international teaching conferences (e.g., ESPLAT and the U.S.’s National Institute
on the Teaching of Psychology) as well as in teaching strands at research-oriented
international conferences such as those of the American Psychological Association, the
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Association for Psychological Science, and the International Congress of Psychology.
We hope that this handbook will contribute to, expand, and inspire further the discus-
sion among members of this community.

The handbook’s chapters were written by expert psychology teachers from all over
the world and cover topics germane to the teaching of all core courses in psychology,
whether taught in psychology programs or as part of curricula in other disciplines.
Each chapter includes an introduction to its topic, provides some historical context, a
review of relevant literature, a summary of theory- and evidence-based approaches to
teaching course content, including in various educational and cultural contexts, and
advice on best practices in those contexts. Some chapters also provide guidelines and
checklists designed to support psychology teachers in their daily work.

The handbook includes three major sections, each of which contains several chap-
ters. The first section, “Teaching Psychology as Main Discipline in Undergraduate and
Graduate Programs,” focuses on psychology teaching and learning as a main discipline
in undergraduate and graduate psychology programs. The chapters in this section
address each of the major psychological sub-disciplines and offers evidence-based
advice on how best to teach the courses within those sub-disciplines. The second
section, “Psychology Learning and Teaching for All Audiences,” focuses on several
target audiences within and outside tertiary education. The third section includes
several chapters on “General Educational and Instructional Approaches to Psychology
Learning and Teaching.”

Because it covers all central fields of Psychology, all major target groups, and all
major relevant educational and instructional approaches, we hope that this handbook
will provide a solid base for psychology teachers worldwide, serving as a stimulus for
SoTL research in psychology, as an introductory text for new teachers, and as a guide for
those involved in the development of teacher training programs, course and curriculum
design, syllabus writing, assessment of teacher and student performance, and the like.

December 2022 Joerg Zumbach
Douglas A. Bernstein

Susanne Narciss

Giuseppina Marsico

References

Dunn, D. S., Beins, B. B., McCarthy, M.A., & Hill, G. W. (Eds.). (2010). Best
practices for teaching beginnings and endings in the psychology major:
Research, cases, and recommendations. Oxford: University Press.

Felten, P. (2013). Principles of good practice in SoTL. Teaching and Learning
Inquiry, 1(1), 121-125.

Koehler, M., & Mishra, P. (2009). What is technological pedagogical content
knowledge (TPACK)? Contemporary Issues in Technology and Teacher Educa-
tion, 9(1), 60-70.

Potter, M. K., & Kustra, E. (2011). The relationship between scholarly teaching and
SoTL: Models, distinctions, and clarifications. International Journal for the Schol-
arship of Teaching and Learning, 5(1). http://www.georgiasouthern.edu/ijsotl


http://www.georgiasouthern.edu/ijsotl

Partl Teaching Psychology as Main Discipline in Undergraduate
and Graduate Programs ..........ccitiitiiiiiiititiiiannnns 1

1 Teaching Introductory Psychology ......................... 3
Melissa J. Beers and Bridgette Martin Hard

2 Learning and Teaching in Clinical Psychology ................ 25
Susanne Knappe

3 Mapping Normality: Teaching Abnormal Psychology .......... 49
Brian L. Burke and Megan C. Wrona

4 Sensation and Perception .......... ... ... .. .. ... . ... 75
Robert Gaschler, Mariam Katsarava, and Veit Kubik

5 Teaching the Psychology of Learning ....................... 101
Stephanie A. Jesseau

6 Teaching of General Psychology: Problem Solving ............ 131
David Gibson, Dirk Ifenthaler, and Samuel Greiff

7 General Psychology Motivation ........................... 151
Maria Tulis and J. Lukas Thiirmer

8 Topics, Methods, and Research-Based Strategies for Teaching
Cognition . ........ . .. . .. 177
Maya M. Khanna and Michael J. Cortese

9 How to Design and Teach Courses on Volition and Cognitive
Control . ... ... e 201
Thomas Goschke and Annette Bolte

10 Developmental Psychology ............... ... .. ... ....... 239
Moritz M. Daum and Mirella Manfredi

Vii



viii

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

Contents

Developmental Psychology: Moving Beyond the East—West
Divide . ... .. .. ..
Nandita Chaudhary, Mila Tuli, and Ayesha Raees

Teaching Physiological Psychology .........................
Jane A. Foster

Teaching Social Psychology Effectively ......................
Scott Plous, David G. Myers, Mary E. Kite, and Dana S. Dunn

Teaching Health Psychology Here, There, and Everywhere ... ...
Arianna M. Stone and Regan A. R. Gurung

Educational Psychology: Learning and Instruction ............
Neil H. Schwartz, Kevin Click, and Anna N. Bartel

Neuroscience in the Psychology Curriculum .................
Jennifer Parada and Leighann R. Chaffee

Teaching the Foundations of Psychological Science ............
Regan A. R. Gurung and Andrew Christopher

The Methodology Cycle as the Basis for Knowledge ...........
Jaan Valsiner and Angela Uchoa Branco

Qualitative Methodology ............ ... ... ... ... ... . ...
Glinter Mey

Psychological Assessment and Testing . .....................
Leslie A. Miller and Ruby A. Daniels

Individual Differences and Personality ......................
Manfred Schmitt

Teaching of Work and Organizational Psychology in Higher
Education . ........ .. . ... ...
Niclas Schaper

Teaching Engineering Psychology ..........................
Sebastian Pannasch, Martin Baumann, Lewis L. Chuang, and
Juergen Sauer

Cultural Psychology ......... ... ... .. .. ... .. ...
Luca Tateo, Giuseppina Marsico, and Jaan Valsiner

Teaching Media Psychology . .............................
Christopher J. Ferguson

Unfurling the Potential of the Counselor ....................
Sujata Sriram and Swarnima Bhargava



Contents ix

27

28

29

30

31

Gender Studies . ......... . L 659
Tissy Mariam Thomas and U. Arathi Sarma

Teaching School Psychology to Psychologists ................. 699
M. Beatrice Ligorio, Stefano Cacciamani, and Emanuela Confalonieri
Community Psychology and Psychological Distress ............ 725
Paul Rhodes

Indigenous Psychology ........... ... ... ... ... ... ... . ... 741
Danilo Silva Guimaraes

Teaching Psychopharmacology for Undergraduates ........... 763

Jennifer M. J. McGee

Part Il Psychology Learning and Teaching for All Audiences .... 789

32

33

34

35

36

37

38

39

40

41

Psychology in Social Science and Education ................. 791
Monica Mollo and Ruggero Andrisano Ruggieri

Psychology in Teacher Education .......................... 807
Susanne Narciss and Joerg Zumbach

Teaching Psychology in Secondary Education ................ 847
Rob McEntarffer and Kristin Whitlock

Psychology in Work and Organizational Education ............ 865
Pedro F. Bendassolli, Sonia Gondim, and Fellipe Coelho-Lima

Psychological Literacy and Learning for Life ................ 881
Julie A. Hulme and Jacquelyn Cranney

Psychology in Professional Education and Training ........... 911

Christoph Steinebach

Teaching Sport and Exercise Psychology .................... 943
Robert Weinberg and Joanne Butt

Family Therapy ......... ... ... . ... . . . ... 965
Maria Elisa Molina, Pablo Fossa, and Viviana Hojman

Medical Education ........ ... ... ... ... ... . ... 979

Ricardo Gorayeb and M. Cristina Miyazaki

Psychology of Art . ... ... . . . ... 993
Lia da Rocha Lordelo



X Contents

42 Psychology and Social Work Through Critical Lens . ..........
Maria Claudia Santos Lopes de Oliveira and Tatiana Yokoy

43 Learning and Teaching Geropsychology ....................
Thomas Boll

44 Psychology of Special Needs and Inclusion ...................
Mirella Zanobini, Paola Viterbori, and Maria Carmen Usai

45 Teaching the Psychology of Religion and Spirituality ..........
Timothy A. Sisemore

46 Epistemology of Psychology ..............................
Gordana Jovanovié

47 Psychology in Health Science .............................
Giulia Savarese, Luna Carpinelli, and Tiziana Marinaci

Part lll General Educational and Instructional Approaches
to Psychology Learning and Teaching .................c0uvnns

48 Basic Principles and Procedures for Effective Teaching
in Psychology ......... .. .. . ... . ... ...
Douglas A. Bernstein

49 First Principles of Instruction Revisited .....................
M. David Merrill

50 Problem-Based Learning and Case-Based Learning ...........
Joerg Zumbach and Claudia Prescher

51 Inquiry-Based Learning in Psychology ................... ...
Marie Lippmann

52 Small Group Learning . .......... ... ... ... ... . ... ...
Ingo Kollar and Martin Greisel

53 Service Learning ........... ... .. ... . ... . .. .
Robert G. Bringle, Roger N. Reeb, Luzelle Naudé, Ana I. Ruiz, and
Faith Ong

54 Assessment of Learning in Psychology ......................
Lisa Durrance Blalock, Vanessa R. Rainey, and Jane S. Halonen

55 Formative Assessment and Feedback Strategies ..............
Susanne Narciss and Joerg Zumbach

56 Technology-Enhanced Psychology Learning and Teaching ... ...
Helmut Niegemann



Contents Xi

57 A Blended Model for Higher Education ..................... 1407
M. Beatrice Ligorio, Francesca Amenduni, and Katherine McLay

58 Learning and Instruction in Higher Education Classrooms . .... 1431
Neil H. Schwartz and Anna N. Bartel



About the Editors

Joerg Zumbach received his Diploma in Psychology
in 1999 from Ruprecht-Karls-University Heidelberg,
Germany. He got his Dr. phil. in Educational Psychol-
ogy 2003 from Ruprecht-Karls-University Heidelberg,
Germany. Since 2006 he is Full Professor for Science
Teaching and Learning Research and e-Learning at the
Paris-Lodron University Salzburg, Austria. He served
there as head of department and co-director of the
School of Education. He also was and is in different
editorial boards (e.g., Journal of Educational Multime-
dia and Hypermedia, International Journal of Learning
Technologies, Journal of Interactive Learning Research,
Computers in Human Behavior, Psychology Teaching
and Learning). He authored and co-authored various
research articles and textbooks in the areas of Multime-
dia and Hypermedia Learning, Higher Education,
Problem-Based Learning, and Violent Media and
Aggression among others.

xiii



Xiv

About the Editors

Doug A. Bernstein received his bachelor’s degree in
psychology at the University of Pittsburgh in 1964 and
his master’s and Ph.D. degrees in clinical psychology at
Northwestern University in 1966 and 1968, respec-
tively. From 1968 to 1998, he was on the psychology
faculty at the University of Illinois at Urbana-
Champaign where he served as Associate Department
Head and Director of Introductory Psychology. He is
currently Professor Emeritus at Illinois and Courtesy
Professor of Psychology at the University of South
Florida. In 2013, he stepped down after 30 years as
chairman of the National Institute on the Teaching of
Psychology, and in 2018 he founded the Biennial Inter-
national Seminar on the Teaching of Psychological Sci-
ence in Paris. He has written or co-authored a book on
the teaching of psychology, as well as textbooks on
introductory, clinical, and abnormal psychology and on
criminal behavior and progressive relaxation training.

Susanne Narciss is full professor and head of the
research team “Psychology of Learning and Instruction
(PsyLI)” at the Technische Universitaet Dresden. Her
current interests include research on (a) promoting self-
regulated learning, (b) the role of motivation and meta-
cognition in instructional contexts, (c¢) conditions and
effects of interactive learning tasks, and (d) conditions
and effects of informative tutoring feedback strategies.
Her work on feedback strategies was considered cutting-
edge by the American Association on Educational Com-
munication and Technology (AECT) and was awarded
the prestigious AECT Distinguished Development
Award 2007. Susanne Narciss is not only a productive
scholar but also dedicates her expertise, time, and effort
to improve the teaching and learning of psychology. She
has been member of the founding executive board of the
European Society for Psychology Teaching and Learn-
ing (ESPLAT) and was elected ESPLAT’s President in
September 2021.



About the Editors

XV

Giuseppina Marsico is Associate Professor of Devel-
opment and Educational Psychology at the University of
Salerno (Italy) and Visiting Professor at Ph.D. Pro-
gramme in Psychology, Federal University of Bahia
(Brazil). She is President Elect of the American Psycho-
logical Association — Division 52 International Psychol-
ogy and President Elect of the European Society of
Psychology Learning and Teaching (ESPLAT). She
has 20 years of experience as a researcher, with a proven
international research network. She is Editor-in-Chief of
the Book Series Cultural Psychology of Education
(Springer), Latin American Voices — Integrative Psy-
chology and Humanities (Springer), co-editor of
SpringerBriefs Psychology and Cultural Developmental
Sciences (together with Jaan Valsiner), and Annals of
Cultural Psychology: Exploring the Frontiers of Mind
and Society (InfoAge Publishing, N.C., USA, together
with Carlos Cornejo e Jaan Valsiner). She is also
co-editor of Human Arenas: An Interdisciplinary Jour-
nal of Psychology, Culture and Meaning (Springer), and
of Trends in Psychology (Springer); Associate Editor of
Cultural & Psychology Journal (Sage) and Social Psy-
chology of Education (Springer); and member of the
editorial board of several international academic
journals (i.e., IPBS — Integrative Psychological &
Behavioural Science, Springer). Her academic tracks
and list of publications include two complementary
lines of investigations: (1) an educational-focused
research activity where Giuseppina Marsico is the lead-
ing figure of the new field of Cultural Psychology of
Education and (2) a cultural-oriented interdisciplinary
perspective based on both theoretical and empirical
investigation, focusing on the borders as a new ontoge-
netic perspective in psychology and other social sci-
ences. Giuseppina Marsico has established a new
research field called Developmental Mereotopology.



Francesca Amenduni University of Rome 3, Rome, Italy
Ruggero Andrisano Ruggieri University of Salerno, Fisciano, Italy

Anna N. Bartel Department of Psychology, University of Wisconsin, Madison,
WI, USA

Martin Baumann Department of Human Factors, Ulm University, Ulm, Germany
Melissa J. Beers The Ohio State University, Columbus, OH, USA
Pedro F. Bendassolli Universidade Federal do Rio Grande do Norte, Natal, Brazil

Douglas A. Bernstein Department of Psychology, University of South Florida,
Tampa, FL, USA

Swarnima Bhargava School of Human Ecology, Tata Institute of Social Sciences,
Mumbeai, India

Lisa Durrance Blalock Department of Psychology, University of West Florida,
Pensacola, FL, USA

Thomas Boll Department of Cognitive, and Behavioural Sciences, Institute for
Lifespan Development, Family, and Culture, University of Luxembourg, Esch-sur-
Alzette, Luxembourg

Annette Bolte Faculty of Psychology, Technische Universitit Dresden, Dresden,
Germany

Angela Uchoa Branco Department of Psychology, University of Brasilia, Brasilia
DF, Brazil

Robert G. Bringle Indiana University Purdue University Indianapolis, Indianapo-
lis, IN, USA

Brian L. Burke Psychology, Fort Lewis College, Durango, CO, USA

Joanne Butt School of Sport & Exercise Sciences, Liverpool John Moores Uni-
versity, Liverpool, UK

XVii



xviii Contributors

Stefano Cacciamani University of Valle D’Aosta, Aosta, Italy

Luna Carpinelli Department of Medicine, Surgery, and Dentistry ‘Scuola Medica
Salernitana’, University of Salerno (Italy), Fisciano/Baronissi, Italy

Leighann R. Chaffee University of Washington, Tacoma, Tacoma, WA, USA

Nandita Chaudhary Department of Human Development and Childhood Studies,
Lady Irwin College, University of Delhi, Delhi, India

Andrew Christopher Albion College, Albion, MI, USA

Lewis L. Chuang Institute for Informatics, Ludwig-Maximilians-Universitit
Miinchen, Miinchen, Germany

IfADo — Leibniz Research Centre for Working Environment and Human Factors,
Dortmund, Germany

Kevin Click Department of Psychology, California State University, Chico, CA,
USA

Fellipe Coelho-Lima Universidade Federal do Rio Grande do Norte, Natal, Brazil

Emanuela Confalonieri Catholic University of the Sacred Heart of Milan, Milan,
Italy

Michael J. Cortese Department of Psychology, University of Nebraska at Omaha,
Omaha, NE, USA

Jacquelyn Cranney Psychology, University of New South Wales, Sydney, NSW,
Australia

Ruby A. Daniels Texas A&M University - San Antonio, San Antonio, TX, USA

Moritz M. Daum Department of Psychology, Developmental Psychology: Infancy
and Childhood, University of Zurich, Zurich, Switzerland

Jacobs Center for Productive Youth Development, University of Zurich, Zurich,
Switzerland

Maria Claudia Santos Lopes de Oliveira Institute of Psychology, University of
Brasilia, Brasilia, Brazil

Dana S. Dunn Moravian University, Bethlehem, PA, USA
Christopher J. Ferguson Stetson University, DeLand, FL, USA
Pablo Fossa Universidad del Desarrollo de Chile, Santiago, Chile

Jane A. Foster Department of Psychiatry and Behavioural Neurosciences,
McMaster University, Hamilton, ON, Canada

Robert Gaschler Department of Psychology, FernUniversitit in Hagen, Hagen,
Germany

David Gibson Curtin University, Perth, Australia



Contributors Xix

Sonia Gondim Universidade Federal da Bahia, Salvador, Brazil

Ricardo Gorayeb School of Medicine, S0 Paulo University, Ribeirdo Preto,
Brazil

Thomas Goschke Faculty of Psychology, Technische Universitdt Dresden, Dres-
den, Germany

Samuel Greiff University of Luxembourg, Esch-sur-Alzette, Luxembourg

Martin Greisel Lehrstuhl fiir Psychologie m.b.B.d. Pddagogischen Psychologie,
University of Augsburg, Augsburg, Germany

Regan A. R. Gurung Psychological Science, Oregon State University, Corvallis,
OR, USA

Jane S. Halonen Department of Psychology, University of West Florida, Pensa-
cola, FL, USA

Bridgette Martin Hard Duke University, Durham, NC, USA
Viviana Hojman Universidad del Desarrollo de Chile, Santiago, Chile
Julie A. Hulme School of Psychology, Keele University, Keele, Staffordshire, UK

Dirk Ifenthaler Curtin University, Perth, Australia
University of Mannheim, Mannheim, Germany

Stephanie A. Jesseau University of Nebraska-Omaha, Omaha, NE, USA
Gordana Jovanovi¢ Belgrade, Serbia

Mariam Katsarava Department of Psychology, FernUniversitit in Hagen, Hagen,
Germany

Maya M. Khanna Department of Psychological Science, Creighton University,
Omaha, NE, USA

Mary E. Kite Ball State University, Muncie, IN, USA

Susanne Knappe Institute of Clinical Psychology and Psychotherapy, Technische
Universitdt Dresden, Dresden, Germany

Evangelische Hochschule Dresden (ehs), University of Applied Sciences for Social
Work, Education and Nursing, Dresden, Germany

Ingo Kollar Lehrstuhl fiir Psychologie m.b.B.d. Pddagogischen Psychologie, Uni-
versity of Augsburg, Augsburg, Germany

Veit Kubik Department of Psychology, Universitit Bielefeld, Bielefeld, Germany
M. Beatrice Ligorio University of Bari, Bari, Italy

Marie Lippmann California State University, Chico, CA, USA



XX Contributors

Mirella Manfredi Department of Psychology, Developmental Psychology: Infancy
and Childhood, University of Zurich, Zurich, Switzerland

Tiziana Marinaci Department of Medicine, Surgery, and Dentistry ‘Scuola Medica
Salernitana’, University of Salerno (Italy), Fisciano/Baronissi, Italy

Giuseppina Marsico Department of Human, Philosophical and Educational
Sciences (DISUFF), University of Salerno, Fisciano, Italy

Rob McEntarffer Lincoln Public Schools, Lincoln, NE, USA

Jennifer M. J. McGee Department of Psychology, Oxford College of Emory
University, Atlanta, GA, USA

Katherine McLay University of Queensland (AU), Brisbane, Australia
M. David Merrill Utah State University, St. George, UT, USA

Giinter Mey University of Applied Sciences Magdeburg-Stendal, Stendal,
Germany

Leslie A. Miller LanneM TM, LLC and Rollins College, Winter Park, FL, USA

M. Cristina Miyazaki School of Medicine, FAMERP, Sido José¢ do Rio Preto,
Brazil

Maria Elisa Molina Universidad del Desarrollo de Chile, Santiago, Chile
Monica Mollo University of Salerno, Fisciano, Italy
David G. Myers Hope College, Holland, MI, USA

Susanne Narciss School of Science - Faculty of Psychology, Psychology of Learn-
ing and Instruction, Technische Universitaet Dresden, Dresden, Sachsen, Germany

Luzelle Naudé University of the Free State, Bloemfontein, South Africa

Helmut Niegemann Saarland University, Educational Technology, Saarbriicken,
Germany

Faith Ong Ngee Ann Polytechnic, Singapore, Singapore

Sebastian Pannasch Faculty of Psychology, Technische Universitdt Dresden,
Dresden, Germany

Jennifer Parada Bellevue College, Bellevue, WA, USA
Scott Plous Wesleyan University, Middletown, CT, USA
Claudia Prescher Technische Universitdt Dresden, Dresden, Germany

Ayesha Raees Department of Human Development and Childhood Studies, Insti-
tute of Home Economics, University of Delhi, Delhi, India

Vanessa R. Rainey Department of Psychology, University of West Florida, Pensa-
cola, FL, USA



Contributors XXi

Roger N. Reeb University of Dayton, Dayton, OH, USA
Paul Rhodes Clinical Psychology Unit, University of Sydney, Sydney, Australia

Lia da Rocha Lordelo Federal University of Reconcavo of Bahia, Santo Amaro da
Purificagdo, Brazil

Ana 1. Ruiz Alvernia University, Reading, PA, USA

U. Arathi Sarma Department of Psychology, University of Kerala,
Thiruvananthapuram, Kerala, India

Juergen Sauer Department of Psychology, University of Fribourg, Fribourg,
Switzerland

Giulia Savarese Department of Medicine, Surgery, and Dentistry ‘Scuola Medica
Salernitana’, University of Salerno (Italy), Fisciano/Baronissi, Italy

Niclas Schaper Psychology, University of Paderborn, Paderborn, Germany

Manfred Schmitt Department of Psychology, University of Koblenz-Landau,
Landau, Germany

Neil H. Schwartz Department of Psychology, California State University, Chico,
CA, USA

Danilo Silva Guimaraes Universidade de Sdao Paulo, Sdo Paulo, Brasil

Timothy A. Sisemore St. Louis Behavioral Medicine Institute, St. Louis, MO,
USA

Sujata Sriram School of Human Ecology, Tata Institute of Social Sciences, Mum-
bai, India

Christoph Steinebach ZHAW Zurich University of Applied Sciences, School of
Applied Psychology, Ziirich, Switzerland

Arianna M. Stone Oregon State University, Corvallis, OR, USA
Luca Tateo University of Oslo, Oslo, Norway

Tissy Mariam Thomas Department of Psychology, University of Kerala,
Thiruvananthapuram, Kerala, India

J. Lukas Thiirmer Department of Psychology, University of Salzburg, Salzburg,
Austria

Mila Tuli Department of Human Development and Childhood Studies, Institute of
Home Economics, University of Delhi, Delhi, India

Maria Tulis Department of Psychology, University of Salzburg, Salzburg, Austria

Maria Carmen Usai Department of Educational Sciences, University of Genova,
Genova, Italy



XXii Contributors

Jaan Valsiner Centre of Cultural Psychology, Department of Communication and
Psychology, Aalborg University, Aalborg, Denmark

Sigmund Freud Privatuniversitdt, Vienna, Austria

Paola Viterbori Department of Educational Sciences, University of Genova,
Genova, Italy

Robert Weinberg Department of Sport Leadership and Management, Miami Uni-
versity, Oxford, OH, USA

Kristin Whitlock Davis High School, Kaysville, UT, USA
Megan C. Wrona Fort Lewis College, Durango, CO, USA
Tatiana Yokoy School of Education, University of Brasilia, Brasilia, Brazil

Mirella Zanobini Department of Educational Sciences, University of Genova,
Genova, Italy

Joerg Zumbach Department of Educational Research, University of Salzburg,
Salzburg, Austria



Part |

Teaching Psychology as Main Discipline in
Undergraduate and Graduate Programs



®

Check for

updates
Melissa J. Beers and Bridgette Martin Hard
Contents
Teaching Introductory PSychology ..........coooiiii e 4
How Did We Get Here: The Evolution of Introductory Psychology ............................ 6
Weaving It All Together: The Importance of Backward Design ........................ooeee 9
ConSIder YOUr COMEEXE .. ...ttt ettt ettt ettt e e e et et e e 10
Prioritize Learning ODJECtIVES .........ueeteiti et 11
Align Assessments with Learning Goals ... 12
Plan Learning EXPErienCes .. .......uuttiett et e e e e 14
Core Contents and Topics: Striking the Right Balance ........................oiis 15
Concluding Thoughts ... e 18
Resources for Teaching Introductory Psychology .............cooiiiiiiiiiiiiiiii . 19
RETCIENCES . ... ettt e 20
Abstract

One of the most popular courses taken by undergraduates in North America is
introductory psychology. Although the course serves as a gateway to the psy-
chology discipline, most students taking introductory psychology in North Amer-
ica are not psychology majors, instead representing a diversity of career interests.
Acquainting such diverse students with the expansive discipline of psychology is
a daunting task, made more daunting by the diversity of the course’s format and
instructors. It is difficult to imagine a single course that attempts to accomplish
something so significant, with such breadth of content, in a context with so many
variables and degrees of freedom. Yet, the introductory course is an opportunity
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to provide students’ first exposure to some of the most exciting and influential
ideas in the field — a tour of psychology’s “greatest hits.” In this chapter, we
encourage teachers to understand and apply principles of effective course design
in planning and teaching the course to maximize the benefits for both teaching
and learning. We also review a framework for balancing breadth and depth while
emphasizing the integrated nature of modern psychology. Introductory psychol-
ogy provides a singular opportunity for teachers to grow in our understanding and
appreciation of our discipline as well as to build our skills as evidence-based,
scholarly teachers. While there are few courses in the psychology curriculum that
are as challenging as introductory psychology, there are few courses as extraor-
dinary in their far-reaching potential for impact.

Keywords

Teaching introductory psychology - Backward course design - Evidence-based
teaching

Teaching Introductory Psychology

Psychology is one of the most popular majors on most North American college
campuses. According to the US Department of Education, National Center for
Education Statistics (NCES), psychology is the fourth most popular individual
major overall, with 118,000 bachelor’s degrees in psychology awarded in 2014—
2015 alone (NCES, 2018). Nearly all these students are introduced to the field of
psychology through an introductory course. Virtually every psychology department
in the United States offers an introductory or general psychology course as a starting
point for further study in the field (Norcross et al., 2016). Introductory psychology is
required for the major at 98% of colleges in North America and is a prerequisite for
all other psychology courses at 82% of colleges (Stoloff et al., 2010). Harry Potter
once reflected: “every great wizard in history has started out as what we are now,
students” (Rowling, 2003). Similarly, every psychological scientist contributing to
new knowledge in the field today likely started their career in “Intro Psych.”

Acquainting new students with the expansive discipline of psychology is a
daunting task. As of 2019, the American Psychological Association (APA, 2017)
had no fewer than 54 different divisions representing areas of specialization in
psychology from brain science and cognitive psychology to climate and environ-
mental psychology to forensic psychology and rehabilitation science. Psychology is
not only a broad field, but it also has broad impact. As a “hub science,” psychology
influences advancements in fields such as medicine, public health, engineering, and
education that span both theoretical and applied areas of inquiry (Boyack, Klavans,
& Borerner, 2005). Thus, a course in introductory psychology could cover a
seemingly endless set of possible topics and applications.

Introducing students to psychology is made even more daunting by the diversity
of the course’s students, format, and instructors. Most students taking introductory
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psychology, at least in North America, are not psychology majors. An estimated 1.2—
1.8 million students enroll in introductory psychology courses each year (Gurung et
al., 2016); the majority to fulfill general curriculum requirements intended to equip
students with a broad educational foundation for their future careers. Introductory
psychology students are thus a diverse population representing all ages and walks of
life and with every possible area of interest. Most students taking the course are
unlikely to pursue additional formal study in psychology and thus are temporary
visitors to the discipline, rather than future citizens. The characteristics of its students
make introductory psychology an opportunity to engage, inform, and impact society
on a remarkably large scale.

Because of this diversity in its students, introductory psychology is offered in
virtually every course format imaginable. Depending on the institutional context,
students may take the course in cavernous lecture halls seating hundreds or in small,
interactive seminars. They may take the course partly or fully online, completing
assignments in their kitchens or bedrooms early in the morning or late in the evening.
In a few programs, the course can still be taken by mail as a “correspondence
course.” Course length within and across institutions can range from a multi-term
series of two or three courses to an intensive 4- or 6-week concentrated course — even
as a full year of study in secondary education (high school).

Teachers of introductory psychology are equally diverse, ranging from advanced
postgraduate students to seasoned full professors. In most contexts, there is no
specific degree or training requirement to teach introductory psychology. Some
teachers of the course may have no formal training in psychology at all, as is the
case for many teachers of psychology in high schools who are typically licensed to
teach social studies or history.

In short, teaching introductory psychology may well be viewed by some new
teachers as an impossible task. It is difficult to imagine a single course that attempts
to accomplish something so significant, with such breadth of content, in a context
with so many variables and degrees of freedom. As long-time teachers of this course
(and trainers of those who teach the course), we are both well acquainted with its
inherent challenges. We have also seen the transformational impact the course can
have for students as well as instructors. For students, this course can dispel persistent
and harmful myths about human behavior and develop skills and knowledge that can
improve students’ academic performance, resilience, and well-being long after they
turn in their final assignments. Some of them may even decide to major in psychol-
ogy after taking the course. Whatever the case, for teachers, the course is an
opportunity to provide students’ first exposure to some of the most exciting and
influential ideas in the field — a tour of psychology’s “greatest hits.”

The goal of this chapter is to provide relevant history and guidance for instructors
teaching this course. We will begin by briefly considering the history and evolution
of the introductory psychology course in North America. Next, we will provide
guidance for designing a contemporary course that strikes a sound balance between
breadth and depth, using principles of backward design (e.g., Fink, 2003; Wiggins &
McTighe, 2005). We will consider how to assess student learning as well as one’s
own teaching effectiveness, specifically, how to teach in an evidence-based way.
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Whether you are teaching introductory psychology for the first, third, or thirtieth
time, we hope this chapter will inspire you to approach teaching the course the same
way that students ideally approach learning in your class: with intention, patience,
persistence, and self-reflection. The experience of teaching introductory psychology
can be both challenging and rewarding and can grow with you as you develop and as
a teacher.

How Did We Get Here: The Evolution of Introductory Psychology

Introducing students to a field as broad as psychology requires designing a course
with tremendous breadth. Instructors approaching the course in high schools, com-
munity colleges, and 4-year institutions across North America may regard all the
possible topics to include in their courses and ask, “How can I cover all this?”” The
following quote conveys an all-too-common sentiment:

“Many professors of psychology have been saying that the traditional design of Introductory
Psychology is no longer appropriate for the typical, present-day student....now, most college
students want some exposure to psychology not for career purposes but for intellectual and
personal development. . .Yet academic psychology seems reluctant to reflect this change in
values in the textbooks it uses. Writers of new textbooks seem determined to follow the
traditional pattern of including a smattering of everything.”

Would you believe these words were, in fact, written almost half a century ago, when
psychology as a field was not even 100 years old? This quote from Lazarus (1974)
captures a long-standing complaint that introductory courses seem to try to “do it all”
and cover an unmanageable amount of information. How did we get where we are
today, and where are we headed?

Little is known about the first psychology courses, but it seems that they were
offered in the earliest days of the discipline. The first introductory psychology course
taught at Ohio State University, for example, met in 1879 — the same year Wilhelm
Waundt opened his laboratory in Leipzig — but no course syllabus or lesson plans
remain. This particular course, like many others of the time, was taught by a
philosophy professor and focused on the mind and brain — topics considered so
complex and advanced that students had to be at least juniors to enroll.

Textbooks for introductory psychology, still a common feature in North Ameri-
can courses, began to appear in psychology’s infancy at the turn of the twentieth
century. Early courses might have used books authored by Wilhelm Wundt (in
German, naturlich), John Dewey, George Ladd, or Edward Titchener. These texts
were not entirely objective but were “treatises” that tended to advance the theoretical
orientation of the authors (Weiten & Wight, 1992). For example, Titchener’s, 1915
text A Beginners Psychology, for example, was deeply rooted in the structuralist
perspective, while John Watson’s Psychology from the Standpoint of a Behaviorist
(Watson, 1919) appealed to teachers who embraced the emerging behaviorist view of
the field.
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Perhaps the most highly regarded early text was William James’ two-volume
Principles of Psychology (James, 1890) or his abridged (500-page) Briefer Course
(James, 1892). These volumes were considered the standard psychological texts in
the United States and across Europe at the turn of the twentieth century, cementing
James’ reputation as the “father of American psychology.” According to Hothersall
(2004), “a whole generation of psychologists learned from these books, referring to
them affectionately as ‘the James’ and ‘the Jimmy’ (p. 337).” James himself was
considered an exceptional teacher of psychology and was notable for being one of
the few professors of his day who allowed students to ask questions during his
lectures at Harvard. To support teachers in applying lessons from psychology to
education, James gave a series of lectures which he published as Talks to Teachers
(James, 1899); chapters included Psychology and the Teaching Art, Education and
Behavior, and The Acquisition of Ideas, Interest, Attention, and Memory. James’
advice from 120 years ago is still sound today: “The art of remembering is the art of
thinking. When we wish to fix a new thing in either our own mind or a pupil’s, our
conscious effort should not be so much to impress and retain it as to connect it with
something else already there” (James, 1899, p. 148).

By the early 1970s, introductory psychology was an almost universal undergrad-
uate course offering; an APA survey commissioned at that time found an introduc-
tory course was taught at 99% of all universities (Kulik, Brown, Vestewig, & Wright,
1973). Arguably the most significant factor in the growth and popularity of the
introductory psychology course was the advancement in the United States of general
education. The term refers to the requirement of a strong “common core” of
foundational courses, independent of students’ major program, that are intended to
develop a broad, integrated base of knowledge and intellectual skills (O’Banion,
2016). As a cornerstone of most general education curricula, introductory psychol-
ogy courses experienced soaring enrollments — for example, by the 1980s enrollment
in general psychology at Ohio State University exceeded 8000 students a year at the
main campus alone.

Course materials and resources increased to meet the growing demands of both
instructors and students. But introductory “survey” courses taught at this time tended
to review a broad array of research and consequently were content-heavy with little
to no integration across topics. Students and instructors struggled with a lack of
coherence, leading to recommendations to replace the single general survey course
with an introductory curriculum of four or more courses, such as physiology,
cognition, development, and social behavior (Senn, 1985). Others recommended
revising the course to be a less content-intensive experience that incorporated skills
and application of concepts to students’ lives. For example, Walker and McKeachie
(1967) recommended ten objectives for teachers of introductory psychology courses:

. Communicate elementary concepts.

. Communicate facts in support of the concepts.

. Introduce the student to the full range of subject matter.
. Integrate course material.

. Communicate basic attitudes of the discipline.

DN kAW~
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. Communicate the intrinsic interest of the subject matter.
. Present the newest developments of the field.

. Provide individual guidance and monitoring.

. Develop selected intellectual skills.

. Provide a suitable identification model for the student.

S O 03

Notably, only half of these ten objectives focus on developing content knowledge
(14, 7). Considering the prevailing approach to survey courses at the time, urging
instructors of the course to communicate intrinsic interest, support skill
development, and integrate ideas across the course constituted rather revolutionary
guidance! These ten objectives for instructors were synthesized into three broad
student-centered goals for introductory courses, putting more emphasis on personal
development and application of skills (Senn, 1985):

1. Improved attitudes and skills, specifically an appreciation of the scientific method
and its application to the study of human behavior.

2. Greater knowledge, meaning an understanding of core principles in the discipline
as well as an ability to apply them to new situations.

3. Better personal adjustment, in the form of productivity, happiness, and social
effectiveness.

It seems McKeachie’s advice was ahead of its time, because in the mid-1980s,
critics of the introductory course continued to bemoan its content-heavy nature,
contending this structure ignored psychology’s own fundamental principles of
learning and memory (Lenthall & Andrews, 1985). For example, some of the most
popular textbooks at the time had over 1500 references and covered an amount of
content that reviewers described as “staggering” in an attempt to achieve “scholarly
sophistication” (Weiten & Wight, 1992). Critics of these “encyclopedic” texts called
for courses to be restructured thematically and integratively so that students would
have a more holistic view of the field (Dimond & Senter, 1985; Lenthall & Andrews,
1985). Among the examples of texts that embraced this perspective were volumes by
Gleitman (1981) and Myers (1986), which synthesized and clarified complex ideas
and introduced pedagogical graphics and illustrations — innovative additions that
aimed to help facilitate students’ understanding of the concepts (Weiten & Wight,
1992).

The changing structure of textbooks across time also reveals patterns and trends
in the evolution of the course. Weiten and Wight (1992) analyzed introductory
textbook content from the 1890s to the 1980s and found most texts converged on
a now-familiar set of topics organized by chapter: history, methods, biological bases
of behavior, learning, memory, sensation/perception, language/thought, motivation/
emotion, development, intelligence, consciousness, psychological disorders and
treatments, personality, and social psychology. While the proportion of coverage
each topic receives has changed over the years, these topics have consistently formed
the core of the course — and preview the broader curriculum of the psychology major:
a strong foundation of research methods and core content domains including the
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biological basis of behavior, development, sociocultural issues, and cognition
(Dunn, 2018). This core organization continues in many modern textbooks today
(Griggs & Jackson, 2013) and parallels the way many courses are structured (Griggs,
2014). Yet, despite similarities in core topics, there remains great variability in the
specific content that is covered in both textbooks and introductory psychology
courses. For example, while chapters in different texts may have similar names,
studies examining the content within these chapters reveal considerable variation in
terms and theories discussed within (Griggs, Bujak-Johnson, & Proctor, 2004;
Gurung et al., 2016; Zechmeister & Zechmeister, 2000).

A look back at the history of the introductory course thus reveals that, as
psychology has grown and developed as a field, its introductory course has matured
to include a relatively standard set of core topics and a focus that goes beyond
content toward essential skills and applications. Yet, there has always remained
tremendous variability in the way that introductory psychology is taught. For
example, 1 study reviewed 158 syllabi for introductory courses and found great
variability in whether courses were designed to meet specific learning objectives and
even what those objectives might be (Homa et al., 2013). Ultimately, the content and
character of introductory psychology is at the discretion of the individual instructor
(or instructional team) as courses are designed and delivered.

Given the many varied formats and contexts for introductory courses, it seems
unlikely (and untenable) that there can ever be a “one size fits all” approach that
standardizes introductory psychology. Such an approach would be unnecessarily
restrictive and potentially detrimental, in that it may well prevent instructors from
making course decisions that best fit their institutional contexts and student needs.
Mindful of this reality, the American Psychological Association has avoided being
overly prescriptive in advising instructors who teach the course (e.g., APA, 2014;
Gurung et al., 2016). Instead, it seems far more valuable to encourage teachers to
understand and adopt principles of effective course design in planning and teaching
the course to maximize the benefits for both teaching and learning. In the sections
that follow, we describe these principles and specific strategies for implementing
them within introductory psychology.

Weaving It All Together: The Importance of Backward Design

Many seasoned instructors of introductory psychology recall their early experience
with course design as going something like this: open the assigned textbook, look at
the table of contents, and assemble a course calendar that more or less follows the
order of chapters, adding in as much content as you have time to cover during the
academic term and administering an examination every few weeks. In other words,
for generations of teachers in higher education, course planning involved far more
consideration of what content to cover than what learning objectives students should
meet by the end of the course.

A more effective process for planning a course involves backward design, in
which courses are developed by “deconstructing” the learning process. Backward
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design starts with the question, “what will students learn in my course, and how will
I know they have learned it?” By prioritizing the desired end result of the teaching
and learning process, we can ensure that our courses are organized to emphasize and
support our goals for student learning (cf., Fink, 2013; Wiggins & McTighe, 2005).
In courses planned primarily around content, instructors can only hope that students
will latch on to important ideas in the flow of course material and demonstrate that
knowledge later on. When courses are planned around student learning goals,
assessment tools and teaching strategies align to meaningfully support learning.
Starting with the end of the course in mind seems particularly challenging for an
expansive course such as introductory psychology, yet that expansiveness is pre-
cisely why it is so important to work backward. An integrated, well-aligned course
increases the likelihood that students will have a positive experience that results in
learning.

Effective course design is a complex and iterative process, beginning with several
key steps:

Consider your Context

Teaching any course involves making choices about what you will ask your students
to do and why. External factors such as your institutional context (e.g., high school,
community college, 4-year institution), student demographics, and the support
structures available to you should influence the curricular choices you make.
These situational factors present both challenges and opportunities for course design
(Fink, 2013). For example, if you teach many students who are in their first year of
college and/or are the first in their family to attend college (“first-generation college
students”), you may need to provide more study skills resources to support their
transition to higher education. While such situations can present challenges in
planning, they simultaneously present opportunities to leverage course content (e.
g., learning and memory) and develop learning activities that promote application of
this content to students’ personal experiences.

As another example, consider whether your course enrolls students who do not
intend to be psychology majors or even to take another course in the field. Such
students form the majority in introductory psychology classes at North American
institutions, because they must take courses in many disciplines to fulfill a “general
education” requirement. Their presence will challenge you to make the course
content and assignments relevant to a broad range of interests but also gives you
an opportunity to reach students who might not otherwise encounter psychology and
to help them learn how psychology can benefit them personally and professionally.
Other contextual factors to consider are the size of your course (15 or 500?), whether
your course has a research or laboratory component, whether you will teach fully or
partly online, and whether you will work with others in a coordinated course or with
teaching assistants. In planning to teach the course, begin by considering the “big
picture” surrounding your course and what resources and supports you will need to
teach the course effectively and manageably.
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Prioritize Learning Objectives

Your course learning objectives for introductory psychology may be defined by
your institution or department, or you may have the freedom to determine some or
all of these objectives for yourself. Once you have considered important contextual
factors in your course, the next step in course planning is to identify the core
learning objectives, or the most important “enduring understandings” you want
students to remember, not just at the end of the course but 6 months or even 6 years
later (Wiggins & McTighe, 2005). Enduring understandings are important, mean-
ingful ideas that cut across specific topics and inform the structure of the course.
While there is a vast amount of content that is helpful for students to know or is
worth being familiar with, a well-designed course is organized around and prior-
itizes a small set of objectives. One enduring understanding common to many
introductory courses is for students to recognize psychology as an empirical
science, that is, that psychologists use scientific evidence to draw conclusions
about behavior and mental processes. This is an idea that an instructor would want
to make integral to the course design and revisit multiple times across multiple
topics.

For example, Hardin (2016) describes a central organizing theme of “thinking
like a psychologist” into her introductory course, meaning she prioritizes applying
the process of scientific inquiry to create an impact on students’ habits of mind. She
structures her course so that as students encounter core topics, they are not merely
memorizing facts but rather developing a sense of curiosity and critical thinking. She
shapes their approach to acquiring new information by encouraging them to ask such
questions as “what is the evidence for this claim,” “is it possible to find evidence that
would prove this claim to be false,” and “what other explanations are there?”

The American Psychological Association’s Introductory Psychology Initiative
recently recommended a set of expected student learning outcomes to articulate
what introductory psychology students should know and be able to do as a result of
completing the course (Halonen et al., in press). Like enduring understandings, these
objectives can help instructors identify and establish priorities for their introductory
courses:

Psychology Content: Identify basic concepts and research findings:
1.1. Define and explain basic psychological concepts.
1.2. Interpret research findings related to psychological concepts.
1.3 Apply psychological principles to personal growth and other aspects of
everyday life.

Scientific Thinking: Solve problems using psychological methods:
2.1. Describe the advantages and limitations of research strategies.
2.2. Evaluate, design, or conduct psychological research.
2.3. Draw logical and objective conclusions about behavior and mental processes
from empirical evidence.
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2.4. Examine how psychological science can be used to counter unsubstantiated
statements, opinions, or beliefs.

Key Themes: Provide examples of psychology’s integrative themes:

A. Psychological science relies on empirical evidence and adapts as new data
develop.

B. Psychology explains general principles that govern behavior while recogniz-
ing individual differences.

C. Psychological, biological, social, and cultural factors influence behavior and
mental processes.

D. Psychologists strive to promote respect for human diversity in its many forms.

E. Our perceptions and biases filter our experiences of the world through an
imperfect personal lens.

F. Applying psychological principles can change our lives, organizations, and
communities in positive ways.

G. Ethical principles guide psychology research and practice.

Compared to Walker and McKeachie’s (1967) recommended course objectives
presented earlier, the contemporary objectives are more student-centered than
teacher-centered, articulating what students should know and be able to do at the
end of the course rather than what instructors should do in order to teach it. The
contemporary objectives also focus more on integrated themes and enduring under-
standings and emphasize skills that promote scientific thinking and ethical reasoning
in psychology. Goals for student learning should be one’s foremost consideration in
planning to teach any course, but especially a course as broad as introductory
psychology — not only to focus and streamline one’s teaching, but to communicate
to students what they should expect to learn in the course.

Align Assessments with Learning Goals

Once you have prioritized goals for student learning, the next step is to determine
how you will know whether students have achieved the desired results. What
should students be able to do to demonstrate they have learned, and what kind of
assignments or activities give students an opportunity to practice and demon-
strate their learning? These are questions of assessment that determine how
instructors will structure student work and measure learning outcomes in the
course. These decisions should be based not merely on what we want students to
do within the limits of the course but rather what we want the long-term impact of
the course to be.

All forms of assessment that are aligned to learning objectives provide data on
students’ mastery of the course learning objectives and also on their progress.
Analyzing measures of student learning already present in the classroom such as
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exams, assignments, or papers is known as embedded assessment (McCarthy,
Niederjohn, & Bosack, 2011). Embedded assessments offer a rich set of data that
instructors can use to understand student learning and inform teaching strategies. For
example, if the results of tests or quizzes suggest that students are struggling with
particular topics (e.g., heritability, schedules of reinforcement, or experimental
research methods), instructors can consider the teaching strategies they use for
these topics and adjust them to better support student learning.

Assessments not only measure learning, but they also produce learning by giving
students opportunities to practice applying their knowledge and skills. For example,
if a long-term goal for introductory psychology students is to be able to critically
analyze claims about behavior they encounter in the media, an assessment could
involve students reading news stories about research and evaluating whether the
results are conveyed accurately given the nature of the evidence. An assignment
might ask students to write a response to the article’s author or propose a revision to
the original article. Such an assessment would be considered “authentic” in the sense
that it mimics a real-world task that involves meaningful application of knowledge
beyond the classroom. “Authentic assessments” allow students to demonstrate their
understanding of an objective and frequently involve complex tasks, problem-
solving, and application of knowledge to meaningful problems. This kind of assess-
ment gives students the opportunity to synthesize and apply what they are learning
and can result in new meaning and knowledge (Mueller, 2018). In contrast to
traditional forms of assessment such as exams, quizzes, and student response papers
that only an instructor might see, authentic assessments give students opportunities
to create work that can be shared outside the classroom. These can take many forms,
such as blog posts, videos, tutorials, or teaching tools for other students (cf,,
Seraphin et al., 2018).

Of course, traditional forms of assessment like tests and quizzes can also produce
learning. Indeed, a central goal in any foundational course is to build a strong
knowledge base for future use and application. Research from cognitive science
reveals a “testing effect”: compared to just repeated studying, the retrieval practice
provided by repeated testing enhances learning (Roediger & Karpicke, 2006;
Roediger, Agarwal, McDaniel, & McDermott, 2011; Nguyen & McDaniel, 2015).
Classroom tests and quizzes can thus boost long-term retention. Several studies
show that when retested years after taking the course, students can remember a
significant amount of information from introductory psychology (Hard, Lovett, &
Brady, 2019; Landrum & Gurung, 2013). A challenge to harnessing the benefits of
testing is that many psychology instructors are not trained in writing test items or
constructing examinations, although many resources exist to learn to construct valid
and reliable assessments of student learning (cf., Rodriguez & Albano, 2017; Xu,
Kauer, & Tupy, 2016). Although most textbooks provide instructors with supple-
mental teaching resources and banks of test questions to use as a starting point, the
structure of any exam still must be aligned with the overall course objectives.

Multiple forms of assessment are usually necessary in introductory psychology to
capture progress toward the full range of course objectives and to maximally affect



14 M. J. Beers and B. M. Hard

students’ knowledge and skills. While authentic assignments give students the
opportunity to demonstrate their learning and apply knowledge to new issues and
topics, traditional exams and quizzes boost retention and give students feedback on
their mastery of a topic. Particularly in a foundational survey course, some combi-
nation of tests and authentic assignments is valuable. Mueller (2018) draws an
analogy to assessing whether people are ready to have a driver’s license: In many
countries, new drivers must pass a knowledge test to demonstrate they understand
the rules and regulations for driving (a traditional form of assessment), as well as a
driving test to demonstrate they have the necessary skills (an authentic assessment).
Ensuring success in both tasks is likely to produce the best long-term outcomes.

Plan Learning Experiences

Once instructors have identified key learning outcomes and planned for how they
will assess them, the next question to consider is “What is the best way to support
student learning to achieve those outcomes?” The first instructional strategy that
comes to mind for many instructors is the most common technique in higher
education: lecturing. Lectures are most likely to support student learning when
instructors draw on the material they are teaching and apply principles from psy-
chology to teaching psychology. Based on a review of research in learning science,
Cerbin (2018) recommends that instructors can maximize the impact of learning in
lecture by activating students’ prior knowledge, effectively managing cognitive load
during lecture, and creating opportunities for students to engage in deep, elaborative
processing and retrieval practice, such as by asking students to make a prediction
about the results of a study the instructor is explaining or by asking students to
periodically answer questions about recent material.

The content of introductory psychology affords many opportunities to harness
stories to enhance the meaningfulness, coherence, and memorability of lectures
(Landrum, Brakke, & McCarthy, 2019). Psychology is, after all, mainly about
people and people are natural protagonists in stories. Stories can illustrate important
concepts or convey the history of the discipline in a narrative format, featuring such
key figures as Phineas Gage, H.M., or Jean Piaget. As part of lecture, stories are easy
to remember, provide deeper meaning to information, convey the values of the field,
and help students see the relevance of psychology in their everyday lives (for more
on the value of stories in teaching, see Brakke & Houska, 2015).

Although lecture has potential benefits, the technique can become too teacher-
centered and has thus been criticized in recent years for putting students in a passive
role (Bernstein, 2018). Incorporating more active forms of learning has been shown
to produce student learning outcomes that are superior to traditional lecture in STEM
fields (Deslauriers, Schelew, & Wieman, 2011; Weiman, 2014). Active learning can
take many forms, from asking students to make and discuss their predictions about a
study with a nearby peer (also known as “peer instruction”) to more involved forms
of experiential learning such as conducting in-class experiments, debating or
discussing controversial topics, or asking students to engage in writing exercises
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during class time. Indeed, the entire introductory courses can be planned and
delivered via “flipped” or problem-based-learning approaches, in which students
gain access to basic course content outside of class and spend their in-class time
engaging with the instructor and other students as they apply that content to novel
problems and situations (c.f., LoGiudice & Kim, 2016).

Bernstein (2018) cautions that there are not currently evidence-based guidelines for
choosing and using active learning strategies. He advises that new teachers and teachers
inexperienced with active learning techniques should take a measured approach, focus-
ing on methods supported by the highest-quality evidence and that are most relevant
and feasible for their teaching context. For example, a starting point for incorporating
active learning into one’s class may be to start with easy-to-incorporate strategies such
as retrieval practice, asking students to make a prediction or write a minute paper
reflection after watching a video. Gradually instructors can incorporate more complex
or varied techniques, depending on the learning objective and intended assessment.

When applying backward design, decisions about what teaching and learning
activities to use in introductory psychology should be driven primarily by the
learning objective and planned assessment. For example, if student learning will
be assessed with an application-focused exam, then teaching strategies should be
selected to train students to apply concepts to the kinds of problems and questions
that will ultimately appear on the exam. If, however, student learning will be
assessed with a research project or proposal, then teaching and learning strategies
should give students the opportunity to practice the skills they need to be successful
on the assignment, such as developing original hypotheses and finding/using empir-
ical research studies. In other words, decisions about how to teach should be based
on helping students to gain the knowledge and skills that will be measured on the
course assessments.

Core Contents and Topics: Striking the Right Balance

You may have noticed that the course design process described in this chapter has
not yet considered what confent to include. What to teach in an introductory course
has been the subject of vigorous debate among teachers of this course. As we saw in
reviewing the history of the course, decisions about what topics to include, how to
present them, and how much to cover have traditionally dominated the course design
process for introductory psychology. Backward course design emphasizes goals for
student learning that are of a higher order than simply memorizing specific content.
In backward design, decisions about content are made after learning objectives,
assessment, and teaching strategies are planned. For some teachers of this course,
this may be an uncomfortable process. You may be wondering, “how can I know
what my assignments will be if I don’t first know what content I will cover?” As
mentioned earlier, the curriculum for introductory psychology in North America has
more or less coalesced into 16 broad topics which parallel the main content domains
of the psychology major and are (for the most part) consistent across texts in the
discipline. For many instructors, the possibility of covering 16 broad topics is
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overwhelming, as is the wealth of potential information that could be taught more
deeply within each topic. With learning objectives as a guide, instructors still must
make many decisions about what to include in their courses, and these decisions will
naturally vary by institutional context and instructor.

The challenge of selecting course content led the APA to establish a working
group to make recommendations for a “common core” that would guide instructors
in making content choices while promoting more consistency in student experience
and learning outcomes. The working group’s recommendations (APA, 2014; Gurung
et al., 2016) did not prescribe specific content the course should cover, but rather
recommended a framework for balancing breadth and depth while emphasizing the
integrated nature of modern psychology.

In this framework, instructors are encouraged to consider content as organized
around five clusters of topics, or pillars, drawn from the APA Guidelines for the
Psychology Major (APA, 2013). To ensure breadth of coverage across these pillars,
the framework encourages instructors to select at least two topics from each pillar:

» Biological (neuroscience, sensation, consciousness).

» Cognitive (cognition, memory, perception, intelligence).

* Development (learning, development, language).

* Social and personality (social, personality, emotion, multicultural, gender,
motivation).

* Mental and physical health (abnormal, health, therapies).

By encountering multiple topics from each of these five pillars, students can gain
a more holistic appreciation of the discipline. Having this broad view should better
equip them to see how psychology can apply in their personal and professional lives.
The subset of topics that teachers select from each pillar reflects the content that
works best in their institutional context as well as in relation to their own expertise
and knowledge. Further, students may benefit from exposure to fewer topics covered
in greater depth rather than to a wider array of topics covered only briefly.

Beyond including content from each of these five pillars, the recommendations
also encouraged instructors to integrate content across units and to incorporate
recurring themes that cut across each topic area, including research methods, cultural
and social diversity, individual differences/variations in human functioning, appli-
cations to everyday life, and ethics. By encountering each theme in the context of
each topic, students can learn what ideas unify the diverse field of psychology and
appreciate the multifaceted and multiply-determined nature of human behavior and
mental processes. Students can also learn how psychologists approach a given topic
using various approaches and questions. For example, in a unit on lifespan devel-
opment, cross-cutting themes might involve longitudinal methods for studying
development over time, ethical considerations in conducting research with children
and other vulnerable populations, how social and cultural practices impact develop-
ment, how environmental influences impact gene expression to create individual
differences, and how to apply research from developmental psychology to education
or health care for elderly adults.
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The challenge instructors face in making choices about content can also be an
opportunity to tailor some content choices to the interests and needs of their students.
For example, many students choose to take introductory psychology to prepare for
medical school or other allied health professions. Instructors can incorporate medical
examples throughout the course to appeal to such students. Instructors might highlight
the connection between classical conditioning and drug tolerance, the potential for
cognitive bias in physicians’ decision-making, and how stereotypes can contribute to
disparities in health care. Similarly, instructors can draw upon examples relating course
content to business and industry, communications or public relations, psychology and
the law, and important contemporary issues such as climate change or social justice.
Better yet, instructors can create assignments that allow students to explore for them-
selves the connections between psychology and their own interests and planned careers.

It can be difficult for first-time instructors or advanced graduate student instructors
to see these opportunities. Even highly experienced instructors can be challenged
when teaching this course. Given that psychologists are trained primarily in one
specific area of specialty (e.g., developmental, cognitive, social, clinical, and so on),
teaching a broad introductory psychology course means that most instructors have
little (if any) training in many of the topics covered in the course. Know that all
instructors teaching this course are in the same boat, as illustrated by the fact that the
entire books have been written about Teaching What You Don t Know (Huston, 2009).
Fortunately, there are strategies you can use to overcome this challenge. First, capi-
talize on your own areas of strength as you are designing the course. Leverage the
pillar model to incorporate topics you have the most expertise in or are most confident
to teach, at least the first time. Remember that teaching is an iterative process and that
each academic term you can make adjustments based on your students’ outcomes and
your own priorities to improve and enhance the course. Approach teaching with the
same learning mindset you want to encourage in your students, that is, with curiosity
and a willingness to learn alongside your students about topics you don’t know well.

Another strategy for success is to leverage the knowledge and experience of
others in your institution or social network. Colleagues can help you build your
knowledge and resources in areas that are not your strength. For example, we were
trained as social (Beers) and cognitive psychologists (Hard). Neither of us has had a
single day of graduate training in abnormal psychology. Fortunately, we both work
alongside other teachers of psychology whose training was primarily in clinical
psychology. By sharing resources with one another, observing each other’s classes,
and talking informally about teaching strategies, we have built our skills and
confidence teaching students about psychological disorders and treatments. In
exchange, we have helped others build their resources to teach social and cognitive
psychology. Many institutions have teams of instructors teaching introductory
courses. If you are fortunate to have a teaching community for support, take
advantage of it. For support beyond our own departments, use social media to extend
your social networks. The Society for the Teaching of Psychology (STP) has an
openly accessible Facebook page and many free teaching resources on their website
(http://TeachPsych.org). You might even reach out to your own former professors or
mentors for resources and guidance. Teaching conferences can also serve as
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opportunities to connect with other teaching professionals, especially those who
teach introductory psychology. In fact, the annual Psych One Conference (http://
www.psychoneconference.org/) is dedicated specifically to the teaching of introduc-
tory psychology.

Ultimately, there are as many ways to teach introductory psychology as there are
teachers of the course. Beyond traditional approaches covering content in separate
units or chapters, a more advanced approach is to structure the course thematically,
such as organizing the course around the development of workplace skills (Landrum,
2016), integrative concepts that cut across topics (Nordmeyer, Hard, & Gross, 2016),
or by organizing the content around myths and illusions we experience in everyday
life (Bernstein, 2017). In the latter model, instead of organizing an introductory
course around topic areas, a course could be organized around common myths or
misperceptions, like “subliminal messages can change your behavior” instead of a
traditional lecture on persuasion or “eyewitness testimony is the best kind of
evidence” instead of a traditional unit on memory. Instead of requiring students to
memorize terms and concepts, such a model encourages students to research myths
for themselves and evaluate the evidence for and against each hypothesis through
discussion or group work.

In short, there is no one “right” way — or even one “best” way — to teach
introductory psychology. This may be frustrating for many new instructors, but
with experience, we’ve found it to be one of the things we love most about the
course. Each of us has to consider our personal strengths, our students’ needs, and
our course and institutional learning objectives in making our teaching decisions.
Additionally, it is important to leverage our skills as scientists to inform our teaching.
We can be scholarly teachers by using evidence-based practices that empirical
research has shown to have a positive impact on student learning (e.g., Dunn,
Saville, Baker, & Marek, 2013). Evidence-based practices can be discovered by
using scholarly articles that rigorously evaluate teaching practices and by examining
evidence about our own students’ learning by analyzing the embedded assessments
in our own courses. We can also listen to our students and systematically collect
feedback on their learning experiences at midterm and at the end of our courses. The
recommendation to approach teaching in a scholarly way is not unique to introduc-
tory psychology, but is particularly relevant given that course’s focus on applying the
scientific method to understanding human behavior and mental processes. What
better way to model a scientific mindset and approach for students than by applying
it to our own teaching? For additional guidance on scholarly teaching, see
McKeachie and Svinicki (2013) or Bernstein, Frantz, and Chew (2020).

Concluding Thoughts

For some students, an introductory psychology course sparks an interest that fires a
career in psychology. For others, the course plants seeds of knowledge about
wellness, interpersonal relationships, or development that bloom long after the
course ends. We firmly believe that everyone who takes the course can benefit
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from the generalizable knowledge and skills it affords, in their college careers and far
beyond. No matter what problems or issues students seek to address in their future
careers, understanding psychology is valuable. The discipline offers both an under-
standing of human behavior and a set of critical, scientific thinking strategies that are
indispensable for addressing the most significant challenges facing society today.
John Cacioppo, an ardent advocate for introductory courses, wrote, “Introductory
Psychology is one — and perhaps the only — course in which we have the opportunity
to teach our future public about the importance and impact of our scientific disci-
pline” (Cacioppo, 2013, p. 309).

Introductory psychology is just as valuable for its instructors. This course pre-
sents a singular opportunity to take a bird’s-eye view of our field, to examine human
behavior and mental processes through varied lenses, and to uncover new and
emerging findings alongside our students. Psychologists are largely trained in a
narrow area of specialty, which can unfortunately result in subfields adopting a
“siloed” structure. Introductory courses demand that we broaden our view of the
field and examine how subfields complement and enhance one another. And most
importantly, as we assess and evaluate our students’ learning and make evidence-
informed adjustments in our teaching methods, we grow and develop as teachers.

While there are few courses in the psychology curriculum that are as challenging
as introductory psychology, there are few courses as extraordinary in their far-
reaching potential for impact. Introductory psychology courses strengthen and
support a department’s psychology major and fuel research programs through
research participation of introductory psychology students (Hard & Gross, 2016).
What students learn contributes to their well-being both as individuals and citizens
of their community and the world.

Resources for Teaching Introductory Psychology

The American Psychological Association’s Introductory Psychology Initiative:

Learn more about the APA’s most recent recommendations for the introductory
psychology course:

https://www.apa.org/ed/precollege/undergrad/introductory-psychology-
initiative/

Lesson plans for teaching introductory psychology from APA’s Teachers of
Psychology in Secondary Schools (TOPSS):

https://www.apa.org/ed/precollege/topss/lessons/

The Society for the Teaching of Psychology (APA Division 02):

Explore free E-books and other resources for psychology instructors: http://
teachpsych.org/

A free E-book for new teachers of introductory psychology, published by the
Society for the Teaching of Psychology (STP):

Aftul, S. E., Good, J. J., Keeley, J., Leder, S., & Stiegler-Balfour, J. J. (2013).
Introductory Psychology teaching primer: A guide for new teachers of Psych 101.
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Retrieved from the Society for the Teaching of Psychology website: http://
teachpsych.org/ebooks/intro2013/index.php

A free STP e-book on storytelling in teaching, including examples and
teaching resources:

Brakke, K., & Houska, J. A. (Eds.). (2015). Telling stories: The art and science of
storytelling as an instructional strategy. Society for the Teaching of Psychology.
Retrieved from the Society for the Teaching of Psychology web site: http://
teachpsych.org/ebooks/tellingstories.html

A collection of essays from introductory psychology instructors describing a
variety of thematic approaches to teaching the course:

Dunn, D. S. & Hard, B. M. (Eds.). (2016) Thematic Approaches for Teaching
Introductory Psychology. Boston: Cengage Learning.

A collection of essays from introductory psychology instructors describing
their philosophies, course designs, and techniques:

Sternberg, R.J. (Ed.) (1997). Teaching introductory psychology: Survival tips
from the experts. Washington, DC: American Psychological Association.

A collection of science-focused lesson plans from the Association for Psycho-
logical Science (APS) to reorganize introductory psychology content around
persistent myths and misconceptions:

https://www.psychologicalscience.org/members/teaching-psychology/
reinventing-introductory-psychology

A collection of popular myths and misconceptions about psychology that can
provide examples and resources for helping students think critically and eval-
uate evidence:

Lilienfeld, S. O., Lynn, S. J., Ruscio, J., & Beyerstein, B. L. (2011). 50 great
myths of popular psychology: Shattering widespread misconceptions about human
behavior. John Wiley & Sons.

A comprehensive guide for preparing and teaching any course in
psychology:

Bernstein, D. A., Frantz, S., & Chew, S. (2020). Teaching psychology: A step by
step guide. (third ed.) New York: Routledge.

A peer-reviewed collection of case studies for undergraduate and graduate
STEM education including teaching notes and resources from the National
Center for Case Study Teaching in Science:

http://sciencecases.lib.buffalo.edu/cs/
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Abstract

Clinical Psychology (abnormal psychology) addresses, though is not limited to,
behavioral and mental health issues faced by individuals across the life span
including intellectual, emotional, psychological, social and behavioral maladjust-
ment, disability and discomfort, as well as severe psychopathology. Core ele-
ments to its practice are psychological assessment, clinical evaluation, and
psychotherapy. The field bridges to other disciplines within Psychology as well
as to the neurosciences, psychiatry and medicine, public health, as well to
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biology, pedagogic, and educational psychology. The science-practitioner
model aims at integrating scientific research and clinical practice for curricula
spanning from basics of describing human behavior across the life span to the
science of behavior change. To these aims, students in Clinical Psychology are
trained in basic research and clinical skills, including knowledge of psycholog-
ical theory and practice, sensitive listening and questioning skills, abilities and
strategies to cope with emotionally demanding situations, as well as research
skills and scientific methods, along with academic, teamworking and commu-
nication skills. Following a student-centered approach in teaching, learning of
course material is supplemented by initiating reflections of attitudes, enhancing
thinking skills, and helping students to mature into more ethical or compas-
sionate individuals. In order to direct student’s learning activities, teachers use
lectures, invite special guests and topics, present standardized patients and
enroll students in role plays, support in-class activities using experiential
learning, as well as between-class assignments in course-linked labs and
hands-on-learning (internships). Teaching Clinical Psychology comes along
with a particular responsibility for the teacher, namely to be capable of the
desire to increase self-referential thinking versus to protect the student’s wel-
fares, and to balance between entertainment and education. Hence, the chapter
closes with four premises of an experienced teacher and author of one of the
most famous textbooks in the field that may serve as guiding principles for
teaching in Clinical Psychology and likely beyond.

Keywords

Psychopathology - Psychological assessment - Experiential learning - Abnormal
psychology

Introduction

Clinical Psychology is an integration of the science, theory, and clinical knowledge
on human behavior and behavior change for the purpose of understanding, pre-
venting, and relieving psychologically based distress or dysfunction and to promote
subjective well-being and personal development (APA, 1996; Plante, 2005;
Wittchen, Knappe, & Hoyer, 2021). Clinical Psychology addresses, though is not
limited to, behavioral and mental health issues faced by individuals across the life
span including intellectual, emotional, psychological, social, and behavioral malad-
justment, disability and discomfort, minor adjustment issues, as well as severe
psychopathology. In the USA, the term abnormal psychology is usually preferred
over Clinical Psychology, which dominates in the European community. Core
elements to its practice are psychological assessment, clinical evaluation, and psy-
chotherapy, although clinical psychologists also engage in research, teaching, con-
sultation, forensic testimony, and program development and administration (Brain,
2002). The field bridges to other disciplines within Psychology as well as to the
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neurosciences, psychiatry, and medicine, public health as well to biology, pedagogic,
and educational psychology.

Because of its central relevance for therapeutic services, the American Psycho-
logical Association refers to Clinical Psychology as “(...) the psychological spe-
cialty that provides continuing and comprehensive mental and behavioral health care
for individuals and families; consultation to agencies and communities; training,
education and supervision; and research-based practice. It is a specialty in breadth —
one that is broadly inclusive of severe psychopathology — and marked by compre-
hensiveness and integration of knowledge and skill from a broad array of disciplines
within and outside of psychology proper” (URL from 07.03.2021, https://www.apa.
org/ed/graduate/specialize/clinical). In many countries, Clinical Psychology is a
regulated mental health profession and administration of psychotherapy requires a
specific license.

The field of Clinical psychology was substantially influenced by the experimental
work of Wilhelm Wundt in Leipzig, Germany, in the late 1890s. Wundt founded the
first formal laboratory for psychological research and thereby helped to establish
psychology as a separate science from other disciplines. He collaborated with
prominent psychologists, psychiatrists, and philosophers of his time. For example,
Waundt and Emil Kraeplin studied psychopathology, and developed and formalized a
wide range of psychological methods. Clinical psychology in the sense of a mental
health profession is generally considered to have begun in 1896 with the opening of
the first psychological clinic at the University of Pennsylvania by Lightner Witmer.
In the first half of the twentieth century, Clinical Psychology was focused on
psychological assessment, with little attention given to treatment of mental health
problems. This changed after the 1940s when World War II resulted in the need for a
large increase in the number of trained clinicians. At least in the US-American
countries and from there, also in many European countries, three main educational
models have been developed: the Clinical Science model which is primarily focused
on research, the practitioner-scholar model focusing on clinical theory and practice,
and the science-practitioner model which aims at integrating scientific research and
practice (Norcross & Karpiak, 2012).

Purposes and Rationale of the Curriculum in Clinical Psychology

Clinical Psychology spans towards a multitude of specialties such as clinical health,
clinical child, forensic, clinical gerontopsychology, community, clinical neuropsy-
chology, family psychology, and pharmacotherapy (for those with prescription
privileges). Clinical Psychology encompasses all ages, multiple diversities, and
varied systems. This variety is also reflected in the number of occupational areas:
Clinical psychologists are most commonly employed in independent practice (41%)
and higher education (26%), medical schools (8%), Veteran’s Affairs settings (5%),
and various hospitals and clinics, each averaging about 4% (Norcross & Karpiak,
2012). Other locations include schools, residential treatment centers, and
corporations.
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To meet the breadth and depth of this variety, curricula in Clinical Psychology
teach advanced theoretical and scientific knowledge on (APA, https://www.apa.org/
ed/graduate/specialize/clinical):

* Understanding of psychopathology and diagnostic/intervention considerations

* Mental health issues across the life span based on a solid understanding of
psychopathology

» Assessment: ability to integrate and synthesize personality test data with addi-
tional standardized assessment measures

* Consultation: ability to consult with other health and behavioral health care
professionals and organizations regarding severe psychopathology, suicide, and
violence

» Research base: engagement with specific research and critical review of science,
knowledge, and methods pertaining to those areas identified as distinct to Clinical
Psychology

Hence, the curriculum covers basics of describing human behavior across the life
span as well as the science of behavior change (Nielsen et al., 2018), at best
substantiated by research knowledge and skills.

Core Teaching and Learning Objectives

Clinical psychologists work to reduce psychological distress in people with mental
or physical health problems by providing services to individuals, families, and
groups with mental health problems or mental disorders. Based on psychological
theories, clinical psychologists assess, diagnose, and treat people with acute con-
cerns and chronic conditions. Clinical psychologists interview patients and some-
times family members or friends, administer diagnostic tests, and provide therapy to
individuals and their families. Typical responsibilities of the job include:

* Assessing clients’ behavior and needs via observation, interviews, and
psychometric tests

* Developing, administering, and monitoring appropriate treatment therapies and
strategies

* Undertaking research

» Writing reports

» Providing support and advice to caregivers

* Meeting, advising, and liaising with other health care providers and professionals

» Helping clients to make positive changes to their lives

Three quarters of clinical psychologists conduct psychotherapy, accounting for an
average of 35% of professional time; 58% routinely perform diagnosis or assessment;
and approximately 50% are involved in teaching, clinical supervision, consultation,
research, and administration on a weekly basis (Norcross & Karpiak, 2012).
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Lessons for all Clinical Psychology Students

Norcross and Karpiak (2012) formulated four lessons that all psychology students,
from those enrolled in the introductory course to those completing an advanced
elective in Clinical Psychology, can master. These lessons map directly on research
directions in the field: (1) understanding the strong connection between clinical work
and psychological science that (ideally) characterizes modern Clinical Psychology,
(2) commitment to evidence-based practice, (3) commitment to adapting treatment to
the person and its environment, and (4) becoming all that a clinical psychologist can
be (in contrast to providing only psychotherapy). To these aims, students in Clinical
Psychology are trained in basic research and clinical skills, including knowledge of
psychological theory and practice, sensitive listening and questioning skills, abilities
and strategies to cope with emotionally demanding situations, as well as research
skills and scientific methods, along with academic, teamworking, and communica-
tion skills (Table 1).

There is, however, no absolute distinction between learning objectives for under-
graduate versus majors or graduate, albeit functional competencies are usually more
often taught and trained in major psychology courses or graduate studies. Most
undergraduates who choose to be psychology majors are interested in psychotherapy,
and a majority of these students are not especially interested in investigative scientific
thinking. Some psychology majors with practice interests become literate in psycho-
logical science, they rarely come to view psychology as a scientific field or psycho-
logical science as of prominent value to clinical pursuits (e.g., Holmes & Beins, 2009).
Practice as clinical psychologist, i.e., provision and administration of psychotherapy,
usually requires additional (graduate or postgraduate) education and training.

Graduate Education in Clinical Psychology

The master’s degree in psychology with focus on Clinical Psychology and Psycho-
therapy usually follows a modular structured curriculum over four semesters. Stu-
dents acquire all the necessary knowledge and skills in diagnostics, conversation,
disorder models, intervention procedures, as well as clinical research methods and
evaluation, and get insights into subareas of Clinical Psychology or related disci-
plines, e.g., occupational fields.

In Europe, much of the education and training in Clinical Psychology is at the
bachelor and master’s level, with the latter usually being a necessary prerequisite for
graduate or postgraduate psychotherapeutic training and studies. There are, however,
noteworthy differences across the curricula across universities and across countries.

In Australia, psychology is a regulated health profession under the Australian
Health Practitioner Regulation Agency via the Psychology Board of Australia.
Accordingly, a clinical psychologist undertakes 8 years of education and training
in the assessment, formulation, diagnosis, and psychological treatment of mental
health problems to become endorsed by the Psychology Board of Australia (PsyBA)
which regulates the registration as a psychologist under the National Registration
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Table 1 Foundational and functional research and clinical skills in Clinical Psychology (URL
https://www.marquette.edu/psychology/documents/competencies-rubric.pdf)

Foundational competencies

Reflective practice/self- | Practices within the boundaries of competencies; demonstrates

assessment commitment to lifelong learning; engages with scholarship; capable
of critical thinking; demonstrates a commitment to the development
of the profession

Scientific method Demonstrates a respect for scientifically derived knowledge;
understands research and research methodology; understands
biological bases of behavior, cognitive-affective bases of behavior,
and life span human development

Relationships Demonstrates capacity to relate effectively and meaningfully with
individuals, groups, and/or communities

Individual/cultural Awareness and sensitivity in working professionally with diverse

diversity individuals, groups, and communities who represent various cultural

and personal background and characteristics

Ethical/legal standards Application of ethical concepts and awareness of legal issues
regarding professional activities individuals, groups, and
organizations. Advocating for the profession

Interdisciplinary Professional and competent cooperation with colleagues and peers in
systems related disciplines

Functional competencies

Psychological Assessment, diagnosis, and conceptualization of problems and issues
evaluation of individuals, groups, and/or organizations

Psychological Interventions designed to alleviate suffering and to promote health
interventions and well-being

Consultation The ability to provide expert guidance or professional assistance in

response to a client’s needs or goals

Research and evaluation | The generation of research that contributes to the scientific
knowledge base and/or evaluates the effectiveness of various
professional activities

Supervision Supervision and training of professionals

(optional) teaching Demonstrates rudimentary understanding of teaching theories and has
gained some relevant experience in teaching

and Accreditation Scheme (2010). A 3-year accredited undergraduate psychology
sequence is followed by a 1-year accredited psychology studies for completing an
accredited honors degree or postgraduate diploma in psychology, and an additional
1-year internship pathway or postgraduate study. The current standard is to complete
the MPsych, MPsych/PhD or DPsych for that area of practice, followed by a registrar
program. Entry into the registrar program can only be achieved once the candidate
has completed an MPsych degree, or for MPsych/PhD and DPsych students, once
they have completed all coursework and placement requirements, and made suffi-
cient progress on their thesis. Participation in a registrar program is required for
registered psychologists who wish to qualify for an area of practice endorsement in
one of the nine PsyBA-approved areas of practice (clinical neuropsychology, clinical
psychology, community psychology, counselling psychology, educational and
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developmental psychology, forensic psychology, health psychology, organizational
psychology, and sport and exercise psychology). Detailed information about these
requirements are set out in the area of practice endorsement registration standard;
supporting information is provided in the guidelines for area of practice endorsement
(https://www.psychologyboard.gov.au/endorsement.aspx).

In the UK, standards for proficiency for clinical psychologists are set out by the
Health and Care Professions Council, and the British Psychological Society accred-
itation criteria for training in Clinical Psychology. These theoretical frameworks are
deemed suitable for Clinical Psychology training as they target studies to describe
and understand the complexities of human development. By paying attention to
biological, psychological, environmental, social, and cultural factors, curricula aim
to chart the diverse pathways that may contribute to the development of psycholog-
ical difficulties, or conversely optimal functioning. An example for a strong focus on
clinical science comes from the Clinical Psychology program of Harvard. The main
emphasis of the program is research, especially on severe psychopathology. The
program and course work is committed to training clinical psychologists whose
research advances scientific knowledge of psychopathology and its treatment, and
who are capable of applying evidence-based methods of assessment and clinical
intervention. Requirements for admission and the curriculum are available online
(https://psychology.fas.harvard.edu/clinical-psychology).

In Canada, Clinical Psychology study programs usually require a minimum of
300 hours of practicum training for the MA degree, and a minimum of 700 additional
hours for the PhD degree (1000 hours at the MA and PhD levels combined). An
additional 1000 h of practicum prior to the year-long predoctoral internship is
recommended. Students are required to engage in research across their enrollment
in Clinical Psychology study programs (www.cpa.ca).

To allow for comparison and in recognition of studies in Clinical Psychology
across different countries and educational systems, the European Federation of
Psychologists’ Association (EFPA) has set a European standard of education and
professional training in psychology. EuroPsy is not a license in a particular country,
but a European qualification that complements national standards. For example,
standards for education (at least 5 years) and supervised practice (at least 1 year) and
who have signed a statement of ethical conduct can obtain EuroPsy. Any psychol-
ogist who meets this standard can obtain a certificate and be included in the Register
of European Psychologists. The model is called “EuroPsyT — A framework for
education and training of psychologists in Europe” and was established by EFPA
in 2001. Note that the holder of the specialist EuroPsy Certificate in Psychotherapy
qualifies for the European Certificate in Psychotherapy (which is issued by the
European Association for Psychotherapy).

Doctoral and Higher Education in Clinical Psychology

Training for doctoral psychology fellows is often organized in summer schools,
doctoral programs, or graduate academies. Most of them follow curricula that aim to
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teach in-depth knowledge, training of and special competences in clinical research
and practice (Table 2).

For example, the University of London’s Doctorate in Clinical Psychology is the
largest professional training course for clinical psychologists in the UK. The course

Table 2 Competencies in clinical research and practice, illustrated by individual competencies

Communication and interpersonal skills

» Communicates effectively

» Forms positive relationships with others

» Manages complex interpersonal situations

» Demonstrates self-awareness as a professional

Individual and cultural diversity

» Demonstrates awareness of diversity and its influence

* Develops effective relationships with culturally diverse individuals, families, and groups
» Applies knowledge of individual and cultural diversity in practice

* Pursues professional development about individual and cultural diversity

Professional values, attitudes, and behavior

* Displays professional behavior

 Engages in self-assessment and self-reflection

» Demonstrates accountability

» Demonstrates professional identity

» Engages in self-care essential for functioning effectively as a psychologist

Ethical and legal standards

» Demonstrates awareness of ethical and legal standards applicable to health service psychology
practice, training, and research

* Recognizes and manages ethical and legal issues in health service psychology practice, training,
and research

* Adheres to the APA ethical principles and code of conduct

Assessment

* Conducts clinical interviews

* Appropriately selects and applies evidence-based assessment methods
* Collects and integrates data

» Summarizes and reports data

Intervention

» Formulates case conceptualizations and treatment plans
* Implements evidence-based interventions

* Monitors the impact of interventions

Consultation and interprofessional/interdisciplinary, and systems-based practice
* Provides consultation (e.g., case-based, group, organizational systems)
* Engages in interprofessional/interdisciplinary collaboration

*» Engages in systems-based practice

Supervision

* Seeks and uses supervision effectively

« Use supervisory feedback to improve performance

» Facilitates peer supervision/consultation

* Provides individual supervision (if applicable)

Research and scholarship

* Displays critical scientific thinking

* Uses the scientific literature

* Implements scientific methods
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provides a first-rate training in clinical psychology, leading to a doctoral qualification
accredited by the UK’s Health and Care Professions Council (HCPC) and the British
Psychological Society (BPS). The Course’s overarching aim is to “train indepen-
dently minded, scientifically-oriented and compassionate clinicians who are com-
mitted to anti-discriminatory practice and capable of taking a leadership role in
health services at home or abroad” (https://www.ucl.ac.uk/clinical-psychology-
doctorate/teachingprogramme/teach_docs/teach _curriculum, URL from April
14, 2021).

Similarly, doctoral trainings in Canada are accredited by the Canadian Psycho-
logical Association (www.cpa.ca). To become a psychologist in Canada, after
obtaining a bachelor’s degree in psychology, one must attend graduate school and
obtaining a master’s degree and/or doctoral degree. At the PhD level, one can obtain
a PhD in clinical or experimental psychology, or a PsyD. In a PhD program, students
normally take courses, pass comprehensive examinations, conduct original research,
and write and defend their dissertation. For those wishing to provide psychological
services to clients (i.e., PhD in clinical psychology), they have to spend at least one
additional year interning and receiving supervision. Thus, a PhD program in clinical
psychology requires research and practitioner expertise.

Given the history of the field, psychological assessment and intervention are
pivotal to the field. Already in the early 1950s, the Boulder Conference (Raimy,
1950) identified personality appraisal (assessment) as one of the core areas in
Clinical Psychology, including “all the methods available to the clinical or non-
clinical psychologist for evaluating the individual and groups of individuals (.. .) in
addition to testing methods, (...) interviewing, observation techniques and alike”
(Raimy, 1950, p. 69). That is, knowledge on the theories and methods of diagnostic
assessment and evaluation is required. More recently, the American Psychological
Association accreditation recommended Clinical Psychology doctoral programs to
train students in psychological assessment (APA, 1995, Guidelines and Principles
for Accreditation of Programs in Professional Psychology, Domain B, Section 3 C,
p. 6) in order to acquire substantial understanding of and competencies in the
definition and diagnoses of mental health issues and mental disorders.

Similarly, clinical psychologists are expert in providing psychotherapy, so higher
education programs focus on training in at least one of the four primary theoretical
orientations — psychodynamic, humanistic, cognitive-behavioral therapy, and sys-
tems or family therapy (Lambert, 2013), sometimes also with special focus on
children and adolescents versus adults versus older adults. Examples are mapped
in training guidelines for various forms of specialty training within Clinical Psy-
chology (e.g., training for clinical scientists, training for cognitive-behavioral ther-
apists, training for behavioral health practitioners). Each of these guideline rests on
the assumption that doctoral students will receive foundational training in core areas
(e.g., psychopathology, evidence-based assessment, evidence-based treatment) and
will receive clinical supervision in the development of core clinical skills (e.g., case
formulation, differential diagnosis, treatment/intervention conceptualization, ethics,
sociocultural competence). Training in these core competencies is usually organized
in structured programs consisting of multiple experiences and across a 2—3-year
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period. The progress of fellows in developing these competencies is assessed by
supervisors and advisors informally throughout the year and sometimes also for-
mally through written assessments.

Core Contents and Topics of Clinical Psychology

Following the four lessons listed by Norcross and Karpiak (2002) and in line with
Kramer, Bernstein, and Phares (2019), and Wittchen et al. (2021), core contents in
Clinical Psychology include:

» Basic features, methods, and strategies of clinical assessment

* The variety of clinical interventions such as psychodynamic and humanistic
psychotherapies, behavioral and cognitive-behavioral psychotherapies, system
or family therapies, including their theoretical principles, empirical evidence as
well as variations across settings, translation into prevention and intervention
strategies

» Knowledge on the clinical phenomenology, diagnostic features, epidemiological
characteristics of mental disorders according to current diagnostic classificatory
systems and across the life span

* Knowledge on research designs, methods, statistical analyses, and procedures to
plan, conduct, and evaluate research in the field

The sheer amount of theories makes it impossible to provide a full list of
theories and associated research paradigms. Clinical Psychology has strong asso-
ciations with other fields in psychology to map the development of adaptive and
maladaptive behavior across the life span, such as with developmental psychology
and attachment theory, as well key cognitive, interpersonal, and social processes
that shape development throughout life. Since understanding of the development,
onset, and course of mental disorders plays a pivotal role in the field, the
vulnerability-stress model (or diathesis-stress-model) provides an atheoretical
heuristic approach to explain the onset, manifestation, or trajectory of a disorder,
as the result of an interaction between predisposing risk or vulnerability factors
(the diathesis), and stress caused by life experiences. The heuristic was introduced
by Zubin and Spring in 1977 for Schizophrenia (Zubin & Spring, 1977), but still is
compelling today due to its simplicity and applicability across developmental ages,
disorder categories, and cultures. The heuristic does not explain why or how
vulnerability and stress work together, but it allows to collect evidence so far
and to delineate research questions and hypotheses on the development of mental
disorders.

Traditionally, knowledge of and skills in basic features, methods, and strategies
of clinical assessment are considered as fundamental for clinical psychologists.
Cross-reading of recent guidelines and current curricula suggest three general
themes in assessment courses (Childs & Eyde, 2002), namely (1) knowledge
about psychological assessment techniques including an understanding of
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psychometric concepts such as reliability, validity, objectiveness as well as of other
issues such as professional ethics (who to test, why, critical evaluation), legal
issues, and assessment of diverse populations; (2) training in psychological assess-
ment techniques including supervised practice in selecting assessment methods,
administering and scoring, interpreting, and communicating assessment results;
(3) training in psychological assessment techniques in course-linked labs as well
as hands-on-learning. Assessment courses predominantly teach intelligence and
personality assessment, and often to a much lesser degree, behavioral assessment
in adults. Also, some courses also cover clinical assessment in children and
adolescents.

Given the relevance of assessment courses, Childs and Eyde (2002) listed for
components for assessment training programs:

» Coursework in psychometrics, such as validity, reliability, as well as in general
measurement principles based on test/item bias, classical test theory, and item
response theory.

* Coursework in types of assessment, the assessment of specific populations (i.e.,
by age or culture), and the use of specific instruments, test development, and
norming.

* Course-linked labs where assessment techniques and the use of specific instru-
ments are taught through closely supervised assessment exercises, with students
usually assessing volunteers (often friends, family, or fellow students with the
stipulation that assessment results remain undisclosed to the volunteer).

* Internships in a clinic or hospital, in which actual clients are assessed by the
student, usually under the supervision of a licensed psychologist
(psychotherapist).

Preferably, assessment trainings are combined with trainings in communication
and interpersonal skills, diagnoses, and intervention for optimal integration of
theory, research, and clinical practice. Still though, comprehensive assessment
curricula would encompass clinical interviewing and behavioral observation as
well as formal psychological testing and coursework in basic psychometric concepts,
professional ethics, legal issues, and assessment of diverse populations (Childs &
Eyde, 2002).

The second core content field relates to clinical interventions, which is marked by
at least four leading models guiding clinical psychology practice (https://www.ucl.
ac.uk; Hoyer, Knappe, & Wittchen, 2021). Behavior therapy is delineated from
theories, evidence-based knowledge and skills for developing behavioral conceptu-
alizations to psychological distress found across the life span. In its first substantial
amendment of Cognitive Behavior Therapy, individual cognitions (i.e., beliefs,
expectations, attitudes, schemes) are considered in addition to observable anteced-
ents and consequences of human behavior. Based thereupon, Cognitive Behavior
Therapy is grounded on (diverse) cognitive models to understand individuals’
distress and its etiology. In fact, current evidence suggests that mental disorders
can be best understood and treated from a cognitive behavioral perspective (such as
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anxiety, obsessive compulsive disorder, and post-traumatic stress disorder).
More recent amendments to Cognitive Behavioral Therapy include Acceptance
Commitment Therapy, Mindfulness-Based Stress Reduction, or Schema Therapy
(Hoyer & Knappe, 2021). The development of adaptive and maladaptive behavior
(mental disorders) can also be conceptualized from the perspective of Psychoana-
Wytic Psychotherapy. According to the origins of Freud’s psychoanalytic theory of
personality development, personality is formed through conflicts among three fun-
damental structures of the human mind: the id (unconscious source of primitive
sexual, dependency, and aggressive impulses), the superego (subconsciously inter-
jects societal mores, setting standards to live by), and the ego (representing a sense of
self, mediating between realities of the moment and psychic needs and conflicts)
(Freud, 2020). Since then, numerous psychoanalytic schools evolved been devel-
oped, applying the core concepts also to the conceptualization, assessment, and
treatment of mental disorders (Frosh, 2012; Lemma, 2015). More recently, Systemic
Therapy has been delineated form the theoretical developments and clinical appli-
cations of systems theory over the past 30 years, shifting the individual-centered
focus to a variety of contexts for individual work, family work, and systemic
consultation.

During the twentieth century, psychology moved into the realm of the paradig-
matic science (Scotti, Jacoby, Cohen, & Hicks Patrick, 2010). Developing a strong
proficiency in research design and statistical analysis has become a critical aspect
of the psychologist identity in the USA and in many other countries around the
world. Psychologists thus need at the very minimum to be familiar with various
research designs and statistical techniques, and some psychologists should also be
able to effectively teach these techniques and contribute to the development of new
statistical designs and techniques (Field, 2017; Scotti et al., 2010). In addition to
traditional statistical techniques, such as analysis of variance (ANOVA), more
recent graduate and doctoral programs also cover advanced statistical skills such
as structural equation modelling, multilevel modelling, hierarchical linear model-
ling, and other (Aiken, West, & Millsap, 2008). Furthermore, the Committee on
Accreditation of the American Psychological Association (APA, 2013) requires all
accredited doctoral programs in professional psychology to include courses in
research methodology and techniques of data analysis in their curricula. Ord,
Ripley, Hook, and Espamer (2016) surveyed 153 APA-accredited doctoral pro-
grams in clinical and counselling psychology, and conducted a review of 320 sta-
tistics course syllabi. Results indicated relative consistency among courses and
programs in the concepts that were covered and the materials that were utilized.
Moreover, all programs required at least one course in basic research design and
statistics that addressed at least simple statistics analyses such as descriptive
statistics, ANOVA, and multiple regression. SPSS was the most commonly used
statistical software program, and most courses had statistics labs to teach students
the practical use of computer programs. In the past 5 years, statistical software
programs that were predominantly used for research activities in Clinical Psychol-
ogy have been included in the curricula as well, such as STATA, MATLAB, R, and
others.
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Teaching, Learning, and Assessment in Clinical Psychology

Clinical Psychology is likely a discipline within the field of Psychology and Health
Sciences where students are especially motivated to learn the content and skills.
Pearlman and McCann (1999) referred to Clinical Psychology as the most popular of
the specialized content classes in the undergraduate psychology major, maybe
because students expect the course to clarify personal questions about mental health
of family and friends and because students desire to learn how to manage the impact
of mental disorders in their own lives (Connor-Greene, 2001). At the same time,
students taking Clinical Psychology may also believe to have or have had the
symptoms of the particular syndrome about which they are learning (i.e., “first-
year-medical-student syndrome”). Thus, teachers are especially responsible to (re-)
frame the sheer facts and need to be prepared that the action of teaching produces
reaction in students beyond learning about theories and skills (i.e., self-reference, see
below).

Broadly, teaching Clinical Psychology (and most likely other related disciplines
as well) can be based on three pedagogical approaches (Halonen, 2005), namely
(1) lecture centered, (2) diagnosis-centered, and (3) outcome-centered. The lecture-
centered approach (1) uses clinical stories to help students extract critical concepts
from the stories to convey basic course contents. For example, the lecturer illustrates
the case of a patient or experiences from treatment. There is a range of prominent
patient histories documented, such as the case of Bertha Pappenheim (Anna O) that
illustrates the impact of previous traumas and subconscious ideas on the conscious
mind, and gave rise to the use of “talking therapy,” along with hypnosis and
regression, to identify the possible causes of mental disorders (Freud, 2020). The
teacher will then outline that Breuer’s work with Berta Pappenheim significantly
formed the psychoanalytic theories on hysteria and treatment methods. Lecturing
can be highly efficient as loads of information is presented in quite a short time.
However, students remain passive and thus, also learning is likely to be passive.
When it comes to more recent (i.e., current cases), the lecturer runs risk of violating
confidentiality and the patient’s right of privacy. Thus, cases are strictly required to
be anonymized, such as Breuer and Freud did with the story of Bertha Pappenheim
who was usually named as Anna O.

Alternatively, the diagnoses-centered approach (2) focuses on diagnostic criteria,
as depicted in current diagnostic classificatory systems of the APA (2013) or WHO
(1992). Students are being taught to delineate an accurate diagnosis in response to a
clinical story. This is an analytic process that requires active learning, rather than
absorbing information from a lecture. Some students develop sincere enthusiasm for
the diagnostic process (Halonen, 2005), while others find dealing with diagnostic
criteria, thresholds, and taxonomy tedious.

As an intermediate approach that includes both lectures and the delineation of
diagnoses is reflected by the outcome-centered approach (3), which teaches Clinical
Psychology “as a liberal art in a science context rather than as a clinical entertain-
ment or predoctoral training” (Halonen, 2005, p. 44). That is, an outcome-centered
approach defines desired student achievement as competencies in clinical research
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and practice as illustrated above. Hence, learning of course material or facts is one
preferred outcome, especially when it comes to the need for exams. However,
important learning outcomes may also include changing the student’s attitudes,
enhancing thinking skills, and helping students to mature into more ethical or
compassionate individuals (Halpern & Desrochers, 2005). Thus, teachers are well
advised to use didactic elements that help to create a stimulating learning atmo-
sphere, for example, lectures and seminars, special guests and topics, standardized
patients and role plays, in-class activities using experiential learning, between-class
assignments and supervision of clinical practice training by experienced
therapists, etc.

Lectures. Allow for questions, even in large lectures. Students are then required to
keep a minimum of attention, may feel welcomed and respected for their status: as
Zimbardo pointed out “there are no right answers to discover but their perceptions
and insights to uncover “(Zimbardo, 2005, p. 16).

Seminars are usually formed of smaller groups of students and thus allow
discussions of theory and research driven published work, facilitated by an academic
member of staff. Seminars focus on competencies rather than fact-based knowledge,
aiming to develop and promote the students’ ability to critically examine the
evidence by paying close attention to the results of published research and examine
the validity and reliability of conclusions drawn. Students are sometimes asked to
read one or two key articles or chapters that reflect an important area for debate
within academic clinical psychology, with a particular emphasis on the interface
between theory and practice. These sessions provide a unique environment for
students to lead discussions and engage in academic debate in a discursive manner,
with the guidance of members of the academic team. Seminars also provide an
opportunity to practice formal academic or clinical presentations and to develop their
capacity to communicate complex clinical material in a clear and concise manner
(https://www.ucl.ac.uk/clinical-psychology-doctorate/teachingprogramme/teach
docs/teach_curriculum).

Invite special guests, so students meet the expert. This tool is especially helpful
in case the teacher is less familiar with a special topic or to allow for discourses. In
Clinical Psychology, inviting patients to the class can be informative for students
(i.e., to experience a given mental health problem from the perspective of the
patient), for teachers (i.e., communication and interpersonal skills of the stu-
dents), as well as the therapist of the patient (i.e., using the situation in class as
behavioral observation or even more, given informed consent of the patient, as
therapy experience). Also, learning about the realities of professional work in
clinical research and practice can be promoted by direct experiences in service
learning, featuring guest-speakers, asking students to chronicle their course of
their career.

Standardized patients support practice-oriented teaching in clinical psychology
and psychotherapy. They help students to test and experience the administration and
outcome of prototypical interventions, and students may also experience themselves
as counsellor or therapist.
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Multiple in-class activities and between-class assignments help to engage students
with the material. The latter is often based on homework such as reading and
discussing literature, presenting research papers or writing essays about a given topic.

Experiential learning. One core didactic element in Clinical Psychology is
experiential learning which refers to the process of learning through experience,
and which can be more specifically defined as “learning through reflection on
doing.” Students conduct exercises in order to reflect the patient’s role, therapist’s
behavior, and to observe and learn from others. Notably, students are free to choose
not to participate in exercises. Hence, the social context of the classroom, the
ambience of the setting, or the place of a particular course in the overall schedule
can make a difference. An example is described in Box 1.

Box 1 “What’s It Like to Reveal Personal Information About Yourself

in Psychotherapy. Why Do Clients Show “Resistance?” (Suler, http://
truecenterpublishing.com/tcp/resist.html, URL from 09.03.2021)

The students are instructed to write down on a small piece of paper something
important and personal about themselves that they have never told anyone
else — a secret wish, fantasy, feeling, belief, or something from their past. If
they can’t think of anything, they are suggested to write down something they
have told maybe only one or two people who are close to them. The teacher
then promises sincerely that no one will see what they have written. When the
students are finished, they are asked to fold the paper up several times, very
tightly. The teacher then walks around the room and asks some students, one at
a time, if they will hand the paper. A few do so with little worry, or a few
refuse, but most of the students will comply but with some hesitation. For
those who do agree, the teacher takes the paper and does one of the following,
usually in a humorous way:

» Ask them if you can open it (but refrain from doing so).

* Hold it to your head and pretend you can mind-read it.

o “Carelessly” toss it into the air

» Ask if you can give it to someone else (but don’t do so).

» Stick it into your pocket and pretend to forget it’s there (always give
it back).

» Take one person’s paper in your right hand, another in your left, wave your
arms back and forth over each other, and pretend that you have confused
whose secret is whose

This exercise illustrates putative reactions of patients to diagnostic assessments
(i.e., in clinical interviews), to the therapist’s approach into the very private feelings,
thoughts, or behaviors of the client. For example, students discuss how they would
have felt if the paper was read by someone: anxiety, anger, embarrassment, shame,
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helplessness — the same feelings that clients struggle with in psychotherapy, and that
may account for their “resistance.” How would the therapist react to your revealing
such information?

Of note, instructions like these have direct, likely also, self-referential importance
to students (cf. Snyder, 2005). So teachers (instructors) should be aware of the
repercussions of their instructions on how students react and think about themselves.

Supervision is particularly relevant for graduate or postgraduate students when
they start clinical work with “real” patients. That is, learning to apply treatment
techniques in practice is often challenging, and in order to consolidate theory-
practice links, and to enhance practical skills learned on placement, students are
required to regularly attend individual or group supervision. Trainees bring clinical
material that is discussed in their group, moderated and guided by an experienced
clinical psychology supervisor. His/her task is to ensure that all trainees are compe-
tent in the treatment techniques by the end of their training and to ensure patient
safety. The overarching aim is to support trainees in developing their understanding
of treatment theory and their capacity to apply this in clinical practice.

Challenges and Lessons Learned

Curriculum design and implementation is a challenging task and requires addressing
several alignment issues, including the alignment of the goals and affordances of
(1) the academic discipline with those of the diverse professional fields in which the
graduates of this discipline will work, (2) the curriculum with the goals and resources
of the local settings, and (3) the curriculum with the goals and capabilities of the
target students. Furthermore, the current state of art in an academic domain such as
Clinical Psychology is constantly progressing, professional domains are changing
depending on societal affordances and/or technical developments, and students’
goals and capabilities are diverse and also changing (cf. Narciss, 2019).

In the past 25 years, Clinical Psychology curricula from colleges, universities
up to doctoral training programs put emphasis on evidence-based practice in
Clinical Psychology (Beck et al., 2016; Maki & Syman, 1997) which may be
regarded as a turn from the long-lasting claim for empirical-supported treatment. It
may also be regarded as a future trend, emerging from lessons learned in empirical-
supported treatment. Here again, the interplay between clinical research and
practice serves as an invaluable source of professional vitality and growing
fascination (Norcross & Karpiak, 2012). Also, the emerging emphasis on
internationalizing curricula in Clinical Psychology by including international
dimensions of abnormal behavior enfolds a growth opportunity for teaching future
scholars (Halonen, 2005).

Course concepts have also almost consistently included examples of application-
oriented courses in Clinical Psychology, providing practical exercises in which
students gain initial experiences with psychotherapeutic techniques on personally
relevant problems. In case seminars, students apply their acquired skills to treat
an actual outpatient case, while translating basic psychological knowledge into
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an individualized treatment plan. For example, the Master-seminar “Different
approaches to psychotherapy in practice” (Philipps-Universitit Marburg, Germany)
offers the opportunity to explore six different patients coming from a variety of
treatment setting (Wilhelm, Rief, Haberkamp, von Blanckenburg, & Glombiewski,
2020). Nonetheless, new modules for teaching practical skills are needed in order to
meet the extensive requirements for a license to practice psychotherapy, for example,
as in Germany. The innovative method of acting or simulation patients (standardized
patients) seems to be particularly well suited to train and reflect on skills in clinical
psychological communication. Experienced therapists’ views indicate that very
realistic interactions with patients can be simulated with reasonable effort. The
students’ evaluations reflect high satisfaction with the new teaching method. In
addition, the pre-post comparison of the participating students shows an increased
therapeutic self-efficacy — especially for the topics which were actually practiced
(Alpers, & Steiger-White, 2020).

Clinical Psychology has gone through substantial development in the past
decades with enormous increase in knowledge on research methods, designs, and
strategies, increase in the provision of empirical supported treatments and health care
utilization that have informed standards of proficiency in the field. Clinical Psychol-
ogy has become a health profession, comparable to other, i.e., medical, professions.
The challenge is to assert next to other health caregivers, to identify common
grounds on the one hand, and to preserve and promote the expertise specific to
Clinical Psychology on the other.

At least, also the Covid-19 pandemic has stimulated teaching and learning in
almost every academic field and across occupational areas worldwide. Hence,
blended learning and online-based learning have gained massive attention. For the
field of Clinical Psychology, a number of challenges arise from social distancing
between teachers and students, as well as patients and therapists. Until 2020, Clinical
Psychology and in particular learning the clinical practice of administering interven-
tions was predominantly based on face-to-face observational learning and training
under supervision. Here, legal regulations (i.e., need for face-to-face contacts to
qualify for psychotherapy in some countries), data protection and security, or ethical
concerns (i.e., availability of the therapist or therapy strategies in acute crises) have
challenged teaching concepts in Clinical Psychology.

Teaching, Learning, and Assessment Resources

Teaching Clinical Psychology (as most likely any other filed) can be considered as a
privilege since teachers are trusted to teach their knowledge, skills, and expertise to
others. So teaching goes beyond providing knowledge or specific information from
one (expert) to another (any student); it can also be seen as a linchpin that decides on
whether the student’s motivation is appreciated and promoted. At the same time,
teaching is a reciprocal process that emphasized the role of the student as an active
agent in the learning process (Halpern & Desrochers, 2005). The idea of student-
centered learning also requires the teacher to direct the student’s learning activities.
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That is, teachers present the facts, but at the same time, these facts likely have self-
reference for the individual student. As a consequence, students may develop
(promote, affirm) new and more sophisticated views about other people and about
themselves (Snyder, 2005). This process adds responsibility to those who teach
Clinical Psychology, especially when it comes to students presenting with mental
health issues. Course contents likely deal with information about how students view
themselves and also information about mental health of their own or their friends and
families. So teachers need to be capable of the desire to increase self-referential
thinking and keeping the balance with regard to protect the student’s welfares
(Snyder, 2005).

In line with teaching as a reciprocal process, commitment of both the teacher and
the students is helpful. Think back over the course of your own education and recall
those teachers who really made a difference for you (Snyder, 2005). What do you
remember of these teachers, and do you have an idea what has made this learning
experience so memorable? From a teacher, we would expect knowledge and exper-
tise of past and ongoing developments in the field, but also commitment to teaching,
creativity, humor, and understanding of the student’s need. Teachers can contribute
to the student’s commitment to learning by acknowledging that (some) learning will
require cognitive effort, sustained attention, and hard work. At the same time,
teachers put a lot of work into tasks such as grading papers, meeting with students,
planning demonstrations, and other engaging classroom activities (Halpern &
Desrochers, 2005).

Recommendations for Teaching

Teaching is so much more than didactic information exchange; teaching can also
serve as an agent of change, not only in Clinical Psychology. So how to stimulate this
process? It may be that teachers who never stop being curious, who continually work
on their teaching skills to keep it fresh for both the students and themselves, are
better able to elicit interest and enthusiasm for the course content than others.
However, keeping the balance between entertainment and education is needed to
promote learning of facts, competencies, and skills, and to meet the motivation of
both students and yourself as the teacher.

When it comes to didactic skills, ask for help from more senior teachers and take
advantage of further training in teaching skills, for example, on blended learning
and use of digital media to reach students even aside the campus. Though it might
be tempting to present as much information as possible, to bridge to other contents
or courses — also keep in mind, that the amount of data and details that can be
processed, is limited (at least in the very moment of presenting information). So
keep it simple and focus on three to four key points (take home messages). Plan,
test, and update demonstrations, as a successful demonstration often has a major
impact on student’s commitment and interest in the field. Also make clear from the
beginning what is needed to do in order to succeed (to pass the exam in this
course).
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Following Zimbardo’s Premises on Teaching

Philipp G. Zimbardo, author of a prominent textbook providing a comprehensive
introduction into the field of psychology that almost every student comes across in
the first courses of psychology, described four premises for teaching. They are based
on his extensive teaching experiences in undergraduates and involve making it
(1) memorable, (2) right, (3) relevant, and (4) better next time: The more interesting
the subject, the greater the memory strength. So teachers, who are able to describe
psychological theories and promote students to relate to some personally relevant
aspects, will likely promote deeper encoding and the more the content of the course
will qualify as memorable. Also, read the primary resources and acknowledge your
limits in expertise, rather than present half-truths. Rethink, use students’ evaluations
and feedback on your course to rework the introduction or how to chunk the big
ideas, to integrate better examples, to improve the pacing or overall tempo.

These premises may serve as guiding principles for teaching, though not only in
Clinical Psychology.

Further Reading Suggestions for Clinical Psychology Teachers

* (Clinical) psychological associations in your country often accredit curricula for
undergraduate, graduate, and postgraduate education aiming to promote the
professional development in the field. For example, the Australian Clinical
Psychological Association (www.acpa.org) supports the requirements of the
Psychology Board of Australia (PsyBA) for Continuing Professional Develop-
ment (CPD); the British Psychological Society (BPS) set out what is considered
necessary for safe and effective clinical practice in the UK, describe what pro-
fessionals must know, understand and be able to do at the time they apply to join
the HCPC Register (April 2021; https://www.bps.org.uk/news-and-policy/hcpc-
standards-proficiency). These resources can inform teachers about county-
specific requirements and proficiency in Clinical Psychology.

* www.eaclipt.org The European Association of Clinical Psychology and Psycho-
logical Treatment (EACLIPT) was founded in 2017 with the aims to foster
research, education, and dissemination of scientifically evaluated findings on
diagnostics and classification of mental disorders, psychological and psychobio-
logical mechanisms of health and disease, psychological treatments, psychother-
apy, prevention and rehabilitation, health care issues in mental disorders, and
dissemination and implementation of evidence-based psychological treatments.
The Journal Clinical Psychology in Europe is the official Journal of the EACLIPT
and is available as open access resource. In addition, there is an annual congress
of the EABCT reporting latest developments in clinical research and practice.

» Prominent textbooks in Clinical Psychology on the national and international
level have been edited by Kramer et al. (2019) and Barlow (2014). They likewise
provide excellent introductions to the field and it may simply depend on the
lecturer’s preference which one to choose. For Kramer et al., they provide a
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scholarly portrait of the history, content, professional functions, and the future of
Clinical Psychology. The textbook of Comer and Comer (2018) is widely adopted
on Clinical Psychology courses and collects, explains, and illustrates theoretical
approaches, starting from assessment procedures and diagnostic classification,
mental disorders across the life span, their biological underpinnings up to treat-
ment planning and evaluation. With respect to Clinical Psychology in
non-Western countries, the casebooks by Lange and Davidson (2015) and Rich,
Jafaar, and Barron (2020) provide comprehensive case formulations on the
diagnosis, classification, and treatment of mental disorders in Asia, with special
focus on the critical sociocultural, clinical, and health issues and perspectives in
psychology in South East Asia.

Courses on research designs and statistical analyses are usually required as
mandatory, though some students find it difficult to engage in probability esti-
mates, variance, sample size calculations, etc. A standard reference in the field
was provided by Pedhazur and Pedhazur Schmelkin (2013); for a lively and
enthusiastic application, check out the bestselling textbook “Discovering Statis-
tics using IBM SPSS Statistics: and sex and drugs and rock n’ roll” by Andy Field
which is accompanied by social media activities and webpages such as https://
www.discoveringstatistics.com

The sheer number of textbooks on representatives of the four primary theoretical
orientations as well as the more recent developments in the field of psychotherapy
makes it almost impossible to pick a selection. Read as much as you can. When it
comes to understanding underlying therapeutic agents, active ingredients, and
mechanisms of behavior change, you may wish to follow the classic by Strupp
(1993) and his research at Vanderbilt University. Initially focused on the empirical
study of therapeutic techniques by the beginning of the 1950s, the work soon
drew attention to therapists’ attitudes toward the patient and the manner in which
these attitudes were intertwined with therapists’ clinical judgments and their
communications to the patient.

John Suler provides a plenty of ideas and resources for teaching courses in
Clinical Psychology, especially at the undergraduate level, with strong preference
for experiential and hands-on learning. Many of his ideas are presented on the
webpage http://truecenterpublishing.com/tcp/tcp.html, but for more detailed
information, refer to his books, manuals, and essays. Of note, Suler just recently
published the Instructor Manual for Cyberpsychology (Suler, 2016) on how
people think, feel, and behave in online environments. The manual includes a
sample syllabus, student exercises, and online resources, and may be inspiring for
teachers with online-teaching requirements.

The Society for the Teaching of Psychology (STP, www.teachpsych.org) pro-
vides peer-reviewed teaching and advising materials for Clinical Psychology
and other fields in psychology, for use to all teachers of psychology from school
teachers, to undergraduate and graduate teaching. The resources are available as
open access documents and can pertain to any aspect of teaching, spanning
from abnormal/clinical/counselling psychology to statistics and research
methods.
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* The European Society of Psychology Learning and Teaching (www.esplat.org)
aims to advance the learning and teaching of scientific psychology at all educa-
tional levels on the basis of scientific evidence. The associated journal Psychol-
ogy Learning and Teaching (PLAT) publishes research articles, reviews, target
articles and corresponding comments, as well as reports on good and innovative
learning, teaching, and assessment practices in Clinical Psychology and other
fields of psychology.

* Similarly, though not limited to Clinical Psychology, online platforms provide
open access learning resources for students and teachers, for example, www.
coursera.org and www.psychologylecturer.com, with the latter particularly focus-
ing on digital learning scenarios using video tutorials and demonstrations,
podcasts, chat bots, etc.

» Zimbardo’s plea for “Optimizing the power and magic of teaching,” i.e.,
reflecting his four premises on teaching, is summarized in a peer-review article,
and though published in 2005, his arguments are timeless.
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This chapter provides a framework for developing an undergraduate course in
abnormal psychology. Authors make recommendations about how to structure
the course and outline necessary competencies, including the M.A.P.S. frame-
work for understanding the limits of diagnostic classification systems. By iden-
tifying challenges associated with defining abnormality, problems with a strict
medical model for understanding mental illness, not understanding the etiology of
symptoms, pigeonholing individuals, and only paying attention to superficial
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symptoms, the authors suggest ways to ensure that students view the classifica-
tion of mental disorders through a critical lens and take a wider view of diagnosis.
Concrete tools and sample activities are included to help instructors expand
their teaching repertoire for abnormal psychology.

Keywords

DSM - ICD - Diagnosis - Abnormal - Mental illness - Symptoms - Active
learning - Disorders - Etiology - Medicine - Learning objectives - Case studies

Introduction

Teaching a course in abnormal psychology is a rare opportunity and a delightful
adventure. Of all the courses in psychology and beyond, students are typically
most interested in learning about abnormal psychology. In fact, we have removed
the prerequisite courses from our abnormal psychology class where we teach so
that students from a wide variety of majors can access what we consider the core
“export” of psychology — understanding psychological disorders and how to work
with people who suffer from them. Accordingly, the content in an abnormal
psychology course is often recommended for students in a range of healthcare
professions, including physical therapy and medicine, due to its importance for
dealing with people. Furthermore, an abnormal psychology class presents unique
opportunities to reduce bias surrounding mental illness. Whereas contact with people
diagnosed with disorders is the best stigma-reduction technique, education is also
promising and can be accomplished as part of course content coverage (Strassle
2018). Finally, one of the privileges of teaching abnormal psychology is also
its greatest risk or burden, which is that the content often prompts students in the
class to share about their own or family members’ battles with the very mental
disorders you are discussing. If handled skillfully, this can be an opportunity for
students to access resources on campus or in the community that could help them or
their family members in their recovery.

Foundations of an Abnormal Psychology Course

In terms of content, the central material of a typical abnormal psychology course is
centered around a list of diagnosable mental disorders. For those who use a textbook
(e.g., Burke et al. 2016), it is almost always built around the Diagnostic and Statistical
Manual of Mental Disorders, currently DSM-5 (APA 2013), or its counterpart, the
International Statistical Classification of Diseases and Related Health Problems
(ICD-11, World Health Organization 2019). Often, the stage is set with a couple of
introductory lectures to provide historical context, research methods, and
biopsychosocial models used to understand mental disorders. Then, the DSM or
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ICD classification system is explained. The remainder of the course constitutes an
investigation of each of 15-20 major categories of mental disorders ranging from
depression and anxiety to schizophrenia, autism, and Alzheimer’s disease. For each
disorder, content chiefly coalesces around three aspects: (a) diagnosis, the symptoms
that comprise the diagnostic criteria of DSM/ICD and the way these disorders are
identified; (b) cause, what research has shown us thus far about biological, psycho-
logical, and social factors that create or maintain the disorder; and (c) treatment, which
biological (medication) and psychosocial (therapy) approaches have been effective in
reducing symptoms of the disorder and promoting recovery.

Despite its ubiquity, the DSM and ICD classification systems have been criticized
for lack of cultural sensitivity and for taking a disease-oriented categorical (e.g.,
depressed vs. non-depressed) rather than continuous (i.e., how depressed is the
person) approach to describing psychological disorders. Nevertheless, virtually
every textbook of abnormal psychology is organized around the DSM/ICD, and
all hospitals or mental health settings to our knowledge are oriented toward its usage
(DSM throughout North America and DSM or ICD internationally depending on the
setting). Thus, as we will elucidate further below, we recommend highlighting the
limitations of the DSM/ICD system (Frances 2013) along with its benefits at the very
onset of your course. As Joel Paris (2013) puts it, the goal is for students to learn the
classification system but not to blindly believe it.
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The Diagnostic and Statistical Manual of Mental Disorders, one of two books (along with the ICD)
used worldwide for the classification of mental disorders. (Public domain image by F.RdeC.
Available at https://commons.wikimedia.org/wiki/File:DSM-5 %26 DSM-IV-TR jpg)
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Setting the Scene

Even though students often want to jump right into a discussion of the specifics of
mental disorders (the “sexy” parts of the course), we believe it is essential — and
well worth the investment — to spend some time setting the stage before you drill
down deeper. We recommend taking time to focus on three broad strands of topical
material in the first few days of class: defining abnormality, understanding the
language of the DSM/ICD, and introducing the theoretical models of etiology/
cause.

Defining abnormality. First, it is valuable to discuss the definition of abnormal
psychology. Many students (and instructors!) may be uncomfortable with the title
of “abnormal psychology” as this title itself implies the true existence of normal
and abnormal behavior. Societally, abnormal tends to conjure negative feelings
and associations and reduces the nuance of behavior into categorical terms. Our
understanding of abnormal behavior has changed over the years, as evidenced by the
revisions to the DSM and ICD over time. One prominent example is the history of
homosexuality as a diagnosis in early versions of the DSM. The diagnosis of
homosexuality was removed in 1973, largely due to research indicating that homo-
sexuality was not pathological as well as mounting cultural and societal pressure for
the APA to reconsider its stance on homosexuality (Drescher 2015). Meanwhile, the
World Health Organization (WHO) only removed homosexuality from its ICD
classification with the publication of ICD-10 in 1992 (Burton 2015).

The question of what constitutes a mental disorder and the corollary issue of
what is and is not “abnormal” are foundational elements of courses in abnormal
psychology and provide rich opportunities for critical thinking. The vast majority of
abnormal psychology textbooks address the definition of abnormality as defined
through a psychological disorder within their first pages (see, e.g., Comer 2011;
Burke et al. 2016). This definition often sparks rich classroom discussion regarding
the difficulty of identifying and naming psychological dysfunction, including the
usage of the term disorder itself (Rounsaville et al. 2002). What is abnormal for one
person may not be for another, and these symptoms in the DSM/ICD are generally
defined from one cultural context. Psychiatrist Thomas Szasz (1996) argued that
our culture has pathologized behavior to the extreme and that “abnormal” behavior is
not necessarily the problem of an individual but rather society’s response to the
individual. For example, Szasz believed that attention-deficit hyperactivity disorder
is not a diagnosis per se but rather the result of age-inappropriate standards placed on
children (e.g., sitting in a kindergarten classroom with worksheets and minimal play
time).

In efforts to more clearly acknowledge that “abnormal” occurs across a spectrum,
the DSM-5 introduced an updated definition of a mental disorder that builds on the
modern notion of a harmful/distressing dysfunction. The new definition retains the
ideas of distress/disability, cultural context, and individual dysfunction found
in DSM-IV (APA 1994), but adds the concepts of emotion regulation and develop-
mental processes:
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A mental disorder is a syndrome characterized by clinically significant disturbance in an
individual’s cognition, emotion regulation, or behavior that reflects a dysfunction in
the psychological, biological, or developmental processes underlying mental functioning.
Mental disorders are usually associated with significant distress or disability in social,
occupational, or other important activities. An expectable or culturally approved response
to a common stressor or loss, such as the death of a loved one, is not a mental disorder.
Socially deviant behavior (e.g., political, religious, or sexual) and conflicts that are primarily
between the individual and society are not mental disorders unless the deviance or conflict
results from a dysfunction in the individual, as described above. (APA 2013, p. 20)

Note that ICD-11 has a very similar definition:

Mental, behavioural and neurodevelopmental disorders are syndromes characterized by
clinically significant disturbance in an individual's cognition, emotional regulation, or
behaviour that reflects a dysfunction in the psychological, biological, or developmental
processes that underlie mental and behavioural functioning. These disturbances are usually
associated with distress or impairment in personal, family, social, educational, occupational,
or other important areas of functioning. (https://icd.who.int/browse1 1/lm/en#/http%3a%?2{%
2fid.who.int%?2ficd%2fentity%2{334423054)

By including “emotion regulation” in its revised definition, DSM-5 and ICD-11
affirm that mental health does not arise so much from reducing certain emotions
but rather from adaptively managing the range of human “positive” and “negative”
emotions. This reflects researchers’ rapidly growing understanding of the deep
primary roles played by human affective systems (Davidson et al. 2000; Sander
2013). Further, the inclusion of “developmental processes” as a potential area of
dysfunction emphasizes the move toward a lifespan developmental approach to
classification (Klott 2012).

Understanding the language of the DSM/ICD and disorders. The second
major goal before delving into the specifics of diagnoses is to establish a baseline
understanding of the language of the DSM/ICD and how we talk about disorders.
The language of these classification manuals is sometimes complex and obtuse, so
translating it into simpler language helps to make the information more palatable.
For instance, one textbook (Burke et al. 2016) has a feature called DSM-5 in Simple
Language, which describes the diagnostic criteria for depression as follows.

The person shows at least five of the following nine symptoms most days for two
or more weeks:

1. Sad mood
2. Lack of interest or pleasure in activities

Physical changes, like:

. Low energy

. Sleeping more or less than usual

. Eating more or less than usual

. Moving faster or slower than usual
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Changes in thinking, like:

7. Thinking negative thoughts about himself or herself
. Trouble making decisions
9. Thoughts of suicide

o]

In this way, complicated terms like hypermotor agitation or retardation (used
in both the DSM-5 and the ICD-11) are decoded so that the student can comprehend
more clearly what each symptom means and how to spot it. Additionally, it is
helpful to introduce terms that students may be unfamiliar with, such as “comorbid-
ity” and “differential diagnosis.”

Finally, in an effort to destigmatize mental disorders and increase compassion and
empathy for those who experience them, expectations should be set at the beginning
of the semester about appropriate language to use. For example, helping students
understand that casually using psychological terms (e.g., “I can’t stop cleaning my
dorm room; I am so OCD”) can minimize the very real distress of people who suffer
from such disorders. Similarly, talking with students about the negative implications
of labeling a person solely as disorder (e.g., “She’s a Borderline”) and providing
them tools for alternative language (e.g., “she is a person with borderline personality
disorder”) serves to humanize people with mental illness. Opening this discussion to
the class can help them set ground rules for students’ comfort and set the expectation
of mutual respect.

Introduction of theoretical models for etiology. The third and final introductory
topic that we recommend for a successful course in abnormal psychology is to define
and unpack current models and explanatory lenses by which to optimally understand
psychological disorders. For us, we begin with the biopsychosocial perspective
because this model considers contributing factors in the development of mental
health disorders in terms of three vital categories (biological, psychological, and
social). Students may enter the class with a bias toward one of these categories of
causes, but the presentation of how these three contributors interact helps deepen
student understanding of disorders and the need for varied intervention options.
Biological components of mental disorders encompass the medical/disease model,
genetics, and other physiological contributions to the disorder (e.g., brain injury) and
often utilize psychotropic medication as a primary arm of treatment. Psychological
aspects that contribute to the development of a disorder include motivations,
cognitions, and a person’s (potentially misguided) behavioral attempts to solve
their problems, with important cross-links to stand-alone courses in personality
psychology. Treatments center around psychotherapy, ranging from psychodynamic
approaches to cognitive-behavioral therapy. Social factors acknowledge the impor-
tant layers of media, culture, and family history and add group treatments and social
advocacy as treatment interventions. One effective way to teach the biopsychosocial
model is to take any recent human-caused event from the news or a character
from a movie (e.g., Eeyore from Winnie the Pooh) and ask the class to generate
possible causal explanations for the event or for the character’s personality.
The instructor can jot down those answers in three distinct categories of causes:
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biological, psychological, and social/cultural. The point can then be emphasized that
anything involving humans (or even Eeyores) — including a person’s mental disorder —
can be optimally explained by considering and exploring the interactions among these
three categories.

Original Winnie-the-Pooh stuffed toys. Clockwise from bottom left: Tigger, Kanga, Edward Bear
(a.k.a Winnie-the-Pooh), Eeyore, and Piglet. (Public domain image by Spictacular. Available at
https://commons.wikimedia.org/wiki/File:The original Winnie the Pooh_toys.jpg)

General Competencies

By the end of any undergraduate course in abnormal psychology, the authors believe
that several key competencies should be achieved by the students. This class affords
an opportunity for students to learn basic information about mental illness that can be
applied in their future lives. For example, it is not expected (or appropriate) for a
student to leave this course with the ability to clinically diagnose depression.
However, if students can recognize common signs of depression, they may be able
to help a friend or family member seek professional help. Similarly, a student who
enters a medical or healthcare-related profession will hopefully be able to recognize
sudden changes in behavior in a patient that might suggest the need for an outside
referral.

To that end, one of the core competencies for this course is to help students to
understand the prevalence of mental illness and its basic signs and symptoms.
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Students are often surprised when presented with prevalence data. By highlighting
this and inviting students to talk openly about mental illness in the course, students
will ideally leave with a reduced tendency to see a stigma related to mental health
problems and an enhanced ability to challenge stereotypes they may encounter.
For example, one of our students who was a business major identified that
the most impactful part of the course for him was learning about suicidality and
the associated pain a person is feeling. He described that he used to view suicide as a
selfish act (a common misperception!) but he now understood the inaccuracy of that
belief. He further explained that his approach to talking about suicide with others
would be very different in the future.

Another core competency of an abnormal psychology class is to help students
understand the development of mental health problems. As described previously,
these problems exist in a social and cultural context, and this should not be
neglected. By helping students understand the biopsychosocial model and Urie
Bronfenbrenner’s ecological perspective (1979), students are able to better grasp
the interconnected factors that contribute to mental illness. For example, if an
American Indian or other indigenous college student is seeking treatment for
depression, Bronfenbrenner’s ecological perspective reminds clinicians that the
student’s roommate (microsystem), family (mesosystem), recent loss of a parent’s
job (exosystem), and cultural upbringing (macrosystem) all interact with the stu-
dent’s presentation and treatment. Additionally, the final layer of Bronfenbrenner’s
model, the chronosystem, acknowledges the historical trauma of indigenous peoples
in the United States and elsewhere (see Hartmann et al. 2019) and how this may also
impact the individual’s symptoms.

Competencies Related to the Limitations of the DSM/ICD: M.A.P.S. of
the Territory

In addition to the overarching competencies described above, abnormal psychology
courses should explore the limitations of diagnosis and the DSM/ICD manuals.
Whereas we do not want to discredit these classification systems completely
or minimize their real benefits, it is important for students to understand
their limitations and the ever-evolving nature of these manuals. We believe
that students should be able to grasp four foundational principles that highlight
shortcomings of the DSM/ICD system. These principles are illustrated by the
acronym M.A.P.S. — medical myths, attempted answers, prejudicial pigeonholing,
and superficial syndromes.

M = Medical myths. Despite the urgings of powerful drug companies and the
potential increases in diagnosis of mental disorders in DSM-5 (Frances 2012) and
ICD-11 (Reed et al. 2019), the medical model alone cannot explain mental
illness, and pills are not always (or even often) the optimal first-line treatment for
most psychological disorders (Hofmann et al. 2012), with the exception of
bipolar disorders (Smith et al. 2007) and schizophrenia (Miyamoto et al. 2012).
Furthermore, the biological/medical model is only one lens through which we view
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disorders, and the biological/genetic underpinnings have not yet been firmly
established for any of the mental disorders in DSM/ICD (Paris 2013). It is tempting
to take the simplest route possible to explaining mental disorders, for instance, to
view depression as resulting merely from low serotonin levels in the brain. But
understanding mental disorders as diseases stemming from a single cause is over-
simplified and sometimes just plain wrong (this is where an understanding of the
biopsychosocial model and the ecological perspective are so critical!).

Relatedly, it has been widely acknowledged that the categorical nature of the
DSM/ICD, which is grounded in a medical model of symptomology, is problematic
(Kotov et al. 2017). Whereas criteria often must be written with a requisite number of
symptoms (e.g., five of nine symptoms of depression, two symptoms of substance
use disorders), these numbers are often arbitrarily assigned and may not reflect
distress of an individual. For example, if clients only exhibit four symptoms of
depression, they may not be diagnosed with depression even though they may be just
as impacted as those who exhibit six symptoms of depression. Many experts suggest
the need for a more dimensional approach to the DSM/ICD in order to describe
the range of symptoms more accurately (Kotov et al. 2017). In accordance with
this view, more dimensional approaches have been incorporated into the ICD-11
classification, particularly for personality disorders and primary psychotic disorders
(Reed et al. 2019). Students in an abnormal psychology course would benefit from
understanding this ongoing categorical/dimensional debate with regard to diagnostic
classification systems.

A = Attempted answers. We view mental disorders not as diseases but as a
collection of potentially interrelated symptoms — subjective observations (by people
themselves or those around them) indicating that something might be wrong.
However, these symptoms often arise as the person’s attempted solution to a
problem. For instance, delusions may create meaning for people who are depressed,
compulsive behaviors (e.g., handwashing) may temporarily reduce the anxiety
caused by obsessional thoughts (e.g., worries about getting sick); children with
autism may seek sameness/rituals to manage their social discomfort; and children
with ADHD may overstimulate themselves to “wake their brains up.” It is vital to
understand why specific symptoms might emerge in specific situations and what
function they might serve for the person who may have generated them. By strictly
looking at DSM/ICD criteria and symptoms, students may miss the underlying
reason for the exhibited behaviors, which may be a key to successful treatment. Yet
another good example of “attempted answers” can be seen with the rising rates of
anxiety and depression amidst the 2020 global pandemic as people try to cope with
the unthinkable and unexpected.

P = Prejudicial pigeonholes. “Pigeonholing” an individual by placing the person
into a diagnostic category or attaching a DSM or ICD label can sometimes be
problematic. Even in modern times, the labels included in each version of the
DSM/ICD and first-line treatments are partly reflections of historical trends and
sociocultural attitudes. For example, as noted previously, homosexuality was
included in past versions of the DSM/ICD, and several scholars still argue that the
remaining sexual disorders in DSM/ICD, now called paraphilic disorders, should be
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removed as well (Silverstein 2009). Pigeonholing someone, or unfairly judging the
person as belonging to a particular group, can have dire consequences. For example,
DSM diagnostic criteria codify “masculine-based assumptions about what behaviors
are healthy and what behaviors are crazy” (Kaplan 1983), and this shows up
especially in diagnosis of personality disorders.

In one study (Ford and Widiger 1989), psychologists read a case history that
illustrated either antisocial personality disorder (APD; diagnosed more often in
males) or histrionic personality disorder (HPD; diagnosed more often in females).
Psychologists were either told that their case involved a female or male client. For
the antisocial case, the psychologists failed significantly more often to diagnose
APD for the female (15%) than for the male (42%). The reverse was true for the HPD
case; the psychologists significantly underdiagnosed this disorder in males (44%)
compared with females (76%). The diagnosis of personality disorders in DSM-5
may result in prejudicial gender-based pigeonholing using data that go beyond the
relevant symptoms of each client. It is noteworthy, however, that ICD-11 completely
overhauls the section on personality disorders, which is where it most clearly departs
from the DSM-5 system (Reed et al. 2019). The clinician now first determines whether
the individual’s clinical presentation meets the ICD-11’s general diagnostic require-
ments for personality disorder, which is then labeled as mild, moderate, or severe, and
measured in terms of five trait domains with an optional qualifier termed “borderline
pattern” (Reed et al. 2019). It is not yet clear whether this new classification scheme for
personality disorders represents a clear step forward (Watts 2019).

Furthermore, the DSM and ICD were initially conceptualized and written
from the perspective of a medical model in a Western culture. Whereas this
approach offers a wealth of information, it may be limited in its ability to accurately
understand conditions and/or symptoms over a range of cultures and social contexts.
For example, an individual may present with symptoms that are consistent with
psychosis but are actually more closely related to spiritual experiences within a
culture where they might not be considered problematic. In another instance, a
therapist working with an individual who recently experienced an event in which
they were racially discriminated against may need to consider that the client’s
feelings of depression may be clearly warranted and not pathological per se. If
the clinician only focuses the individual symptoms rather than the cultural and
environmental situations, treatment is likely to be misguided and less effective.
Accordingly, both classification systems are improving in this regard with each
iteration. Culture-related information was systematically incorporated based on a
review of the literature on cultural influences on psychopathology and its expression
for each ICD-11 diagnostic grouping (Reed et al. 2019), and the DSM-5 has a section
that outlines how to take culturally relevant information into account when
conducting a diagnostic assessment.

S = Superficial symptoms. The last several versions of the DSM (11, IV, and 5)
and the ICD (10, 11) have had high interrater reliability in diagnoses because the
diagnostic criteria are chiefly based on superficial signs and symptoms. In other
words, diagnosis is made using features that clinicians or clients can easily observe,
such as depressed mood, overt restlessness, or hypervigilance, rather than by any
deeper understanding of cause. Whereas we diagnose medical diseases like diabetes
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based on blood sugar data and biopsies, research does not currently enable us to
accurately diagnose depression based on any causal elements — i.e., low serotonin or
genes or brainwave activities may be related to depression but are not reliable markers
for its diagnosis. In our view, we are therefore left merely with what we can see or what
the person tells us without any medical tests. We have used humorous photos in which
cactus plants are diagnosed with mental disorders to illustrate the key caveat that both
DSM and ICD systems are based on observable syndromes rather than diseases per se
(Paris 2013). In your abnormal psychology class, we urge you to explore abnormality
behind the cactus (and people!) to get at what causes these disorders and how to treat
them, and not just how to spot them based on surface characteristics.

The goal of any good abnormal psychology course should be to get beyond the superficial view of
signs and symptoms, such as this photo of a cactus diagnosed with dissociative identity disorder due
to its apparent splitting into two distinct “alters” or alternate identities. (Source: Brian L. Burke,
Atacama Region, Chile)

To sum up, M.A.P.S. outlines four foundational principles essential to any serious
study of abnormal psychology and suggests that the diagnosis of mental disorders is
frequently based on oversimplified medical assumptions and surface characteristics
of human beings, as well as influenced by sociopolitical climate and stereotypes,
rather than on a profound and real understanding of mechanism and cause. As Paris
puts it (2013, pp. 183—-184):

Thirty-odd years after DSM-III, we are still in the dark about the nature of most
disorders. . .Advances in neuroscience have not succeeded in explaining ANY mental
disorder. Genetics has raised more questions than it can answer. Neurochemistry turns out
to be much more complex than most people believed. And the beautiful pictures of
neuroimaging will be seen by future generations as, at best, suggestive and, at worst,
primitive. Clinical observation and consensus from experts, rather than hard facts, are still
the guiding forces behind the manual.
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Additional Learning Objectives

In addition to the competencies delineated above, an abnormal psychology course may
also have the following superordinate learning objectives: First, that students will learn
about different potential careers related to identifying and treated mental illness, ranging
from counseling, social work, and psychology to nursing and psychiatry. Second,
whereas cognitive-behavioral therapy (CBT) is not the only treatment that is effective
for a wide variety of mental disorders, it has the strongest evidence base for its usage and
is the most customizable (David et al. 2018; Hofmann et al. 2012). Because of this,
students should practice how to design CBT that specifically fits what research has
uncovered about a particular mental disorder. For instance, studies have revealed that
many people with panic disorder fear their own internal bodily cues for anxiety;
accordingly, optimal treatment involves interoceptive exposure to induce a panic attack
in treatment and then learn to endure/desensitize to the physical cues of anxiety (Barlow
1989). Once students have read about the basic tenets of CBT, they can brainstorm in
groups and try to generate aspects of this groundbreaking treatment from their own
budding understanding of panic disorder. This, of course, has cross-links to other stand-
alone psychology classes, notably those in counseling and psychotherapy.

Teaching Methods

We have provided an overview of what content should be included in an abnormal
psychology course, and we turn now to a focus on the how — the process and
pedagogical tools that you can employ to bring the content to life for your students.
Like many courses, abnormal psychology is most effectively taught when a range
of approaches is employed to appeal to varied student learning preferences. We
provide some of our best ideas below; our hope is that some of these activities will be
useful in your classrooms as well.

Instructor’s manual. Those who use a textbook will find that most of them offer
instructor’s manuals with teaching tips arranged around specific pieces of content.
These types of materials are especially useful for new instructors or those who may
be teaching this course for the first time.

Dynamic lectures. Although research continues to show the value of incorpo-
rating active learning into college classrooms (Mello and Less 2013), segments of
organized and engaging lectures remain important (Bligh 2000). Students typically
have many questions about psychological disorders, and so time should be left for
questions and answer sessions as well as class discussion about the material. Given
the extensive content in an abnormal psychology course (i.e., diagnostic criteria,
treatment, etc.), brief lectures often help with providing basic information that is then
illuminated via other teaching methods below.

Videos. Utilizing videos can be an especially helpful way to demonstrate how
symptoms might actually appear in a particular person. Often textbooks provide
supplemental materials with video examples, and a number of clinical presentation
videos can be found online. For instance, there are free online video labs available for
use at https://www.academicmediasolutions.com/burke-abnormal-psychology-2e-ovl.
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Contemporary and famous examples of mental illness can also be impactful in
reducing stigma as students may relate more closely to examples that are already
familiar to them. For example, Demi Lovato, a child Disney star and current pop
artist, is recognizable to many current undergraduate students in the United States.
Her 2017 Simply Complicated documentary details her struggle with bipolar
disorder, substance abuse, and disordered eating. In the documentary, she dis-
cusses the tangible ways in which her symptoms influenced her life and career.
Adele, Lena Dunham, J.K. Rowling, Dwayne Johnson, Ruby Rose, and Kristen
Stewart are other international celebrities who have spoken candidly about their
own challenges with mental illness.

J.K. Rowling, for example, confirmed that the dementors in her Harry Potter
series were a symbol for depression (White 2016): “It was entirely conscious. And
entirely from my own experience. Depression is the most unpleasant thing I have
ever experienced. It is that absence of being able to envisage that you will ever be
cheerful again. The absence of hope. That very deadened feeling, which is so very
different from feeling sad. Sad hurts but it’s a healthy feeling. It’s a necessary thing to
feel. Depression is very different.” Showing clips of these dementors in class can
help bring the feeling that Rowling describes to life for students who may not have
experienced depression themselves.

Dementor puppet from “The Making of Harry Potter” at the Warner Brothers Studio Tour in
London, UK. (Public domain image by Peyton Eyre from Lille, France. Available at https://
commons.wikimedia.org/wiki/File:Dementor (8514403186).jpg)
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Other visual material. PowerPoint and other presentation programs were
designed as visual media, so it is valuable to include powerful images and artwork
wherever possible in your presentation of abnormal psychology material (Tyler and
Likova 2012). In addition to photos of a dementor to illustrate depression or of
Saguaro cacti in the apparent throes of various psychological disorders, you can use
the work of famous artists who may themselves have suffered from mental illness,
including Vincent van Gogh’s self-portraits, which may provide a clue as to his
experience with depression and possibly bipolar disorder. Further, Edvard Munch’s
iconic paintings (The Scream, Anxiety, and Despair) can effectively illustrate the
similarities and differences between a panic attack, generalized anxiety, and depres-
sion, all of which he reports having experienced first-hand (Rothenberg 2015).

An 1889 self-portrait by Vincent van Gogh with a bandaged ear. (Public domain image from the
web museum. Available at https://commons.wikimedia.org/wiki/File: VanGogh-self-portrait-with_
bandaged ear.jpg)

Research articles. As stated above, we want students to get beyond the super-
ficial diagnostic criteria of DSM/ICD and into the etiological realm of the plethora
of interacting known and theorized causes of these psychological disorders. One
way of facilitating this process is to have students gain an appreciation for how
the causal theories are tested and refined — i.e., scientific research in the field
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of abnormal psychology. A possible assignment is to have students — individually or
in groups — find a study in the psychology literature using your library’s topical
database (e.g., PsycINFO) and summarize its key findings either in writing or
as a short (10-min) oral presentation to the class. We have pairs of students sign
up at the beginning of the term for a specific topic area on the course syllabus, and
then they come up at some point during the class period on their chosen topic to
present a current research study to the class. Alternatively, class periods could be
devoted to “micro-research” projects wherein students conduct group research in
class using electronic journal databases or other appropriate online resources and
formulate a presentation of their ideas within one class session.

In vivo experiences. Another way to foster a deep understanding of mental
disorders is to allow students to “experience” the symptoms. This can be a tricky
task and should be presented thoughtfully in order to not trivialize the real experi-
ences of those with mental illness. For example, Depression Quest (http://www.
depressionquest.com/) is an online tool that allows students to walk through what
depression feels like, including some of the associated cognitions and feelings, while
considering choices that might improve or worsen symptoms. As students progress
through the simulation, they are asked to make decisions that then impact the
information they receive as they continue. There is no end to this simulation,
which signifies the potential risk for relapse and highlights the need for ongoing
management of our own self-care and mental health.

In-class simulations can also illustrate disorders more vividly. In one demonstra-
tion (developed by Dr. Lori Emsperger) designed to simulate experiences
of those with autism, students are asked to form groups of three and assigned a
role/task. Two students are instructed to talk with one another about a common topic
while ignoring the third student. The third student is asked to communicate details of
the sensory system to their peers (information provided on their instruction sheet)
and interject this information into the conversation whenever possible. Following
this brief interaction, time should be devoted to processing the experiences of
students in each role. This leads to a discussion about the potential isolation and
frustration that individuals with autism may experience as well as ideas for how
neurotypical individuals might be able to respond more openly to them. The
materials and questions for this activity can be found on page 39 of the document
at http://airpnetwork.org/sites/default/files/2017-02/autism_friendly youth organiz
ations.pdf.

Another example of a class simulation is a short activity designed to quickly
mirror the experience of auditory hallucinations. In this paired activity, one student
completes basic math problems, while the other plays the role of auditory halluci-
nations and talks to the person with negative statements, such as “you can’t do this,”
“you are worthless,” “you won’t succeed,” etc. After the simulation, students who
were working on the math problems are invited to describe their experience and
speculate on how this might impact a person who experiences regular auditory
hallucinations, which are frequently negative and self-deprecating.

If possible and depending on your class size and other practical constraints, you
can inject even more high-impact educational experiences (HIPs; Kuh 2008) into
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your abnormal psychology classes, including internships in or visits to a hospital or
mental health setting and/or guest speakers who come to your class to discuss their
personal experiences with specific mental disorders. Students generally respond very
well to these types of activities as the disorders become more real, not just lists of
symptoms in a textbook or other readings.

Application to the self. One benefit of teaching abnormal psychology is that
many of the concepts and symptoms are familiar to students even if they themselves
do not have a specific diagnosis (though many will have at least one!). For instance,
almost every college student is able to identify with the feeling of anxiety. To help
demonstrate the relationship between anxious thoughts and feelings and behaviors
(and how anxious thoughts may intensify and rise to the level of a diagnosis), simple
polling software (such as www.polleverywhere.com) can be used to generate com-
mon anxious thoughts and associated negative cognitions. Anonymous polling
may allow students to be more honest in their responses and receive real-time
feedback. Figure 1 shows a word cloud generated from one abnormal psychology
class when students were asked to describe something they worried about in the
past week. The follow-up question, shown in Fig. 2, asks students to go deeper
and identify a worry they have that they would not typically share with others. As
evidenced by the responses shown here, the negative thoughts of “I’m a failure” or
“I’'m not good enough” can then be used to demonstrate the cognitive triangle in
CBT (the relationship between thoughts, feelings, and behaviors). After mapping out
associated feelings, students are asked to generate alternative thoughts and how
those thoughts might lead to improved mood for an individual with anxiety. After
completing this activity, students can be encouraged to challenge some of their own
negative thinking patterns the next time they encounter a stressful event.

Describe in one word one thing you have been worried about in the past week.

:l Respond at PollEv.com/meganwrona325
D Text MEGANWRONA325 to 37607 once to join, then text your message

ro|000 mmates bills cold

e MON EY: school

Obfamllys

renareitrelationships

future-§ finances Eyearsafety
.Dsieepne)(t = essay heaith

D) Poll Everywhere

Fig. 1 Abnormal Psychology Class - “What You Worry About” Word Cloud
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What is one worry you have that you wouldn't typically share with others?

¥ When pollis active, respond at PollEv.com/meganwrona325
D Text MEGANWRONA325 to 37607 once to join

“Money * “Worried I'm not good enough ™ “Possible resentment ” “Self esteem "
“Being a failure” “fulfilling own expectations ™ “Professional job™ “Losing family * “Public shooting *
e

“My weight ” “I'm not good enough ™ “Reputation” “School shooting “Body Image”
“Losing my dad " “Family * “Loneliness” “Being a burden " “Self esteem " “Relationships "
“Not being successful ” “Rethinking my future “Money “Relapse” “Feeling like I'm good enough/worth it *

“Loneliness”

D) Poll Everywhere

Fig. 2 Abnormal Psychology Class - “Secret Worry” Poll

Another assignment that relates back to the definition of a mental
disorder discussed above is to have students explore one of the Conditions
for Further Study found in DSM-5’s Section III (e.g., Internet Gaming Disorder,
Caffeine Use Disorder), which are also among the newest disorders included in ICD-
11 (Reed et al. 2019). Students can write a case study illustrating how they or a
“friend” might fit the definition of having a mental disorder based on use of video
games or caffeine (both used very frequently by today’s students). Students’ case
studies can (a) identify a dysfunction in psychological, biological, or developmental
processes and (b) describe what a clinically significant disturbance in cognition,
emotion regulation, or behavior would look like. Students can conclude the assign-
ment by addressing whether or not they believe these new conditions are best
conceptualized as mental disorders as per ICD-11 or left out of the official disorder
list as per DSM-5.

Integrating structured trainings. Another method of teaching in abnormal
psychology is to integrate opportunities for trainings related to the concepts in
the course that can also give students certifications that might be valuable for
their current or future jobs. Specifically, both of the authors of this chapter now
incorporate brief (1-class) suicide intervention trainings into abnormal psychology
content. Suicidality is a common symptom of several disorders and an increasing
concern internationally. By providing an evidence-based training, such as Question,
Persuade, and Refer (QPR; https:/qprinstitute.com/), students learn about the signs
and symptoms of suicidality and develop tangible skills to help people they may
encounter in their own life. Another such program is Mental Health First Aid (https:/
www.mentalhealthfirstaid.org/).
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Case studies and conceptualizations. Although students are not trained to
professionally diagnose after the completion of an abnormal psychology course,
activities that allow students to practice diagnosing are generally interesting and
engaging for students. One assignment that lets students be creative and explore
their own interests is to ask students to diagnose a character in a movie or a television
show. In this assignment, students write a case conceptualization of the character
including presenting problem, background information, diagnostic impressions, and
treatment recommendations. Students generally describe this assignment as fun and
like that they get to watch a movie or show as part of their school work! This written
conceptualization can also be paired with a brief presentation of the character, with
short video clips to illustrate the symptoms that were observed.

One of the most classic and effective techniques to engage all students in a
classroom is to employ the jigsaw method (Aronson 1978), wherein each student
is privy to specific information that they then need to share with a group in order to
complete a collaborative task. Groups of 4-5 students can work on case in which
each student is given a different part of the case material to read in class (e.g., one
student gets the person’s past medical history, another the presenting episode,
another the previous treatment or family history, etc.). Each group therefore has
an expert on each particular aspect of the case example, and so each student has
to contribute and share individual perspectives and information with the group
in order to answer questions collaboratively on diagnosis, cause, and treatment of
the case.

Case studies can also be useful in demonstrating the complexity of comorbidity.
For example, in the case described in the box on this page, Jen is clearly exhibiting
symptoms of depression, but students may be less likely to pick up on symptoms
associated with attention-deficit hyperactivity disorder (ADHD). Her ADHD symp-
toms may be interacting with her depression, however, and it would be helpful to
address both in treatment planning for Jen.

Finally, in a comprehensive, experiential approach suggested by Jane Halonen of
the University of West Florida (Neufeld and Landrum 2017), students can gain
experience in diagnosing and clinical interviewing when you invite a former student
or teaching assistant to come into your class to role play a client. In this activity,
students are given no information about the client and must use their knowledge of
symptoms, criteria, developmental background, and sociocultural beliefs to ask the
appropriate questions in order to home in on a potential DSM/ICD diagnosis. This
experience helps students learn more about the difficulty of identifying symptoms
and the nuances of diagnosis that can be challenging to capture simply through
memorizing a list of symptoms.

Summary
In sum, teaching abnormal psychology is one of our favorite jobs because it provides

a rich opportunity for instructors to influence the way people understand and
relate to mental illness. By laying a solid foundation for content and expectations
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at the beginning of the semester through exploring the meaning of abnormality,
understanding the language of the DSM/ICD, and learning the models that explain
the multitude of contributors to the development of mental disorders, instructors can
delve into the details of these fascinating disorders with a range of evidence-based
teaching techniques. Ideally, students should leave this course with increased
compassion and empathy for people with mental illness, an understanding of the
basic signs and symptoms of various disorders, and a critical and holistic view of
diagnosis. Students are often engaged and hungry to learn more in this course, which
tends to make the varied teaching techniques we describe here even more effective.

Final Teaching Tips

1.

Facilitate stigma reduction. An abnormal psychology course provides an
excellent opportunity to educate others about psychology and mental disorders,
which in turn can serve to reduce the stigma often experienced by people with
mental illness (Strassle 2018). As an instructor, you can make a real difference in
how mental illness is perceived.

. Recognize that course content can be uncomfortable. Given that at least one in

five people struggle with mental illness (NIMH 2017), many students in your
class have likely been affected in a significant way by these disorders. As such,
we recommend that teachers be sensitive and considerate to students who have
personal or family histories of mental disorders. Whether or not to use actual
“trigger warnings” for the course content, however, is highly debatable (see
Lilienfeld et al. 2018, for a thorough coverage of the debate taking place in
North America).

. Make the material applicable! Like most content, students learn best when they

can apply concepts and ideas to their own lives. Whereas we do not want students
to diagnose themselves or others, we do want them to be able to recognize
symptoms that may indicate that professional help may be warranted.

. Encourage students to think critically about diagnosis. Help students under-

stand the complexity of diagnosis and some of the inherent flaws of the DSM/ICD
classification systems. A diagnosis often carries a lot of weight and students
should understand the implications.

. ... But, don’t throw out the DSM/ICD systems completely. Even though these

are not perfect diagnostic tools, they are still the primary ones used to diagnose
mental disorders worldwide and to foster critical communication within the field
of psychology and beyond.

. Focus on the biopsychosocial and multicultural nature of diagnosis. Given

the challenges with the DSM/ICD and their emphasis on pathology, you can help
students conceptualize symptoms and diagnosis from a more holistic approach.
Even if you are a medical doctor, you are teaching what is, above all, a psychol-
ogy class.

. Don’t get bogged down by content. Diagnosing is complicated and there is no

way to cover all of the material in the DSM/ICD thoroughly in a single semester.
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We thus suggest that you follow the interests of your students to ensure that the
content that they are exposed to really sinks in and stays with them beyond
exams. For example, a student may not remember the difference between positive
and negative symptoms of schizophrenia in 5 years, but they will likely remember
how it felt when they tried to complete math problems while experiencing
simulated auditory hallucinations.

8. Remember that students tend to love this class! Students frequently identify
abnormal psychology as one of their favorite undergraduate courses. Students are
truly interested in the course precisely because they already see how the content
overlaps with their own experiences and those of others close to them. This
interest gives you, as the educator, an advantage that makes the class feel even
more rewarding for your students and for yourself.

Further Reading

American Psychiatric Association. (2013). Diagnostic and statistical manual of
mental disorders (5th ed.). Arlington, VA: Author.

The Diagnostic and Statistical Manual of Mental Disorders (DSM), published
by the American Psychiatric Association (APA), offers a common language and
standard criteria for the classification of mental disorders. It is used by clinicians,
researchers, psychiatric drug regulation agencies, health insurance companies,
pharmaceutical companies, the legal system, and policy makers together with
alternatives such as the ICD Classification of Mental and Behavioural Disorders
(see below). The DSM is in its fifth edition, the DSM-5, published on May 18,
2013. The DSM evolved from systems for collecting census and psychiatric
hospital statistics and from a US Army manual. Revisions since its first publication
in 1952 have incrementally added to the total number of mental disorders and
removed those no longer considered to be mental disorders due to expert
consensus.

Bamhill, J. W. (Ed). (2014). DSM-5: Clinical Cases. Washington, DC: American
Psychiatric Publishing.

This text, published shortly after the release of the DSM-5, includes case exam-
ples of most of the clinical diagnoses in the DSM. The text is organized by categories
of disorders, and case studies are provided for each of the diagnoses within a
category. Cases range in complexity and a discussion of the appropriate diagnosis
is included. This is an excellent resource for realistic case study scenarios to use in
the classroom.

Frances, A. (2012). The Health Care Blog: Everything you always wanted to know
about the Health Care system. But were afraid to ask [blog]. https://thehealth
careblog.com/blog/tag/allen-frances/
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Dr. Alan Frances was Chair of the DSM-IV Task Force and has since been writing
about his thoughts on healthcare in general and mental health more specifically. His
blog began as a scathing but trenchant critique of DSM-5 and its perceived pander-
ing to drug companies and has been expanded to encompass other related topics such
as the political economy of DSM, what doctors do when they do not know what to
do, the medicalization of modern life, and the perils of over-diagnosing mental
illness.

Neufeld, G., & Landrum, E. (Producers). Psych sessions: Convos about teaching
and stuff [Audio podcast]. Retrieved from https://psychsessionspodcast.libsyn.com/

Garth Neufeld and Eric Landrum host this podcast, which is a series of interviews
with top educators in the field of psychology. Interviews include information about
the individual educators and as well as rich discussion about teaching pedagogy,
practices, and innovation. Podcast guests share their teaching ideas and perspectives.
Although this podcast does not focus exclusively on abnormal psychology, many of
the principles and ideas can be applied across a range of psychology courses.
Paris, J. (2013). The intelligent clinician s guide to the DSM-5. New York: Oxford
University Press.

The Intelligent Clinician’s Guide to the DSM-5 explores all revisions to the latest
version of the Diagnostic and Statistical Manual and shows clinicians how they can
best apply the strong points and shortcomings of psychiatry’s most contentious
resource. Written by a professor of psychiatry, this book uses evidence-based
critiques and new research to point out where DSM-5 is right, where it is wrong,
and where the jury’s still out. Along the way, The Intelligent Clinician's Guide to the
DSM-5 sifts through the many public controversies and clinical debates surrounding
the drafting of the manual and shows how they inform a modern understanding of
mental disorders, diagnosis, and treatment.

Peterson, C. (2006). The Values in Action (VIA) Classification of Strengths: The un-
DSM and the real DSM. In M. Csikszentmihalyi & I. Csikszentmihalyi (Eds.), 4 life
worth living: Contributions to positive psychology (pp. 29—-48). New York: Oxford
University Press.

Positive Psychology’s answer to the DSM and ICD is the VIA (Values in
Action) Classification of Strengths. This is work undertaken by Chris Peterson
and Martin Seligman that lists character strengths and virtues instead of abnormal/
pathological symptoms or syndromes. The Values in Action (VIA) Classification
of Strengths project means to complement the DSM and ICD by focusing on what
is right about people and specifically about the strengths of character that make the
good life possible. The VIA classification was the first major project deliberately
developed from the perspective of positive psychology. Seligman and Peterson
admit that many other thinkers have articulated what makes good character but
what is different about their work is their attempt to define and measure these
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strengths. Their VIA Inventory of Strengths is a self-report questionnaire of 240
items which can be completed online for free at http://www.authentichappiness.
sas.upenn.edu.

Society for the Teaching of Psychology, www.teachpsych.org

The Society for the Teaching of Psychology (STP), also known as Division 2 of
the American Psychological Association, maintains a website rich in resources and
information about teaching, including teaching abnormal psychology. Specifically,
clicking on the resource link will lead instructors to e-books, websites, teaching
competencies, and more. Of note, within the resource section, instructors can find a
wealth of information through Project Syllabus, which is a repository of sample
syllabi that have been submitted by instructors and peer-reviewed. These syllabi
include ideas for texts, grading, assignments, and more.

Szasz, T.S. (1974). The myth of mental illness: Foundations of a theory of personal
conduct. New York: Harper & Row.

Thomas Szasz was a staunch critic of the DSM/ICD classification systems and
warned of the dangers of society over-pathologizing mental illness. His perspective
is invaluable to instructors as they consider the strengths and weaknesses of the
DSM/ICD and the implications of diagnoses on society.

World Health Organization (2019, July). International classifications of diseases
(ICD). https://icd.who.int/en/

This is the only current legitimate competitor and alternative to the DSM-5,
especially outside of North America, although in practice the two manuals are
frequently employed in a complementary manner (e.g., DSM-5 and insurance
companies use ICD codes for diagnosis and reimbursement). The International
Statistical Classification of Diseases and Related Health Problems (ICD) is the
bedrock for health statistics. It maps the human condition from birth to death: any
injury or disease we encounter in life — and anything we might die of — is coded,
including mental disorders. ICD is widely used and recognized internationally and is
updated every 20-30 years with minor revisions even more frequently, much like the
DSM (above).

Case Study

Jen is a 29-year-old woman who presents to your clinic in distress. She reports
a significant decrease in her mood due to conflict with her husband and
problems at work. She reports feeling depressed most of the time and has
withdrawn from many of her typical activities. She starts crying almost

(continued)
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immediately during the session and says she cries multiple times a day without
knowing why. She says that she had lost about 10 pounds in recent months,
without the intent to lose weight. She also reports that she cannot sleep through
the night and consequently feels like she does not have energy to do anything
or concentrate for long. When asked directly about suicidal thoughts, she
reports that she sometimes thinks about how her family might respond if she
died but denies any intent to harm herself.

In the interview, Jen fidgets and has a hard time sitting still. She tearfully
tells you that she is in a major fight with her husband of 1 year because he is
ready to have children but she fears that she is “too disorganized to be a good
mother.” As you break down some of the processes that have led to her
current crises, you learn that she has difficulty with time management and
does indeed tend to be disorganized. She chronically misplaces everyday
objects like her keys and runs late to appointments. Although she wants her
work to be perfect, she is prone to making careless mistakes. The struggle for
perfection makes starting a new task feel very stressful, leading her to
procrastinate. As a consequence, she has recently received a number of
warnings from her boss related to missing deadlines for assignments and
errors in her work, which has led to her acute fear of being fired. As her
performance at work has plummeted and she has grown increasingly anxious
and doubting of herself, she has grown even more pessimistic about starting
a family.

Cross-References

Basic Principles and Procedures for Effective Teaching in Psychology
Problem-Based Learning and Case-Based Learning
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Abstract

Often being covered in introductory psychology, the topic of sensation and
perception offers ample opportunity to strengthen identification of students with
psychology. On the one hand, this is due to the many recipes for classroom
demonstrations of specific effects which should help to create durable memories
of what it is to be in a psychology course. Reviewing these recipes, we draw
attention to the challenges of linking classroom events to core content. On the

R. Gaschler (0<) - M. Katsarava
Department of Psychology, FernUniversitét in Hagen, Hagen, Germany
e-mail: robert.gaschler@fernuni-hagen.de

V. Kubik
Department of Psychology, Universitit Bielefeld, Bielefeld, Germany

© Springer Nature Switzerland AG 2023 75
J. Zumbach et al. (eds.), International Handbook of Psychology Learning and Teaching,

Springer International Handbooks of Education,

https://doi.org/10.1007/978-3-030-28745-0_6


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-28745-0_6&domain=pdf
mailto:robert.gaschler@fernuni-hagen.de
https://doi.org/10.1007/978-3-030-28745-0_6#DOI

76 R. Gaschler et al.

other hand, the topic can be presented such that its central role for future work as a
psychologist (e.g., in organizational or industrial psychology) becomes clear. It
offers many opportunities for future psychologists to apply their methodological
and content knowledge to tackle societal, economic, and ecological challenges.
On the other hand, the topic can be used as a starting point to discuss core
theoretical questions of psychology. Work in science studies suggests that sensa-
tion and perception are the domains where other science disciplines often need
input from psychology.

Keywords

Grouping - Top-down influences - Psychology of science - Data graphs -
Metaphors of attention - Change blindness - Human-machine interaction -
Environmental psychology

Introduction

The literature on teaching psychology contains various recipes to convey the content
of perceptual phenomena (see Table 5) to students. In these recipes, readers can
easily grasp the scientific fascination that researchers have for specific phenomena
and for psychology in general. Asking students what they remember from introduc-
tory psychology, students often mention classroom demonstrations — such as using
prism goggles, in which the visual field can be shifted to the right or the left
(VanderStoep, Fagerlin, & Feenstra, 2000), though only few events were recalled
from class that were primarily relevant to the course material. This state of affairs is
unfortunate but can be enhanced. Importantly, learning material on sensation and
perception can be presented and learned in ways that make events better memorable
and linked to core contents of the course material. Before we will provide recipes for
teaching specific concepts (see Table 5, for a summary), we will illustrate the central
role that the topic of semsation and perception can have in the curriculum of

psychology.

From Telescope to Data Graph

Topics of sensation and perception strongly relate to the foundations of psychology
as a science. Work in psychophysics was driven by the demands of early astronomers
and particle physicists to better understand the limitations of the human perceptual
system (cf. Brewer, 2012). Stars have, for instance, been ordered by brightness since
the time of ancient Greek astronomers, calling for profound understanding of the
human capabilities to perceive brightness and differentiate different levels of bright-
ness, promoting the development of psychophysics (e.g., the Weber-Fechner law). In
some cases, psychological research on perception revealed that alleged discoveries
were not related to an external object at astronomic distance but instead could tell
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about the characteristics of an internal object nearby: the human brain. For instance,
repeated observations of canals on Mars were early on attributed to the specific
wiring of the perceptual system. Even when this fact was known, these canals were
“perceived” as if they were existent (cf. Evans & Maunder, 1903). Early on, students
can be introduced to the primacy of psychological knowledge: as humans rely on
their sensations and perceptions, science disciplines build on psychological knowl-
edge about the human perceptual system. Discussing the role of the human observer
in other research disciplines might increase identification of the students with
psychology and convey that exchange with other disciplines is strengthening the
own discipline.

There are many examples from history of science that underline the role of
psychological processes by direct observation, and they often involve the power of
expectations in perceptual processes (Brewer, 2012). For instance, in discovering
planets, it has proven highly important to know where to search. In 1846, Urbain Le
Verrier reported to Johann Galle a deviation between the observed orbit of Uranus
and predictions based on mechanics by Newton. Receiving this letter just days
before a starry night, Johann Galle was able to discover Neptune within a few
hours. Another more recent example of how perceptual limitations and expectations
in astronomy can interact is the discovery of the Pluto moon Charon in 1990. In
earlier photographs, the moon Charon was already detectable (i.e., elongation of
Pluto due to atmospheric turbulences), but was not yet discovered. One reason was
that observers did not have the expectations to find a moon at such a short distance
from a planet.

Furthermore, there are various examples in the history of particle physics, in
which scientists — guided by their expectations — discovered events or objects that in
fact are not existent (cf. Brewer, 2012; Galison, 1997). For instance, Rutherford and
Chadwick had observed light flashes under the microscope when targeting some (but
not other) chemicals with specific radiation (i.e., alpha rays). They concluded that
flashes occur only for elements that emit protons. However, the Vienna laboratory of
Pettersson and Kirsch reported to have observed light flashes with virtually all
probes. The experimental conditions (e.g., darkness before the test starts) were
identical except for the expectations that differed between research groups: observers
of the Vienna group continued to report light flashes even when (unbeknown to
them) the source was replaced.

The interplay of perceptual limitations and expectations can also be demonstrated
with data graphs. According to Brewer (2012), psychology of science should focus
on this topic, as direct observation has become rare in science, while researchers
view their object of study through data graphs instead. For example, Lewandowsky,
Ballard, Oberauer, and Benestad (2016) showed that data graphs on climate change
that raise opposing interpretations by climate skeptics and mainstream researchers
are interpreted consensually in case the same data graphs are used with labels that are
not relevant for climate change. Compared to numbers in tables, data graphs provide
us with access to relational information at low effort (c.f. Schnotz & Bannert, 2003).
For instance, we can perceive differences and variability in different measures at a
glance. Yet, using the power of the perceptual system to grasp characteristics of data
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sets might come at the cost that in some cases perceptual biases lead to systematic
errors. For instance, means are systematically underestimated in bar graphs (c.f.
Godau, Vogelgesang, & Gaschler, 2016), suggesting that a different graph format
(e.g., point graphs) should be chosen when an unbiased impression of the mean level
is important. Students of psychology can learn these regularities and how the fit between
communication purpose and data graph format can be empirically determined.

Data graphs are frequently used to convey research results to educational target
groups (e.g., at schools), the public (e.g., the media), and the scientific community,
specifically when conducting and communicating interdisciplinary research (cf. the
Fifth Assessment Report of the United Nations Intergovernmental Panel on Climate
Change; IPCC, 2014). Data graphs from public sources are central in debates on
climate change. Students of psychology should learn how to select formats that can
be easily and correctly comprehended by the specific target audience and should
learn how to identify and quantify motivational biases in perception of data graphs of
high societal relevance. For instance, the blind expert test conducted by
Lewandowsky et al. (2016) might serve as a basis of student projects in research
practice courses.

Purposes and Rationale of the Curriculum in Sensation and
Perception

Qualification frameworks for future psychologists by the American Psychological
Association (APA, 2013, 2018;) as well as on the European level (Lunt, Job,
Lecuyer, Peiro, & Gorbena, 2014) emphasize that the curriculum should enable
students to apply psychological knowledge in the field: “Professional psycholo-
gists apply psychology and psychological knowledge and understanding to real-
life questions in order to enhance the well-being and effectiveness of individuals,
groups and systems” (Lunt et al., 2014, p. 20). The APA guidelines for psychol-
ogy undergraduate majors list five generic goals the curriculum should pursue
which can be linked to examples from the domain of sensation and perception
(Table 1).

Sensation and Perception within Areas of Applied Psychology

Lunt et al. stress that specialized theoretical and practical training usually takes place
within an area of applied psychology. The most prominent areas of application are
clinical and health psychology (working in the health system), followed by educa-
tional psychology (working in education), and work and organizational psychology
(working in organizations and industry). While most of the teaching concerning
sensation and perception takes place in the bachelor program before students have
lectures and seminars in the area of applied psychology, applied questions should be
integrated early to motivate students and to help in contextualizing their knowledge.
With respect to clinical and health psychology, this might, for instance, involve
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Table 1 Five goals for undergraduate psychology majors (APA, 2013) and examples from
sensation and perception

Five goals for undergraduate
psychology major Issues in sensation and perception

Knowledge base in psychology | Profound knowledge about functions and structures involved
in perception is needed to comprehend theoretical questions,
understand and master appropriate methods, and deliver
approaches to practical problems

Scientific inquiry and critical Theorizing, methodological, and empirical basis to question
thinking lay-concepts of vision and other senses

Ethical and social responsibility | Cultural diversity affects perceptual processes (c.f., Kitayama,
in a diverse world Dufty, Tadashi, & Larsen, 2003; Luria, 1976)
Communication By displaying data in graphs, we make use of the powerful

computational system of visual perception. Yet, visual biases
and neglect of information can result if purpose and format of
information do not match. Appropriate design and usage of
data graphs should be informed by empirical psychological
research. The latter can help to uncover motivated cognition
in graph interpretation (e.g., climate data, Lewandowsky

et al., 2016)

Professional development Using knowledge on sensation and perception can, for
instance, be used to pursue career goals by applying self-
regulation prompts, using flowcharts for project management
or achieving high layout quality and usability in (electronic)
presentations, portfolios, and CV

Fig. 1 Adaptation of the example provided by Wertheimer (1938). For many observers, the form
determines what is being perceived, and the elements it consists of are not easily recognized despite
the high number of prior encounters

covering work on the role of body image disturbance in the onset, maintenance, and
relapse of anorexia nervosa (i.e., Glashouwer, Veer, Adipatria, Jong, & Vocks,
2019), the impact of visual feedback (cf. Wittkopf, Lloyd, & Johnson, 2018) and
age on pain perception (Lautenbacher, Peters, Heesen, Scheel, & Kunz, 2017), or the
possible interplay of depression and pain perception (Thompson, Correll, Gallop,
Vancampfort, & Stubbs, 2016). Concerning educational psychology, this might
involve a reflection on variations in data graph literacy in potential clients, interven-
tions to raise these capabilities, and acquiring data graphing skills to communicate
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scientific results. According to Pittenger (1995), a first step might be to raise
attention toward data graph usage in the teaching materials. Graphing techniques
are an essential component of data analysis, as they can help to discover unexpected
results, plan appropriate further analyses, and summarize results of research.

Communication between specialists and management is one domain where data
graph design based on psychological research can be applied in organizations and
industry. This might, for instance, involve work on comprehensible labeling of
graphs (Huestegge & Philipp, 2011), usage of Gestalt principles to avoid errors in
reading information from three-variable graphs (Ali & Peebles, 2013), or the impact
of motivation involving economic or political factors on information sampling from
graphs (i.e., Luo & Zhao, 2019). Furthermore, the organizational and industrial
perspective involves safety issues related to expectation and perception. For
instance, Lawton and Ward (2005) have documented that high-speed train drivers
need to keep expectations active about when and where to decode which specific
signal. Under adverse light conditions or in bends, an eyeblink alone would be
sufficient to miss the status of an important signal. In an analysis of over 100
Australian railway accidents, Edkins and Pollock (1997) identified that expectation
of a green signal was a common cause for drivers going through a red signal. From the
perspective of the literature on errors in human-machine interaction, Dekker (2002)
underlined the demand for studies that investigated how and why people use shortcut
strategies that spare effort at the expense of overlooking critical displays or signals (cf.
Gaschler, Marewski, & Frensch, 2015). Using examples from operating trains and
aircrafts, Dekker (2002) stated that a warning light does not solve a human error
problem but rather creates a new one as it might be safely ignored in some but not in
other situations as operators might state “It lit up yesterday and meant nothing” and ask
“Why care today?” Given that warning lights have to be tested occasionally to secure
that they work when needed, it seems hardly possible to design security systems such
that warning signs never operate when no real threat is likely. Probe-based vaccination
preventing shortcuts (Gaschler & Frensch, 2009) and boosting surveillance perfor-
mance by expectations (Gaschler, Schwager, Umbach, Frensch, & Schubert, 2014)
can be applied. The question how expert knowledge drives perception can be
discussed based on work on how expert radiologists visually inspect scans for
anomalies (Bilali¢, Grottenthaler, Nédgele, & Lindig, 2016).

The control of room temperature is one literally “hot topic” where psychology
teaching can have a strong economic and ecological impact in organizations and
industry. Cooling and heating houses has a large share in energy consumption, and
climate change might lead to further demands. So far comfortable room temperature
in business and public buildings is often controlled based on psychological studies
and rating scales that fail to take into account local and seasonal specifics (cf.
Schweiker et al., 2017) and the potential to reduce cooling or heating by granting
workers the opportunity to apply fans or other temperature regulation on their own
demand when needed (cf. Luo et al., 2016). Schweiker, Huebner, Kingma, Kramer,
and Pallubinsky (2018) suggest that understanding individual differences in human
thermal perception is important, due to climate change and an ageing society.
Training future psychologists to design and administer better scales for measuring
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and controlling thermal comfort can have a substantial economic and ecologic
impact.

Lunt et al. (2014) state that psychological education should build up the compe-
tences that future psychologists need to address the needs of individuals, groups, and
systems. Future psychologists should be trained with generic functions and tasks that
can be mapped to contents from the domain of sensation and perception (Table 2).

Core Contents and Topics of Sensation and Perception
Serial Teaching of Nonserial Processing

It is difficult to provide basic knowledge about sensation and perception in an
ordered manner while avoiding students to erroneously conclude that perception
takes place in a step-like sequential way. Riener (2019) discusses these didactical
difficulties and reports that most introductory psychology textbooks only poorly take
them into account. Instead they simply describe the process of visual perception as a
clear series of orderly and insulated steps carried out by a visual system composed of
the eyes and the brain. For example, light reflects off surfaces and objects in the
world. Structures in the eyes filter and focus the reflected light. The photoreceptors
on the retina transform the light into neural firing rates. A series of brain areas
process the pattern of neural activity emerging from the retina. After drawing this
picture of sequential processing, Riener (2019) makes clear that it is wrong but
potentially can serve as a useful first step in understanding how perception works. In
line with work in computer vision (cf. Feng, Jiang, Yang, Duc, & Li, 2019), work in
psychology and cognitive neuroscience shows that information processing does not
wait for one potential stage being completed to start processing on the next potential
stage. Riener (2019) furthermore lists examples of embodied perception studies
suggesting that processing in the perceptual system is influenced by expectations,
goals, and bodily states of the organism. For instance, objects appear closer when
holding a tool that would enable the observer to reach it — but only when the observer
intends to use that tool (Witt, Proffitt, & Epstein, 2005). In line with classic new look
studies (Bruner & Goodman, 1947; Bruner & Postman, 1949), bodily states and
resources have been found to influence conscious percepts. Hills appear steeper to
people who are fatigued or carry a heavy backpack (cf. Proffitt, 2006; Proffitt,
Bhalla, Gossweiler, & Midgett, 1995). Such experimentally induced biases are
found in conscious perception, but not in the visual processing stream informing
psychomotor adjustment. Perception informs decisions. We perceive the hill as too
steep to take the risk trying to climb it, when we are not well prepared. Yet, when we
would actually try, we would not stumble: our vision would grant our motor system
with unbiased angle estimates. This illustrates the differentiation of vision for
perception versus vision for action (Westwood & Goodale, 2011).

Riener (2019) highlights that the question “How can researchers measure what
you see and not just what you say you see?”” should be repeatedly posed in class to
foster linking methodology in perception research to questions of high theoretical
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Table 2 Generic tasks of psychologists (Lunt et al., 2014) and examples from sensation and
perception

Generic task
(Lunt et al.)

Goal
specification,
goal setting for
the intervention
or service to be
provided
Psychological
assessment at the
individual, group,
and
organizational
level

Development of
services to be
provided

Psychological

intervention or
service/product
implementation

Evaluation to
draw conclusion
on the
effectiveness of
the interventions

Literature

Examples

Watch out for cyclists

Help avoid traffic
accidents involving
cyclists

Observational study
with individual drivers
and groups (i.e.,
truckers). Check
information and
hardware provided by
organization (i.e.,
logistics firm) to
individuals

Identify locations in
town with high risk of
blind-angle accidents

Raise level of
expectations that
cyclists are
encountered: Posts,
(social) media
campaign, collaborate
with local initiatives.
Raise level of
knowledge in cyclists
about blind angle

Knowledge about
blind angle and
number of cyclists in
town pre-post. Higher
rate of precaution in
observational study
pre-post.

Koustanai, Boloix,
Van Elslande, &
Bastien, 2008

Consumer warnings

Consumers should be
aware that product is
dangerous when
taking (non)buying
decision

Rate of involuntary
fixations on different
variants of warning
signs. Evaluate which
signs have high mean
and low
interindividual
variability. Evaluate
mixing procedure to
avoid habituation

Eyetracking study to
measure effectiveness
of different warning
signs to catch attention

Optimize drawing
from set of effective
warning signs across
product items to avoid
habituation

Panel study to track
amount of processing
of warning signs over
the years

Chéron, 2015;
Gaschler, Mata,
Stormer, Kiihnel, &
Bilalic, 2010

Optimize accuracy
scanning of hand
luggage

Train staff to guard
against pitfalls in
visual search

Measure to what
extent low target rate
or prior encounter of a
different relevant item
leads to search misses
in the individual.
Compare groups
potentially differing in
quality culture. Check
training and
information provided
by organization
Develop training
program involving
information on factors
compromising search
accuracy and
strategies to acquire
and maintain high
levels of performance

Training with staff and
training multipliers

Pre-post comparison
of knowledge about
facts about visual
search as well as about
training strategies

Kriiger & Suchan,
2016; Mitroff &
Biggs, 2014
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and practical relevance. For instance, Firestone and Scholl (2016) argued that
proposed top-down influences on perception are effects not on perception itself but
on responses or judgments, or on the input to perception, rather than on the early
perceptual process. Such debates can be relevant for future practicing psychologists.
They might, for instance, deal with the question whether reports of disturbing
infrasound from wind energy farms are due to expectations or would occur
irrespective of expectations (Crichton, Dodd, Schmid, Gamble, & Petrie, 2014).
As automatization can leave boring checking tasks for humans, human-machine
interaction studies deal with the problem of disentangling whether people have (a)
gradually come to ignore an aspect of a to-be-checked display without knowing that
they no longer check as instructed or (b) knowingly started to ignore the display as it
for a long time did not show relevant information (cf. Gaschler et al., 2015).

The influence of prior information on the perceptual processes working on
elements (i.e., top-down influence) is further illustrated by studies on scene percep-
tion. Humans can within very short time (and before identifying objects) process the
gist of a scene (Brady, Shafer-Skelton, & Alvarez, 2017) based on basic textural
information. A scene with lots of small edges might be a furnished living room. A
scene with a long, horizontal edge and few small ones might be a beach. Early scene
identification in turn determines whether (non)fitting objects are identified (cf.
Biederman, 1972; Palmer, 1975).

Gestalt Psychology Fog Free and Objective

Gestalt psychology has provided many examples illustrating top-down influences
in perception, demonstrating that the whole is something different than the sum of
the elements and that the identification of the elements is determined by processing
of the global level. Different from many other mechanisms that are covered in
teaching psychology, perceptual grouping can be made directly apparent to stu-
dents by example stimuli. For example, grouping by proximity predicts that when
for the first time looking at the night sky of the other hemisphere, we are the more
likely to perceive stars as belonging together in a constellation the closer they are
to each other in perceived distance (Kubovy & van den Berg, 2006). Classic
Gestalt papers (cf. Koftka, 1922; Wertheimer, 1938) involve pictures in which
the overall form (rather than the elements) determines what we perceive. Examples
we have repeatedly used to trigger discussions on the strength of form perception
relative to the strength of the influence of learning in perception are Figs. 35 and 36
in Wertheimer (1938): when showing a “W” directly mounted on an “M,” most
observers in class report that they see an ornamental form. With a void between the
“W” and the “M,” it is obvious that letters are being shown. The demonstration
suggests that billions of prior encounters with “W” and “M” cannot compete with
grouping. We rather see a novel ornamental form than the letters we are highly
experienced with.

In classic Gestalt papers and textbook examples, readers see the picture, engage in
metacognition on what they consciously perceive, map it to the argument in the
paper, and then often agree with it. Effects are often very large such that data
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collection, aggregation, and reporting do not seem to be necessary. Kubovy and van
den Berg (2008) report that Gestalt phenomena are illustrated in psychology text-
books, because they are striking examples of psychological emergent properties —
properties that a whole does not share with its parts. The Gestalt psychologists were
the first to study these phenomena empirically. Kubovy and van den Berg (2008)
suggest that their thinking has the reputation of being vague and wooly. Before they
counter this evaluation, they cite Marr (1982) as a proponent of such a negative view
of Gestalt psychology. Laying the ground for a computational analysis of the
processes involved in vision, Marr (1982) distanced himself from the qualitative,
post hoc, and highly subjective accounts of perceptual phenomena he attributed to
Gestalt psychology. While his criticism might in part hold for the Gestalt psychol-
ogists of the early twentieth century, modern work has ruled it out by transferring
older theorizing in a framework of mathematical modeling and clear-cut empirical
operationalization (cf. Kubovy & van den Berg, 2008). The latter authors claim that
it is possible to work “fog free and objective” (p. 131) when measuring Gestalt
principles. They used lattices of dots as stimuli which grant high experimental
control and allow for high numbers of measurements per observer. In particular,
they operationalized grouping by proximity (the closer the dots are together, the
more likely they are seen as connected) and grouping by similarity (the closer the
luminance of the dots is on the scale, the more likely they are seen as connected) with
this class of well-defined stimuli. Results showed that the probability of grouping
scales very regularly with the amount of pixels dots is shifted together in space or in
terms of luminance values. The highly regular relationship between similarity and
probability of seeing dots as connected is apparent on the level of individual
observers (and therefore also on the aggregate level). In our own teaching, we
have used the dot lattice stimuli of Kubovy and van den Berg (2008) in a master
course successfully. Students came to appreciate that the term “law” (Halvor Teigen,
2002) might be suitable with respect to Gestalt principles when discussing the
minuscule deviation of their grouping data from the regression line. In fact, some
students found it difficult to understand why a regression line should be computed,
as in their view, the line was already there (in form of the arrangement of the highly
ordered arrangement of the data points).

While the above paragraphs provide some possible lines of discussion and
differentiation that can be helpful to order and link topics in teaching sensation
and perception, Table 3 lists suggestions for a possible syllabus.

Teaching, Learning, and Assessment in Sensation and Perception:
Approaches and Strategies

The Touch Metaphor for Vision
Material on vision dominates teaching of sensation and perception (cf. Prull &

Banks, 2005). Yet, separating teaching on vision from the teaching concerning
other senses might, as a side effect, help to sustain wrong lay-theories about
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Table 3 Suggestions for a syllabus on sensation and perception

Unit
Introduction

Physiological principles in
receptors

Psychophysical methods

Processing of sensory information
in specialized brain areas

Failures show strength of
perceptual system

Scene and element

Perception for action

Art, grocery, and consumer

electronics

Attention

Content

(1) Perception in science studies and ecologic and
economic problems: other scientific disciplines and
practical questions need input from psychology

(2) Evolutionary development and functional value of
sensation and perception (cf. Braitenberg, 1984)

(3) Categorization problem: how and why do we
categorize the chair in front of us as a chair?
Resources for the introduction and other parts can be
found in textbooks such as Goldstein (2013)

(1) How are neural firing patterns generated in receptors in
vision, hearing, touch, and smell?

(2) Active sampling of information: Eye movements and
eye tracking

How does physical intensity map to psychological
intensity? Implications for the intensity-range receptors
can cover

(1) Visual cortices: Organization in columns (including
ontogenetic development), retinotopic coding, and
binding problem

(2) Perception of configurations (fusiform face area,
prosopagnosia)

(3) Streams of visual processing: Vision for object
identification vs. vision for action, visuomotor
coordination despite cortical blindness

Visual and auditory illusions: Differences between lay-
concepts of perception and characteristics demonstrated in
illusions. Relevance for practical psychology (e.g., design
of data graphs). Modularity of processing discussed based
on illusions that are resistant to knowledge

(1) Gestalt principles of grouping by proximity and
grouping by similarity

(2) Features used in scene perception and influence of
scene perception on identification of elements

(1) Observing and taking actions: Which information is
used in sports (e.g., catching a ball), running, driving?
(2) Influence of bodily and motivational states on
perception

(1) Which characteristics are relevant for esthetics (cf.
Menninghaus et al., 2019)?

(2) Which aspects of sensation and perception are relevant
when designing and marketing consumer products?

(1) Visual search: pop-out search (one feature) vs. serial
search (feature conjunction) (see, e.g., Thornton &
Gilden, 2007). Discuss factors threatening success in real-
life settings such as luggage scanning (cf. Mitroff &
Biggs, 2014)

(2) Spotlight metaphor vs. filter metaphor (cf. Fernandez-
Duque & Johnson, 1999); “cause” theories, in which
attention is presumed to modulate information processing

(continued)
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Table 3 (continued)
Unit

Expertise in perception

Perception in human-machine
interaction

Multimedia

Diversity and perception

Speech perception

Environmental psychology

R. Gaschler et al.

Content

(e.g., attention as a spotlight; attention as a limited
resource); (b) “effect” theories, in which attention is
considered to be a by-product of information processing
(e.g., the competition metaphor) (see Fernandez-Duque
and Johnson (2002))

(3) Predictive coding principle (e.g., Bubic, Cramon, &
Schubotz, 2010; Clark, 2013): the brain as constantly
operating prediction machinery. We process events in
terms of how they deviate from our predictions

What are expert skills in perception, and how are they
acquired? The unit should involve examples such as
radiological expertise (cf. Bilali¢ et al., 2016) or the state
of research on hand luggage scanning (cf. Kriiger &
Suchan, 2016)

Usability principles for user interfaces. Pitfalls of
automatization. Testing and training attention and
perceptual processing in the work place

How should multimedia material be designed to support
knowledge acquisition by scaffolding perception and
attention (cf. Mayer, 2014)? How do people integrate text
and picture information? What do we know from
psychological experiments about how data graphs should
be designed and which graph format suits which
communication purpose?

Cultural diversity (c.f., Kitayama, 2003; Luria, 1976), age
effects (cf. Lautenbacher et al., 2017), and perception in
clinical settings (Glashouwer et al., 2019; Thompson et
al., 2016)

(1) Characteristics of human and computer-based speech
perception

(2) Training programs for developmental difficulties
Perception of built environments; recreational value of
environments; psychophysics and evaluative components
of noise (i.e., airport close to primary school, wind park
noise); thermal comfort in working environments (for an
overview of environmental psychology, see Steg & de
Groot, 2019)

visual perception (cf. O’Regan, 2011). O’Regan in turn suggested to use a touch
metaphor to correct misbeliefs about vision: w access details of visual scenes
similar to exploring an invisible object (e.g., a harmonica) in a bag. Density of
receptors on the retina differs and so does the density of receptors on the skin (e.
g., fingertip vs. back of the hand). We actively sample from different locations
from the visual scene (by fixating different parts) just as we explore an object by
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moving our hand on it. An object can be identified by using the fingertips or the
palm or a pencil as point of contact. While the firing of the pressure-sensitive
receptors differs strongly, there is commonality in the dynamics of changes in
firing when moving across the object. Similarly, the physical characteristics of the
light reflected from a “red” apple change dramatically under different lighting
conditions and when projected on different parts of the retina. We perceive an
object as red, because it features the changes characteristic for red when seen
under different conditions.

Change Blindness

The touch metaphor for vision is useful to explain why we are wrong when assuming
that vision grants us with a highly detailed representation of the world around us.
Rather, we can access details of different parts of the visual environment similarly to
exploring a part of an object in detail with our hands. O’Regan suggests that change
blindness demonstrations are effective in conveying that we only sample detailed
information from one part of the visual environment at a time: we do not realize if
parts are changed at other locations. Change blindness demonstrations come in
different variants. These variants have in common that observers witness that a
change which seems large and obvious to people who know about it remains
undetected for a long time for a large part of the audience not informed about
what is changing. Take as an example the lab counter change blindness situation
(there are many variants on YouTube) which we have also tried with our students
with visitors of a public science event: a student waiting behind the counter wel-
comes the visitor approaching the entry of the lab and asks for a second to get a form
sheet from beneath the counter. The student ducks. A different student (who had
been waiting behind the counter) rises instead and hands over the form sheet. The
visitor is led into the lab and can work on the sheet asking if anything unusual had
been noticed. Only a minority reports anything related to the trick. Yet, when visitors
are than granted the opportunity to witness the procedure from an angle that allows
them to see the approaching visitors and the gymnastics taking place behind the
counter, many find it very surprising that the change in person attending the visitor
go unnoticed.

The flicker paradigm is the technically most simple variant to set up a change
blindness demo. Students need a photograph (e.g., a scene from the campus). In a
copied variant of the file, a part is being removed or exchanged. For instance, two
houses in the background might flip positions between the original and the edited
copy. Now the two variants of the picture are being displayed in alternation with a
100 ms blank screen between the original and edited copy. The blank screen is needed
to avoid that attention is directed to the changed parts automatically. Students can
show their variant to the class and have peers raise their hand as soon as they have
found out what is constantly changing back and forth in the picture. Own teaching
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suggests that this activity is helpful in conveying the sampling character of vision.
Students are astonished by that some peers are much faster than others to detect the
change (because they by chance happened to fixate the part of the picture that was
changing). Also, once detected, it is hard to believe that such a large change was so
hard to detect for most of the audience. In one variant, the authors combined the flicker
paradigm with eye tracking (see also Hollingworth, Schrock, & Henderson, 2001).
One student was trying to find the changing part in the campus picture, while the
audience could watch a projection containing the stimulus together with the location
her eyes were fixating. This allowed the audience to track live that change detection
was depending on (by chance) fixating the position of the change when it occurred.

Transfer Tasks

Didactic pairing of topics (such as touch and vision) and usage of student-run live
demonstrations should be complemented by other tasks handed out to the students.
Kreiner (2009) suggested to have students work on open tasks or problems to acquire
knowledge about sensation and perception as well as skills to apply this knowledge.
Psychophysics might be taught via a task to make recommendations on formulating
and packaging a sports beverage. Knowledge about attention in the visual system as
well as sensitivity to contrast, moving objects, and color information in different light
conditions might be acquired in a task to make recommendations on lighting for
nighttime road construction. Work on color perception might be triggered by a task to
recommend colors for emergency vehicles to maximize detection. Development of
recommendations on configuring emergency vehicle sirens might be used to motivate
dealing with auditory perception. Students might practice to communicate knowledge
in a supportive way by working on the task to develop a presentation for a senior
center on the topic of presbyacusis. An introduction to neural pathways of visual
processing might be given by asking for the development of a series of neuropsycho-
logical questions and tests to identify a person’s visual perception problems. Aware-
ness to the power of speech perception might be raised by a task to explain why
artificial speech recognition systems might not be as good as human speech recogni-
tion. An overview of cutaneous senses can be reached by handing out the task to
identify consequences for the loss of various cutaneous senses. Finally, knowledge
about chemical senses can be acquired by having students compile a list of concepts
that could be included in a lesson on taste perception for professional chefs.

Challenges and Lessons Learned

Teaching sensation and perception involves dealing with abundant resources and
challenges (Prull & Banks, 2005). For example, sensation and perception chapters
are among the most lengthy (Griggs, Jackson, Christopher, & Marek, 1999) and
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contain the highest number of psychological terms and concepts (Landrum, 1993).
Nonetheless, chapters on sensation and perception in full-length introductory text-
books decreased from the 1980s (10%) to the 1990s (9%) and 2000s (7%) as other
topics were increasingly covered (cf. Griggs, 2014). Yet in brief introductory
textbooks, the percentage of text devoted to topics related to sensation and percep-
tion has not changed (9%, 8%, 8%, in the same decades).

Most of the published teaching recipes relevant to sensation and perception (see
Table 5) come with only a very coarse evaluation (if any). When explaining to our
students how psychology with evidence-based practice can help to meet societal
challenges and pursue individual goals, we should take this as a reminder that
evidence-based practice should also be a guiding principle for our teaching and
efforts to obtain more thorough evaluations need to be intensified.

One aspect of aligning content and practice of teaching might be the use of data
graphs. Peden and Hausmann (2000) suggest that there is a lack of work on how to
teach students to make and interpret data graphs. They report that the journals on
psychology didactics lack such work and that the variety, number, and quality of
data graphs in textbooks can be improved. According to Butler (1993), the
number of pages with data graphs in introductory psychology textbooks has not
increased from the 1940s to the 1990s, while it increased in psychology research
journals. Data graph literacy of future psychologists should be fostered more
rigorously.

Current textbooks (e.g., Goldstein, 2013) and the material presented in this
chapter suggest that there is a multitude of issues to be covered with a large array
of demonstrations and tools at hand. Sensation and perception relate to profound
theoretical questions in psychology and to many relevant fields of application.
Given that course time is limited, the largest problem might be to select among
the topics and materials. Yet, this problem might be eased somewhat as sensation
and perception overlap with other domains such as consciousness, memory,
cognition, cognitive neuroscience, and engineering psychology, which are
treated in other chapters of this book. Sensation and perception can be taught in
units that are explicitly dedicated to this topic as well as in units that are closely
linked.

Teaching, Learning, and Assessment Resources

Online resources for teaching sensation and perception are developing at high rate.
This short list of recommendations (Table 4) contains those of the sites we find
inspiring and useful that have been maintained technically and with respect to
content over the last years.

There are many recipes for teaching specific aspects of sensation and perception
in the literature. In Table 5, we provide an overview of some published recipes sorted
by sense and author.
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Table 4 Online resources for teaching sensation and perception

Resource

Source

Collection of over 100 optical phenomena and
visual illusions (including short discussions and
suggestions for further reading)

https://michaelbach.de/ot/

Demonstrations (and texts) on psychophysics,
receptive fields, perception of color, form, depth,
and motion

http://elvers.us/perception/

Collection of demonstrations of auditory
phenomenal grouping

http://faculty.virginia.edu/kubovylab/demo.
php

Some of the classic gestalt texts showing
examples and providing arguments for why and
how emergence should be tackled

https://psychclassics.yorku.ca/topic.
htm#gestalt

Collection of sound and image stimuli for
creating own experiments

https://www.cmu.edu/dietrich/psychology/
tarrlab/stimuli/index.html

Biological motion (e.g., walking person based
on moving white dots)

https://www.biomotionlab.ca/demos/

Online and lab experiments and demos based on | https://lab.js.org/
JavaScript
Library for web-based dynamic data graphs https://d3js.org/

Collection of examples of interactive
visualizations (and information on how to build
them)

https://shiny.rstudio.com/gallery/

Free and open-source digital audio editor and
recording application software for different
platforms

https://www.audacityteam.org/

Free and open-source raster graphics editor for
different platforms

https://www.gimp.org/

Free computer software package for speech
analysis and synthesis in phonetics for different
platforms

https://www.praat.org

Table 5 Recipes for presenting specific aspects of sensation and perception

Source ‘ Keyword Do/show what? Convey what?
Auditory
Barsz Coding by position | Have students observe Lower frequencies lead to
(1990) in basilar where the travelling wave longer distance covered by
membrane peaks that is generated by travelling wave before peak
shaking a rope tied to a coding of pitch by position
doorknob at low vs. high in basilar membrane at
frequency which wave peaks
Grosofsky | Making use of Record the sentence “what | Speech stream is
(1996) audio software are you wearing to that continuous, and
(e.g., audacity) to party?,” and display the pronunciation is variable
show wave patterns | wave pattern. Students among speakers
should try to parse the
sentence based on the
visual display

(continued)
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Table 5 (continued)

Source Keyword
Larsen and | Missing
Fritsch fundamental
(1998)

Haptic

O’Dell and | Cookie cutter
Hoyert shapes at the
(2002) fingertip

Haptic + visual

Homer Size-weight
and illusion
Robinson

(1997)

Do/show what?

Generate pure tones of
different wavelength and
amplitude

Have students try to record
more vs. less pure tones by
using their voice (or tools
such as tuning fork), and
have them order the records
based on the display

Record different sounds,
and have them classify as
noise or music based on the
visual display

We “hear” the fundamental
(e.g.,a 110 Hz tone) if a
series of overtones (e.g.,
220 Hz, 330 Hz; 440 Hz,
550 Hz, 660 Hz) is being
played, even when the
fundamental is not actually
being played. With a
whistle that can produce
one or two sounds, one
sound is heard when one is
played, but three are heard
when two are played (the
third being the Hz
difference of the two
sounds played)

Try to infer which cookie
cutter shape was actively
touched (e.g., explored by
moving palm and fingers)
vs. encountered in passive
touch (gently pressed into
palm)

Lifting two objects of equal
weight, the larger is
perceived as lighter than the
smaller. When large vs.
small cans (filled with
stones) are lifted with
strings, haptic information
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Convey what?

Show that wavelength
maps to pitch and
amplitude maps to loudness

Show mixing of
wavelengths

Discuss about variant and
level of structuredness
being evaluated positively

Pitch perception fills in the
fundamental. Small
loudspeakers that cannot
play low frequencies can
give the impression of a
low tone by playing the
overtones

Differentiate active and
passive touch: While active
touch offers astonishing
amounts of information,
passive touch leaves us
guessing. Learn about
research methodology
(blinding, multiple trials,
chance baseline, confounds
in earlier research papers on
this topic)

Driven by vision or haptics,
a larger object
automatically leads to
different expectations and
initial force than a smaller
one

(continued)
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Table 5 (continued)

Source

Ideomotor

Lawson
and Crane
(2014)

Olfactory

Mason
(1981)

Taste

Fantino
(1981)

Touch

Nazzaro
(1981)

Visual

Beins
(1983)

Corey and
Tatz
(1990)

Keyword

Dowsing rods

Smell butyl and
propyl acetate

Blind tasting

Cutaneous two-
point thresholds

Color additivity

Miiller-Lyer
illusion

Do/show what?

is identical. When lifted
directly, haptic information
differs. Blindfolding and
lifting with strings should
quit the illusion

Have students move rods
over covered cup with/
without water. Vary
whether students have
correct/incorrect beliefs
with respect to the location
of the cup filled with water

Have students assign
numerical values to
strength of smell in
sensitive, adapted, or cross-
adapted state to later
normalize these values

Have students taste
different food such as
apple, pear, potato, or onion
when (1) blindfolded and
deprived of smell or (2)
artificially colored

Students touch different
areas (i.e., palm, biceps)
with caliper varying the
distance of the two points
of touch and report whether
they feel one vs. two points
of contact

Arrange picture on monitor
by mixing patches of red,
green, and blue, shown to
students at different
viewing distances

Have students estimate the
length of a line ended by
inward- vs. outward-
pointing arrows. For an
interactive slider
arrangement, see https://
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Convey what?

Discuss how the ideomotor
principle leads people to
believe that they
unconsciously can sense
water, etc.: The observer is
involuntarily producing the
movements

Introduce psychophysical
method of magnitude
estimation with an odorant
as well as adaptation and
cross-adaptation

Show cue integration in
food tasting: Show low
differentiation of food if
smell is blocked. Show
impact of visual cues (i.e.,
color)

Demonstrate that different
parts of the skin have
different densities of
pressure receptors

Show white light as being
combined of color light
sources

Shapes on arrows resemble
depth cues found in many
environments. The Miiller-
Lyer illusion leads to a
surprisingly strong effect
and does not change when
one knows about the

(continued)
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Table 5 (continued)

Source Keyword

Cushman Distribution of

(1981) blue-sensitive
receptors

Duda Blind spot

(1981)

Kunkel Moon illusion:

(1993) Introduce
estimation
procedure

LaVoie Emmert’s law

(1987)

Neuhoff Apparent motion

(2000) and conjunction —
Presentation
software is
sufficient

Do/show what?

michaelbach.de/ot/sze-
muelue/index.html

Small and dim flashing blue
light will disappear when
directly looking at it, but
not when looking a few
degrees to the side of the
source

Print X (left) and Y (right)
at 10 cm distance to make
Y disappear and reappear
when slowly approaching
from arm-length distance
while fixating the X with
the right eye and keeping
the left closed

Make students mentally
select an object that would
cover the moon when held
at arm’s length

Have students look at a
unicolor shape of high
luminance to then look at
the plain wall. Depending
on distance to the wall, the
perceived size of the
afterimage will vary

Apparent motion: (1)
sequence of pictures
showing object at
successive positions is
interpreted as if the object
was moving

(2) when a picture with
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Convey what?

illusion. It can serve as a
starting point to discuss
modularity of information
processing

Color receptors are not
uniformly distributed
across the retina. Blue
might not be a good choice
to display small details.
Blue-sensitive receptors
have maximum density at
the border of the fovea and
decrease toward center

There are no
photoreceptors at the part of
the retina, where nerve
fibers from different parts
of retina collect to form the
optic nerve

Introduction to a simple but
psychometrically sound
estimation procedure. Size
is overestimated and
especially so when closed
to the horizon. Different
bases for illusion can be
discussed. Factual
knowledge can be acquired:
Moon covers one degree of
the night sky irrespective of
altitude or time of year and
can be occluded by a pea
held at arm,s length
Computation of size
combines size of object on
the retina with context cues.
Retinal images of the same
size will appear of different
size depending on distance
to the wall

Phi phenomenon
(Wertheimer, 1912): visual
system automatically
interprets movement.
Binding problem: different
features of visual objects
are processed by different

(continued)
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Table 5 (continued)

Source

Prull and
Banks
(2005)

Solomon
(1980)

Keyword

Classroom-sized
pinhole camera

Magical illusions

Do/show what?

objects A and B is replaced
by a picture with object A,
viewers interpret that A
occludes B

(3) sequence of pictures
with an object being shown
left and right of a void is
interpreted as movement
illusory conjunctions:
Briefly show three large
letters in three different
colors. Students will
reliably be able to report the
letters and the colors but
fail to report which colors
came with which letters

Show inverted projection of
scene outside of the
classroom clear and dim
(small pupil) or blurry and
bright (large pupil). Apply
lens at optimal distance vs.
simulating nearsightedness
vs. farsightedness

(1) Basic vanishes:
Movement of objects
between hands suggests
that object is being passed
while it is not. Can be
acquired by faculty or
students within hours of
training

(2) After seeing a ball being
thrown up in the air several
times, the same movement
will result in the illusion of
a ball being thrown up to
never return (if the ball is
instead dropped)

(3) Auditory illusion of
multiple coins vanish: The
illusion that coins are
(invisibly) still in the hand
they apparently have been
passed to is strengthened by
shaking the coins in the
hand. Observers don’t
notice that the sound comes
from the other hand
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Convey what?

brain structures in the
visual system; binding
might work via coupling of
neuronal firing frequencies
(i.e., same frequency for
those that belong together)

Upside-down projection in
mammalian eye. Tradeoff
between image brightness
and clarity of a large vs.
small pupil shows role of
the lens

We see what we expect to
see. Starting point for
discussing the role of
experience in perception.
Past experience with
dynamics of objects
determines perception.
Predictive coding account
(e.g., Clark, 2013)

See above

Make transparent the acuity
in localization of sound

(continued)
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Table 5 (continued)

Source Keyword

Do/show what?

(4) Oversized playing cards
with pips partially being
occluded by hands, turning
cards over creates
impression of pips being
added

(5) Use sleight of hand
techniques to produce very
unlikely events with cards
(i.e., selecting four aces
apparently at random from
a deck of cards)
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Convey what?

Observers “see” the full
pattern of pips; what is
missing is being filled in
automatically, when
occluded by hands. Gestalt
principle of good figure/
figure completion

There is automatic
processing of likeliness.
Get students to discuss
when they accept that
something has occurred due
to chance. Discuss type I

and type II errors in null
hypothesis testing

Cross-References

Neuroscience in the Psychology Curriculum
Teaching Engineering Psychology
Teaching Introductory Psychology
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Abstract

While teaching psychology is always demanding, teaching courses about the
psychology of learning presents unique challenges for instructors. Learning
courses have specialized language and procedures not found in other areas of
psychology, students tend to enter courses with certain misconceptions, and
published materials related to teaching learning can be lacking. This chapter
discusses these and other challenges and potential ways to overcome them.
Being aware of these pitfalls can help instructors to understand any confusion
students might have or develop about the material and take actions to correct
it. Also included is a brief history of learning as a field, and proposed core content
and learning outcomes for learning courses. Evidence-based teaching and assess-
ment strategies are discussed in general, along with specific examples pertaining
to learning courses. A way of approaching the teaching of operant conditioning
based on common student difficulties is also outlined. Lastly, some general
teaching tips as well as teaching resources (some general, some specific to
learning courses) are provided. Though this chapter is aimed at instructors of
learning courses (or those looking for guidance in teaching the learning portion of
an introductory psychology course), many of the strategies can be applied widely.

Keywords

Learning - Behaviorism - Operant conditioning - Pavlovian conditioning -
Teaching strategies - Learning strategies

Introduction
The Study of Learning in Historical Context

Of all the subfields of psychology, the study of learning is certainly one of the oldest,
with roots dating back to the ancient Greek philosophers. Aristotle observed that
knowledge is acquired through experience, which was in opposition to his teacher
Plato’s view that knowledge is innate. In the seventeenth century, René Descartes
incorporated both of these ideas by stating that humans are born with knowledge that
becomes realized through experience. Despite the importance of these early philos-
ophers, their ideas lacked empirical support.

More recently, other figures have significantly contributed to the field of learning
including Charles Darwin, Ivan Pavlov, and B.F. Skinner. Darwin proved crucial to
the study of learning and many other fields by proposing his theory of evolution by
natural selection. As outlined in The Descent of Man, Darwin (unlike Descartes and
many of his own contemporaries) felt that “there is no fundamental difference
between man and the higher mammals in their mental faculties” (Darwin, 1871,
p- 46). This paved the way for the use of animals in the study of memory and
cognition, as well as the understanding that the ability to learn is itself an adaptation.
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Pavlov observed that behavior can be elicited not only by certain stimuli directly
(unconditioned stimuli), but also by other stimuli (conditioned stimuli) that have
only been associated with an unconditioned stimulus. Modern psychologists con-
tinue to build on Pavlov’s work, and the study of Pavlovian conditioning is certainly
one of the enduring areas of psychology (Rescorla, 1988). Skinner’s work focused
on the prediction and control of behavior, specifically the role of reinforcers and
punishers, and Skinner’s behaviorism has been a dominant paradigm in psychology,
particularly in the 1940s and 1950s. Skinner was not just a towering figure in the
field of learning, but he was also one of the most important psychologists of the
modern era. An analysis including qualitative (e.g., membership in the National
Academy of Sciences and election as American Psychological Association Presi-
dent) and quantitative (e.g., overall citation numbers and citations in introductory
textbooks) variables put Skinner at the very top of the list of the most influential
psychologists of the twentieth century (Haggbloom et al., 2002), and Skinner’s ideas
continue to have a wide impact.

Learning Versus Cognition

The modern scientific study of learning was in some ways a reaction to the subjectivity
of Sigmund Freud’s psychoanalysis, Wilhelm Wundt’s and Edward Titchener’s intro-
spection, and other nonempirical speculation that was taking place in psychology in
the early twentieth century. To behaviorists such as Skinner and John B. Watson, what
was important in the study of psychology was observable behavior (Skinner, 1974,
1977). The cognitive revolution that began in the 1950s was a reaction to the
behaviorist view that the mind could not be studied empirically. As cognitive psy-
chologists ushered in the application of scientific methods to the study of mental
process such as thinking, memory, and attention, some claim that this spelled the end
of behaviorism (Braat, Engelen, van Gemert, & Verhaegh, 2020; Robins, Gosling, &
Craik, 1999; Watrin & Darwich, 2012), and that psychology as a whole needed to
distance itself from behaviorism so that cognitive psychology could regain scientific
respectability (Miller, 2003). Some even refer to the period of the dominance of
behaviorism as a “behaviorist dark age,” followed by a “cognitivist renaissance”
(Roediger, 2004; Watrin & Darwich, 2012). Despite the rise of cognitive psychology,
Skinner continued to argue that the focus of learning research should be on observable
behavior, and he even called cognitive science “the creationism of psychology” in his
last address to the APA in 1990 (Wasserman & Blumberg, 2006).

Textbook accounts often indicate that the cognitive perspective replaced behavior-
ism, and therefore students might be led to believe that the study of learning in the
behaviorist tradition is outdated and unimportant in modern psychology (Abramson,
2013; Machado & Silva, 1998). Even among faculty, behaviorists are sometimes
viewed as anachronistic and even “simple minded,” while cognitive psychologists
are seen as being on the cutting edge of science (Abramson, 2013). However, it is
perhaps more accurate to consider cognitive psychology as building on the work of
behaviorists rather than replacing it, and that the so-called cognitive revolution merely
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represented a shift rather than a revolution per se (Leahey, 1992). Citations of Skinner
continued to increase throughout the period of the cognitive revolution (Thyer, 1991),
as did the number of professional associations and publications related to behaviorism
(Wyatt, Hawkins, & Davis, 1986). Though behaviorism is unlikely to return to the
dominance it held prior to the cognitive revolution (Overskeid, 2008), research in the
behaviorist tradition is very much alive today (Roediger, 2004). The tenets of behav-
iorism lie at the center of much of modern psychology, and any perceived decline in its
dominance is simply because it is so pervasive that all psychologists doing empirical
research are doing so in the behaviorist tradition (Brown & Gillard, 2015), even much
of cognitive psychology (Morgan & Buskist, 1990). As one cognitive psychologist put
it, “Behaviorism is alive and most of us are behaviorists” (Roediger, 2004).

Current Trends

Since the study of learning appears across many different domains of psychology, it
is difficult to pinpoint a single direction in which the field is heading. Comparative
cognition, functional neurology, and animal models of human behavior have been
and continue to be important avenues of learning research (Domjan, 1987, 2010).
One notable area where the study of learning is currently gaining prominence is in
the applied disciplines of psychology such as cognitive behavior therapy and applied
behavior analysis (ABA). While these approaches are perhaps best known as
treatments for childhood disorders such as autism or attention deficit hyperactivity
disorder (ADHD), they can be applied to a variety of targets including animal
welfare, addiction, conduct disorders, workplace behavior, marriage and family
problems, classroom management, eating disorders, sleep disorders, phobias, and
post-traumatic stress disorder (PTSD), among others. Behaviorist concepts continue
to be successfully applied to promoting animal and human welfare, which demon-
strates the field’s importance not just in academia but for society as well.

Purpose and Rationale for the Curriculum in Learning

According to the American Psychological Association Guidelines for the Psychol-
ogy Major, there are four main content domains in psychology in the USA, including
biological bases, learning and cognition, lifespan development, and sociocultural
approaches (APA, 2013; see also Dunn et al., 2010). Learning is therefore consid-
ered a foundational course that gives students majoring in psychology a broad base
of knowledge in the psychological sciences. In 1997, learning ranked fifth in the
percentage of US institutions offering such a class (after introductory psychology,
abnormal psychology, social psychology, and personality psychology among all
institution types, [Perlman & McCann, 1999]). Another more recent study showed
that in 2005, 80% of US institutions offered a class on learning, 24% of psychology
majors completed such a class, and learning ranked eleventh on the list of most
frequently offered courses (Stoloff et al., 2010). While this might indicate a slight
decline over time in the popularity of the learning course, it might also simply
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indicate an increase in course specialization (Dunn et al., 2010). Regardless of
specific enrollments, learning has been and continues to be a popular and founda-
tional course in psychology in the USA.

Learning Objectives

Even though “learning is ideally suited to address a broad range of important issues
in science in general and psychology in particular” (Machado & Silva, 1998, p. 216),
students may view the study of learning as separate from other areas of psychology.
As such, students should leave a learning course with an understanding of how
important learning processes are to all aspects of human and animal life. In addition,
there are certain learning outcomes or competencies that students should possess. By
the end of the course, students should be able to:

* Understand what learning is (and is not) and articulate the differences and
similarities between learning and instinct.

* Understand the evolutionary underpinnings of learning in animals, including
humans.

* Understand the main types of learning (Pavlovian and operant conditioning), how
they work, and their similarities and differences.

* Apply knowledge of learning processes including Pavlovian and operant condi-
tioning to real-world scenarios.

* Understand and be able to apply research methods in the study of learning.

* Gather, compile, and interpret data related to learning processes.

Core Content and Topics of the Learning Course

As with many areas of psychology, it is impossible to cover everything that is known
about learning in a single course. Learning as a concept has been studied in many
disparate fields such as neuroscience, animal behavior, evolutionary biology, com-
puter science, and educational psychology, among others. A cursory look at text-
books written for the learning course reveals titles that include many terms, such as
learning, memory, cognition, evolution, adaptation, conditioning, the brain, behav-
ior, and behavior analysis. Even the titles of learning courses themselves may cross
over into other areas of psychology including learning and memory, learning and
motivation, and learning and cognition (Barron et al., 2015; Stoloff et al., 2010).
This diversity opens up a wide range of possibilities for the major themes presented
in a psychology of learning course. Regardless of the precise content instructors
might choose to include, I suggest below a way to organize content into four units,
and discuss ways to present portions of the material.

* Unit 1: Introduction and Background
— Introduction to and definitions of learning
— Introduction to evolutionary theory, including its importance to learning
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Research methods and experimental design, including operational definitions
Simple forms of learning (habituation and sensitization)

 Unit 2: Pavlovian Conditioning

Introduction to Pavlovian conditioning (conditioned stimulus and response,
unconditioned stimulus and response)

Acquisition, extinction, and spontaneous recovery, including the Rescorla-
Wagner model

Variables affecting Pavlovian conditioning, including contingency and
contiguity

Pavlovian procedures and their effects, including latent inhibition, blocking,
US pre-exposure, higher-order conditioning, sensory preconditioning, disin-
hibition, external inhibition, conditioned suppression, stimulus discrimination,
and stimulus generalization.

Contributions of John B. Watson and “Little Albert”

Practical applications of Pavlovian conditioning, including countercondition-
ing, systematic desensitization, advertising, aversion therapy, and addiction
treatment

* Unit 3: Operant Conditioning

— Introduction to operant conditioning (positive and negative reinforcement,
positive and negative punishment)

Comparisons of operant to Pavlovian conditioning

Comparisons of operant conditioning to evolution by natural selection.
Contributions of Thorndike and Skinner

Intrinsic versus extrinsic reinforcement

Contingency and contiguity in operant conditioning

Reinforcer and species characteristics and their effects on reinforcement.
Theories of reinforcement (drive reduction, relative value, response depriva-
tion, and behavioral bliss point)

Simple schedules of reinforcement (fixed and variable ratio, fixed and variable
interval)

Complex schedules of reinforcement and the matching law

Noncontingent, partial, and intermittent reinforcement and their effects on
behavior

Shaping and chaining

— The problems with and variables affecting punishment

* Unit 4: Other Learning-Related Topics

— Operant conditioning in everyday life (e.g., in schools, hospitals, and zoos, or
in interacting with other humans or animals)

Using what we know about operant conditioning to improve self-control

The role of learning in insight and creativity

Social learning (humans and other animals)

Animal cognition (deception, theory of mind)

Language acquisition (humans and other animals)

Since learning is such a broad field, the last unit of the course in particular can
encompass a wide variety of additional topics depending on instructor expertise, or
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instructor and/or student interests, including machine learning, the neurobiology of
learning, behavioral economics, memory systems, applied behavior analysis, and infor-
mation processing, among others (see Machado & Silva, 1998 for additional ideas on
topics and approaches for learning courses). I suggest that, when possible, instructors
allow students to choose among these potential topics so as to heighten student interest
and to keep the course different and interesting for the instructor over time as well.

Suggestions for Introducing the Course
Definitions of Learning

The very first thing I do in my learning course is ask the students to submit online
definitions of learning as they see it. I gather their answers from the campus learning
management system prior to the first day of class so that we can spend part of that initial
meeting discussing what learning means. Students are instructed to give their answers
spontaneously and without any assistance from outside resources, and I generally get a
variety of thoughtful and interesting answers with a few overlapping themes. Many
students touch on the idea of change in one form or another. Some focus on the
academic repercussions of learning (e.g., studying for exams or quizzes), while others
mention acquiring skills (e.g., learning how to cook or ride a bike). A few, like Supreme
Court Justice Potter Stewart in his definition of obscenity in 1964, claim “I know it when
I see it” (as quoted in Gewirtzt, 1996). Students are often surprised at how difficult it is
for them to define something as ubiquitous as learning, and many are equally surprised
that even scientists who study learning utilize different definitions (Barron et al., 2015).

Indeed, many of the course textbooks used in the USA avoid defining learning
entirely (Barron et al., 2015). Most of those that attempt to do so present definitions
similar to the following: A relatively permanent change in behavior due to individual
experience (Barron et al., 2015; Lachman, 1997). However, even a cursory examina-
tion of this definition by most people (my students included) seems lacking (see De
Houwer, Barnes-Holmes, & Moors, 2013), and many students argue that learning can
in fact happen in the absence of behavioral change. Having a discussion about what
constitutes learning at the beginning of the course opens up a dialogue with students
about the nature of science and knowing (e.g., can we know learning has happened in
the absence of measurable change, and if so, how?), and demonstrates that even well-
established fields still have many unanswered questions. Promoting this awareness is
important because it helps students understand that the study of learning specifically
and science more generally are not simply collections of facts to be memorized, but are
dynamic and exciting enterprises.

Evolution by Natural Selection
After exploring definitions of learning, I next present the topic of evolution. This might

not seem to be an intuitive choice, but there are several important reasons for it. First,
having an understanding of evolution by natural selection helps students to see
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learning in a broader context (i.e., why do organisms have the capability to learn in the
first place?). Second, it provides a framework in which to understand how learning
takes place within the lifetime of an organism. Operant conditioning has much in
common with the process of natural selection (Brown & Gillard, 2015; Donahoe,
2012). After all, “learning is the study of a major product of phylogenetic adaptation,
and a major process of ontogenetic adaptation” (Machado & Silva, 1998, p. 225).
Skinner has been described as the “Darwin of ontogeny” (Donahoe, 1984), and he
himself made such comparisons between natural section and operant conditioning
(Ghiselin, 2018). Through natural selection, individuals whose heritable traits are
better suited to their environment are more likely to survive and reproduce, leading
to a greater proportion of those traits in subsequent generations. The opposite is also
true, with traits that are ill-suited to the environment becoming less common over time.
Similarly, in operant conditioning, behaviors that are well suited to an individual due
to their consequences are “selected for,” and become more common in the future
(reinforcement), and behaviors that are poorly suited to an individual due to their
consequences become less common in the future (punishment). Having a basic
understanding of evolution by natural selection early in the class helps students to
view learning as part of a bigger picture while providing ways to think about selection
that will be useful for understanding operant conditioning.

Research Methods

Research methods are important to all areas of psychology, and learning is no
exception. Even if most students have already taken a methods course, it is useful to
revisit the topic since some of the research methods that students encounter in a
learning course differ from those that are emphasized in other areas of psychology
(Machado & Silva, 1998; Pilgrim, 2003). Covering research methods also provides an
opportunity to discuss the costs and benefits of the different research designs. For
example, under what circumstances is a between-subjects design a better choice
compared with a within-subjects design? When would a laboratory experiment be
preferable to a more naturalistic design? Grappling with these sorts of problems will
help students to understand why learning experiments are conducted the way they are,
and connect the study of learning to the overall discipline of psychology.

Teaching, Learning, and Assessment in Learning Courses:
Approaches and Strategies

B.F. Skinner himself noted that graduate schools train scholars rather than teachers,
and that teaching at a university is one of the only professions where there is no
professional training (Skinner, 1956). Though many graduate students receive
pedagogical experience in the form of teaching assistantships, these are often
structured to benefit faculty and the institution rather than the students themselves
(Austin, 2002). Graduate schools tend to place a greater emphasis on research over
teaching, and may even actively devalue teaching (Chew et al., 2018). This means
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that new faculty are often lacking in the basic pedagogical knowledge and experi-
ence to make them effective teachers. In addition, there is a dearth of published
information regarding the instruction of learning courses in particular. Machado and
Silva (1998) found that only 1.2% of articles in the journal Teaching of Psychology
specifically addressed learning courses. Of the resources that exist, some of them are
unnecessarily muddled and confusing (see Flora & Pavlik, 1990 for example,
regarding operant conditioning). Despite these and other challenges inherent to
teaching at the university level in general and teaching a learning course in partic-
ular, there are many data-supported pedagogical techniques for instructors to utilize.

Something that is important to keep in mind, especially early in a teaching career,
is that there is not one single best way to teach (D. J. Bernstein et al., 2010; Holmes,
2016; Jakobsen & Daniel, 2019). Before constructing a class, however, instructors
should think about what they want students to learn or be able to do, and adjust their
techniques accordingly (i.e., backward design; Wiggins & McTighe, 2005). In
addition, using teaching and learning techniques that include active engagement
by students is the best way to encourage learning and deeper understanding of the
material (Dolan & Collins, 2015; Halpern et al., 2010).

Indeed, as instructors we can use what we know about cognition to our advantage
in the classroom. Many of the pedagogical techniques I use have their roots in
cognitive psychology (see Parker, 1993). Some of my favorites for teaching a
learning course in particular include using interactive lectures, having students
predict outcomes, using retrieval practice, using classroom response systems and
peer instruction, using spaced practice, and connecting material to existing knowl-
edge. Regardless of the specific techniques chosen for a given course, a variety of
teaching and learning techniques should be used in order to maximize impact
(Halpern et al., 2010). Below I will outline strategies that I have found to be useful
with learning courses, though the overall principles apply to pedagogy in general.

Interactive Lectures

Few teaching techniques have been as vilified as the lecture in recent years. Lectur-
ing has been accused of being outdated and inefficient due to what some perceive to
be short attention spans and passivity on the part of students (Matheson, 2008), and
has even been called a waste of time (see Parker, 1993). These criticisms have
always struck me as straw man arguments since the reasons for criticizing lectures do
not tend to have a great deal of evidence, especially for all learners in all circum-
stances, and even the meaning of lecture is not adequately defined by many
researchers (Bernstein, 2018; Holmes, 2016). Most people when criticizing lectures
are not taking aim at lectures per se, but rather at bad lectures (Parker, 1993). It is
easy to attack the image of a stereotypical professor who speaks in a monotone to a
large lecture hall for an entire class period without so much as making eye contact
with the students, let alone asking them if they have questions. Most college
instructors still use lecture as a dominant teaching strategy (Barkley & Major,
2018), but most (myself included) also incorporate student-centered, active learning
components in their lectures (Burkill, Dyer, & Stone, 2008).
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I mention lectures here not because I think they are the best way of teaching in all
circumstances, but because lecture is as good as other methods of delivering content
(Bligh, 2000). Even in literature specifically devoted to denigrating them, lectures
tend to be included in the overall pedagogical strategy in some form, such as short
introductory lectures during class time, or recorded lectures for students to watch
before coming to class. When students have little or no prior knowledge about a
subject, lecture can be an efficient way to give students some of the basic, factual
information they need. From there, instructors can employ a variety of active
learning techniques (some of which I will outline below) to help students with the
progression from the foundational, more fact-based levels of Bloom’s taxonomy
(e.g., remembering and understanding) to the higher levels where students are
analyzing, evaluating, and applying information (Anderson et al., 2001). This type
of interactive lecturing (Barkley & Major, 2018; Bernstein, Frantz, & Chew, 2020;
White, 2011) is a great way to deliver content while maintaining student engagement
and challenging students to go beyond simple memorization.

The field of learning contains a large number of terms and procedures that do not
generally appear in other psychology courses (Machado & Silva, 1998), and the
meanings of those terms are not always obvious and are sometimes even counterin-
tuitive, which can lead to misunderstandings (see the “Challenges and Lessons
Learned” section below for specific examples regarding operant conditioning).
Despite the focus many instructors have on the higher levels of Bloom’s taxonomy,
the factual information in any course is still extremely important because it provides
a foundation on which students can build further knowledge and understanding (see
Christodoulou, 2014). Therefore, lectures can be useful to teachers of learning
courses for introducing unfamiliar (and potentially confusing or counterintuitive)
material, and pointing out common misconceptions before moving on to more
complex ways of thinking about and processing the material.

Another advantage of interactive lectures is that components can be added over
time. Even if an instructor currently exclusively utilizes lectures without any addi-
tional active learning components and does not have the time or desire to engage in a
grand redesign of a course, incorporating elements of interactive lecture each time
the course is taught can lead to incremental improvements in student learning with
only a small investment of time each academic term (see Lang, 2016).

It should be noted, however, that simply adding active learning components to a
class is not a guarantee of greater comprehension on the part of students (Clark &
Mayer, 2008). There are many factors that influence whether a particular technique
will be effective in the classroom such as student population, class size, instructor
characteristics, and discipline, among others, so any given active learning technique
will not be universally successful (Bernstein, 2018). Instructors should therefore
utilize a “scientist-educator” model for teaching (D. J. Bernstein et al., 2010). With
this model, instructors examine existing data on pedagogy to make educated deci-
sions about how to teach. From there, instructors can use data from their own courses
to improve successive offerings and contribute when possible to the body of
knowledge encompassing teaching and learning. We generate an enormous amount
of data each time we deliver a course in the form of formative and summative
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assessments, as well as student evaluations. These data should be examined and
reflected upon in order to determine if interventions are working and to guide future
pedagogy. Since no two courses are identical, teaching should be reflective and
iterative in order to achieve maximum learning gains for students in each particular
context (Bernstein, 2018; Halpern et al., 2010).

Making Predictions

Studies indicate that when people make a prediction about something, they are better
able to recall information about it in the future, even if their initial prediction was
wrong (Kornell, Hays, & Bjork, 2009). Asking students to predict an outcome
encourages them to engage with the material in a way that simply providing them
with information would not, and gives them an emotional investment in the outcome
of their prediction. In other words, they become curious as to whether their predic-
tion was correct or not (Lang, 2016). The implications of this research are important
for education in general, and I have found that asking students to make predictions is
particularly useful with helping them to learn the nuances of conditioning. For
example, after going over the basic tenets of Pavlovian conditioning, I ask students
to predict what would happen if the parameters of the situation change. I have
students imagine one of Pavlov’s dogs that has been conditioned over a large number
of trials in which the dog got a bit of food immediately after hearing a tone. Students
are well aware of the salivation that will happen when the dog hears the tone by itself
after conditioning. But what will happen if the dog is now presented with the same
tone, but also a simultaneous light shortly before receiving food for a number of
trials? Will the dog now salivate when just hearing the tone? Just seeing the light?
Only when both are presented? Not salivate at all regardless of what is presented?
Having time to consider the situation and make a prediction about the outcome helps
students to think about the relationship between variables, and better understand and
remember the outcome when it is revealed. (In this case, the dog will continue to
salivate when it hears the tone, but not when it sees the light by itself.) The scenario
described above is a classic example of blocking, but asking students to predict
outcomes can be used with any of the procedures involving Pavlovian conditioning
including overshadowing, latent inhibition, and conditioned suppression, among
others.

Asking for predictions can also be useful when teaching operant conditioning.
For example, in order to help students understand schedules of reinforcement, I ask
them to predict how they think they (or another person or animal) would respond
under different schedules. Most students are able to accurately predict how organ-
isms will respond to different schedules based on when reinforcement is available.
Even if they get it wrong, the process of predicting and receiving feedback will help
them to understand and remember the effects of different schedules. I ask students to
imagine certain hypothetical behavior modification situations and tell me which
schedule of reinforcement would be best for producing the desired outcome. For
example, if students were hiring workers to perform some task such as mowing
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lawns or washing dishes, which schedule(s) would be best at getting high rates of
responding (i.e., work), and which would be least effective? What are some other
implications of schedules of reinforcement that a person doing the reinforcing would
need to take into account, such as quality of work? What would be the most desirable
schedule from the workers’ perspective? Addressing such questions helps students
to grasp how schedules affect work, and how they operate in the real world.

Having students make predictions can be especially useful when an outcome is
somewhat surprising. For example, I ask students to predict how a pigeon will behave
after conditioning when a light is presented on one side of a long (1 meter) Skinner box
followed immediately by several seconds of food presentation on the opposite side.
Most students guess that after conditioning, the pigeon will begin to wait by the food
hopper shortly after the light comes on. At this point, I show a video of a pigeon in a
long box after it has experienced the conditioning procedure described above. (See
“Teaching, Learning, and Assessment Resources” section below for the link to this and
several other excellent videos demonstrating basic conditioning concepts.) Students tend
to be surprised (and amused) that instead of waiting where the food is distributed as they
predicted, the pigeon not only orients toward the light on the far end of the Skinner box,
but it also goes over to and pecks the light as well, even though pecking at the light is
inconsequential to food delivery. As a result of this behavior, the pigeon misses out on
several seconds of food access that would have occurred had the bird moved to the food
hopper as soon as the light came on. Having students predict the outcome of this
scenario is a great introduction to sign tracking (also known as autoshaping) because
this nonintuitive and seemingly maladaptive behavior is surprising and therefore mem-
orable. It also allows for further discussion about the nature of Pavlovian conditioning
(e.g., under what circumstances, if any, are Pavlovian responses not reflexive? What is
the role of awareness in Pavlovian conditioning? Is sign tracking adaptive?).

Retrieval Practice

Students should have ample opportunities to practice retrieving information from
memory with low- or no-stakes formative assessments before requiring them to
demonstrate their knowledge on a summative assessment such as a midterm or final
exam, or before moving to more complicated or nuanced topics (Karpicke &
Roediger, 2008). As one example, I distribute ungraded worksheets in class that
students can work on together, and that we then go over as a group. This exercise
gives students a chance to work with peers, and get immediate feedback from me as
to the right or wrong answers. They can then take the worksheet home as a reference
and study aid. This type of retrieval practice is particularly important for learning
new terms and definitions. In classical conditioning, for example, there are many
fundamental procedures that can easily be confused, such as conditioned inhibition,
conditioned suppression, disinhibition, external inhibition, and latent inhibition.
These in-class retrieval exercises help to ensure that students remember and under-
stand these procedures, which prepares them to learn about more complex areas of
the field later on.
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Classroom Response Systems and Peer Instruction

In addition to retrieval practice, I also intersperse class time with more involved
“understanding checks,” particularly in the form of multiple-choice or short answer
questions. Where student response system (i.e., “clickers”) technology is available
and does not create an undue financial burden for students, it can be useful for asking
students many types of questions to which they can respond immediately and
anonymously. (See Caldwell, 2007, for best practices regarding clickers, and Beatty,
Gerace, Leonard, & Dufresne, 2006 for how to construct effective “clicker ques-
tions.”) One important benefit of this form of questioning is that the responses can be
immediately compiled, shared with the class, and used to provide instructors as well
as students with a check on comprehension in real time. Without such checks,
students often have the illusion that they grasp the material when in fact they do
not. Another advantage is that students can respond to questions without fear of
being embarrassed if they publicly answer the question incorrectly. Anonymity
encourages all students to participate, including those who tend to be reticent to
speak up in class.

When presenting clicker questions, if a large proportion of students answer a
particular question correctly, the instructor can move on. When clicker checks
show that a large percentage of students have difficulty with a particular question,
it signals the perfect opportunity to utilize peer instruction (Mazur, 1997). In this
procedure, after the students are shown how the group as a whole answered the
question, they are organized into small groups to discuss the question and their
individual answers, to explain their reasoning and to try to convince one another of
the correct answer. They then vote again for what they believe to be the correct
answer, the results are shown to the class and discussed, and the instructor can
address any remaining difficulties or misunderstandings before moving
on. Though there can be disadvantages to showing the class everyone else’s
answers (Perez et al., 2010), peer instruction, when implemented correctly, has
the potential to greatly enhance student understanding (Vickrey, Rosploch,
Rahmanian, Pilarz, & Stains, 2015).

Though electronic student response systems have many advantages, some of the
same benefits of discussion of in-class questions are attainable through other means
(Lasry 2008; Vickrey et al., 2015). Students can hold up colored cards to indicate
their answers, write their answers on small chalk or dry-erase boards, or simply raise
their hands to indicate their answer choice. The point is that answering in-class
questions and having opportunities to practice and receive feedback on their answers
is a simple and effective way to bolster students’ learning.

Distributed Practice

Few things are as stereotypical to the college experience as students waiting until the
night before an exam to study, and then staying up all night in an effort to cram all the
information into their heads. Though many students choose to study in one long
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session (massed practice), we know from more than a century of research that
distributed practice leads to greater retention under many circumstances (Cepeda,
Pashler, Vul, Wixted, & Rohrer, 2006; but see Donovan & Radosevich, 1999).
Distributed practice, also known as spaced practice, occurs when a learner leaves a
temporal gap between study sessions. In one study examining 10 popular learning
techniques, distributed practice (along with practice testing, see below under Assess-
ments) was shown to have the highest utility to learners (Dunlosky, Rawson, Marsh,
Nathan, & Willingham, 2013). Even if some students are not inclined to space out
their study sessions on their own, we as instructors can make distributed practice part
of the structure of our courses. Several days after being introduced to material and
practicing it in class, I ask students to do homework on their own outside of class.
This allows students to not only obtain additional practice, but it also spaces out their
practice, which will lead to better and longer-lasting learning (also see the Assess-
ments section below for information about using a cumulative final exam to further
encourage distributed practice).

Students tend to be poor judges of the usefulness of particular pedagogical tools
(Wesp & Miele, 2008). Indeed, students’ feelings about how much they have learned
using a particular method can be quite different from their actual learning
(Deslauriers, McCarty, Miller, Callaghan, & Kestin, 2019). I tell students that I
assign homework or other tasks not because I want them to do “busy work™ or
because I think it is fun to torture them, but because ultimately it will help them to
learn the material better, and therefore perform better in the class. Telling students,
and reminding them throughout the course, why I assign particular materials helps to
increase buy-in about the assignments they are given. It also demonstrates to them
that I am not their adversary, but rather their partner in learning who has their best
interests in mind when constructing and assigning homework, projects, exams, and
other work.

Connecting Information

Students tend to learn better when they can relate new information to existing
knowledge (Lang, 2016). One way to connect information about learning processes
to what students already know is to illustrate the prominence those processes have in
their everyday lives. A poignant example of this involves conditioned taste aversion.
Most people have had the experience of avoiding a particular food or beverage due to
becoming ill after ingesting it, and many students are willing to share first- or
second-hand accounts of conditioned taste aversion. I also explicitly ask students
if they can willfully overcome their aversion, particularly in instances where they are
aware that their illness was caused by something other than what they ingested, such
as a flu virus or chemotherapy. Having students discuss conditioned taste aversion
not only connects the concept to their own personal experience (which should help
them better retain the information), but it also highlights the reflexive nature of
Pavlovian conditioning (i.e., it happens automatically), which is something that
students often find difficult to grasp.
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Assessment of Student Learning

Instructors have many choices when it comes to formative and summative assess-
ment of students’ learning in the learning course. Regardless of the form this
assessment takes, students should be provided frequent low-stakes quizzes or
no-stakes practice exams prior to high-stakes summative exams (see the “Retrieval
Practice” section above). This serves two purposes. First, simply engaging in some
form of testing helps students learn (Roediger & Karpicke, 2006). Second, it
allows students to monitor their learning. In general, students’ judgment about
how well they have learned particular material (i.e., their metacognition) is fairly
poor (Dunlosky & Lipko, 2007). Practice exams or other low-stakes quizzes can
help students better understand how well they know the material, and can allow
them the opportunity to enhance their knowledge if needed before a summative
assessment. In my learning class, I give students online practice exams that are
similar in length and scope to the actual exams. Studies examining this “testing
effect” show that taking practice exams is one of the most useful procedures for
learning that students can utilize (Adesope, Trevisan, & Sundararajan, 2017,
Dunlosky et al., 2013).

The types of questions I include on summative exams vary somewhat
depending on practical considerations such as the number of students in the
class, and whether I have grading assistance available. However, my exams always
include multiple-choice questions. Many instructors assume that despite their
popularity, multiple-choice questions can only measure superficial knowledge,
and that higher-order thinking skills can only be measured with essay or other
types of free-response questions (see Holmes, 2016). However, evidence suggests
that multiple-choice and open-ended questions actually measure the same con-
structs (Bennett, Rock, & Wang, 1991; Lukhele, Thissen, & Wainer, 1994), and
that scores from the two question types tend to be highly correlated (Bleske-
Rechek, Zeug, & Webb, 2007; Rodriguez, 2003). It is absolutely possible to assess
higher-order thinking using multiple-choice questions, though as with any exam,
care must be taken in constructing the questions (Hancock, 1994). There are many
excellent resources available for the construction of high-quality multiple-choice
questions that measure higher-order thinking (see Haladyna, Downing, &
Rodriguez, 2002; Scully, 2017; Xu, Kauer, & Tupy, 2016). It is important to
include such questions because students who are given assessments that include
higher-order thinking develop a better understanding of and memory for the
material by the end of the course compared with students who are asked to answer
only surface-level types of questions (Jensen, McDaniel, Woodard, & Kummer,
2014).

Some authors feel it is best to use the same types of questions in practice
opportunities as students will encounter on summative assessments (Lang, 2016).
However, even if the format of summative assessments is not multiple-choice, giving
multiple-choice practice exams helps students perform better on those assessments
(Roediger & Karpicke, 2006; Smith & Karpicke, 2014). One problem with multiple-
choice practice exams, however, is that students can sometimes remember
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misinformation simply by being exposed to the incorrect answer choices (Marsh,
Roediger, Bjork, & Bjork, 2007; Roediger & Marsh, 2005). Providing relatively
immediate feedback (e.g., right after the exam is over) can help to mitigate this effect
(Butler & Roediger, 2008). Therefore, I recommend practice exams with multiple-
choice questions and immediate feedback, which will give students the best chance
at accurately retaining the material.

I also feel it is important to include a cumulative final exam in my learning
course. Though it is unreasonable to expect students to remember every detail of
the material for the rest of their lives, having students retain information beyond
the end of the term is likely important for most instructors. The ideal amount of
time between study intervals increases as the time between when information is
learned and when it needs to be recalled increases (Cepeda et al., 2006). A
cumulative final exam naturally increases the time between study intervals,
therefore increasing the odds of a longer retention period. Students might also
approach how to study for a course differently if they are aware of a cumulative
final (Royal, 2017; Szpunar, McDermott, & Roediger, 2007), making them more
likely to remember the information for a longer period of time than they would
otherwise. One study (Khanna, Brack, & Finken, 2013) found that students did
better on a content exam after a course with a cumulative final compared to a
course without one. Therefore, including a cumulative final exam will facilitate
the long-lasting learning that most instructors desire for their students. I remind
students in my learning course throughout the term of the existence of the
cumulative final, and explain to them why it is something I have chosen to
administer.

My final exam also has a unique format that provides additional opportunities for
students. The exam is divided into four sections that are equivalent in content to the
four units of the course. If students perform better on a unit of the final exam than
they did on the original unit exam, I count the higher score as their grade for that
exam. For example, if a student scores 80% on their unit 2 exam, but a 90% on the
second unit of the final (which covers the same material), that student’s grade for
exam 2 will be corrected to 90%. The final exam itself is still worth a certain
percentage of the overall grade (usually the same as a regular unit exam) to ensure
that students who have consistently done well throughout the course are still
motivated to take it. Having the ability to raise previous exam grades through
improved performance on the final exam reduces some of the pressure students
may feel about regular unit exams. It essentially means that there are two testing
opportunities for each exam, which can be a relief for students who are overly
anxious about taking exams. It can also provide a second chance for students who are
falsely overconfident about how much they know when going into an exam, or who
are dealing with situational stressors such as an illness or death in the family. In
short, I do not necessarily care when students learn course information, just as long
as they have done so by the end of the term. Having unit and final exams structured
this way ensures that even if students are not necessarily prepared for any given unit
exam, they still have the opportunity to learn the material and demonstrate their
knowledge on the final exam.
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Operant Project

The American Psychological Association recommends an applied experience as part
of a quality undergraduate education in psychology (Halpern et al., 2010). Accord-
ingly, as a capstone experience of the learning course, I have students complete
aresearch project in which they apply what they know about operant conditioning in
a real-world context (see Sperling, Reeves, Follmer, Towle, & Chung, 2016 for a
description of a similar project for educational psychology students). For this
project, students must come up with a plan to use operant conditioning in an attempt
to change the behavior of someone they know (e.g., a parent, child, or roommate), a
pet, or even themselves. Students first collect baseline and intervention data, and
then write up their results in a report that includes a presentation of the data (e.g.,
graphs or tables), and why they think their intervention did or did not work based on
operant principles. Students are specifically not graded on whether their intervention
succeeded (many do not), but on the quality of the analysis of their results, and on
what they say about how they would change things in order to get better results if
they were to institute their plan again. This is the type of “messy” real-world problem
(Dolan & Collins, 2015) that requires students to go beyond factual information and
apply what they know to situations that are not clearly defined. It also allows for an
examination of ethics in relation to operant conditioning, particularly those sur-
rounding punishment. For example, when would it be acceptable (if ever) to utilize
positive punishment, and why? Also, does the intention or awareness of the indi-
vidual doing the conditioning matter? Planning and conducting this type of project
helps students to gain a deeper understanding of the variables that affect whether
conditioning is successful or not, and to see for themselves the effects of condition-
ing in the real world.

Challenges and Lessons Learned

There are a number of specific challenges that instructors and students of learning
courses face. Below I outline some of these challenges with regard to operant
conditioning and give suggestions for addressing them. For topics that tend to be
confusing, I recommend starting slowly and gradually increasing the difficulty level
for students while ensuring their mastery at each step. Though I give examples using
operant conditioning below, the same general, recursive technique could apply to
any topic that students often have difficulty with, particularly in advanced courses on
learning.

In the USA, students are usually required to take a general or introductory
psychology course prior to taking a learning course, so instructors might justifiably
think that students in their learning courses already understand the fundamentals of
conditioning (i.e., reinforcement and punishment). This assumption could lead
instructors to do no more than briefly touch on the basics of conditioning before
continuing on to more complicated and detailed information. In my experience, this
is a mistake. Despite being deceptively simple, understanding the processes of
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operant conditioning can be especially challenging (Epting, 2011; Sperling et al.,
2016), and students often arrive in learning classes holding certain misconceptions
such as that punishment is a useful means of behavioral change (Sperling et al.,
2016), or that negative reinforcement and punishment are the same thing (Shields &
Gredler, 2003).

The difficulties students have in understanding operant conditioning likely begin
even before they have any university instruction in psychology. On a pretest for an
introductory psychology course, 73% of students said that negative reinforcement
decreases behavior, and 76% said that individuals would not look forward to
negative reinforcement (Tauber, 1988). Worse yet, taking an introductory course
can result in even greater confusion. Sheldon (2002) found that 97% of introductory
textbooks contained at least one confusing explanation, contradiction, or error
regarding operant conditioning. For example, the importance of a change in future
response rates, which is a central tenet of operant conditioning, is often not men-
tioned. So, a child talking back to a teacher and being made to stay after school might
be described as a punishment and a child being made to stay in her room until she
finishes her homework might be described as reinforcement. But since it is unclear if
behavior changed in the future in either case, there is no way to know whether either
of these consequences was reinforcement, punishment, or neither. Many textbooks
also fail to point out that when an individual is attempting to use operant condition-
ing to reinforce or punish another, the intention of the individual doing the condi-
tioning does not matter (Sheldon, 2002). For example, if a teacher tries to punish a
student’s disruptive behavior by giving a reprimand, but the student’s disruptive
behavior continues, this was not punishment — despite the intention of the teacher.
Many textbooks also fail to highlight the fact that reinforcers and punishers might
have different effects on different individuals and/or at different times (Sheldon,
2002). The opportunity to play outside might be considered a reward for some
children but not for others, or it might be considered a reward for some children
when the weather is nice, but not if it is raining.

The persistence of erroneous beliefs about learning was illustrated by the results
of a true/false survey (DeBell & Harless, 1992) about B.F. Skinner taken by first-year
and advanced undergraduates, first-year and advanced graduate students, and fac-
ulty. Some survey items contained factual statements (e.g., Skinner felt the focus of
research should be observable behavior) whereas others conveyed myths (e.g.,
Skinner did not believe genetics play an important role in behavior). Participants
in all groups more often responded correctly to factual than mythical items, but
advanced undergraduates endorsed significantly more myths than the other groups.
These studies indicate that instructors of learning courses need to be aware that
students are likely to harbor misconceptions about the material upon entering their
classrooms, and take steps to ensure those misconceptions do not persist.

Part of the difficulty in understanding operant conditioning lies in the use of the
terms “positive” and “negative” to describe reinforcement and punishment. One
reason many students find this confusing is because their previous experience with
those words suggests that they mean “good” or “bad,” rather than adding or
subtracting something. This prior association renders the idea of positive punishment
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especially difficult to grasp (Shields & Gredler, 2003). Moreover, simply presenting
correct definitions of operant conditioning terms is not generally sufficient to debunk
misconceptions and allow students to grasp the meaning of these terms, let alone to
help them think about how operant conditioning could be used in the real world to
change behavior. A better strategy is to work slowly upward through Bloom’s
taxonomy (Anderson et al., 2001; Bloom, Engelhart, Furst, Hill, & Krathwohl,
1956) by giving students many opportunities to practice and get feedback on their
understanding of basic terminology before advancing to higher levels of complexity.

So, when introducing operant conditioning, I first give definitions of the different
kinds of reinforcement and punishment (positive and negative), along with a two-by-
two matrix as described by Flora and Pavlik (1990). This matrix has “stimulus”
(present or remove) on one axis, and “behavior probability or rate” (increases or
decreases) on the other axis. The types of reinforcement and punishment fill the
quadrants such that reinforcement always leads to an increase in behavior,
and punishment a decrease, while positive indicates that a stimulus was added, and
negative indicates that a stimulus was removed. (I make sure at this point and
throughout the discussion of operant conditioning to remind students that “positive”
and “negative” do not mean “good” or “bad.”) Tauber (1988) presents a similar matrix,
though the subjective terms “dreaded” and “desired” are used. This should be avoided
in a discussion of operant conditioning since behavior is something that can be
measured directly, but subjective desires cannot (Shields & Gredler, 2003). Giving
students this simple matrix helps them to more easily see the categorical nature of
reinforcement or punishment, and to accurately identify instances of both (but see
Shields & Gredler, 2003 for possible disadvantages of using a matrix format).

Next, I provide many examples of operant conditioning that are already mapped
out for students. That is, I give examples and explain whether they are reinforcement
or punishment, and whether they are positive or negative. In general, I recommend
using a multitude of everyday examples in the teaching of operant conditioning
(Baldwin & Baldwin, 1999; Epting, 2011; but see Machado & Silva, 1998 for
arguments against using such examples). Seeing how operant conditioning changes
behavior in common scenarios helps students understand the relevance of condi-
tioning to their own lives rather than seeing it as abstract and pertaining only to rats
in mazes or pigeons in Skinner boxes (see the “Connecting Information” section
above). If students understand how important and ubiquitous operant conditioning is
to their own and others’ lives (including animals), the information is more likely to
be retained.

I then give students many more operant examples and ask them to decide for
themselves what kind of reinforcement or punishment is represented. Students work
alone at first, then in groups to discuss their answers (think-pair-share). Students will
often come up with answers that differ from those of their classmates (especially
with regard to negative reinforcement and punishment), which allows for discussion
and a careful consideration of the examples by the entire class to get the correct
answer. This process requires the students to map out the scenario, in particular
identifying (1) the behavior of interest, (2) what the consequence of the behavior is,
and (3) how the behavior changed.
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Though working on problems in a group setting is a good way to help students
understand material, online assessments that students complete on their own have
several advantages as well. Therefore, after the students have practiced with identi-
fying types of reinforcement and punishment in class, I ask them to complete an
online homework assignment that requires them to do the same identification of
reinforcement or punishment, but with different examples. For this and all of my
online homework assignments, I use behaviorist principles to assist with learning,
similar to the teaching machines described by B.F. Skinner (Skinner, 1968; see also
Root & Rehfeldt, 2020). This includes allowing unlimited time so that individuals
can learn at their own pace. Students who grasp the material quickly can move on,
while those who are struggling can take extra time to consider their answers. Also,
assignments can be configured so that students receive immediate feedback about
whether they got a particular answer right or wrong (Skinner, 1968). These online
assessments are low-stakes, allow students to revise their responses, to proceed at
their own pace, and to receive immediate feedback, making them a great way to help
students succeed with tricky material.

Once students have had a multitude of opportunities to practice identifying
examples of operant conditioning, I then ask them to generate their own examples
of each type of reinforcement and punishment. Students often begin this exercise
with a modicum of confidence. However, even if students are at the point where
straightforward instances of reinforcement and punishment are easily identified, they
often have difficulty generating their own unique examples of operant conditioning,
especially of negative reinforcement and punishment. Students’ self-generated
examples of negative reinforcement commonly include something like the follow-
ing: “A parent takes away a child’s phone in order to encourage studying.”

Students may argue (incorrectly) that this is negative reinforcement because
studying increased (reinforcement), and a treasured item was removed (negative),
but those students failed to pay attention to what behavior led to the phone being
taken away, and when the item is taken away. In other words, what was the
consequence of the behavior? As this particular example is written, the child in
question has not yet exhibited any behavior. The parent has simply removed a
potential distractor in the hope that doing so will lead the child to study more.
This example is therefore neither reinforcement nor punishment since the removal of
an item was not contingent on any particular behavior. If, however, the item was
removed afier the child gets a bad grade, then the behavior that elicited the
consequence was not studying, but getting the bad grade. Thus, removal of the
phone could be considered negative punishment for getting a bad grade (assuming
that the child gets fewer bad grades in the future). When students are given timely
feedback of this sort, most recognize the flaws in their reasoning and are able to
resubmit the assignment with a correct response (though some need several itera-
tions before getting it right). This is why I encourage students to map out examples in
the form of behavior leading to consequences leading to future behavior in order to
better understand how conditioning works. Once students have tried this exercise on
their own, received feedback, and had a chance to revise, I provide another in-class
exercise that is more difficult than the previous ones.
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After spending a significant amount of time grading student-generated examples
of operant conditioning (such as the one mentioned above), I realized that analyzing
and giving feedback to students about their incorrect examples gave me a sharper
understanding of the process itself. Therefore, I ask students to analyze examples of
operant conditioning that I have gathered from various places including online
sources, popular television shows and movies, and anonymized student responses
from prior academic terms, many of which are incorrect and/or confusing. One
particularly useful ambiguous example comes from Gillespie and Simmons (1995)
in a paper presented at the annual meeting of the American Psychological Associ-
ation. They described a vignette that they used with their learning classes as a
demonstration of operant conditioning. In their scenario, one member of a couple
wants to go out for the evening, while the other wants to stay home in order to study.
After some escalation, the spouse wanting to stay home agrees to go out after the
other spouse pounds a fist on the table. The authors claim this is negative reinforce-
ment since one spouse giving in to the demands of the other “relieved the anger” of
the cajoling spouse.

There are several reasons why this example is so useful. First, it is not clear which
person in the scenario the students are supposed to focus on. In general, students
have more trouble correctly analyzing two-person scenarios compared with single-
person scenarios (Shields & Gredler, 2003), and both people in the aforementioned
situation are behaving and the behavior of each can be reinforced or punished by the
other. Also, we are not given any information about how either party’s behavior
changed in the future. Without that information, it cannot be determined whether a
consequence resulted in reinforcement, punishment, or neither. As the authors say,
the scenario could be considered negative reinforcement if the spouse who agreed to
go out continues to agree to go out in the future, and if doing so avoids arguments.
But this information is not specified. However, it was removal of the behaviors
associated with anger (yelling, fist pounding), not dissipation of anger, that is the
focus of the conditioning involved (indeed, anger itself is difficult to measure). This
is an opportunity to revisit the importance of operational definitions and observable
behavior in the study of operant conditioning, as well as to allow students to grapple
with ambiguous scenarios in order to get a better understanding of the process.

Teaching, Learning, and Assessment Resources

Teaching Tips

Below are several teaching tips that I try to consistently keep in mind:

* Keep an eye on best practices for undergraduate education. Chickering and
Gamson (1989) outlined seven principles for undergraduate education including

communicating high expectations, encouraging contact between faculty and
students, and giving prompt feedback. I return to and reexamine these principles
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from time to time in order to zoom out and refocus on the big picture of teaching
and learning.

* Try to do the things that good teachers do, and avoid the things that bad
teachers do. The Teacher Behavior Checklist (Buskist, Sikorski, Buckley, &
Saville, 2002; Keeley, Smith, & Buskist, 2006) provides a validated and reliable
list of behaviors that constitute best practices for teaching, including being
approachable, being respectful toward students, and being humble. A group of
behaviors associated with poor teaching has also been identified (Busler, Kirk,
Keeley, & Buskist, 2017), and includes being disrespectful, not giving feedback,
and being overconfident.

* Learn from previous iterations of the course. Students are constantly giving us
data we can work with to improve the next offering of a course (e.g., exam or
in-class question scores, homework answers, etc.). Pay close attention to those
data in order to see if any changes you make to the course have their intended
effect, and make adjustments as needed.

* Try to remember what it was like when you were a student. Instructors in
higher education no longer face the struggles of comprehending fundamental
material in their field, even if they once found it difficult. Remembering what it
was like to be a new student in an academic area can help instructors gain insight
into the struggles that their beginning students are facing and inform decisions
about how to present material in ways that are helpful to students.

Resources

Below is a collection of links and recommended further reading. Some are specific to
courses on learning, while others are useful for teaching in general.

* https://www.youtube.com/user/daleswartzentruber/videos:A  collection  of
YouTube videos created by Dale Swartzentruber of Ohio Wesleyan University,
USA. It includes 10 useful demonstrations of learning phenomena in rats and
pigeons, including habituation, dishabituation, spontaneous recovery, auto-
shaping (in a regular and long box, and with different unconditioned stimuli),
and conditioned suppression.

* https://bfskinner.org: The home page for the B.F. Skinner foundation. It includes
many helpful resources about Skinner, including articles and quotes as well as
videos that are useful for the learning classroom.

* Sniffy the Virtual Rat (sniffythevirtualrat.com) is a computer-simulated rat in a
Skinner box. Students can manipulate the variables Sniffy experiences so as to see
the effects of Pavlovian and operant conditioning. Sniffy is a good option for
instructors who want to incorporate a laboratory component into a learning course
but either cannot or do not want to work with live animals.

* Ware, M. E., & Johnson, D. E. (Eds.). (2000). Handbook of demonstrations and
activities in the teaching of psychology volume II: Physiological-comparative,
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perception, learning, cognitive, and developmental (2nd ed.). Mahwah, NIJ:
Lawrence Erlbaum Associates, Inc.

There are several handbooks of this sort, but this volume is the most relevant for
learning courses. It includes instructions for demonstrations of conditioning in
planarians, zoo animals, and humans, among others.

« Lang, J. M. (2016). Small teaching: Everyday lessons from the science of
learning. Jossey-Bass.

Cited several times in this chapter, this book contains suggestions for a number of
relatively easy changes teachers can make to improve their teaching and their
students’ learning. It is divided into three sections encompassing how to increase
student knowledge, how to increase student understanding, and how to inspire
students.

* Brown, P. C., Roediger, H. L., & McDaniel, M. A. (2014). Make it stick: The
science of successful learning. Cambridge, MA: The Belknap Press of Harvard
University Press.

This book contains information on how to learn more effectively, though instruc-
tors can use the principles for teaching as well. The recommendations include advice
for avoiding illusions of knowing, embracing difficulties, and going beyond learning
styles.

* Bernstein, D. A., Frantz, S., & Chew, S. (2020). Teaching psychology: A step-by-
step guide (3rd ed.). New York, NY: Routledge.

This is an excellent and comprehensive resource for how to teach psychology
courses. The authors include evidence-based pedagogical strategies for all stages of
teaching from preparing the course and the first few days of class, through how to
assess and improve future offerings of classes.

* Yancy McGuire, S. (2015). Teach students how to learn: Strategies you can
incorporate into any course to improve student metacognition, study skills, and
motivation. Sterling, VA: Stylus.

Many students simply have not figured out efficient ways of learning material,
and this book offers concrete steps that instructors can recommend to students in
order to improve their metacognition, and ultimately learn and perform better in
classes.

* Angelo, T. A., & Cross, K. P. (1993). Classroom assessment techniques: A
handbook for college teachers. (3rd ed.). San Francisco, CA: Jossey-Bass.
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This is the quintessential handbook for all things related to assessment. The
authors provide information about how to think about assessment, examples of
successful projects, and ways to assess student attitudes, among other assessment-
related resources.

* Bain, K. (2004). What the best college teachers do (1st ed.). Cambridge, MA:
Harvard University Press.

Bain examined one hundred excellent teachers from varying disciplines and
institutions. Despite very different personal styles, he discovered commonalities
these teachers shared, including creating a critical learning environment, and an
ability to simplify complex topics in ways that are understandable to students.
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This chapter defines problem solving and its research history. In addition to this, it
introduces data science approaches to research on problem solving for psychol-
ogy students, educators, and researchers. The chapter describes four new core
content and topical areas on the immediate horizon: data science, Internet of
things, network analyses, and artificial intelligence. The chapter elucidates
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implications for data science education in general psychology, focusing on
research in problem solving and on how problem solving can be taught in higher
education.
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Problem solving - Data science methods - Learning science - Individual and
group psychology

Introduction

The nature of human problem solving has been studied by psychologists for the past
hundred years. Early conceptual work of German Gestalt psychologists (e.g.,
Duncker, 1935; Wertheimer, 1959) and experimental research on problem solving
in the 1960s and 1970s typically operated with relatively simple, laboratory tasks
(e.g., Duncker’s famous “X-ray” problem; Ewert and Lambert’s 1932 “disk” prob-
lem, later known as “Tower of Hanoi”) that appeared novel to participants. Reasons
for the choice of simple but novel tasks include the clearly defined optimal solutions,
being solvable within a relatively short time frame, and researchers could trace
participants’ problem solving steps. The underlying assumption that simple tasks
such as the Tower of Hanoi captured the main properties of “real world” problems
and that the cognitive processes underlying participants’ attempts to solve simple
problems were representative of the processes they engaged in when solving “real
world” problems has been the center of these empirical investigations. Thus,
researchers used simple problems for reasons of convenience. The aim remained
to generalize research findings in order to explain how people solve more complex
problems (Greiff & Wiistenberg, 2014; Seel et al., 2009).

Psychologists generally agree on the point that problem solving should be
considered as information processing that is relevant across a number of areas.
However, different lines of research focusing on problem solving emerged, for
example, in North America and in Europe. While researchers in North America
focused successfully on the implementation of problem solving in computer sys-
tems, European researchers focused on the simulation of complex environments to
empower human problem solving and decision making within complex domains
(Berry & Broadbent, 1984, 1988; Newell & Simon, 1972). Interestingly, research on
complex problem solving is closely related to research on cognitive structures and
mental model research insofar as researchers such as Funke (1992) agree on the point
that complex problem solving necessarily presupposes the process of mental model
building (Ifenthaler & Seel, 2005, 2011, 2013). Further, Krems (1995) identified
differences between novices and experts in complex problem situations in terms of
domain-specific knowledge, strategies applied, and available cognitive flexibility.
As such, the link between researching the construction and development of cognitive
structures and mental models as well as complex problem solving provides a major
challenge for research in the field of psychology (Jacobson, 2000).
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Problem solving has been taught as a subfield of psychology beginning in the
1930s and received a boost from theorists who were aware of and involved with the
then emerging field of computer science in the 1940s. By the early 1970s, the field
had fully begun to embrace computational approaches, metaphorically if not fully
operationalized, and proceeded alongside traditional psychological studies. More
recently, with the advent of fully globally connected cloud computing services,
massive access to the Internet, and advances in data science such as artificial
intelligence, the subfield of problem solving is undergoing rapid change toward
integrating and better understanding the psychological factors evidenced with the
digital signatures of individual- and group-based problem solving.

So, while the topic of problem solving has traditionally been included in lectures
either in cognitive or general psychology, practitioners and researchers need more
than historical awareness of developments such as the “General Problem Solver” or
the work of key historical figures. In this chapter, we expand from the historical
perspective on problem solving in three ways: (1) as an educationally relevant
competence for both practitioners and researchers; (2) as a variable of individual
difference and potential factor in psychological processes; and (3) as a measurement
challenge of the digital age that is amenable to new and emerging data science
methods.

Purposes and Rationale of the Curriculum in Problem Solving

A curriculum focusing on problem solving skills should be based on current research
findings in the field of problem solving and requires learners to solve meaningful
problems. Hence, relevant problems for the curriculum have to be chosen judiciously
(Lester, 1983; Silver, Ghousseini, Gosen, Charalambous, & Strawhun, 2005).

Mayer and Wittrock (1996) identified and recommended three general principles
for problem solving instruction (p. 299):

1. Domain-specific principle: It is better to teach problem solving skills within
specific disciplines rather than attempting to teach general problem solving
heuristics.

2. Near-transfer principle: It is better to expect that problem-solving skills will be
largely restricted with respect to their range of applicability rather than expecting
problem-solving skills to be applicable to a wide range of problems.

3. Knowledge integration principle: It is better to integrate teaching of facts, con-
cepts, and strategy knowledge within guided problem solving tasks rather than
focusing mainly on teaching.

Core Contents and Topics of Problem Solving

This section is organized into two parts: the historical core contents and topics of
problem solving and emerging data science core contents and topics.
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Historical Core Content and Topics

The following list documents the core historical content and its focus. In particular
the earlier works are, by and large, outdated and are rather of historical value, but
they can be important to students when trying to get an overview of what early
problem solving research proposed.

* Duncker, K. (1935). The Psychology of Productive Thinking. Springer. This book
discusses functional fixedness and mental restructuring as relevant parts of
problem solving. It was one of the first works that systematically looked at the
topic.

» Polya, G. (1945). How to Solve It. Princeton University Press. This book dis-
cusses heuristics for solving any kind of problem and includes the infamous “We
need heuristic reasoning when we construct a strict proof as we need scaffolding
when we erect a building.”

* Newell, A., & Simon, H. A. (1972) Human Problem Solving. Prentice-Hall. This
book introduces the idea of problem spaces and associated with it the Problem
Space Hypothesis that postulates that all goal-oriented behavior can be
represented as a search through a space of possible states while attempting to
achieve a goal. The first consequence of the principle of bounded rationality is
that the intended rationality of an actor requires one to construct a simplified
model of the real situation in order to deal with it. The actor behaves rationally
with respect to this model, and such behavior is not even approximately optimal
with respect to the real world. To predict the actor’s behavior, we must understand
the actor’s psychological properties as a perceiving, thinking, and learning
animal.

+ Kahneman, D. Slovic, P., Tversky, A. (1982) Judgment Under Uncertainty:
Heuristics and Biases. Cambridge University Press. This work argues that people
rely on a limited number of heuristic principles, which reduce the complex tasks
of assessing probabilities and predicting values to simpler judgmental operations:
representativeness, availability, adjustment, and anchoring

Coming from this historical perspective, problem solvers need to learn effective
strategies for all the cognitive processes (Ifenthaler & Seel, 2013; Margulieux,
2019), which provide us with targets for considering data science and artificial
intelligence in problem solving.

Whereas scientific inquiry into problem solving previously focused primarily on
cognitive processes of individuals, in the era of data science, it has recently turned
attention to cognitive systems composed of people, machines, and networked infor-
mation. In the era of big data, artificial intelligence, and cloud computing, the
traditional definitions of problem solving, strategies, and processes take on new
meaning because instances of people, machines, and cyberspace can increasingly
work together as a problem solving system.

People engaged in the system are the source of questions, the motivation for
inquiry, and the ultimate arbiters of the value of any solution and knowledge
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produced. People also reason with far less data than machines, using complex human
processes that have led to new strategies in machine learning — in particular,
reinforcement learning and deep learning. Machines in the system handle enormous
amounts of data at extremely high velocity and apply algorithms that automate
reasoning and extend it creatively by learning on the fly and building and testing
computational models. Cyberspace is the context of the new problem solving
system, which integrates knowledge via open science to represent information and
people. Thus, the purposes and rationale for the psychology curriculum has
expanded to advance the use of data science knowledge, methods, tools, and
approaches to further use and understand problem solving.

New Data Science Core Content and Topics

The emergence of data science (Stanton, 2012) has brought new possibilities and
approaches to research on problem solving. New methods for dealing with dynamic
systems, large data sets, streaming data flows from interactive applications, and
smart applications support a new kind of science of educational research, such as
research on unobtrusive observation, automated analysis, and personalized feedback
to learners and instructors. Examples of data science in cognitive sciences indicate
additional possibilities for re-imagining data analyses and visualization of network
relationships in educational contexts. See, for example, Goldstone, Pestilli, and
Bormer (2015), Sporns (2011), and van den Heuvel and Sporns (2013) for applica-
tion of data science to information processing from physical to mental states. This
section is organized into four areas: Data science, Internet of things, network
analyses, and artificial intelligence.

Data Science

The publication of A New Kind of Science (Wolfram, 2002) identified a groundswell
in computation that had been building since 1890 when Poincare concluded that the
challenging three-body problem (i.e., a dynamic system with earth, moon, and sun)
could not be solved in terms of algebraic formulas and integrals. With the advent of
computers in the mid-twentieth century and the rapid expansion of computational
sciences (Blei & Smyth, 2017), Poincare’s conclusion can now be modeled at very
high scale and fine resolution, creating a new approach in scientific inquiry. The new
kind of inquiry and representation (Wolfram, 2002) depends on massive scale
computation and exhaustive modeling as proofs. For example, the four-color theo-
rem was proven in 1976 with the aid of a computational method that required an
exhaustive search of all possible combinations of abstraction from a mapping
(Gonthier, 2008). A debate ensued within mathematics because the proof could
not be “analytically checked” by humans as it would take an excessive amount of
time to replicate the computer’s process. Events such as these signaled the coming of
age of computation-enhanced science, preparing the ground for the field now
referred to as “data science.” This field is closely connected to problem solving in
the sense that the increased capabilities of computational science have promoted the



136 D. Gibson et al.

growth of dynamic systems and nonlinear methods in educational research, includ-
ing problem solving. Computational science includes globalized data from an
increasingly interconnected web of sensor networks, multimodal data sources,
application sharing on a massive scale, network analysis methods, and artificial
intelligence.

Internet of Things

While the traditional Internet is focused on serving requests and responses, the
Internet of things (IoT), which allows the connectedness of sensors and actuators to
global cloud-based services, focuses instead on sensing and responding (Etzion,
Fournier, & Arcushin, 2014; Evans, 2011). Within the [oT, consumer products and
enterprise services are connected to each other and the rest of the Internet, leading
to the phrase “Internet of Everything.” This conception allows for connecting
smart objects into bigger cognitive systems. For example, a smart refrigerator
could maintain the supply of groceries by monitoring their supply and ordering
them for you, keeping a stocked shelf of all ingredients you usually need for
cooking. This, in fact, could be understood as some type of automatic problem
solving with a clearly defined algorithm. The refrigerator communicates with the
grocery store and delivery services and perhaps negotiates with more than one
service and forms contracts for services. The refrigerator places and accepts or
verifies the order, maintains its portion of your food expense financial system, and
calls upon other objects, agents, and services in the supply chain as needed. The
systems woven together into the Internet of Everything include things (e.g., milk
container), people (e.g., clerks and delivery people or robots), places (e.g., the
fridge, store, and transport locations), and systems (e.g., drone-based delivery,
apartment security, and food network). Working with problems where an integra-
tion among data types, people, and machines has multiple nuanced meanings at
several levels of complexity is not so much a “big data” problem as one of finding a
solution with just enough information in a short period of time — more like a human
learns to recognize a face or associate a smell with a place and an emotion — in
short, more like cognition. In this development, humans and machines are linked to
work better together than when apart, opening several avenues for problem solving
research. The term “cognitive computing” evolved from knowledge discovery,
cognitive science, and big data (Chen, Herrera, & Hwang, 2018) and designates the
use of computerized models to simulate human thought processes. The Internet of
things, cloud computing, and reinforcement and deep learning analytics and
algorithms form the foundation of human-centered cognitive computing. Such
technologies underpin the goal of machine-based reasoning analogous to the
human brain working in partnership with and guided by problem solving humans.
Critical to human-centered cognitive computing is having humans continuously in
the loop with machines and cyberspace. As such, they serve as a bridge to the
question of how networks of machines, information, and other people are changing
the nature of research on problem solving. In such networks of people, machines,
and information, it is clear that several sciences need to be integrated: learning
sciences, including the psychology of individual and group learning as the
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epistemological focus and source of relevant questions; data science, including
information and computer sciences as the lab bench and method of the new kind of
science; and cyberspace as the ubiquitously distributed laboratory.

Since a key context of research and analysis of problem solving with the IoT
concerns how these human, machine, and information systems can be integrated and
interactively networked, we next turn attention to a variety of network analyses
before briefly discussing artificial intelligence as a partner in problem solving
research.

Network Analyses

Information networks are becoming increasingly popular to capture complex rela-
tionships across various disciplines, such as social networks, citation networks, and
biological networks (Aktas, Akbas, & Fatmaoui, 2019). Thus, the tools and
approaches of network mining are arising as an important frame for studying
problem solving. In the following sections, we introduce three types of network
analysis that can be applied to problem solving research — social, ecological, and
epistemic network analyses — we briefly describe them and give illustrative examples
of their use in problem solving research. A network by definition is an arrangement
of intersecting horizontal and vertical lines representing, for example, a group or
system of interconnected people or things (https://www.lexico.com/en/definition/
network). As a system of people, things, and intersecting connections, networks are
broadly applicable to many learning, teaching, and educational situations. For
example, the “people” might be learners, teachers, parents, or administrators singly
or in combinations and clusters; and the “things” might be communications, power
relationships, educational data, curriculum materials, and artifacts created during
learning processes. Networks can flexibly represent psychological processes, social
relationships, and structural relationships as well as to understand flows of informa-
tion, making network analysis an essential new data science toolkit for the learning
sciences.

Network analysis relies on graph theory and methods. Graph-theoretic measures
(Diestel, 2006) such as density and centrality are based on counts of the nodes
(entities) and edges (relationships or links) of the graph; similarity measures, in
particular, are based on differences between either node or edge measurements or
correlations. Newer topological approaches such as persistent homology (Aktas
et al., 2019) measure network features that persist across multiple scales, indicating
the accurate patterns in the data. Such approaches examine distances between
specific node structures (triangles, tetrahedrons, and higher-dimensional objects)
through filtrations, which are mathematically rigorous subset formalisms of the
topology. However, these existing methods have been mainly used on static net-
works and cannot be directly applied to large-scale evolving networks as needed in
some educational contexts, particularly those that capture and represent data from
multiple, diverse, and dynamic data sources.

We refer to dynamic complexes, similar to those arising out of the topological
analysis of networks as motifs, using a concept from music that refers to a salient
recurring figure, fragment, or succession of events. Graph theory defines a clique
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as a subgraph of any directly connected node to another node. A motif, which adds
time and evolving complex structure to the concept of a clique, is composed of
relatively persistent cliques changing over time while maintaining a substantial
portion of the subgraph composition relevant to some unit of analysis. A motifis a
complex code and is a flexible concept that can be applied at multiple levels of
analysis from micro to meso to macro features, with homological features pre-
served over time and network scope (Aktas et al., 2019). For example, a motif of
interest might be the experience of “being a doctor” in a simulation, as defined and
bounded by the simulation leverage points of having a patient to talk to, noticing
things from the patient interview, and making a reasoned decision about a therapy
(Sharkasi, 2010).

In epistemic network analysis, which we will discuss below, the nodes of the
network are complex codes (i.e., narrative assignment or identification by experts or
machines) that might represent a combination of action, communication, cognition,
and other relevant features of group interaction (Gasevi¢, Joksimovi¢, Eagan, &
Shaffer, 2019). This characterizes part of the meaning of a motif — that it has a
semantic import as well as a physical syntactic reality — but we want to extend the
idea further to give it capability for persisting over time and evolving within its
semantic position in the network. We will thus refer to network nodes as “motifs” if
they play a significant structural role in the network (e.g., centrality, density, and
using higher level concepts from ecological, social, and epistemic frameworks) and
can be described in terms of persistent homology. In a network analysis, a motif can
thus be considered a summarized complex node, a composition of complex ele-
ments, in the sense that each node has depth and breadth in both frequency and
magnitude at many scale lengths. For example, in an ego analysis of an individual
learner who is acquiring new knowledge in a guided group discussion, a single node
(e.g., an individual) can be understood (e.g., microscopically further represented) as
a complex and layered evolving motif and can be further combined with other motifs
to create a layered global network. In a learning setting, a single instant of a learner’s
private experience (e.g., a motif representation) might be manifested as an observ-
able behavioral change influenced by both individual and group elements; as a unit
of analysis, the individual motif can be seen to evolve or maintain across time,
depending on the context.

From these foundational ideas, we hold that when a learning design or curriculum
or classroom environment is implemented by an instructor and is encountered by a
learner or a group of learners, an ecological network ensues. When learners interact
with other people, social networks are generated. When a learner has a personal
experience of a learning situation, an epistemic network may be formed. In the
following sections, we introduce these kinds of networks and link them to the
psychological study of problem solving.

Ecological Networks

Ecological networks are a standard method for representing and analyzing a
multitude of interactions between different species (Ings & Hawes, 2018) via
interactions that are trophic (consumer-resource) or symbiotic (coaction resulting
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Table 1 Interaction types  gymbjiosis type Species 1 Species 2

in ecological networks Mutualism Benefit (+) Benefit (+)
Commensalism No effect (0) Benefit (+)
Parasitism Harm (—) Benefit (+)
Neutralism No effect (0) No effect (0)
Amensalism Harm (—) No effect (0)
Competition Harm (—) Harm (—)

in one of six types of benefit-harm). Trophic interactions in biological networks
concern the food chain (e.g., a trophic level of an organism is the position or
number of steps it occupies in a food web). There may be a valid generalization of
the consumer-resource relationship that applies to learning and problem solving.
We can think of learners as both consuming and creating instructional resources
for themselves and others while learning. Similarly, problem solving can be seen
as both using (consuming) and deploying (creating) internal and external
resources to solve the problem. The application of ecological perspectives and
networks to learning and education requires a re-thinking of education as a
system and applying consumer-resource relations in learning networks. For
example, can teachers and students (or students and students; or students and
interactive learning materials) be treated as two different “species” and thus
amenable to various ecological indicators, with new possibilities for interpreta-
tion? Is the “food chain” metaphor translatable to a generic energy web where
students “consume” some resources (e.g., learning content materials) to “create”
different resources (e.g., brain structures to store new knowledge)? We discuss
these possibilities further below.

Symbiotic relations, in contrast, require even less of a leap than the metaphor of
trophic transformation of energy. With the lens of symbiosis, six types of interactions
identify when one or both species benefit from each other, have no effect, or are
harmed (Table 1). The possibilities for interpreting some of these as peer-to-peer and
novice-to-expert have begun to be explored by data scientists interested in learning
analytics.

Applying ecological networks to learning and educational systems is relatively
new. Davis and colleagues have developed an ecological perspective on educational
change theory (Davis, 2012) and the structure of educational systems (Davis,
Eickelmann, & Zaka, 2013).

Social Networks

Social network analysis (SNA) is a strategy for investigating social structures (Otte
& Rousseau, 2002) via two primary forms: ego analysis (one person) and global
network analysis (relationships between people). In the psychological study of
problem solving, the addition of “things” such as curriculum materials, goals of
learning, and performance indicators adds new dimensions to the foundations, which
we will refer to as SNA+, which we discuss further in the sections on ecological and
epistemic networks.
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Cohesion How a network is interlinked

Centralization Extent to which the network depends on a small number of actors

Structural Whether there are actors that have similar roles in the network

equivalence

Prominence Popularity of an actor in the network

Range Extent to which an actor is connected to others in the network

Brokerage How an actor connects different parts of the network that are otherwise
disconnected

Epistemic Networks

The term “epistemic frame” (Shaffer, 2006) refers to the ways of knowing, of
deciding what is worth knowing, and of adding to a collective body of knowledge
and understanding of a community of practice. The concept was initially proposed as
a possible mechanism through which sufficiently rich experiences in computer-
supported games could be based on real-world practices. The concept expanded to
include a specific type of network analysis — epistemic network analysis (Shaffer
et al.,, 2009) for examining interactions within a digital learning system (DLS).
A DLS environment is composed of a theory of learning and its accompanying
method of assessment, linked into an evidence-based, digital intervention, particu-
larly salient for assessing performance in context and learning in progress.

The SENS model (Gasevi¢ et al., 2019) combines SNA and ENA to address the
different “species” of people and learning resources — the social and content per-
spectives — specifically in collaborative learning environments. As we will soon
encounter in the section below on artificial intelligence, the collaborating entity may
be a machine or dynamic educational resource as well as a person, which suggests
that the six types of symbiosis may be relevant as a general framework in all cases. In
the initial research in 2019, indicators from both frameworks were combined for
complementary roles in an analysis (e.g., the authors suggested that an external
analysis method should be used such as regression analysis, mixed models, or
statistical tests for comparisons of groups p. 5).

Integrated properties from both SNA and ENA have been shown to better
predict team outcomes than ENA alone, SNA alone, and when the two are
combined but not fully integrated. Researchers have named the integrated method
iSENS, focusing on analyzing cognitive and social aspects of learning (Swiecki &
Shaffer, 2020). Interestingly, this mixing of internal factors with externally
exhibited factors suggests the mixing of different species in the ecological frame-
work and lends support to the idea of integrated ego-social-ecological network
methods having a role in setting a larger context for scientific inquiry into problem
solving.

Artificial Intelligence

Zawacki-Richter and Latchem (2018) identified four broad uses of artificial intelli-
gence in higher education: profiling and prediction, intelligent tutoring systems,
assessment and evaluation, and adaptive learning systems. In addition, Chen, Xie,
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Zou, and Hwang (2020) conducted a systematic analysis of 45 highly cited articles to
identify the development, trends, and technologies adopted, as well as major
research issues concerned by the artificial intelligence in education community.
They listed typical techniques of three approaches: deep learning (DL) as a subset
of machine learning (ML) as a subset of the broad perspective of general Al in
education (AI).

DL | Attificial neural networks, deep belief networks, deep neural networks, recurrent neural
networks, convolutional neural networks, long- and short-term memory, generative
adversarial networks, variational autoencoders, adversarial learning

ML | Reinforcement learning, decision trees, support vector machines, regression analysis,
Bayesian networks, genetic algorithms

Al Fuzzy logic, rule-based systems, agent system, heuristic algorithms

Common approaches to solving problems with artificial intelligence include via
searching, including searching in complex environments, adversarial search, and
games, and by satisfying constraints (Russell & Norvig, 2009).

Teaching, Learning, and Assessment in Problem Solving:
Approaches and Strategies

Looking at the previous sections of this chapter, it becomes clear that problem
solving is an ongoing and active field of research that is not confined to psycholog-
ical science but extends into fields such as computer science and education, in
particular when considering the digital aspects of problem solving. However, the
origins of problem solving are in psychology and over the last century researchers
who would identify themselves as psychologists have studied problem solving from
various angles with an initial focus on the cognitive aspects in the twentieth century.
This focus has recently been extended to include also the motivational and socio-
emotional aspects of problem solving. For instance, in the Programme for Interna-
tional Student Assessment (PISA), an assessment of individual problem solving was
included in the 2012 edition. This assessment was extended to problem solving in
groups (labelled collaborative problem solving) in the 2015 edition to additionally
consider the social dimension of problem solving.

Problem solving as a content topic is relevant for studies in many fields but maybe
most for psychology. Consequently, content on problem solving is found in many
Bachelor and Master programs of psychology to familiarize students with the topic
and to provide relevant theoretical and empirical background. Traditionally, problem
solving is covered in Bachelor-level lectures of general psychology or cognitive
psychology. Contents typically cover the historical beginnings of problem solving
research starting with Duncker and cover milestones of the development of our
understanding of problem solving such as the seminal work on the General Problem
Solver (GPS) by Newell and Simon (1972). As problem solving research advances
and gets increasingly connected to the digitalized world of the twenty-first century,
content nowadays often includes some of the more recent and still developing topics
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outlined above such as problem solving in the context of data science, the IoT,
network analyses, and artificial intelligence.

Problem solving is also a topic that is often considered as part of empirical
seminars in Bachelor programs of psychology, in which students set up their own
experiments to gather initial experience with the process of experimental work. The
reason behind this is that the fundamental contents of problem solving research are
easily accessible at the Bachelor level, and many experiments related to problem
solving performance are straightforward. In addition, experimental setups might
target differences among problem solvers or even more prominently, the manipula-
tions of problem features that are expected to lead to subsequent differences in
problem solving performance and the underlying processes. To this end, the field of
problem solving has been a use-case of early experimental and practical work in the
education of psychology students in addition to and beyond the theoretical contents
mentioned above and is a cornerstone of contemporary higher education of
psychologists.

While problem solving as a content-related field that psychology students should
know about is fairly established in tertiary education in psychology, a second
question concerns whether and in which way psychology programs should develop
actual problem solving skills in students to prepare them for working as psycholo-
gists later on. This question is clearly different from teaching problem solving-
related content. This also holds for the complexity of the underlying question:
Whereas teaching factual knowledge on problem solving as research topic within
lectures or within experimental courses is rather straightforward, it is a completely
different context and challenge to facilitate actual problem solving skills in students
throughout tertiary education (for some thoughts on the role of transversal skills such
as problem solving in tertiary education, see Zlatkin-Troitschanskaia, Pant, & Greiff,
2019).

The question on how to make students good problem solvers is not new but has
been mainly targeted in the context of secondary education. In fact, some have labelled
the challenge of bringing students to the level of well-skilled and competent problem
solvers as the biggest task that schools and educational systems face (Mayer &
Wittrock, 2006). As indicated above, this is also evidenced by the fact that large
international studies with student populations such as PISA (with 15-year-old stu-
dents) that aim at comparing the performance of educational systems across the world
have repeatedly included problem solving in their assessments to provide international
comparisons. These studies have mostly been run with student populations but also
studies that focus on adult populations such as the Programme for the International
Assessment of Adult Competencies (PTAAC) have included problem solving as a core
skill for success at work and life in more general.

To this end, teachers and instructors in tertiary education would easily agree that
becoming good problem solvers while not explicit is yet an important goal of tertiary
education, and this holds for the teaching and learning of psychology as well. At the
same time, it is important to acknowledge that the type of problem solving that is
required and the contextual embedding of problem solving varies greatly across
different study programs (such as computer science, problem solving, medicine, and
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so forth) and, later on in life, occupations. But even within psychology, the problems
that one needs to successfully master are by no means similar or coherent. For
instance, the collaborative aspects of solving problems in a group might be in the
focus for an I/O psychologist who is asked to mediate conflicts and improve team
spirit in a small business; the adaptive and meta-cognitive components of problem
solving might be the focus when working as an educational psychologist in the
classroom to consider several students’ learning needs and challenges simulta-
neously in an attempt to help them master curricular content; and hands-on practical
problem solving dimensions as well as the emotional dimensions of problem solving
are likely to be key to successful treatment of patients when working as a clinical
psychologist.

With these different foci that problem solving might take, it comes as no surprise
that it is a great challenge to combine all this in a study program. In addition to this, it
can be assumed that there are few explicit resources and guidelines on how to teach
problem solving — on the one hand because research does not have answers yet to the
question on how to best teach problem solving and on the other hand because
curricula in psychology are more organized along content than along skills.

One promising method to increase students’ problem solving skills aligned with
their specific area of occupation is problem-based learning (PBL). PBL represents a
major development in educational practice that continues to have a large impact
across subjects and disciplines worldwide. The claims made for PBL promise an
important improvement in outcomes for education, including increased retention of
knowledge and enhanced integration and application of basic science concepts (e.g.,
Schmidt et al., 2007). However, empirical evidence to support these claims is less
straightforward (Capon & Kuhn, 2004; Sendag & Odabasi, 2009), and it remains an
open question whether PBL can help to sustainably lift occupationally relevant
problem solving skills in psychology students.

In this chapter, three suggestions for teaching problem solving are offered
concerning the history, professional competence, impacts on individuals, and the
use of data science in psychology.

Suggestion 1: Balance lectures with real-world experiences that engage students
through individual- and team-based problem solving.

Suggestion 2: Ensure that the psychology curriculum spends adequate time and
resources for students to experience iterative reflection and receive timely, effec-
tive feedback on problem solving in four aspects:

1. Knowing and applying the field’s history in clinical practice and research

2. Developing personal professional competence in problem solving as an indi-
vidual and as a team member

3. Acquiring and honing observational and clinical skills for assisting others in
problem solving in individual- and team-based psychological practice

4. Making extensive use of data science methods and knowledge in research and
practice

Suggestion 3: Because data science is a new addition to the curriculum of general
psychology, the psychology faculty team should review and improve its
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knowledge of data science research practices, methods, and findings in order to
build and maintain a shared vision of its role in the field.

Challenges and Lessons Learned

Despite the relevance of problem solving skills for the psychologists of the future, it
is not easy to implement problem solving as key feature of curricula in tertiary
education of psychology. Please note that, in contrast, this is rather unproblematic for
the research area of problem solving as this involves the mere teaching of relevant
content knowledge. Thus, this section on challenges and lessons learned will be
mainly about the question of what the core challenges are when trying to facilitate
problem solving skills during tertiary education of psychology.

In fact, there are several reasons that might undermine a clear and evidence-
based focus on psychology-relevant teaching of problem solving skills. The first is
that problem solving and the dimensions (cognitive, motivational, and emotional)
that are associated with it are a moving target. The research area continues to
evolve and the nature of problem solving has likely changed to a substantial degree
due to the level of digital tools that we use in our everyday life (Greiff et al., 2017)
and that have not stopped at the doorstep of the profession of psychology. Sec-
ondly, many initiatives on assessment, learning, and instruction of problem solving
have been focused on primary and secondary education, so knowledge and empir-
ical evidence of facilitating problem solving skills in tertiary education is lacking.
Thirdly, problem solving shares one concern with many other skills that are not
primarily related to specific content knowledge: Students in tertiary programs, for
instance, in psychology, are expected to acquire these skills but little explicit
support is provided — neither to educators on how to teach the relevant set of skills
nor to students on how to acquire the relevant set of skills. Mayer and Wittrock
(2006) label this situation as “hidden curriculum” in the context of secondary
education, but the same label adequately describes the situation in tertiary
education.

These three challenges in combination lead to the conclusion that, at present,
learning and instruction of problem solving as a skill happen largely on an
implicit basis in psychology programs with huge individual differences, for
instance, with regard to the focus a specific instructor might put on problem
solving and appropriate instructional methods such as PBL. However, the picture
that we paint here should not be too negative. Many courses, in particular in
Master programs, that are meant as preparation for an occupation in a subfield of
psychology such as I/0 psychology or clinical psychology or (mandatory) intern-
ships are likely to include components that are relevant for problem solving. To
this end, it is reasonable to assume that many students, once they leave tertiary
education with a degree, have obtained a reasonable or for some even a high level
of problem solving skills that will help them to successfully start their occupation
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as psychologist irrespective of the specific subdiscipline. In addition to this, often
the most intensive period of learning and development is on the job, and there are
many case reports on psychologists that go through an intensive period at the
beginning of their occupational career when being faced with working on a job
with specific demands and duties. In broad terms, this period could be described
as being almost permanently faced with new problems and being confronted with
the demand to solve them. This “learning by doing” will have beneficial effects
on the majority of graduates and on their problem solving skills. To the extent
possible, some of these crucial experiences should be integrated in a more
protected environment, that is, into the period of formal tertiary education, for
instance, through developing explicit and curricular anchored requirements on
teaching problem solving skills.

Recommended Further Reading
Historical Approaches to Problem Solving

Empirical research on problem solving and problem posing: a look at the state
of the art. (Liljedahl & Cai, 2021)

While the context of this special issue is mathematics, and not all problem solving is
as well-defined or well-studied, there are a number of lessons that can be transferred
to other fields. This collection introduces sixteen empirical papers that add nuance to
what is known about problem solving and problem posing. The issue covers problem
solving through the ages, the role of collaboration in problem solving, the role of
professional development in problem solving, task variables, technology, and prob-
lem solving as a cognitive activity.

Professional Competence

Scaffolding students’ problem-solving processes in an ill-structured task using
question prompts and peer interactions. (Ge & Land, 2003)

This quasi-experimental study supported by case examples examines the effects of
question prompts and peer interactions in scaffolding undergraduate students’ problem
solving processes in an ill-structured task in problem representation, developing
solutions, making justifications, and monitoring and evaluating. The study investigated
both the outcomes and the processes of student problem solving performance. The
quantitative outcomes revealed that question prompts had significantly positive effects
on student problem solving performance and the qualitative findings indicated positive
effects of peer interactions in facilitating cognitive thinking and metacognitive skills.
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The construction of shared knowledge in collaborative problem solving.
(Roschelle & Teasley, 1995)

This study examines the interaction between participants analyzed with respect to
a “joint problem space” created in collaboration, which comprises an emergent,
socially negotiated set of knowledge elements, such as goals, problem state descrip-
tions, and problem solving actions. The analysis shows how this shared conceptual
space is constructed through the external mediational framework of shared language,
situation, and activity. This approach has particular implications for understanding
how the benefits of collaboration are realized and serves to clarify the possible roles
of the computers in supporting collaborative learning.

Individual Differences

Measuring Problem Solving with Technology : A Demonstration Study for
NAEP (Bennett, Persky, Weiss, Jenkins, & Russell, 2010)

In this study, two computer-delivered assessment scenarios were designed, one on
solving science-related problems through electronic information search and the other
on solving science-related problems by conducting simulated experiments. The
assessment scenarios were administered to nationally representative samples of
8th-grade students in over 200 schools. Results are reported on the psychometric
functioning of the scenarios and the performance of population groups.

Data science in educational assessment (Gibson & Webb, 2015)

This article introduces four psychometric challenges of data science or “big data”
in educational assessments that are enabled by technology: (1) dealing with change
over time via time-based data; (2) how a digital performance space’s relationships
interact with learner actions, communications, and products; (3) how layers of
interpretation are formed from translations of atomistic data into meaningful larger
units suitable for making inferences about what someone knows and can do; and
(4) how to represent the dynamics of interactions between and among learners who
are being assessed by their interactions with each other as well as with digital
resources and agents in digital performance spaces. The article calls for the
restructuring of training of the next generation of researchers and psychometricians
to specialize in data science in technology enabled assessments.

Data Science in Psychology

Making use of data for assessments: Harnessing analytics and data science.
(Ifenthaler, Greiff, & Gibson, 2018)

This chapter focuses on how data with a large number of records, of widely differing
data types, and arriving rapidly from multiple sources can be harnessed for
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meaningful assessments and supporting learners in a wide variety of learning
situations. Distinct features of analytics-driven assessments may include self-
assessments, peer assessments, and semantic rich and personalized feedback as
well as adaptive prompts for reflection. The chapter concludes with future directions
in the broad area of analytics-driven assessments for teachers and educational
researchers which is of interest to educational psychologists.
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Introduction

Motivation is a ubiquitous aspect of human behavior and a key concept in contem-
porary psychology. This is a blessing and a curse. A blessing because almost every
student, teacher, and lay person expresses interest in this topic. It is therefore easy to
engage people in teaching. The interest in motivation is a curse, however, because
most people also have profound and deeply-rooted assumptions and lay-theories
about motivation, supported by a vast popular literature of self-help books. Teaching
motivation therefore at times may feel like an uphill battle against ill-founded
knowledge and untestable theories.

To master these challenges, we suggest integrating the content of the course with
pedagogic principles, motivating students through the application of Motivation Sci-
ence. Furthermore, we propose the Rubicon model of action phases (Heckhausen &
Gollwitzer, 1987) as a framework (also from a didactical point of view) in order to
combine current goal concepts with traditional motivational psychology and illus-
trate the interrelationships. This chapter will proceed as follows: First, we will give
a brief overview of the roots of Motivation Science. Second, we will introduce our
contemporary perspective, which reflects the core topics we believe an undergrad-
uate course on Motivation Science should cover. Thus, we will develop a curric-
ulum for teaching Motivation Science organized along our contemporary
perspective. Finally, we will highlight some approaches and strategies for teaching
and learning in this domain.

Historical Roots of Motivation Science

Motivation can come about in different ways, as everyday experience shows: For
some activities, motivation arises without intervention; for other activities, one must
overcome considerable hindrances to instill motivation. Asking laypersons what
they think it means “to be motivated” mostly converges to the idea of having and
expending high energy in the pursuit of goals (i.e., investing effort). This answer
reflects a conception of motivation that was considered in the early days of Motiva-
tion Science, from different but complementary perspectives but to answer one and
the same question: What is the source of this “energy” that drives goal-directed
behavior (i.e., action)?

In the history of Motivation Science, drives and needs were extensively analyzed
in this regard, as well as intrapersonal dispositions (motives) and environmental
affordances (incentives). From a psychodynamic view, Freud (1915) focused on
(unconscious) drive impulses and drive satisfaction as a kind of “instinctual energy.”
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Freud believed that these unconscious processes are not accessible to quantitative-
empirical investigation. Instead, Freud relied on qualitative descriptions of single
cases to back his theory. Some scholars even argue that Freud’s theories were
designed to be untestable (Kempf, 2003). Current Motivation Science still assumes
that many important processes run off with limited conscious awareness. But we
have an arsenal of methods for measuring these processes (e.g., neuro-psychological
measures: Murayama et al., 2015; Wieber, Thiirmer & Gollwitzer, 2015) and are
firmly rooted in a quantitative-empirical tradition.

In stark contrast to this psychodynamic approach, (neo-)behaviorists such as Hull
(1943, 1952) only considered observable processes as “fair game” for science.
Nevertheless, their motivation account also focuses on the drive concept. Hull’s
drive theory developed the concept of drive reduction as an “energizer” (i.e., as a
central motivating principle). He and his colleagues emphasized the link between
(biological) drives as an unspecific source of energy that can be directed by learning
processes and incentives. This conceptualization introduced a clear distinction
between need and drive: Whereas needs were viewed as (observable) specific
deficiencies or disturbances within the organism that elicit a nonspecific drive
(which in turn initiates a specific behavior), drives constituted theoretical (hypothet-
ical) constructs. In keeping with a behaviorist tradition, Hull accordingly
operationalized drives in terms of deprivation. The longer a certain need was
unfulfilled (e.g., time without food), the larger the organism’s drive was assumed
to be. Importantly, this drive was assumed to be unspecific. The assumption,
therefore was that the deprivation of a specific need (e.g., withholding food) should
not only energize related behavior (i.e., obtaining food) but also unrelated behavior
(e.g., obtaining water, mates, etc.). Since Hull assumed that habit and drive were
both necessary to energize behavior, he expressed his theoretical assumptions in a
multiplicative association; behavior thus requires all components, because if either
factor is zero, the entire term is zero — an important assumption in later theories on
human motivation, too: Eg"™® = Drive x ghg

Perhaps unsurprisingly, the strong assumption of unspecific drive received mixed
empirical support. For instance, even rodents perform behaviors that match their
specific needs (e.g., eat when they are hungry) instead of any learned behavior (e.g.,
drink when they are hungry; Perin, 1942). Such observations led to a gradual shift
towards incorporating more elaborate inner states in motivation theory, which later
led to the cognitive revolution. For instance, Hull later extended his theory with the
assumption that environmental conditions (incentives) become motivators of behav-
ior. Situational incentives (e.g., food) attract the individual, and thus, trigger a certain
behavior. Current motivation theory does incorporate a host of inner states that were
off-limits in a behaviorist tradition.

Nevertheless, Motivation Science focuses on empirical observation that reflects
these processes. In this sense, we are “all behaviorists” (Smith, 2014).

Lewin’s (1939, 1951) field theory focuses on human’s subjective experience of
the world and is based on a third theoretical tradition, Gestalt-psychology. As a key
foundation for modern Motivation Science, Lewin proclaimed that behavior is the
product of person and the environment. Lewin thus assumed that the fit of personal
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needs, goals, and intentions with his or her subjective perceptions of environmental
hindrances and opportunities produce motivated behavior, much like different grav-
itational forces move an inanimate object. Lewin’s untimely death prevented him
from completing his work on field theory, such as the mathematical formulations of
the field at a given time. Lewin, nevertheless, laid the foundation for modern
motivation research with his focus on infentions as proximal predictors of action
as well as the interplay between person and environment.

Although not integrated at the time, the work by Ach (1935) provides an
important complementary view with respect to goals. Ach distinguished between
goal setting and goal realization. This distinction opens up the possibility that one
may set a goal but fail to realize it, a common occurrence in everyday experience.
Ach analyzed the processes that play a role in the realization of set intentions. While
processes of goal setting are determined by incentives (value) and feasibility (expec-
tancy of success), processes of goal realization are subject to the influence of
volition, such as persistence. Ach (1935) already investigated volitional processes
that determine which motivational tendencies are implemented, at which opportu-
nity, and in what manner. Ach’s work was largely neglected by his contemporaries
but the goal-setting/goal-striving distinction has been key to Motivation Science
since the 1980s.

Lewin’s work was also of far-reaching importance for the development of
expectancy-value theories (in the field of educational psychology: Wigfield &
Eccles, 2000; in the field of social psychology: Fishbein & Ajzen, 1975; in the
field of work and organizational psychology: Vroom, 1964), which highlight ratio-
nal thought as determinant of motivation — an idea that was first taken up and further
specified by Atkinson (1957, 1964). In his model, behavior is conceptualized as a
function of motives, incentives (value), and subjective expectancies. Heckhausen
(1963) further differentiated the conceptualization of motives in terms of different
types of expectations: (1) Situation-outcome expectancies express the assessment of
how likely the desired outcome is to occur even without one’s own action.
(2) Action-outcome expectancies relate to the impact of one’s own actions, and
(3) outcome-consequence expectancies refer to the extent to which the outcome will
also result in the desired consequences. On the other hand, in the field of education,
Wigfield and Eccles (1992, 2000) further differentiated #ypes of task value into
(1) attainment value (i.e., personal importance of the task which affirms a valued
aspect of an individual’s identity), (2) intrinsic value (i.e., personal enjoyment from
engaging in the task for its own sake), (3) utility value (i.e., perceived usefulness of
the task for future short-term or long-term goals), and (4) cost (i.e., competition with
other goals).

A highly important motivation framework that can contribute to understanding
how individuals derive their expectancies is attribution theory (Heider, 1958; Kelley,
1973; Weiner, 1985). According to this perspective, humans evaluate events as “lay
scientists” who seek to determine the causes for certain events (e.g., the situation or
the person) to predict and alter future events. A host of research indicates that such
attributions can have far-reaching consequences on the responses that people show
to seemingly similar situations (review by Weiner, 2018). Attribution theory
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addresses multiple motivational domains, including achievement and affiliation,
which is why it is considered to be a general theory of motivation (Graham,
2020). Concerned with the perceived causes of achievement success and failure,
the distinction of three causal dimensions (Weiner, 1985) — locus, stability, and
controllability — particularly found prominence in the field of educational psychol-
ogy in particular as well as psychology and related fields more generally. Such
evaluations of past events then likely impact individuals’ expectations regarding
future events.

Another strand of Motivation Science focuses on the content of motivation.
Murray (1938) explained goal-directed behavior in terms of needs (as rather stable
personal quantities) in correspondence with appropriate opportunities for action
offered by incentives in the environment (so-called press). A person’s individual
needs modulate the specific situational prompting character, that is, how he/she
perceives the environmental incentives. Murray differentiated a bundle of human
physiological and psychological needs, including the motives of achievement,
affiliation, and power (McClelland, Atkinson, Clark & Lowell, 1953; Murray,
1938; Atkinson, Heyns & Veroff, 1954), which are still the focus of current moti-
vation research. The affiliation motive concerns establishing, maintaining, and
restoring positive relationships with other people and describes a person’s need to
feel a sense of involvement and “belonging” within a social group. Thus, situational
incentives are characterized by positive social interaction and cooperation. The
personal motive “need for achievement” is characterized by an enduring and consis-
tent concern with setting and meeting high standards of achievement. High need for
achievement motivates an individual to succeed in competition, and to excel in
activities important to them (cf. Murray, 1938; Atkinson, Heyns & Veroff, 1954).
The overriding incentive is to experience competence or avoid incompetence.

Motives can be distinguished from needs in terms of their broader scope. For
example, the affiliation motive is not solely directed to satisfying the need for
affiliation, but related to the satisfaction of needs for protection, nurturance, and
warmth (Scheffer & Heckhausen, 2018, p. 84). The achievement motive is related to
the satisfaction of needs for competence and proves one’s performance, for instance,
whereas the underlying needs for the power motive might be to “feel strong” and
having influence or control. Maslow (1954) took an alternative approach to classify
motives in terms of needs. He proposed a hierarchical model of groups of needs,
based on the principle of relative priorities in motive activation: Lower needs (e.g.,
physiological needs) must always be satisfied, before higher needs (e.g., self-respect,
or self-actualization) will emerge and can determine behavior. On the other hand, a
need activates and influences behavior only as long as it remains unsatisfied. Thus,
motivated behavior is rather “pulled” by the external consequences of its satisfaction
than “pushed” from within the organism. Unfortunately, Maslow’s conceptualization
of hierarchical groups of needs remained rather vague and has never been empiri-
cally verified. Nevertheless, it offers an alternative view on motives within the scope
of Positive psychology and, above all, it points to their culture specificity. All these
historical approaches, extensions, and differentiations have paved the way for
modern Motivation Science.
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Central Issues of Motivation Science

The willful regulation of behavior is key for human thriving, and Motivation Science
accordingly spans a wide array of fields and uses a variety of concepts (Murphy &
Alexander, 2000). For instance, educational psychology focuses on other (aspects
of) motivation theories than those studied in social psychology, cognitive psychol-
ogy, neuroscience, or organizational psychology. For instance, educational psychol-
ogy often draws to the differentiation of intrinsic motivation (i.e., engagement in an
activity for its own sake) versus extrinsic motivation (i.e., engagement in an activity
from the desire for some external reward or to avoid punishment) and self-determi-
nation theory (Deci & Ryan, 1985, 2000) which proposes a developmental contin-
uum of extrinsic to intrinsic motivation — both experienced as self-determined (more
details in section “Core Contents and Topics of Motivation Science”). In neurosci-
ence, there is emerging interest in the neuropsychological aspects of motivation
(e.g., Ryan & Di Domenico, 2016), and motivation in the workplace for a long time
has been understood in terms of extrinsic rewards, but nowadays seen as a multilevel
phenomenon where individual, group, organizational, and cultural variables must be
considered (Kanfer, Chen & Pritchard, 2008). In recent years, researchers have
recognized the importance of integrating these cross-disciplinary approaches under
the rubric of Motivation Science (Braver et al., 2014), which is now an emerging
field (Kruglanski, Chernikova & Kopetz, 2015; Murayama, 2019).

Instead of a unified theory, the history of motivation research has yielded a wide
range of theories and motivational concepts — each addresses motivation within a
particular context and from a certain perspective. As outlined in the previous chapter,
theories of human motivation stem from different conceptual frameworks: psycho-
analytic, drive, field, achievement, social learning, attributional, and humanistic (for
more comprehensive descriptions see Weiner, 2013). The abundance of significant
contributions to understanding human motivation creates a desire to organize them
and integrate them in a structuring framework (Anderman, 2020; Dweck, 2017,
Forbes, 2011). A structured model of general human motivation, such as the 3 x 3
matrix provided by Forbes (2011) — based on three foci x three levels of aspiration —
has value for contemporary Motivation Science in several ways: It can provide a
common and more precise language for both academic and applied psychologists
who work in the field of motivation, it structures and systematically organizes
theories and insights of the past century as well as future work on motivation, and
it may contribute to conceptual clarity. Indeed, over the past two decades, the
question of conceptual overlap between theories and constructs remained unan-
swered (a continued conversation in terms of motivational theories prominent in
the field of Educational Psychology provide Murphy & Alexander, 2000; Wigfield &
Koenka, 2020). Contemporary Motivation Science thus engages in an interactive
dialog on alternative perspectives and ongoing discussion of how constructs are
similar to or distinct from constructs in other models.

Finally, current trends in motivation research emphasize the dynamic nature of
motivational processes and the impact of the situation (Eccles & Wigfield, 2020;
Nolen, 2020; Nolen & Ward, 2008). Therefore, new methods of both study and data
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analyses have developed to capture the situated nature of motivation. In addition, the
importance of the social environment and the broader context for motivation is
increasingly coming into focus (Wigfield & Koenka, 2020). In this regard, someone
may also think of the cultural context and cross-cultural nuances (e.g., for the role of
culture in goal pursuit see Oettingen, Sevincer & Gollwitzer, 2008; in achievement
goal theory see Zusho & Clayton, 2011).

Purposes and Rationale of the Curriculum in Motivation Science

Teaching psychology in higher education aims to provide students with psycholog-
ical knowledge and skills, such as scientific and critical thinking, and to demonstrate
opportunities to apply psychological principles to real-world problems. Motivation
Science lends itself to attaining these goals in teaching due to its rich theoretical
background, its interdisciplinary nature, and its immediate applicability.

Therefore, our proposed selection of traditional (see previous section) and more
recent motivation concepts and research (see section below) are based on the
following questions:

» How relevant and representative is each theory/concept for the field of Motivation
Science and for understanding human behavior?

* How does it contribute to, or is related to, the fundamental conceptions of
traditional motivation research?

» How important is a theory/concept for the students’ everyday experiences?

Motivational processes are based on the complex interaction between personal
and environmental factors. For this reason, a curriculum for teaching motivation
must present different motivation theories in relation to each other. As a case in
point, we used one Motivation Science model, the Rubicon model of action phases
(Gollwitzer, 1990, 2012; Heckhausen & Gollwitzer, 1987; Heckhausen, 1989;
Keller, Gollwitzer & Sheeran, 2020), to structure the curriculum, and as a framework
in order to combine different motivation theories (Fig. 1b). The Rubicon model,
which subdivides the stream of action from the emergence of a desire to the
achievement of a goal into four phases (pre-decisional, pre-actional, actional, and
post-actional) will be explained in the next section (and illustrated in Fig. 1a). It is
important to note that Motivation Science is a vast and interdisciplinary field and that
our curriculum therefore necessarily represents a selection. Other approaches inte-
grate a host of additional variables that go beyond the central question of how
individuals attain goals. In this regard, PSI theory (theory of personality-systems-
interactions: Kuhl, 2001) is a highly ambitious and comprehensive theory that refers
to the ensemble of cognitive and motivational-affective processes, and how they
interact differentially in individuals to determine behavior and experience (Kuhl,
Quirin & Koole, 2020). Another such topic for further elaboration would be Terror
Management Theory (e.g., see “The Oxford Handbook of Human Motivation” by
Ryan, 2019) which addresses existential aspects of human motivation. Our goal is to
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a MOTIVATON VOLITION MOTIVATION

a) intention b) initiation c) intention
formation of actiol deactivation
pre-decisional phase pre-actional phase actional phase post-actional phase
(1) deliberation (2} planning (3) action (4) evaluation
GOAL SETTING GOAL STRIVING EVALUATION of GOAL REALIZATION

VOLITION MOTIVATION

c) intention
deactivation

a) intention
rmation

actional phase post-actional phase

|| (1) deliberation (2) planning (3) action (4) evaluation

GOAL SETTING GOAL 5TRIVING EVALUATION of GOAL REALIZATION

Fig. 1 (a) Rubicon model of action phases (own illustration). (b) Motivation theories and goal
concepts along the four action phases (own illustration)

present a potential curriculum of an introductory course on Motivation Science on
the general processes with regard to human motivation. Specific areas of psychology
may therefore refer to Motivation Science literature in their sub-fields.

With reference to the competency areas identified in the APA guidelines for the
undergraduate psychology program (2016), students ideally will acquire the follow-
ing competencies in a course on Motivation Science:

1. Content and Knowledge Base in Motivation Science: Core concepts and research

Students should demonstrate fundamental knowledge and comprehension of

the major concepts of Motivation Science (historical and current), theoretical
perspectives and trends, and empirical findings.
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1.1 Define and explain psychological motivation theories and principles, their
development, and interrelations.

1.2 Describe the complexity of the persistent questions in Motivation Science.

1.3 Distinguish between goal setting and goal striving.

1.4 Compare and relate Motivation Science to other psychology
sub-disciplines.

1.5 Apply psychological principles and motivational concepts to everyday
problems.

2. Scientific Thinking and Critical Thinking Skills
Within the field of Motivation Science, students should gain skills and con-
ceptual knowledge in interpreting behavior, studying research, and applying
research design principles to drawing conclusions about motivation-related
phenomena.

2.1 Interpret motivation research findings from the backdrop of different theo-
retical perspectives.

2.2 Use motivation concepts to predict, explain, and change one’s own behavior
and the behavior of others (e.g., in counseling, therapy, or leadership).

2.3 In this regard, it is important to recognize the potential as well as the pitfalls
of common intuitions about motivation. The intuitions provide an easy
connecting point to Motivation Science; however, they may also lead to
resistance when it comes to accepting counter-intuitive findings such as the
intention-behavior gap or coasting.

2.4 Meet motivational challenges in an evidence-based manner.

2.5 Evaluate popular literature on motivation in the light of psychological
knowledge, scientific reasoning, and empirical evidence. Describe the
effectiveness and limitations of strategies proposed in self-help books.

3. Ethical and Social Responsibility

3.1 Consider the potential impact on global concerns of interventions on moti-
vational issues (e.g., pro-environmental behavior, effective responses to the
Coronavirus pandemic).

3.2 Devise motivational interventions in a way that empowers people to attain
their goals; avoid conflicts of interests and the violation of ethical principles
when using Motivation Science.

3.3 Ensure that Motivation Science speaks to people of diverse backgrounds.

3.4 Explain differences in individual needs and personal motives, and how
social or cultural characteristics may influence motivation.

3.5 Devise interventions for motivational challenges of diverse groups of peo-
ple with specific needs and conditions.

4. Personal and Professional Development
Students should apply motivation-specific content and skills for effective self-
reflection, self-regulation, personal growth, and professional development.

4.1 Apply Motivation Science content knowledge and skills to personal growth
and personal goal attainment.

4.2 Understand how and why we do (not) attain our goals.
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4.3 Describe how Motivation Science applies to business, health care, educa-
tion, and other workplace settings.

4.4 Apply Motivation Science to facilitate a more effective learning environ-
ment or workplace (e.g., project management, responses to setbacks and
failure). Devise interventions for motivational challenges.

4.5 Demonstrate competence in writing and in oral and interpersonal commu-
nication skills in order to engage in discussion of motivational challenges
and interventions with a specific audience (peer, lay, and professionals).

Across subdisciplines in Motivation Science, the goal concept has proven useful
for analyzing motivated behavior (Gollwitzer, 2018). It is intuitively plausible that
goals are a source of motivated behavior. However, the goal concept is also subject
to misguided intuitions. For instance, one may assume that strong goal commitment
will ensure successful goal attainment — in accordance with the maxim “where there
is a will, there is a way.” There is some truth to such intuitions as a complete lack of
commitment most certainly will be detrimental to goal attainment. However, even
strong commitment is no guarantee for goal attainment. Further complicating this
situation, those who have a goal but fail to act on it are quick to provide excuses to
the effect that their initial motivation must have been insufficient. In line with this
reasoning, correlational research shows a medium-to-large correlation between self-
reported goal strength and goal attainment. However, experimental studies show that
a medium-to-large increase of commitment only translates into a small-to-medium
change in respective behavior (Webb & Sheeran, 2006); an intention-behavior gap
exists (Sheeran, 2002; Sheeran & Webb, 2016). This analysis suggests that humans
waste tremendous potential between setting and attaining goals. In our experience,
students identify with this observation and we therefore believe that teaching
Motivation Science benefits from focusing on how to explain and improve
intention-behavior relations.

Core Contents and Topics of Motivation Science

To fully comprehend intention-behavior relations, one needs to unpack a host of
processes leading up to successful goal pursuit. A useful way to structure these
processes is to look at the different action phases as specified in the Rubicon model
(Gollwitzer, 1990, 2012; Heckhausen & Gollwitzer, 1987; Heckhausen, 1989;
Keller, Gollwitzer & Sheeran, 2020). The Rubicon model differentiates four phases
(pre-decisional, pre-actional, actional, and post-actional) which are concerned with
completing four different tasks (deliberation, planning, action, and evaluation) and
which are separated by three distinctive transitions (formation of a goal intention,
action initiation, and goal attainment). The Rubicon model incorporates the distinc-
tion between goal setting and goal striving. The pre-decisional phase and the post-
actional phase are concerned with deliberating different potential goals (motivation).
In contrast, the pre-actional and actional phases are concerned with the implemen-
tation of a set goal (volition). Figure la depicts the main action phases (1-4) and



7 General Psychology Motivation 161

transitions (a, b, and c) from intentions to action and its evaluation. Intention
formation (in the pre-decisional phase) marks a shift from the motivational phase
of deliberation on motivational tendencies to the volitional phases of planning and
action. The initiation of action marks a shift from the volitional phase of planning
(pre-actional phase) to that of acting (goal engagement in the post-decisional phase
and action phase). Once an action has been completed or abandoned (post-actional
phase), the intention deactivation marks another shift from a volitional to a motiva-
tional phase that involves evaluation processes of the achieved action outcomes, for
example, attributions of success or failure (for a detailed overview see Achtziger &
Gollwitzer, 2018, p. 485 ff.). We believe that this comprehensive and clear temporal
structure not only helps motivation scientists to guide their research but also
empowers students to develop a firm grasp on the topic.

Building on the basic findings of motivational psychology, psychology under-
graduates need to learn about and be able to classify current research approaches and
models of Motivation Science — based on the examination of how goals can be set,
how goal realization occurs, and what self-regulatory processes are activated by
goals. The focus of teaching Motivation Science is on combining the goal concept
with the developments of traditional Motivation Science on the one hand, and on
applying a meaningful selection of modern theoretical approaches to one’s own
actions in everyday life on the other. Personally relevant questions in this context can
guide the discussion and inspire interest in the topic. Which kinds of goals do people
set and what determines their goal commitment? How do people succeed in setting
and committing to attractive and at the same time realistic goals? How can specific
plans help the implementation and attainment of goals? What does the ideal goal
pursuit and the necessary self-regulation look like in order to actually achieve
one’s goal? Figure 1b provides a conceptual overview of the covered curriculum.
Traditional as well as more recent motivation research can be located in this
framework, which is used in terms of both theory and didactics, illustrating ongoing
progress and sequential development in Motivation Science.

The Pre-decisional Phase: Theories About Goal Setting

All goals are not created equal. Whereas some goals leave “wiggle room” for
excuses, others already imply a path for action. A course on Motivation Science
therefore necessarily contains sections on goal content and structure.

a) Goal content

Goals can be geared towards attaining positive outcomes or avoiding negative
outcomes. The concepts of approach versus avoidance goals reflect this distinc-
tion: Approach goals refer to a specified positive state to be attained. Avoidance
goals refer to a negative state to be avoided. With regard to the impact of more
stable personal traits — in terms of the three motives (McClelland, 1985)
explained in the previous section — “hope for success” (approach) versus “fear
of failure” (avoidance) relate to the achievement motive; striving for control
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b)

versus fear of loss of control constitute these two dimensions within the power
motive; and desire for affiliation versus fear of rejection regarding the affiliation
motive — all of them rather acquired through learning experiences in early
childhood.

Similarly, the regulatory focus theory (Higgins, 1997) distinguishes goals in
terms of their framing. Based on early learning processes and parental education,
individuals with a dispositional promotion focus strive for how they would like to
be and for personal gains (in all respects). Their goal pursuit is characterized by
active, joyful engagement and is directed toward positive outcomes. In contrast,
individuals with dispositional prevention focus strive for how they should be and
for loss avoidance and security. The overarching goal of prevention-focused
individuals is to avoid the occurrence of a negative undesirable outcome (loss).
More recent research examines the regulatory fit of promotion vs. prevention-
focused goals and the promotion vs. prevention-oriented means available to attain
these goals (Higgins, 2000).

In contrast, the self-determination theory (Deci & Ryan, 1985, 2000) distin-
guishes three fundamental innate psychological needs: (experiences of) compe-
tence, autonomy, and social relatedness. This theory proposes a successive
adoption (i.e., integration) of externally imposed behavioral standards, and a
developmental continuum of extrinsic to intrinsic motivation — both experienced
as self-determined. The goals people set for themselves are guided by these basic
psychological needs and they determine their intrinsic motivation. Self-
determination theory has gained some popularity, particularly among researchers
in educational psychology (Niemiec & Ryan, 2009).

Goal structure

Beyond identifying which goals people set, Motivation Science has clarified
how to set goals.

An enormous body of research on goal-setting theory by Locke and Latham
(1990, 2013) shows that individuals perform better when they set specific and
challenging goals (e.g., I will exercise five times a week) instead of easy goals (“1
will exercise once a week!”) or vague goals (e.g., “I will exercise as often as
possible”). Although people are less likely to attain specific and challenging
goals, these goals lead to higher performance because they motivate continued
effort and make it easy to determine whether one has already attained the goal.
Important prerequisites for goal setting effects to occur are a person’s sufficient
skills, his or her confidence in mastering the task (i.e., in goal realization), goal
commitment, and feedback on goal progress (Latham & Locke, 2007). In an
extension, more recent research proscribes to S.M.A.R.T goals — goals that are
Specific, Measurable, Attractive, Realistic, and Time-Bound.

A personal determinant of the desirability (cf. value) and subjective feasibility
of goals (cf. expectancy of success) has been addressed in the goal orientation
theory (Dweck, 1986; Elliot & McGregor, 2001; Nicholls, 1984). Empirical
findings by Dweck and Leggett (1988) laid the foundation for the distinction
between mastery versus performance goals and the development of goal
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orientation theory, which also returns to the basic notion of approach and
avoidance in the course of its theoretical differentiation. Mastery approach goal
orientation refers to a focus on personal skill development and individual
improvement. In contrast, performance-approach goal orientation refers to a
focus on social comparison and performing better than others, whereas
performance-avoidance goal orientation refers to a focus on avoiding the dem-
onstration of lack of competence compared to others. The findings of Dweck and
colleagues were highly relevant for practical (motivational) questions in various
contexts and finally transformed into the so-called mindset theory. Mindset theory
attributes people’s motivation to learn and develop to their beliefs about the fixed
or alternatively mutable nature of their basic qualities, like their intelligence. In
these terms, a growth mindset primarily centers on the belief that everyone can
increase their abilities given the appropriate effort and guidance. On the other
hand, in a fixed mindset, people believe that their intellectual abilities are static
givens that cannot be changed in any meaningful way. This has important
implications for goal setting in achievement situations: People who are convinced
that their intellectual abilities are fixed, their overriding goal can only be to
demonstrate them (performance approach goal) or to hide respective deficits
(performance avoidance goal). On the other hand, if they believe in the possibility
of change, they will be eager to mastery goals and individual development
despite obstacles and failure experiences (Tulis & Ainley, 2011), and they show
more adaptive action-related responses to setbacks (Tulis, Steuer & Dresel,
2017).

Finally, setting “good” goals requires the assessment of how feasible or
realistic a goal is. The process of systematically comparing and contrasting
positive and negative aspects of an impending future (i.e., thinking about the
positive consequences of achieving a specific goal alternating with thoughts
about the obstacles that need to be overcome on the way to that goal) is known
as mental contrasting (Oettingen, 2012; Oettingen & Reininger, 2016). The
technique of mental contrasting promotes commitment to attractive and attainable
goals. It allows people to drop goals that appear unrealistic and instead commit to
realistic goals, which is the precondition for successful goal striving.

More recent research has started investigating motivation at the team level.
This field of research is highly relevant because many important goals require
acting together. However, the team level also adds considerable complexity. For
instance, individual and team goals can be at odds. A mature literature on goal
setting in teams (review by Nahrgang et al., 2013) speaks to these processes.

The Pre-actional and Actional Phases: Theories About Goal Striving
The Rubicon model assumes that people do not blindly embark on attaining their

newly set goals; instead, they first prepare for action. In this regard, Gollwitzer
(1993) proposed supplementing a set goal intention (goal) with an if-then plan or
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implementation intention. While goal intentions specify a desired end state, imple-
mentation intentions specify when, where, and how to act, ideally in an “If Situation
S occurs, then 1 will perform goal-directed Response R!” format (reviews by
Bieleke, Keller & Gollwitzer, 2020; Gollwitzer, 1999; Gollwitzer & Sheeran,
2006). A host of research in a range of areas demonstrates that implementation
intentions promote goal attainment (meta-analysis by Gollwitzer & Sheeran, 2006;
for a meta-analysis of meta-analyses see: Keller, Gollwitzer & Sheeran, 2020). A
younger and growing literature analyses how teams can support their goals with
“We-if-then” plans (see below) or collective implementation intentions (reviews by
Thiirmer, Wieber & Gollwitzer, 2020b, 2021).

Once people have set a plan and start to act, they need to control the direction
of their actions as well as the velocity of their progress towards their goal. One
goal-striving approach that can explain both processes is the cybernetic control
model (Carver & Scheier, 1990, 2009, 2017; Powers, 1973). The model explains
goal-directed action through the function of a set of feedback loops. One loop
monitors the discrepancy between a current state (where I am) and a reference
value (goal; where I want to be). Discrepancies between the reference and the
current state elicit actions designed to minimize the discrepancy and move closer
towards the goal (i.e., direction). Carver and Scheier (1990, 1998) further argued
that another loop monitors the rate of discrepancy reduction towards the goal
(i.e., velocity).

Rather than action, the output function of the second loop is assumed to be
affective in nature: Negative affect occurs when progress is slower than the
expected or needed reference value; positive affect occurs when progress is faster
than expected, needed, or desired (for greater detail see Carver & Scheier, 1998).
The authors assume that negative affect leads to increased effort (pushing); posi-
tive affect leads to reduced effort (coasting). The pushing hypothesis is quite
intuitive and has received ample empirical support (e.g., Schmidt & DeShon,
2007). In contrast, coasting and shifting have only been demonstrated in a small
number of studies and represent an emerging field of research (Fulford, Johnson,
Llabre & Carver, 2010; Thiirmer, Scheier & Carver, 2020a). Other applied research
has observed that both negative-activating and positive-activating emotion states
(for this distinction see Barrett, 2006) during challenging tasks were positively
associated with persistent engagement in learning and achievement settings (Tulis
& Fulmer, 2013). Emotions have finally been studied along with the belief of self-
efficacy (as described in social cognitive theory, Bandura, 1986) which has con-
sistently been shown to be positively related to motivation (e.g., Schunk &
DiBenedetto, 2020).

The Post-actional Phase: Evaluation of Goal Realization
Finally, the achieved outcomes of the goal-directed behavior are evaluated by

looking backward (i.e., people question the success of their goal-directed behavior)
and forward (i.e., seeking what still needs to be done to achieve the desired outcomes
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implied by one’s goal). Furthermore, post-actional evaluations affect future
pre-decisional deliberations — for instance, the estimation of expected values should
become more accurate — goal intention and planning. Intra- and interpersonal
attributions after an event regulate cognitions and emotions, which determine moti-
vation and predict future behavior (Weiner, 2018). Attribution theory research has
expanded in scope over the past two decades (Graham, 2020). Research not only
increased its emphasis on emotions (Pekrun & Linnenbrink-Garcia, 2012), func-
tional as well as dysfunctional strategies to alter attributions (e.g., self-handicapping,
review by Tordk, Szabé & Toth, 2018), or on attributional retraining (review by
Perry & Hamm, 2017) but there has also been an increase in research on attributional
(feedback) processes in stigmatized groups and ethnic minorities (e.g., Graham,
2016; Harber, 1998).

Table 1 summarizes the concepts and theories that should be addressed in the
teaching of Motivation Science.

Table 1 Overview of the proposed curriculum for teaching Motivation Science based on the
Rubicon model of action phases

Theories Basics and
about fundamentals | Relevant current concepts Deepening and addenda
... goal * Drives and « Achievement, affiliation, « PSl-theory
setting needs and power motives * Goal setting in teams
* Approach * Regulatory focus
versus * Self-determination theory
avoidance « Goal orientations, mindset
* Intrinsic theory
versus * SM.AR.T. goals
extrinsic * Mental contrasting
motivation
Expectancies
and values
* Intentions
... goal * Volition « Implementation intentions | « PSI-theory
striving * Self- * Action regulation * Activating and deactivating
regulation  Cybernetic control model | emotional states (e.g., Tulis &
* Intention- Fulmer, 2013)
behavior gap * Motivation regulation
* Self- strategies (e.g., Wolters, 2003)
efficacy * Co-regulation and socially
shared monitoring (e.g.,
Hadwin, Jarveld & Miller,
2018)
* Collective implementation
intentions (e.g., Thiirmer et al.,
2020b, 2021)
. Attribution Determinants and * Emotions (e.g., Reeve, 2018)
evaluation theory consequences of « Attributional feedback and
of goal attributions on goal- retraining (e.g., “positive
realization directed behavior feedback bias” Harber, 1998)
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Approaches and Strategies for Teaching, Learning,
and Assessment in Motivation Science

Motivation Science covers the complex interaction between personal traits and
states, and environmental factors. Human motivation can best be described,
explained, predicted, or modified if it is viewed or treated from different perspec-
tives. The Rubicon model may serve as a framework for the integration of various
theoretical directions and approaches from a behaviorist, cognitivist, and systemic
point of view. Based on such different paradigms of psychological research (for an
introductory textbook following this approach see: Glassman & Hadad, 2009),
developments in Motivation Science are thus vividly conveyed and compared in a
didactically reduced way.

Generally, fostering student motivation is an important issue for teaching Moti-
vation Science as for any other subject. Undergraduate psychology students’ moti-
vation to study the subject of motivation will affect the way they learn it. Derived
from the key theories and relevant determinants for motivation that were described in
this chapter, teaching Motivation Science itself should also utilize the various
evidence-based strategies and practices to trigger, maintain, and enhance students’
motivation. For example, according to self-determination theory, students feel com-
petent within a course when they are able to track their progress in developing skills
or an understanding of course material (Deci & Ryan, 2000). Therefore, higher
education teachers should set and communicate high but achievable (and specific!)
learning goals (Locke & Latham, 2013), signal confidence in students’ abilities to
meet these high expectations, include multiple low-stakes assessments with (peer)
feedback, and provide a safe environment for students to fail and then learn from
their mistakes (Steuer & Dresel, 2015). When students know what is expected of
them, and have clearly defined goals, they are more likely to experience high
expectancy (Pajares, 1996), likewise when difficulty of course material matches
students’ skill levels (for an overview see Eccles & Wigfield, 2002). Providing
students with options to choose — within a structure — supports students’ autonomy,
and social relatedness is fostered when students feel a sense of belonging in the
course. To facilitate a sense of community, students could be paired into stable or
altering working groups to work on specific tasks together and experience
co-regulation of learning motivation. Referring to the personal relevance and use-
fulness of the content mentioned at the beginning of this chapter, simple interven-
tions — like as a short writing task, for example — help students to connect what they
are learning to their personal lives and/or the real world, increasing the likelihood
that they experience high value (Hulleman, Godes, Hendricks & Harackiewicz,
2010).

Academic motivation as a goal-directed process is closely related to self-
regulation competencies (cf. Schunk, Meece & Pintrich, 2014). Further important
for goal striving are both a high level of goal commitment (resulting effort, and the
time and energy spent on goal attainment even in the face of difficulties) and
feasible realization conditions. Course design should provide opportunities for
students to set individual learning goals for each chapter/topic, and self-evaluation
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whether these goals are realistic, specific, and challenging. Students could be
prompted to reflect and compare their study habits and personal motives, and
they could be encouraged to try out specific interventions, such as implementation
intentions (Gollwitzer, 1999) and mental contrasting (Oettingen, 2012) for study-
ing and exam preparation, which is conveniently available in the free-to-use
WOOP app.

In line with the idea of goal orientation theory (Dweck, 1986), teachers can
establish mastery goal structures in terms of prevailing practices that make mastery
(instead of performance) goals salient. An emphasis on individual improvement
instead of being better than others and task-mastery by valuing effort and providing
individualized learning environments with appropriate challenging tasks for each
student makes a mastery goal structure salient (for an overview see Ames, 1992). In
contrast, course characteristics and practices that emphasize competition, extrinsic
motivation, and overtly social comparison of students’ performance outcomes are
likely to foster a performance goal structure (e.g., Kaplan, Middleton, Urdan &
Midgley, 2002). According to the importance of person-environment fit, the con-
gruence between personal goals and goal structures may particularly enhance moti-
vation (Murayama & Elliot, 2009). Hence, again, providing different options for
students to work and perform is important.

Challenges and Lessons Learned

Studying Motivation Science not only provides an opportunity to gain theoretical
understanding but useful practical know-how. In fact, students can immediately
experience the application and usefulness of the learned content during class.
Students’ initial interest in the topic is usually high, too. However, the high relevance
to everyday life and students’ various personal experiences and naive theories about
human motivation may impede the acquisition, or rather the reconstruction, of
(psychological) knowledge in Motivation Science classes. Students do not simply
exchange their lay conceptions for scientific concepts but rather supplement, differ-
entiate or refine their intuitions with (personally valued!) evidence-based knowl-
edge. Therefore, it is relevant to systematically identify students’ pre-conceptions in
order to subsequently question them critically together and supplement them by a
more differentiated, theory-based view that can be applied in everyday life (for a
more comprehensive description of this conceptual change-based approach see:
Tulis, 2021).

With this in mind, we suggest starting each topic with actual cases and real-word
scenarios around motivational issues, where students can contribute their
experience-based explanations and solution attempts, then providing the relevant
theory, and finally placing it in the Rubicon model that is referred to throughout the
course. In this way, integration of knowledge takes place in a spiral structure and
successive expansion of the fundamentals, illustrated in the framework of action
phases. Allowing students to contribute their intuitive ideas to explain motivational
issues, finally followed by the application of theory on common situations also
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fosters increased mastery in evidence-based problem solving and feelings of
competence.

Teaching, Learning, and Assessment Resources

We so far have discussed our view of a curriculum for teaching Motivation Science.
But how can we translate this content into practice? We believe that one can derive
the following concrete advice from our discussion for teaching Motivation Science:

1. People often use the term motivation and related termini (e.g., a person’s motive to
act) in various everyday situations when referring to ambition, enthusiasm,
perseverance, or willingness to perform. Teachers and learners sometimes do
not understand each other because they think in different contexts, “speak a
different language.” For teaching the subject of Motivation Science it is important
to listen and investigate the ideas behind what learners say and think about
motivation. Learners do not simply exchange their everyday experiences and
naive concepts for scientific knowledge. Therefore, learning can (and from our
point of view it should) only be done with them.

2. The significance of research findings and theories may be even more apparent to
students when naive assumptions are obviously insufficient to predict or explain
motivational issues. Therefore, ask students to make predictions on specific
situations and behavior. Students will differ in their explanations and consider-
ations. Being confronted with different perspectives as well as evidence that may
contradict one’s beliefs and expectations encourages seeking knowledge that
accounts for the respective behavior.

3. When selecting and preparing learning material, focus on the practical use and
applicability of knowledge, thinking, and action in everyday life and in
solving individual, social, and societal problems. Consider where the chosen
example and its underlying motivational mechanisms would be located in our
proposed framework, the Rubicon model, to ensure the necessary theoretical
reference.

4. Theory on human motivation is concerned with goal-directed behavior in terms of
people’s needs, motives, and orientations, and ranging from intention formation
and goal setting to persistence, intensity of goal striving, and goal attainment.
Motivation Science considers a complex interaction of affective, cognitive, and
physiological processes as well as characteristics of the environment. Ensure your
students’ understanding of the fundamental principles of approach and avoidance
and person-environment interaction before you gradually introduce specific moti-
vation theories. Use the proposed framework to illustrate their relation to each
other.

5. Our thinking first and foremost is for our doing. Even more than other courses, a
course on Motivation Science should heed this advice. The field offers a host of
good studies to discuss as well as applied fields that students can devise evidence-
based interventions for.
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Recommended further reading references and online resources about teaching,
learning, and assessment of Motivation Science (for complete citation of books see
list of references):

* Gendolla and Wright (2016) provide an excellent review of the development of
the field in the Editorial of the Journal Motivation Science.

+ Brandstitter, Schiiler, Puca, and Lozo (2018) have published a nicely structured
introductory book on motivation and emotion with an excellent discussion of the
historical background (that focuses on the essentials) as well as goal setting and
goal striving, in German.

* Motivation and action edited by Heinz Heckhausen and his daughter Jutta
Heckhausen (2018) is another introductory book on motivation with a more
detailed presentation of the historical roots and traditional motivation concepts
(e.g., motives) as well as motivation theory development. This book also includes
a chapter on PSI theory and another on the Rubicon model of action phases.

* The book Understanding Motivation and Emotion (Reeve, 2018) highlights the
connection between motivation and emotions. In the introduction, it provides a
comprehensible overview of the unifying themes of motivation and emotion,
followed by four parts that address (a) needs and motives, (b) cognitions (goal
setting and goal striving, mindsets, beliefs, and values), (c) emotions (very
recommendable synopsis!), and (d) the application of motivation theory with a
focus on growth mindsets/positive psychology, unconscious motivation (i.e.,
psychodynamic perspective) and interventions.

* Within the field of developmental and educational psychology, Eccles and
Wigfield (2002) provide a paper in Annual Review of Psychology that allows
for a deeper examination of expectancy-value theory (inclusive Heckhausen’s
differentiation), and related motivational constructs such as flow, interest, self-
efficacy, attribution theory, and self-determination theory.

*  We strongly recommend the recently published Special Issue in Contemporary
Educational Psychology on “Prominent Motivation Theories: The Past, Present,
and Future” edited by Allan Wigfield and Alison Koenka (2020). Particularly
interesting is a comparison with the Special Issue on “A motivated exploration of
motivation terminology” published two decades ago (Murphy & Alexander,
2000).

» For motivating students during the course in general: Hulleman and colleagues
(2016) summarize various research-based sources that positively impact students’
expectancy beliefs, perceptions of task value, and perceptions of cost.

* Another perspective takes the book “Emotion, Motivation, and Self-regulation: A
Handbook for Teachers” edited by Hall and Goetz (2013). It links research
findings from Motivation Science as well as emotion and self-regulated learning
research for students and teachers alike.

* For a further examination of PSI theory we recommend a book (in German)
written by Julius Kuhl himself (2001), or a well understandable recent summary
in English by Kuhl, Quirin, and Koole (2020). PSI-theory is also addressed in the
most recent volume of the series “Advances in Motivation Science” (Vol. 8, 2021,
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edited by Andrew Elliot). Advances in Motivation Science provide an overview
of key research programs conducted by highly respected scholars working in
this area.

Online resources:

* The Society for the Science of Motivation (interdisciplinary academic society
with most up-to-date information on the field), https://www.scienceofmotivation.
org/

* WOOP (Practical online tool and mobile app for generating one’s own plan,
based on MCII), https://woopmylife.org/
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Throughout our courses, we also focus extensively on the practical applications to
cognitive theory. Furthermore, we emphasize the importance of research design
and data analyses and discuss how we guide our students in the practice of using
theory to arrive at specific numerical predictions. In addition, we discuss our
major learning objectives that we hope our students achieve in completing our
courses and highlight ways that we assess student work toward these objectives.
We also share some of the best practices for teaching cognition that we have
developed ourselves and ones that we acquired from others. In particular, we
discuss our style of teaching the course as well as examples of in-class activities
and demonstrations. Finally, we share a list of resources that interested readers
can review to help in the design of their courses on cognition, or in any courses, in
general. This overview can serve as both a good starting point for beginning
instructors and a useful resource for more experienced instructors.

Keywords

Research methods - Mental processes - Learning objectives - Cognitive domains -
Mental processing theories - Cognitive theory applications

Introduction
Major Themes

Cognitive psychology is the scientific study of cognitive processes associated with
perception, memory, attention, language, problem-solving, decision-making, and
more. Cognitive psychology is part of a broader framework known as cognitive
science. Cognitive science is an interdisciplinary field that encompasses cognitive
psychology, cognitive neuroscience, psycholinguistics, artificial intelligence, and the
applications of each in real-world settings. We advocate a cognitive science
approach to teaching cognitive psychology because we believe that one’s overall
understanding of the field benefits from a diversity of perspectives. More specifi-
cally, we believe that one’s understanding of cognition is enlightened by knowledge
of how the brain works (i.e., cognitive neuropsychology and cognitive neurosci-
ence), through simulation models (i.e., connectionism, artificial intelligence), and by
the knowledge of the structure of language and understanding how real-world
context can influence mental processes.

Historical Influences

Being a subdiscipline of psychology, cognitive psychology has a common history
with psychology in general but gained independent status during the “cognitive
revolution” that occurred around 1960. One can trace the antecedents of cognitive
psychology to the Greek philosophers Plato and Aristotle who wrote about the



8 Topics, Methods, and Research-Based Strategies for Teaching Cognition 179

structure of knowledge and thought processes. In addition, cognitive psychology
was influenced by work on human physiology and neurology. For example, Broca,
Wernicke, and others’ associated left hemisphere structures with language, and these
discoveries have influenced how we study language in terms of both semantics
(meaning) and syntax (grammar, etc.; Goodglass & Kaplan, 1972). In addition, von
Helmbholtz’s first reaction time (RT) experiments introduced a method, whereby RT
could be used to delineate a process (see, e.g., Donders, 1868-69/1969; Sternberg,
1969). Later, Sternberg’s additive factor logic provided a framework to interpret
patterns of RT data. In short, Sternberg proposed that if two factors influence the
same processing stage, then the two factors will produce an interaction on RT.
Otherwise, they will produce additive (i.e., independent) effects. Within this tradi-
tion, cognitive psychologists have developed a reputation for executing well-con-
ceived experimental designs to examine cognition via behavior. Of course, other
accuracy measures (e.g., number or proportion correct) have been used to infer the
nature of cognitive processes as well.

In addition, cognitive theory has been strongly influenced by cognitive neuro-
psychology (i.e., examining cognition via brain damage). Cognitive neuropsychol-
ogy can be thought of as a branch of cognitive neuroscience that examines the
relationship between cognition and the brain. The advancement of neuroscientific
methods (e.g., functional magnetic resonance imaging, fMRI) has helped fuel the
increasing interest in cognitive neuroscience. While cognitive neuropsychology’s
influence on cognitive psychology is clear, the value of neuroimaging to elucidate
cognitive processes has been more controversial (see Coltheart, 2013). In contrast,
some neuroscientists believe that we will replace descriptions of cognitive processes
with biological and neurological descriptions.

We espouse the middle ground; cognitive psychology and cognitive neuroscience
are complementary approaches to studying cognition. Cognitive psychologists will
need to continue evaluating the degree to which our understanding of cognition can
be enhanced via the understanding of the brain. But, at the very least, knowledge of
the relationship between the brain and cognition provides a more comprehensive
understanding of the cognitive system. In addition, a cognitive science approach to
cognitive psychology practically requires a detailed examination of cognitive
neuroscience.

Current Trends

In addition to the influence of cognitive neuroscience on cognitive psychology, there
are three additional current trends that are worthy of mention. First, connectionism,
or the application of computer programs to simulate cognitive processes, has been
very influential. In fact, the seminal book on parallel distributed processing (PDP,
Rumelhart & McClelland, 1986) has been cited no less than 23,000 times according
to Google Scholar. Simulating cognitive processes allows for a better understanding
of a process because the theory, as simulated, forces the theoretician to be precise and
unambiguous. In addition, one of the most important debates within cognitive
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psychology concerns whether symbolic or non/sub-symbolic models better capture
and help explain the nature of cognition (see, e.g., McClelland et al., 2010).
Specifically, traditional symbolic models (e.g., Pinker, 1999) operate using explicit
rules and representations, whereas non-/subsymbolic approaches (e.g., Joanisse &
Seidenberg, 1999) propose that these “rules” and “representations” emerge from
fundamental processing systems that consist of simple processing units that learn
associations between inputs and outputs based on an individual’s experiences.
Second, there has been increasing support for an embodied approach to cognition
(e.g., Barsalou, 2008). Embodiment refers to the relationship between cognition
(e.g., conceptual processing) and sensory/perceptual systems (e.g., motor pro-
cessing, visual processing, etc.). For example, it is proposed that our understanding
of a concept (e.g., fo write) requires the recruitment of perceptual processes (e.g.,
sensory and motor networks utilized in writing) associated with that concept. The
evidence to support this theory is abundant and inherently interesting. For example,
one activates motor regions of the brain tied to the tongue when reading lick and foot
areas when reading kick (Hauk, Johnsrude, & Pulvermuller, 2004). Third, there has
been a wide interest in applying cognitive principles to practical situations (e.g.,
Dunlosky, Rawson, Marsh, Nathan, & Willingham, 2013). Cognitive scientists
believe that the better we understand the nature of a cognitive process, the better
we should be at developing strategies to solve problems that involve those processes.
For example, if we truly understand how people recognize printed words, then we
should be better equipped to teach reading. If we understand the processes of human
memory (e.g., encoding, storage, and retrieval), then we should be able to present
information in a way that facilitates memory and understanding in those who are
trying to acquire information (i.e., all of our students). We would argue that students
who complete a course in cognitive psychology are better prepared for future classes
that require memory, language, attention, problem-solving, decision-making, and
more because they have acquired some explicit knowledge into the nature of these
processes. Ultimately, this better understanding can then lead to effective strategies
that capitalize on personal strengths.

Purpose and Rationale of Our Curriculum in Cognition

Taking a course in cognitive psychology should involve much more than acquiring
knowledge about mental concepts. In studying the mind, students will explore
cognitive processes, and they will be able describe these processes. However,
students should also (a) understand basic experimental design, (b) understand
theories and the predictions that can be derived from them, (c) interpret data from
figures and tables, (d) interpret data presented in text-based and statistical notation,
(e) evaluate studies, and (f) draw conclusions. Many textbooks in cognitive psy-
chology do not include a chapter on research methodology, but we think it is
important to include this topic early in the course and emphasize it throughout.
This, in part, is due to the fact that many students take cognitive psychology before
completing the research methods and statistics courses within our department.
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However, knowledge of research methods and analysis is vital to understanding the
classic and contemporary experiments that we discuss in cognition. As an example
of this, many theories in cognition apply additive factors and subtractive logic (both
are explained in detail below). These research designs and the related analyses
require a deep understanding of the principles of statistical main effects and inter-
actions as well as factorial designs. Thus, when we discuss research methods and
statistical procedures in cognitive psychology, we emphasize the theoretical impli-
cations of potential interactions and main effects of experimental factors.

Core Contents and Topics of Cognition

In our classes, we discuss a wide range of topics with our students. We typically
organize the course to cover the following topics across four sections that correspond
to four section exams.

Section 1
A) Introduction and history

B) Methodology
C) General themes

Section 2
D) Neuroscience methods

E) Attention
F) Sensation, perception, and pattern recognition

Section 3
G) Short-term working memory

H) Long-term memory
I) Semantic memory

Section 4
J) Language
K) Decision-making
L) Problem-solving

A number of other topics could also be included in a cognitive psychology
course. Some of these topics are cognitive development, social cognition, applica-
tion of cognitive psychology principles to real-world situations, and the like.

We strongly advocate requiring a cumulative final exam at the end of the course.
The implementation of this aspect of our courses is based on complementary
learning systems (CLS) theory (McClelland, McNaughton, & O’Reilly, 1995).
This theory proposes that two complementary long-term memory systems are
involved in the acquisition and storage of information. Initial acquisition of infor-
mation is fairly rapid and relies on a hippocampal-based system that is subject to
decay; repeated processing of the information leads to gradual and more permanent
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changes in the lateral cortex (e.g., the anterior temporal lobe). Because information
decays relatively quickly from the hippocampal-based system, information about the
course material likely will be lost without repeated practice. Incorporating a cumu-
lative final exam means that students will process information repeatedly which
encourages longer-term storage that is less subject to decay. One study, for example
(Khanna, Badura Brack, & Finken, 2013), found that students who completed a
course with a cumulative exam performed better on a test of the course material than
those who did not even 18 months after the course had been completed.

Theories in Cognition

We emphasize the themes described above in our cognition course because we
consider them to be general principles or patterns in the approach that cognitive
scientists use to study mental processes. We typically also discuss specific mental
processes that are uniquely examined by cognitive psychologists and often highlight
particular studies and researchers who have been pioneers in the field. One example
is the landmark publication alluded to earlier (McClelland et al., 1995) which
thoroughly describes the dual representation of memory in hippocampal regions
and in the neocortex CLS (see, e.g., O’Reilly, Bhattacharyya, Howard, & Ketz,
2014). These authors also describe the process through which memories are initially
represented within the hippocampal regions but then transfer to the neocortex.
Discussing this paper with students highlights many principles of cognition. For
example, it highlights how synaptic connections serve as the bases of learning and
representations of memories. It also substantiates the existence of separate but
related long-term memory systems: the hippocampal system that is responsible for
rapid short-term learning often of an arbitrary nature (e.g., associating names with
faces) and the neocortical system in which learning reflects the gradual accumulation
of knowledge. McClelland et al. (1995) propose that the gradual learning system is
similar to that described by parallel distributed processing (PDP) models, whereas
the learning associated with the hippocampus is not because it establishes associa-
tions much quicker. In addition, the decay of information occurs more quickly from
the hippocampal-based system than the neocortical system. In other words, hippo-
campal-based memories are somewhat more fragile than those associated with the
neocortical system. This example highlights how computational models can serve as
a representation of human mental processing and how these models can be tested by
examining human behavior. Another reason to discuss this type of article is that it
makes more explicit the link between cognitive theory and neuroscience. That is, it
helps students realize that cognitive psychologists are interested in explaining
behavior by examining brain-based processes. Our view is that theories must hold
up to the physiological reality of how thinking works within the brain.

Another major theory that we explore in cognitive psychology is the idea of
relying upon what we know about brain-based incremental learning to explain some
mental phenomena that seem hard to explain. One example is the seemingly innate
ability of children to learn language. For decades, it was commonly assumed that
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much of language — especially grammatical understanding — was innate and initial
representations were not dependent upon experience (Chomsky, 1965). According to
this view, children were born with a deep representation of language, including the
syntactically acceptable structure of sentences. More recent research has used
techniques such as habituation/dishabituation, computational modeling, and the
recording of electrophysiological responses to demonstrate that even before children
are talking, they are learning — really they are extracting — the acceptable structure of
speech and language from conversations they hear. One study (Saffran, Aslin, &
Newport, 1996) demonstrated that 8-month-old infants can hear a novel string of
sounds (e.g., from an unfamiliar language) for 2 min and, based on that brief
exposure, become familiar with that language’s typical speech patterns (also see
Marcus, Vijayan, Bandi Rao, & Vishton, 1996). They can even identify word
boundaries from a subsequent stream of speech, again, based on the initial 2 min
of exposure. This suggests that pre-verbal infants are learning linguistic constraints
from mere exposure and that this learning is so quick and impressive that it can
appear innate.

The previous example highlights another recurring point covered in our courses
in cognition. Many times, mental processes that underlie behavior are more compli-
cated than initially expected. In the case of language learning just described,
carefully designed experiments can reveal and explain subtle processes that allow
fast — seemingly innate —language acquisition. Similarly, it seems sensible that
children learn to read by learning typical phonics rules. However, experiments
have shown that experienced readers use at least two routes to reading aloud. Exactly
how one defines these routes depends on theoretical perspectives. More symbolic
approaches (e.g., Coltheart, Rastle, Perry, Langdon, & Ziegler, 2001) posit a lexical
(i.e., a known word-based) and a sublexical orthographic-to-phonological conver-
sion route. In contrast, PDP models (Seidenberg & McClelland, 1989) propose a
triangle framework consisting of distributed representations for orthography, pho-
nology, and semantics. In this model, the reader may generate a phonological output
directly from orthography, or a phonological code is generated indirectly via orthog-
raphy-to-semantics-to-phonology. Evidence for these distinct processing pathways
can be found in individuals with acquired dyslexia that specifically impacts one route
but leaves the other intact. For example, surface dyslexia impacts the lexical/
semantic route — thus, readers will have trouble with words that do not follow typical
phonics rules (e.g., words such as pint, or were in which the ending sounds, int, and
ere are not pronounced according to the phonics rules that accurately predict the
pronunciations of mint and here ). On the other hand, phonological dyslexia impacts
the sublexical or orthographic-to-phonological route that decodes unfamiliar words.
Thus, a person with phonological dyslexia will be able to read words via the lexicon
or via the orthographic-to-phonological-to-semantic route but will struggle with
unfamiliar words. Evidence for the use of multiple routes for reading has also been
supported by carefully designed experiments with typical readers (e.g., Zevin &
Balota, 2000). The use of multiple methods or routes to complete a task is found in
many areas of cognition beyond reading aloud, including decision-making, attention
allocation, and memory representation.
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Of course, one of the most widely explored and discussed topics in cognition is
the processing and representation of material in memory. We spend one-third to one-
half of our cognition course discussing theories and studies of memory. We discuss
the multiple divisions of memory — sensory memory, short-term working memory,
and long-term memory and the many subdivisions of each. We also discuss ways to
test memory experimentally. In addition, we explore many theories of memory and
highlight the ways that knowledge of these theories can help students enhance their
learning and their performance on tests and other assessments. For example, we
discuss levels of processing theory (LOP; Craik & Lockhart, 1972). In LOP theory,
memory will be better when attention is focused on meaningful information (e.g.,
semantic information) during study than when attention is focused on superficial
information (e.g., orthographic information). We help our students link this theory to
the familiar phenomenon in which they study for an exam by repeatedly reading or
recopying their notes. We ask them to compare their exam performance after using
those relatively low levels of processing with how they perform when they think
about course material in a more meaningful way. For example, we ask them to create
visual representations of what we have discussed in class (e.g., create a tree
representing the divisions and processes involved in memory). Or, we ask them to
create their own quizzes based on the material that we have discussed. We also
encourage students to quiz each other using their self-generated quizzes to enjoy the
benefits of test-enhanced learning along with the deeper, semantic processing.

We encourage students to modify their study strategies based on transfer-appro-
priate processing theory (Morris, Bransford, & Franks, 1977). According to this
theory, performance on a test will benefit to the extent that processes utilized during
acquisition are the ones required during testing. For example, we invite students to
consider the potential testing formats that they may encounter (e.g., multiple choice,
essay, oral exam, etc.) and to modify their study approaches to mimic those testing
formats. If they can mimic the testing situation during study, those experiential
properties may transfer to their testing experience.

Related to this overlap of study and testing processes is the increasingly influen-
tial theory of embodied or grounded cognition (Barsalou, 2008). According to this
theory, our cognition (e.g., semantic memory) is grounded in sensory and perceptual
processes. For example, when processing concepts related to hand-action words
(e.g., writing, throwing, etc.), motor areas related to these processes are hypothesized
to become active. In addition, there is increasing evidence that our knowledge of
semantic relations between concepts (e.g., attic-basement) includes spatial relation-
ships that are associated with the right hemisphere (see, Zwaan & Yaxley, 2003),
perceptions related to color (Connell & Lynott, 2009), and more. The hub-and-spoke
model (e.g., Patterson & Lambon Ralph, 2015) provides a precise account of how
modal and amodal systems may interact in semantic memory. We discuss these
theories in our classes not only to review key and influential theories but also to
highlight for our students how these theories can influence their study and practice.
One take-home message about embodied cognition is that the semantic knowledge
that we acquire is represented in multiple modes, and we can take advantage of all of
those modes when studying to enhance our representation of that semantic
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knowledge. For example, in studying French, a student can focus on the meaning of
new words, on their pronunciations, and on the way they would interact with the
referents of the word. When thinking about petit dejeuner, one might think not only
about its orthographic and phonological representation but also about the smell of a
fresh baguette and butter or jam. Similarly, students can anticipate their testing
context and format (e.g., an oral exam in French) and try to emphasize those aspects
of the material during study (e.g., focus on the phonology and articulation rather than
the orthography) to enhance the connection of that context to embodied representa-
tions of the knowledge they are acquiring.

Research Paradigms Used in Cognitive Research

Human Mental Chronometry

As already mentioned, we integrate the discussion of research methods within the
coverage of the core contents and themes in our cognition courses because we
believe that doing so encourages our students’ analytical thinking. So when we
discuss attention, memory, language processing, and other topics, we also discuss
the ways in which researchers conduct experiments on them. We describe how
experimental findings drive the development of theories in cognition. In particular,
we emphasize how studies that rely on reaction time and accuracy measures can be
used to reveal relationships among mental processes. In particular, we discuss the
overarching principle of human mental chronometry and the subtraction and additive
factor methods of Donders and Sternberg, respectively (described, above; see
Donders, 1868-69/1969; Sternberg, 1969). We discuss how examining patterns of
reaction times across various experimental conditions can reveal how mental pro-
cesses relate to one another.

We also highlight some of the common experimental tasks that cognitive scien-
tists use. For example, much cognitive research focuses on word processing. Thus,
we discuss the reading aloud task, the lexical decision task (i.e., indicating if a given
letter string is a word or a nonword), recognition memory, free recall, and more.
Within our discussion of semantic memory and the lexicon, we discuss semantic
priming in which one observes facilitated reading aloud reaction times for words
(e.g., nurse) preceded by words related in meaning (e.g., doctor). We explain how
finding facilitation for the target word is more than a simple result; it informs us
about how the concepts of the prime and target may be represented in memory. For
example, mediated priming — in which the prime (e.g., /ion) and target (e.g., stripes)
are related only via a mediator (e.g., tiger) — can be explained and understood in
terms of a spreading activation model (e.g., Collins & Loftus, 1975). That is,
activation spreads in a semantic network from the mental representation associated
with the prime to the mediator and finally to the target.

The Influences of Neuropsychological Research
After presenting a broad overview of historical studies that laid the foundation for
modern cognitive psychology, we jump into a discussion of how to examine
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individuals with brain damage to help elucidate cognitive theory. We do this because
of the rich and long-lasting traditions that link cognitive psychology and cognitive
neuropsychology. Along this vein, we emphasize the principles of association,
dissociation, and double dissociation as ways to determine the relative independence
of two or more cognitive processes. Furthermore, we highlight how the transcranial
magnetic stimulation (TMS) technique, which is used to create temporary “virtual”
lesions, represents an important breakthrough in cognitive neuropsychology. We
believe TMS to be a powerful approach because it allows for the disruption of
processes associated with precise brain areas at specific times during the course of
completing a within-subjects design with relatively large sample sizes (see, e.g.,
Woollams, Madrid, & Lambon Ralph, 2017). We also discuss how the emphasis of
relating structure to function has shifted to using methods in cognitive neuroscience
that do not require examining people who have incurred brain damage but instead
rely on typical functioning. In particular, we discuss the techniques used in cognitive
neuroscience ranging from single-cell electrode recordings to event-related poten-
tials (ERPs), magnetoencephalography (MEG), and functional magnetic resonance
imaging (fMRI). We compare and contrast these methods and discuss how research
questions and environmental constraints often dictate the most appropriate research
methods.

Techniques in Memory Research

Within our section on memory, we discuss the variety of tests that have been
developed to query explicit and implicit memory as well as short-term/working
memory and long-term memory. These methods are sometimes surprisingly simple.
For example, a common method for testing explicit memory is a simple list-learning
free recall paradigm in which participants study a list of 12-20 unrelated words
presented on a computer monitor, one at a time, and then recall as many of those
words as possible in any order. Characteristics of the words can be predictive of
recall. For example, even a very slight variation in how the words are presented (e.g.,
a change in font for some items) may result in different patterns of recall. We also
discuss how memory for lists of words can be tested using basic free recall (as
described above), serial recall (i.e., recalling the words in the order of presentation),
and/or a recognition memory test where subjects study a list of words and are later
tested with a list that contains the studied words and an equal number of unstudied
words for which subjects make “old” (i.e., studied) and new (i.e., unstudied)
decisions. Students find it particularly easy to understand the relative ease of
recognizing something that they have seen before as compared to recalling the
same thing because it links up to the difference between multiple-choice and essay
test items. Of course, we relate all this material back to the neuropsychological and
neuroscientific evidence showing that these two types of memory processes (recog-
nition and recall) are dissociable based on behavioral and neuroimaging studies.

Using Cognitive Neuroscience to Inform Cognitive Theory
In fact, over the years, we have dedicated more and more time to discussing the links
between cognitive psychology and cognitive neuroscience. Each of us also teaches a
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separate course on cognitive neuroscience, in which a thorough discussion of
neuroscience techniques is more appropriate. However, we do present the basic
principles of cognitive neuroscience in our cognitive psychology courses as a natural
extension of our discussion of neuropsychology. This is because some aspects of
cognitive psychology are influenced by neuroimaging techniques. For example,
positron emission tomography (PET) and functional magnetic resonance imaging
(fMRI) have long been used to test the neurological validity of many of the mental
process models first introduced in cognitive psychology. A nice illustration comes
from a study by Smith and Jonides (1999) in which they used PET to demonstrate
the separate representations of verbal and spatial working memory and a task
domain-independent area serving as central executive. They were able to provide
support for a model of working memory that had been introduced 25 years earlier
(Baddeley & Hitch, 1974).

In discussing the techniques of cognitive neuroscience, we also highlight the
distinctions among various neuroimaging techniques, especially those pertaining to
each technique’s spatial and temporal resolution. In addition, we discuss how the
scientific question at hand can determine which technique is most appropriate. For
example, many psycholinguistic researchers favor techniques with high levels of
temporal resolution for studies of speech perception and processing. Thus, event-
related potentials (ERPs) and magnetoencephalography (MEG) are better choices
than PET and fMRI. When studying speech perception and comprehension pro-
cesses that are ongoing and changing at a millisecond pace as a person interprets the
speech they hear, it may be better to use PET and fMRI techniques because they
allow millisecond-level resolution.

Using Big Databases to Explore Empirical and Theoretical Questions

To best serve our students, it is important to keep up to date with the current trends
and paradigm shifts in cognitive science, including the collection and use of “big
data.” Of course, this “new” approach is not entirely new. For example, the child data
language exchange system (CHILDES) that now serves as a repository for massive
amounts of language data across 26 different languages was established in the early
1980s (e.g., MacWhinney & Snow, 1985). CHILDES allows researchers to access
large samples of language interactions.

A more recent version of big data comes from the megastudy paradigm (see
Keuleers & Balota, 2015). Megastudies involve the collection of performance
measures for a large number of stimuli. For example, the English Lexicon Project
(ELP) involved the collection of reaction time and accuracy measures for over
40,000 English words in reading aloud and lexical decision across 6 different
universities. These data have served as the primary evidence in many different
studies (e.g., Yap & Balota, 2009) and have motivated similar lexicon projects in
many other languages. The megastudy paradigm has been extended to semantic
priming (Hutchison et al., 2013), recognition memory (Cortese, Khanna, & Hacker,
2010), and more. Conducting megastudies offers many advantages over the tradi-
tional factorial design (see Balota, Yap, Hutchison, & Cortese, 2012, for a thorough
description of these issues). For one thing, due to the sheer number of stimuli, the
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megastudy offers a statistically powerful way to examine relationships among vari-
ables. Also, the data obtained from megastudies are usually easily accessible to
researchers who wish to test novel hypotheses. In one study (Adelman & Estes,
2013), researchers were interested in how valence (i.e., positivity or negativity of a
stimulus referent) and arousal (i.e., how boring or exciting a stimulus is) are related
to recognition memory. They accessed previously published recognition memory
data from Cortese et al., (2010) and then, using multiple regression, they entered
valence and arousal values in the final step of the analyses, after controlling for the
variables analyzed by Cortese et al. (2010). Interestingly, they found that as valence
got increasingly positive or negative, recognition memory improved, whereas
arousal was unrelated to memory. Later, we discuss how students can use megastudy
data to test certain hypotheses in undergraduate cognitive psychology courses and
laboratory classes.

Another major emphasis of our courses is a discussion of how a researcher can
combine a series of methods and techniques to help explore scientific questions. By
discussing the many methods that we use in cognition and relating them to cognitive
neuropsychology and cognitive neuroscience, we hope that it becomes very obvious
to students that continued technological development and interdisciplinary work will
only further and deepen our understanding of cognition. Perhaps the most important
application of this principle is seen in the design of experiments in cognitive
neuroscience. The best-designed studies using neuroimaging are ones that use the
well-planned and controlled designs of experiments in cognitive psychology.

Teaching, Learning, and Assessment in Cognition: Approaches
and Strategies

One of the nicest things about teaching a course in cognition is that students can
apply much of what we are discussing to their own learning. After all, the focus of
the course is on mental processes such as attention and memory. It is easy for
students to become interested in these processes because part of their academic
success depends on maximizing their attention and memory capabilities. To enhance
the students’ level of interest, we both use what we think of as dynamic lectures and
active lectures. That is, in addition to presenting material via traditional lectures
illustrated by PowerPoint slides, we include many opportunities for active discus-
sions and ask students to think of how topics in cognition are related to their own
lives. For example, relatively early in the course, we discuss perception and the fact
that it is a subjective experience. We ask students to think of examples from their
own lives in which they have had a perception that was different from that of another
person. Students typically come up with examples ranging from things that they
have heard and interpreted differently than their friends (e.g., the sounds of an AC
unit may be calming to one and menacing to another) to examples of visual stimuli
that they have interpreted differently (e.g., seeing a color as blue vs. green).
Throughout the course, we ask students to apply our discussions to their lives and
to share these examples with their classmates. Sometimes we ask students to do this
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individually, and sometimes we ask them to use the “think-pair-share” technique in
which they generate examples of their own, pair up with a classmate to compare their
examples, and then share their combined examples with the rest of the class. As
teachers, we find it pleasant and satisfying to hear students engaging in lively
discussions of examples from real-life-related to course topics. Students are often
surprised when they realize how much of their everyday lives relate to principles in
cognition.

Another example of the practical value of cognition research for students’ lives
comes when we discuss retrieval practice and test-enhanced learning (e.g., Agarwal,
Bain, & Chamberlain, 2012; McDaniel, Agarwal, Huelser, McDermott, & Roediger,
2011). There has been a recent surge in research in the practical applications of
retrieval practice (i.e., repeatedly recalling previously learned information) to
increase the likelihood of remembering the information on a future assessment.
One form of retrieval practice is simply taking a test or quiz on a set of material.
Doing so can enhance the durability of memory for that material, leading to better
performance on subsequent assessments — including graded exams. Thus, in our
classes, we discuss how students can use retrieval practice and self-testing to
improve their memory for material in preparation for exams (and hopefully even
after exams). This also helps us to justify our use of various forms of retrieval
practice in our courses (e.g., quizzes, practice problems, research projects, etc.). For
our graded learning assessments, we each use four to five exams throughout the
academic term, each of which covers three to four major topics or chapters of
material.

To further illustrate applications of cognitive science research to student, we
discuss common mnemonic devices and related study strategies. This discussion
can range from how to use acronyms and acrostics (e.g., phrases such as “please
excuse my dear aunt Sally” to help remember the order of mathematical operations)
to how to reorganize notes to encourage retention. Students really seem to perk up
when we are discussing these strategies and the best ways to use them. We discuss
not only how these strategies can help them study for our class and others but also
how using these memory strategies can help them with everyday problem-solving
(e.g., how to remember items on a grocery list).

We also highlight the practical nature of cognitive science by using many in-class
demonstrations of experimental designs used in cognition research. One example is
the Stroop task and the Stroop effect (Stroop, 1935). In this task, participants are
shown a series of words printed in various colors. Participants are asked to ignore the
word meaning and say aloud the color of ink in which the word is printed. The
classic Stroop design includes words that spell color names (e.g., blue) as well as
words unrelated to color (e.g., book). Some of the color words are presented in the
color of ink that is congruent with the word meaning (e.g., blue printed in blue),
whereas other words are presented in an incongruent color (e.g., blue printed in red).
Participants are slower to respond correctly on incongruent trials compared to
congruent trials; response times on neutral trials (e.g., keep printed in black) fall
somewhere in between. We ask students to complete the Stroop task in class, either
by having one student perform the task in front of the other students or in pairs in
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which one student is the participant and the other is the tester who presents a sheet of
Stroop stimuli. When performing this task, students can experience the need to
override their prepotent reading response (i.e., to focus on word meaning) in order
to complete the color-naming task in the incongruent condition, but not in the
congruent condition. This experience serves as the basis for our discussion of how
this task can be used as a measure of attention allocation and inhibition. Moreover,
we discuss how simple reaction time and accuracy measures can help us understand
the nature of the mental processes that are involved in performing the task.

We use many other demonstrations of research topics and common research
paradigms. These include everything from simple free recall tasks (e.g., orally
presenting a list of 12—-15 words and asking students to remember them in any
order), to demonstrations about word processing (e.g., using reading aloud and
lexical decision tasks), to more complicated demonstrations about dichotic listening
and multitasking. A list of research method demonstrations is presented in the
Resources section at the end of the chapter.

Throughout our courses in cognition, we relate research findings from studies of
memory, learning, attention, decision-making, and other realms to the strategies that
teachers and students use to improve learning. Even in early lectures when we are
discussing basic cognitive processes (e.g., auditory working memory), we discuss
how we can use theoretical principles to improve study habits and learning. For
example, we discuss early research in phonological working memory (e.g., Conrad,
1960) that highlights the fact that people often recode written information into an
auditory representation. Our presentation about this phenomenon can help students
see the advantage of studying information in both written and phonological format.
In other words, students realize that talking out loud while problem-solving or even
rehearsing information can help them retain it. These are just a few examples of how
we link discussion of basic research findings to tips that can help students study more
effectively.

Student Learning and Assessment

In teaching cognition, we are guided by several fundamental learning objectives.
They are student-focused and transparent. They appear on the first page of each of
our syllabi (i.e., a document that outlines the course content and objectives for
students). Each learning objective takes the form of a statement about what we
hope students will gain from the course, and each begins with the same words:
“Students will be able to...” (SWBAT). These learning objectives fall into three
main categories. The first is focused on students acquiring a basic understanding of
cognition (e.g., SWBAT identify models of working memory). The second category
is focused on the importance of relating data to theory (e.g., SWBAT use data
collected from experiments to inform cognitive theories and to make specific pre-
dictions regarding these theories). The third set focuses on using cognitive theory for
practical applications (e.g., SWBAT use research from studies in retrieval practice to
identify successful study strategies). There are several learning objectives within
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each of these categories, and we discuss them all with students on the first day of
class. Students are sometimes at first surprised by our focus on data and our
requirement for them to be comfortable working with data, but we quickly dispel
their misconception that data are the exclusive domain of courses on statistics and
research methods.

We are careful to make sure that we have created learning objectives that are
measurable. Thus, we map our assessments back to learning objectives before the
beginning of each semester. We ask ourselves, “What is it that I want my students to
learn from this course?” Our next question is “How am I going to measure that?”” For
example, with regard to the learning objective, “Students will be able to use data
collected from experiments to inform cognitive theories and to make specific pre-
dictions regarding these theories,” there are several assessment options. One of these
could be an essay exam question which asks students to first describe an experiment
and sample data collected from it and then to explain how the data inform a theory
(e.g., LOP theory). Finally, they would have to say how their new understanding of
LOP can lead them to make predictions about a proposed experiment. Such essay
questions are very detailed but also very doable.

Another way to assess the same learning objective is through a research proposal
assignment. The students are asked to read material from an area of cognitive science
(e.g., attention training, working memory, decision-making, etc.) and propose an
original experiment whose results would extend our understanding of cognition
within that area. Doing this requires students to develop a relatively deep under-
standing of the cognitive research related to their proposal. In addition to submitting
the written proposal, the students prepare and deliver a 10—12-min presentation
about it. This assignment requires students to engage in deep processing and retrieval
practice, both while writing the proposal and while making their research presenta-
tions. Because they do not actually have to conduct the experiment, there are no
limits to what they can propose. The study can focus on children, older adults, or left-
handed synesthetes (one student actually proposed that population!). Our only
requirement is that students provide a theory-based justification for including spe-
cific participant types. We also encourage students to propose research designs that
are practical and doable. Furthermore, we ask students to make predictions about the
results of their proposed experiment and explain how that pattern of results will
expand our understanding of cognitive theory.

The research proposal assignment has many practical benefits. Every semester at
least a handful of students remark on how completing this assignment helped them to
understand assignment-related course material. In fact, several students have used
their proposals as the basis for later independent studies or honors projects, some of
which have been published. One student even used her proposed project when she
entered graduate school. It is also satisfying for us to see how knowledgeably our
students are able to respond to their classmates’ questions about their proposals and
how they are able to “think on their feet” about the theories related to their proposed
research.

We use a variety of additional assessments to help us gauge student learning, as
well as to provide students with the opportunity to engage in retrieval practice and
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relatively deeper processing with the material. For example, we often use ungraded,
unannounced (“pop”) quizzes. These usually include 10—15 multiple-choice, fill-in-
the-blank, or short-answer questions. We encourage our students to treat them as
they would a graded quiz by setting them up in a closed-note, closed-book, and
individually completed format. Although the quizzes are not graded, we do review
the questions and appropriate answers in class. No-stakes quizzes such as these have
been shown to provide beneficial retrieval practice without causing anxiety students
typically experience in relation to graded pop quizzes (Khanna, 2015). Most of all,
students can gauge their performance and use that information to direct their study
strategies.

In short, when we map our assessments back to learning objectives, we are
mindful that students vary in their feelings about various forms of assessment.
Many students dread exams and prefer in-class, long-term group projects. Others
have the opposite preferences. We try to please and annoy both types of students to
about the same degree. Thus, we use exams, research proposals, database research
projects, in-class quizzes (usually ungraded), in-class assignments (e.g., think-pair-
share work or demonstrations), and long-term group projects. Each of our assess-
ments is centered on at least one learning objective but often more.

Teaching Strategies Informed by Theory and Research

We try our best to structure our class sessions in ways that both convey important
course information and — as illustrated by the research proposal assignment — allow
students to actively engage with the material. We do this in several different ways.

Active Lecturing The most frequent of these is to structure our classes in an active
lecture format (e.g., Bernstein, Frantz, & Chew, 2020). That is, we do follow the
“sage on the stage” trope, but we also make sure that the students are active
participants in our lectures. As already mentioned, one of the most common ways
that we do this in cognitive courses is by providing demonstrations of classic
research paradigms and asking students to participate or “play along.” In the free
recall demonstration alluded to above, for example, after students have written down
in any order as many as possible of the 12—15 words they heard, we ask them to score
their performance and then lead a discussion about what they did and did not
remember. This discussion allows us to highlight numerous patterns, including the
serial position curve, in which participants typically remember items from the
beginning and end of the list better than the items in the middle. We can also discuss
the lexical factors that can influence memory. For example, words that are highly
imageable (i.e., easy to think of as an image) tend to be more memorable than those
that are not. By using such demonstrations of research paradigms, we can convey
raw information about research methods and cognitive processes while encouraging
students to think more deeply about these processes as they experienced them for
themselves.
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Socratic Methods We also integrate Socratic teaching methods into our lectures.
One way that we do this is by asking questions throughout our lectures and waiting
(sometimes for a very long time) for students to answer them before moving on to
another topic. Often these questions ask students to think of ways that specific
cognitive theories are applicable to their own lives. For instance, when we discuss
limits on attention capacity, we ask students to provide their own examples. We
typically get examples involving texting and driving or integrating words that they
are saying in a conversation into a paper they are writing for a class at the same time.
Using active lecture formats and Socratic questioning is another way to encourage
our students to engage in retrieval practice and relatively deep processing (ala LOP
theory) that can facilitate learning and retention of course information. In addition,
during the “think-pair-share” activities described earlier, we often ask students to
relate course concepts to their personal experiences. This enables them to connect
current course topics with memories and experiences from their lives, therein
requiring relatively deep processing. These techniques alongside the retrieval prac-
tice provided by the in-class ungraded pop quizzes (discussed, above) give our
students many opportunities for deep processing course material in several different
ways.

Big Data Assignments Our “big data” processing assignment brings together all of
the above techniques to encourage active learning, retrieval practice, deep thinking,
and the like. For this assignment, students must access the English Lexicon Project
(ELP; Balota et al., 2007) to help them answer questions about cognition. As already
mentioned, the ELP is a megastudy in which thousands of participants across several
universities were each asked to read aloud and/or make lexical (i.e., word/nonword
judgments) on thousands of items (i.e., words and nonwords). The reaction time and
accuracy of pronunciation and lexical decisions were recorded for each person for
each item. These reaction time and accuracy measures are now archived and publicly
available to anyone interested on the ELP database website (www.elexicon.wustl.
edu). In addition, the database includes detailed information about each of the items,
including each word’s frequency of usage (according to three published measures),
number of syllables, number of letters, it’s part of speech, a measure of how similar
its spelling pattern is to other words pronounced similarly, and many other “word
nerd” characteristics. Using this information allows a person to access a specified list
of words that have specific features (e.g., they are high or low frequency) and see
how that characteristic influences participants’ reaction time and accuracy for that
word.

For the big data assignment, we ask students to hypothesize how these word
characteristics should influence pronunciation or lexical decision responses. We then
ask them to make specific predictions (e.g., high-frequency words should have
shorter reaction times than low-frequency words). Next, the students are to access
the ELP database and see if their predictions were correct. Then, we ask them to
provide support for what they found in the ELP database but also in previously
published articles (based on smaller-scale studies) that have examined these lexical
factors. This assignment allows us not only to get students really thinking about how
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lexical representation and lexical characteristics influence behavior but also to raise
the question of whether big data sets offer a legitimate and efficient way to inves-
tigate mental processing. To conclude the assignment, we ask students to apply their
findings to an everyday problem. For example, one group of students used the ELP
to investigate the reading aloud performance of words according to their part of
speech and imageability (they also accessed the Cortese & Fugett, 2004 imageability
ratings). They found that nouns and highly imageable words were associated with
faster reaction times and higher levels of accuracy. They translated these findings
into a recommendation for preparing reading instruction materials for children that
included a high concentration of very imageable nouns. This was not an earth-
shaking recommendation, but it showed that the students learned how big data and
research results can be used to support the development of curricular materials and
even education policy.

In short, this assignment prompts deep processing of course information, pro-
vides retrieval practice, and requires relating the purpose of the study back to a real-
world problem. We think the assignment is an excellent tool that students can use to
help them answer future research questions in a scientific way. To assess the degree
to which this is true, our final exams include questions in which students must
outline a plan of action for using the ELP (or another publicly available big database)
to answer a question about cognition.

Challenges and Lessons Learned

We have developed our methods for instruction in cognition courses over many
semesters, and yet we still change some things each semester. Although we try to
integrate what cognitive science tells us about learning, some things we do are not
necessarily exciting or innovative. One of those things is to give PowerPoint-based
lectures. We have found that in most classes, students need to have a basic vocabulary
and need to hear and see the facts at least once before they can be expected to extrapolate
or apply those facts. Similarly, though we give multiple-choice exams that include
applied and detailed questions, we also ask some straightforward fact-based questions.

We also realize that although lecturing about basic course information is neces-
sary, students learn best by doing. Thus, our lectures are presented in an active,
engaging format with lots of in-class demonstrations and student activities. For
example, we often ask students to participate in mock experiments that are similar
to ones we are discussing. We ask them to note how they performed, and many times
we will compare the “data” collected from the class to the published results. As an
example, we ask students to engage in a variation of the classic Deese-Roediger-
McDermott (DRM) false memory paradigm. In the classic DRM paradigm, partic-
ipants receive lists of words related in meaning (e.g., bed, rest, awake, pillow, peace,
etc.) to a central theme item (i.e., critical lure; e.g., sleep) that is not on the list.
Participants are just as likely to recall this critical lure as they are to recall many of
the items that actually appear on the list (e.g., Roediger & McDermott, 1995). We
ask our students not only to engage in this classic version of the task but to also
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engage in a version that highlights how lexical representations include semantic (i.e.,
meaning-based) features but also phonological (i.e., sound-based) features. We do
this by first asking students to pair up in class. We then give one person within each
pair three lists that we ask them to read aloud (one list at a time) to their partner — we
randomize the order of the lists across students before class. They are to read each list
at a pace of 2 s per word and then record all of the words recalled by their partner for
each list, one list at a time. One of the lists contains a classic DRM list such as the
sleep list provided above. Another list will contain a series of words that are all
phonological neighbors (e.g., fog, log, dot, bog, doll, etc.) to a critical lure (e.g.,
dog). Another list will be a hybrid list in which there will be semantically related as
well as phonologically related words to a critical lure (a list such as sugar, sweat,
heart, meet, bitter, beet, etc. for the critical lure, sweef). We ask students to test their
in-class partner on each of these lists. Students will see that although there are high
rates of false recall for the critical lure for the semantic and phonological lists, there
is a higher rate of false recall for the hybrid list (e.g., Watson, Balota, & Roediger,
2003). From this demonstration, we can discuss how lexical representations contain
not only meaning-based but also sound-based codes. Furthermore, this 5-min dem-
onstration allows us to discuss a major theory in cognition, generate data, and
examine patterns of results and relate these data back to the original theory.

A final important lesson from our experiences teaching cognition is that not all
results of laboratory research in cognitive psychology apply equally well in real
classrooms. For example, cognitive science researchers have encouraged instructors
to use frequent pop quizzes to provide students with retrieval practice that should
lead to better performance on unit exams as well as cumulative final exams (e.g.,
Roediger, Agarwal, McDaniel, & McDermott, 2011). However, we have found that
giving frequent, graded pop quizzes actually causes students to feel so anxious about
the material and the class, in general, that it impairs rather than enhances learning.
This doesn’t negate the theory, though. When we have reduced the anxiety factor by
giving ungraded (no stakes) pop quizzes, we see the expected higher performance on
cumulative final exams. Moreover, students like ungraded pop quizzes because the
ungraded feedback helps them to know where to concentrate their study efforts
before the next test (Khanna, 2015). Our experience with pop quizzing illustrates a
more general point, namely, that even the best theories and most impressive research
results about pedagogical practice must be evaluated in real classrooms before they
can be recommended for broad adoption. We are trying to do some of that evaluation
ourselves by investigating how students’ characteristics might help teachers select
the pedagogical techniques best suited to their students. Consider, for example, that
our results from graded vs. ungraded pop quizzes were collected at a university
enrolling mainly high-achieving, goal-oriented, and anxious students. Would the
same trepidation and distracting anxiety about graded pop quizzes occur in a
different sample of students? This is a research question.

In short, we have found that the science of teaching is similar to the science of
learning — you teach/learn best by doing. So we encourage you to try new things in
your cognitive psychology courses, make incremental changes at first, and then see
how well those new things suit you and your students.
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Teaching, Learning, and Assessment Resources

We have found countless resources about teaching and articles about applying
cognitive science to teaching practice. Here are just a few of our favorites. The
articles are also listed in the References:

Craik, F. I. M., & Lockhart, R. S. (1972). Levels of processing: A framework for
memory research. Journal of Verbal Learning and Verbal behavior, 11, 671-684.

Dunlosky, J., Rawson, K. A., Marsh, E. J., Nathan, M. J., & Willingham, D. T.
(2013). Improving students’ learning with effective learning techniques: Promis-
ing directions from cognitive and educational psychology. Psychological Science
in the Public Interest, 14, 4-58.

Khanna, M. M., Badura Brack, A. S., & Finken, L, L. (2013). Short- and long-term
effects of cumulative finals on student learning. Teaching of Psychology, 40(3),
175-182.

Khanna, M. M. (2015). Ungraded Pop-Quizzes: Test-enhanced learning without all
the anxiety. Teaching of Psychology, 42(2), 174—178.

Khanna, M. M., & Cortese, M. J. (2016). The benefits of quizzing in content-focused
versus skills-focused courses. Scholarship of Teaching and Learning in Psychol-
ogy, 2(1), 87-97.

https://www.retrievalpractice.org/ — a student and teacher oriented website highlight-
ing why retrieval practice can help students retain information.

http://gocognitive.net/ — a great resource for online demonstrations in cognitive
psychology

http://www.simonslab.com/index.html — a great researcher website with links to
videos demonstrating attentional limitations.

Cognitive Psychology In-Class Demonstrations

Here is a list of many of the demonstrations that we conduct with our students in
class. We will include details for the first few and a brief list for several others. Please
email us if you would like more details or more specific examples: mayakhanna@-
creighton.edu; mcortese@unomaha.edu.

Free Recall List Short-term memory — Create a list of 12—-15 words. Depending
upon what you want to demonstrate, these can vary in length, imageability, fre-
quency, etc. You can present these to your students verbally or visually or both.
Present words one word per 2 s. At the end of the list, indicate to “Recall Now.” This
can be shown on the screen or give them a signal (we simply look up from the list) to
start recall. After students have recorded all of the words that they recall, ask them to
indicate how many words they recalled (hold up fingers corresponding to recall
number). This is related to the 7+/— 2 short-term memory constraint. You can read
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through the list and ask students to raise their hands when a word they recorded is
read aloud. This can help them visualize the list position effect. You can also discuss
proportion of items recalled that correspond to any of the lexical characteristics (e.g.,
frequency, length, etc.) that you may have embedded within your list.

Serial Recall Short-term memory — Similar to free recall, except specify that items
must be recalled in order. When students are indicating the items that they recalled
(i.e., raising their hands for the words they recorded), highlight how serial and free
recall performance are different. Also, the primacy and recency effects are apparent
(recalling relatively more items from the beginning and the end of the lists,
respectively).

Stroop Attention — You can simulate a few trials of the classic paradigm within a
PowerPoint slideshow. Create slides with the color words (e.g., blue, green, red,
etc.), and vary the color of ink in which the words are presented. Ask a student
volunteer to focus and report out the color of ink of each item while ignoring the
actual word written. Use at least nine trials (three congruent, three incongruent, and
three neutral items). Discuss the relative ease of color identification in the congruent
versus the incongruent trials.

Levels of Processing Theory Memory — Create a list of words to be presented and
remembered in a free recall test. These words should be presented visually (this is
easy with PowerPoint). For each item, also include a question. One-third of the
words should have a question based on the meaning of the words, another third
should have questions related to the sound of the word, and the final third should
have questions related to the spelling pattern of the words. For example, for a
meaning-based question, if the word is fox this can be paired with the question,
“Does this have a fuzzy tail?” For a sound-based question, the word light could be
paired with the question, “Does this word rhyme with fight?”” For a spelling-based
question, the word could be rural, and the question could be, “How many rs are in
the word?” At the end of the recall list, ask the students to recall all of the items that
they can. After that, follow the reporting procedure for the free and serial recall lists
(above). Invite students to reflect on which words had the highest recall rates across
the class. Discuss this as it relates to LOP from Craik and Lockhart (1972).

Brief List of Other Possible Demonstrations

Visual Perceptual Distortions

Dichotic Listening with Shadowing: Attention

Dual-Task Performance — show how increased difficulty in primary task leads to
increased RT in the secondary task

Release from Proactive Interference: Wickens (1975)

Analogical Problem-Solving

Deese-Roediger-McDermott Lists and False Memory — We especially like using lists
that interleave semantic and phonological associates (see Watson et al., 2003)
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Cross-References

Neuroscience in the Psychology Curriculum
Sensation and Perception
Teaching the Foundations of Psychological Science
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Abstract

While volition has long been a topic of philosophical debates, in the past
decades the mechanisms underlying voluntary action have become a central
research topic in experimental psychology and cognitive neuroscience. Voli-
tional control is conceived of as the result of cognitive control mechanisms,
which enable humans to flexibly adapt behavior to changing goals and task
demands and to override habitual or impulsive responses in favor of long-term
goals or social norms. Understanding these mechanisms is not only a key
challenge for basic research but highly relevant in wide range of applied
(educational, work, and clinical) contexts. Courses on volition and cognitive
control are thus an essential part of the training of psychologists both at
undergraduate and graduate levels. Designing and teaching such courses
pose specific challenges for lecturers, given that research on these themes
cuts across various disciplines (cognitive, motivational, social, and clinical
psychology as well as cognitive neuroscience) and levels of analyses (behav-
ioral, computational, neural). Given that especially undergraduates often
experience cognitive control as an abstract and difficult topic, it is important
to not only convey why the theme is important for a scientific understanding of
human behavior but also to provide examples of its relevance for practical
applications. We present a systematic overview of key contents a course on
volition and cognitive control should cover and provide recommendations:
(i) how to tailor course contents to the learning objectives of different study
programs (B.Sc. psychology programs versus M.Sc. programs in clinical
psychology or cognitive neuroscience), (ii) how to provide students with
knowledge of psychological and neural mechanisms underlying cognitive
control and its impairments in mental or neurological disorders, (iii) how to
enable them to apply this knowledge in practical contexts, and (iv) how to
critically reflect on implications of this research for ethical and philosophical
questions related to concepts of free will and personal responsibility. More-
over, we give tips how to instigate students’ motivation and interest in the
topic and how to promote deep and elaborative encoding of the course
contents.

Keywords

Volition - Cognitive control - Executive functions - Goal-directed action - Self-
control - Willpower - Intention - Prefrontal cortex
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Introduction

Human volitional action exhibits a remarkable flexibility and future directedness,
which shows up in our ability to adapt behavior to changing goals and task demands
and to override impulsive or habitual responses in order to render behavior consis-
tent with long-term goals or social norms. In experimental psychology, volitional
actions are not attributed to an undetermined “free will,” which is independent from
any causal antecedents. Rather, what sets volitional action apart from reflexes is that
they are not completely determined by fixed stimulus-response associations, but
depend on intentions, goals, and anticipations of future consequences (Goschke,
2013; Haggard, 2019). The term cognitive control denotes a set of mechanisms,
which are required when routine behaviors do not suffice to achieve a goal or
accomplish a task, but response dispositions must be configured in novel ways,
new action sequences must be planned, or competing desires or habits must be
overridden to attain long-term goals (Cohen, 2017). The concept of cognitive control
overlaps with the construct “executive functions,” which is used as umbrella term for
“higher-order” cognitive processes that coordinate perceptual, emotional, and motor
activity during the execution of new and complex tasks (Diamond, 2013). Cognitive
control also overlaps with the concept “self-control,” which denotes the ability to
resist momentary temptations and to override short-term desires in the service of
long-term goals or social norms (Kotabe & Hofmann, 2015). Finally, apart from its
use as a summary term for mechanisms underlying goal-directed action, the term
volition is sometimes used to refer to the subjective experience of agency associated
with intentional actions (Haggard, 2019; Roskies, 2010).

In the past decades, research on volition and cognitive control has advanced to
one of the most active fields in experimental psychology and cognitive neuroscience
(the number of peer-review articles listed in the Web of Science, which contain one
of the terms “volition,” “cognitive control,” “self-control,” or “executive functions”
in their title, increased from a handful in 1980 to currently more than 1000 per year).
Substantial progress has been made in elucidating the cognitive, computational, and
neural mechanisms underlying volition and cognitive control, due to the integration
of behavioral tasks from experimental psychology, advanced neuroimaging tech-
niques, and computational modeling approaches (for a recent selection of authorita-
tive reviews, see the handbook by Egner, 2017).

Importantly, insights into the mechanisms of volition and cognitive control are
not only of interest from a scientific perspective but are relevant in a wide range of
applied domains of high societal relevance. For instance, individual differences in
cognitive control account for the degree of persistence or the tendency to procras-
tinate in academic or work contexts (Johnson, Lin, & Lee, 2018). Moreover,
cognitive control plays an important role in self-regulated learning, explanations of
insufficient academic effort, or deficient impulse control in educational contexts
(Duckworth, Taxer, Eskreis-Winkler, Galla, & Gross, 2019; Job, Friese, &
Bernecker, 2015; Panadero, 2017). More generally, deficient self-control is a key
characteristic of a wide range of maladaptive and harmful behaviors, such as
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unhealthy eating habits, lack of physical exercise, shortsighted and impulsive
choices, as well as substance abuse and behavioral addictions (Goschke, 2014;
Volkow & Baler, 2015). Finally, cognitive control impairments are a key character-
istic of the decline of cognitive abilities in old age and neurodegenerative diseases
(Reuter-Lorenz, Festini, & Jantz, 2016; Stuss & Craik, 2019). Given the adverse
personal consequences and immense societal costs that are directly or indirectly
caused by deficient cognitive control abilities, elucidating their causal antecedents
and underlying mechanisms is of central importance for mechanism-based preven-
tion, intervention, and training.

Purposes and Rationale of a Curriculum in Volition and Cognitive
Control

Given the wide range of theoretical frameworks, empirical findings, and methodo-
logical approaches in research on volition and cognitive control, it is important to
specify the knowledge, skills, and competencies students should acquire in a respec-
tive course. Course contents and learning objectives should be tailored to the course
level (undergraduate, graduate, postgraduate) (cf. the APA competency-based
approach to psychology program curriculum development (Association, 2020a,
2020b).

For an introductory-level first or second year course in a general B.Sc. psychol-
ogy program, a course should provide a broad overview of theories and empirical
results on volition and cognitive control (see also the list of learning outcomes
and skill-based goals in APA’s (2020) guidelines for the psychology undergraduate
major). For more specialized B.Sc. or advanced M.Sc. courses, additional learning
aims will be defined, which will depend on whether it is a research-focused
or applied track. For instance, in a specialized study program in organizational
psychology, the focus will be on applied themes like cognitive effort invest-
ment and self-control in work contexts. In contrast, in a master’s program in
cognitive neuroscience, the emphasis will be on neural systems and computational
mechanisms underlying cognitive control, while in a clinical psychology or neu-
ropsychology program, the focus will be on impairments of cognitive control in
mental or neurological disorders, neuropsychological tests assessing executive
functions, and interventions to improve cognitive control competencies. Table 1
shows key learning objective for different types and levels (B.Sc., M.Sc.) of study
programs.

Core Contents and Topics of a Curriculum on Volition
and Cognitive Control

In the following sections, we outline key topics that should be addressed in a one-
or two-semester course on volition and cognitive control. Our selection of topics
must necessarily be incomplete, and we focus on topics we consider particularly
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Table 1 Key learning objectives of a course on volition and cognitive control in different types of

study programs

Study program

B.Sc. Program in psychology:
Introductory-level
Ist or 2nd year course

M.Sc. program in Psychology
or Cognitive Neuroscience:
Research-focused track

M.Sc. program in Psychology:

Applied or clinical track

Learning objectives

—Sound understanding of key theoretical constructs, major
theories and models, exemplary tasks and experimental
paradigms, and key empirical findings in the field of volition
and cognitive control

—Basic ability to relate this knowledge to other research fields
(e.g., the role of impaired cognitive control as a possible
vulnerability factor for certain mental disorders)

—Basic ability to transfer knowledge about cognitive control to
applied problems (e.g., the use of tests to assess executive
functions; the role of self-control strategies for impulse
control, procrastination, and cognitive effort in school
contexts)

—Deeper understanding of neural systems and circuits
underlying volition and cognitive control (e.g., role of
prefrontal cortical regions in different control functions,
response inhibition, and goal-directed action; neural correlates
of self-control; neural representation of intentions and task
sets)

—Ability to derive novel predictions from theories of cognitive
control, to develop experimental paradigms, and to design own
experiments to test these predictions

—Ability to conduct basic analysis of functional magnetic
resonance imaging (fMRI) and EEG data from simple
cognitive control tasks using standard software packages (e.g.,
SPM, EEGLab)

—Deeper understanding of computational models of cognitive
control (e.g., neural network models). Depending on the
course level, basic experience in computer simulations of
simple cognitive control models with Matlab or neural
network simulation software

—Ability to apply knowledge about cognitive control in the
context of clinical psychology and psychotherapy (e.g.,
cognitive-behavioral interventions to promote self-control;
interventions to enhance the monitoring of one’s own behavior
and the use of precommitment strategies)

—Ability to apply knowledge about cognitive control in the
context of neuropsychological assessment (e.g., competence to
apply, analyze, and interpret tests and task batteries assessing
executive functions)

—Ability to transfer knowledge about cognitive control in
further applied contexts (e.g., promotion of self-regulated
learning and cognitive effort mobilization in school and work
contexts)

relevant for an introductory undergraduate course, but also point to more spe-
cialized themes that could be addressed in an advanced course in a master
program in psychology or cognitive neuroscience (see Table 2 for a condensed

overview).
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Section 1: Introducing the Topic and Learning Objectives
and Instigating Students’ Interest

In an introductory section, students should be given a broad overview of the topic
and acquire an intuitive understanding of the concepts volition and cognitive
control. Students should understand that the defining feature of voluntary actions
is that they are not fully determined by the immediate stimulus situation, but
depend on intentions, mental representations of goals, and anticipated conse-
quences. This includes understanding that voluntary action rests on subjective
knowledge about the probability and value of short- and long-term outcomes of
actions, which enables humans to select actions of which they have learned that
they will produce desired effects (Hommel & Wiers, 2017). Students should
understand that goals can be conceived as mental representations of distal effects
of actions and that they have a hierarchical structure and differ widely in their
abstractness and temporal distance.

The introductory section should instigate students’ interest and ensure that they
understand the relevance of the topic both for the scientific quest for the mechanisms
underlying human action and for understanding voluntary behavior in applied
contexts. One way to achieve this is to introduce key concepts with reference to
real-life examples that illustrate why cognitive control is an important and personally
relevant topic. Moreover, students’ motivation can be stimulated by an exchange
about their prescientific understanding of folk-psychological concepts like will-
power, weakness of will, and self-control and a discussion of situations in daily
life involving choice conflicts or examples of persistence versus procrastination in
the pursuit of goals. Moreover, the societal relevance of the theme can be
documented by pointing to the fact that deficient self-control increases the risk of
a wide range of maladaptive behavioral patterns such as shortsighted choices,
unhealthy eating habits, substance use, and behavioral addictions (Goschke, 2014;
Volkow & Baler, 2015), which have adverse personal consequences and incur
immense societal costs due to reduced health, educational deficits, and even prema-
ture death. Finally, interest in the topic can often be instigated by initiating a
nontechnical discussion about whether knowledge about psychological and neural
mechanisms underlying human action challenges concepts of free will, autonomy,
and personal responsibility.

Optionally, one may include a brief historical exposition of classical research in
early psychology of “the will” as represented by late nineteenth- and early twentieth-
century scholars like William James, Narciss Ach, and Kurt Lewin.

Section 2: Basic Concepts, Theoretical Constructs, and Key Research
Questions

Section 2 should provide more precise working definitions of core constructs
(volition, cognitive control, executive functions, self-control) and their differences
and commonalities. This should not simply consist in presenting a list of definitions,
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but be combined with a discussion of the adaptive functions of cognitive control
from an evolutionary perspective. Guiding questions for such a discussion could be:

— Why have humans (and to lesser degrees nonhuman animals) evolved cognitive
control capacities?

— What are universal adaptive problems that goal-directed agents must cope with in
changing and uncertain environments?

— What are adaptive advantages of the ability to pursue long-term goals and shield
temptations from short-term temptations?

— Have simpler levels of behavioral control (e.g., reflexes, instincts, Pavlovian and
instrumental conditioning) been extinguished in the course of the evolution of
“higher” forms of volitional control, or do they still determine human behavior?

The discussion should then focus on functional properties that set volitional
actions apart from other forms of behavior, while making clear that differences
between different forms of behavioral control are often gradual and reflect a contin-
uum of increasing cognitive complexity and flexibility. Key functional features of
volitional action that students should understand are:

— An extended future time perspective, which shows up in the ability to anticipate
and evaluate long-term consequences of actions.

— The ability to anticipate own future needs and motivational states as the basis
for precommitment strategies, which serve to restrict the space of one’s future
behavioral choices and to prevent or avoid temptations and self-control
conflicts.

— The ability to generate hierarchically structured action plans and to represent
intentions and instructions in a verbal format, which enables flexible and rapid
reconfiguration of behavioral dispositions.

Based on this discussion, an overview of key research questions should be
presented:

— Which cognitive mechanisms underlie the ability to persist in pursuing long-term
goals in the face of transient temptations or competing habits?

— How and when are cognitive control processes recruited, and why do some
people succeed in mobilizing control better than others do?

— Why do people sometimes act against their long-term goals and make short-
sighted choices?

— Does cognitive control reflect a unitary capacity, or can it be decomposed into
specific sub-mechanisms (e.g., response inhibition, goal maintenance, task
switching), which can be functionally dissociated?

— Which brain systems mediate volition, cognitive control, and flexible goal-
directed action?

— How are cognitive control processes modulated by emotions, reward, and stress?

— How do cognitive control abilities develop across the lifespan?
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— Are impairments of cognitive control vulnerability factors and/or transdiagnostic
mechanisms increasing the risk of mental disorders such as substance use,
behavioral addictions, attention deficit’/hyperactivity disorder, major depression,
and impulsivity-compulsivity spectrum disorders?

Section 3: Cognitive Mechanisms of Intentional Action

Section 3 focuses on the influential distinction between automatic and controlled
processes. This distinction can be introduced by reference to everyday life examples.
Every student will have had the experience that highly practiced actions can often be
executed with minimal conscious control, whereas novel actions or complex prob-
lems require effortful cognitive control and put high demands on working memory.
For instance, an experienced driver may steer a car through rush hour traffic without
having to consciously control each individual action (braking, changing gears, etc.).
By contrast, a novice driver maneuvering in an unfamiliar big city must allocate full
attention to the task and will consciously control each individual action. Based on
such examples, students can be invited to reflect about the preconditions under
which actions can run off automatically. They should come to understand that
actions require minimal conscious control when (i) the current stimulus information
in conjunction with a currently active goal is sufficient to specify which action
should be executed and how it should be executed, (ii) the person has the skills
required to execute the action, (iii) no additional planning or problem-solving is
required to determine the correct response, and (iv) there are no conflicts between the
intended action and competing responses.

Based on this discussion, students should be familiarized with the classical
definition of Posner and Snyder (1975), according to which automatic processes
are triggered in an obligatory manner by stimuli, are unconscious, and require little
processing capacity, whereas controlled processes depend on intentions, are con-
scious, and put high demands on limited processing capacity.

Importantly, students should learn that subsequent research called into question
that automatic and controlled processes constitute a strict dichotomy, because the
different criteria for automaticity and control can dissociate (Hommel, 2019). This
point can again be illustrated by everyday life examples (e.g., the case of an
experienced driver who shifts gears to pass another car “automatically” in response
to the sight of a slow car in front of her, but whose action nevertheless depends on
(and is “controlled” by) the intention to arrive at an important meeting in time). In
addition, one may discuss experimental evidence showing that responses, which are
automatic in the sense that they are triggered by stimuli without conscious control,
can nevertheless depend on prior intentions or instructions. These findings led to
alternative models, which conceive of intentional control as the modulation of
automatic processes by goals and task instructions, by which certain response
disposition is set into a state of readiness, while individual responses may be
triggered directly by stimulus conditions specified by the intention (Bargh, 1989;
Goschke, 2003; Hommel, 2019).
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In this section, students should also be introduced to standard tasks used to
investigate the interplay of automatic and controlled processes (e.g., the Stroop
color naming task), and they should understand that there are no “process-pure”
tasks measuring exclusively automatic or controlled processes, but that most tasks
involve a dynamic interplay of both types of processes.

In an optional expansion of this section, one might discuss the role of conscious
intentions and unconscious processes in the causation of intentional actions. A good
starting point is the classical experiment by Libet et al. (1983), which showed that
the readiness potential (a negative potential shift in the electroencephalogram (EEG)
that precedes a self-initiated movement) started several 100 milliseconds before
participants became aware of their intention to move. This and related findings
(see review by Haggard, 2008) provoked a heated debate as to whether willed
actions are caused by unconscious neuronal processes rather than by conscious
intentions (Sinnot-Armstrong & Nadel, 2011) and whether conscious will is an
“illusion” (Wegner, 2003). The discussion may also include neuroimaging studies
showing that individuals’ free choices between two simple actions can be decoded
from neural activity in the prefrontal cortex already several seconds before partici-
pants reported that they consciously made their choice (Soon, He, Bode, & Haynes,
2013).

Section 4: Functional Decomposition and Assessment of Cognitive
Control Abilities

Building on the discussion of automatic and controlled processes, Section 4 provides
a more differentiated perspective on the concept of cognitive control. In particular,
students should understand that cognitive control does not denote a unitary function,
but can be decomposed into a set of specific mechanisms (see Table 3).

A second learning objective is that students acquire knowledge about standard
tests and tasks used to measure cognitive control abilities, as well as experimental
paradigms used to investigate underlying mechanisms and their temporal dynamics.
Examples are task-switching paradigms assessing cognitive set shifting, n-back tasks
assessing working memory updating, go/no-go and stop signal tasks assessing
response inhibition, Stroop and flanker tasks assessing interference control, and
cognitive reappraisal tasks assessing emotion regulation. Students should acquire
an understanding that such tasks are no process-pure measures of a single control
function, but involve several cognitive processes to varying degrees. A good exam-
ple is the Wisconsin Card Sorting task that is often considered a neuropsychological
test of cognitive flexibility, but does not only require participants to switch between
response rules but also to update working memory, to inhibit no-longer-relevant
rules, to process feedback, and to adjust behavior accordingly.

This section should also include a discussion of individual difference studies of
task batteries assessing executive functions, which revealed that confirmatory factor
models with a small number of latent variables yielded a moderate to good fit to the
observed pattern of inter-task correlations (Miyake et al., 2000; Wolff et al., 2016).
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These variables have been interpreted as set shifting (the ability to switch quickly
between tasks or response rules), updating (the ability to maintain and update
information in working memory), and inhibition (the ability to suppress prepotent
but unwanted responses). These latent variables are moderately correlated with each
other, which offers an opportunity to discuss with students possible interpretations of
the shared variance between tasks measuring executive functions (e.g., whether all
such tasks rest on the ability to maintain task-relevant information in working
memory and whether response inhibition may be just a by-product of the goal-
directed focusing of attention on task-relevant information in conjunction with
lateral inhibition) (cf. Karr et al., 2018). Instead of a separate section, tasks and
experimental paradigms to measure cognitive control and executive functions may
alternatively be addressed at various points throughout a course when specific
control functions (e.g., response inhibition, task switching) are discussed.

Section 5: Self-Control and Volitional Strategies

In contrast to simple response conflicts in laboratory tasks (e.g., the Stroop task), in
everyday life conflicts often arise when long-term goals stand in conflict with
transient temptations and current desires (Hofmann, Baumeister, Forster, & Vohs,
2012). A typical example is a person who intends to maintain a healthy diet, but
experiences a strong craving for a tasty but high-caloric dessert. Section 5 focuses on
self-control, which can be defined as the ability to override impulsive or habitual
responses in order to render behavior congruent with long-term goals or social norms
(Duckworth et al., 2019; Kotabe & Hofmann, 2015).

One may start this section with an open discussion about possible alternative
explanations for why people make shortsighted (“impulsive”) choices and do not act
in accordance with their long-term goals. The learning objective of such a discussion
is the insight that there are multiple explanations for self-control failures, including a
lack of future-directed thinking, overly steep discounting of the value of future
outcomes, deficient inhibitory control, or deficient conflict monitoring resulting in
an insufficient mobilization of cognitive control. Such an introductory discussion
can also serve to underline the practical relevance of the topic, given that deficient
self-control is associated with a wide range of maladaptive behaviors such as
unhealthy eating habits, lack of exercise, insufficient academic effort, substance
use, and impulsive aggression.

Next, one should introduce more formally the concept of intertemporal choice
conflicts, i.e., situations in which individuals must choose between a smaller sooner
reward and a larger later reward (e.g., between 5% now and 8$ in 6 months). Students
should understand the concepts of temporal discounting and of preference reversals
(i.e., the finding that individuals often prefer a later larger reward over a smaller
sooner reward when both options are delivered in the future, but choose the smaller
reward when it is immediately available). They should understand why preference
reversals violate rationality axioms of standard expected utility theory and are often
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Table 3 Sub-functions and mechanisms of cognitive control

Sub-process Short description

Goal shielding Ability to maintain goals, task instructions, and intentions in
working memory and shield them from distracting stimuli

Set shifting Ability to flexibly update goal representations and to reconfigure
behavioral dispositions in order to adapt to changing contexts or
task demands

Top-down modulation The biasing of processes in perceptual, emotional, and response
systems by currently active goals, intentions, and task sets

Response inhibition Ability to suppress strong but unwanted habitual, automatic, or
impulsive responses
Emotion regulation Ability to voluntarily self-regulate emotions (e.g., via cognitive

reappraisal strategies)

Anticipation and episodic | Ability to anticipate future consequences of actions and engage in
prospection future-directed thinking

Planning Ability to generate and mentally simulate novel action sequences
before their execution

interpreted as an indicator of impulsivity (Kable, 2014). In a more advanced course,
one should discuss mathematical models of temporal discounting and explain why
exponential discounting conforms to normative rationality rules, whereas hyperbolic
discounting models account for violating of these rules such as preference reversals.

Building on the concept of intertemporal choice conflicts, one can then discuss
cognitive strategies supporting self-controlled choices. The learning objective is that
students understand that self-control comprises a variety of cognitive strategies,
which can be classified into preventive, interventive, and habitual strategies (Hof-
mann & Kotabe, 2012):

— Preventive self-control refers to precommitment strategies that serve to avoid self-
control conflicts before they arise or to restrict one’s future behavioral options in
order to reduce the likelihood of giving into an anticipated temptation (Studer,
Koch, Knecht, & Kalenscher, 2019).

— Interventive self-control denotes strategies that serve to render behavior congru-
ent with long-term goals when self-control conflicts and temptations cannot be
avoided, but one finds oneself in a situation, in which goal pursuit is challenged
by competing desires or habits. These strategies include episodic future thinking
(Peters & Biichel, 2011) and modulation of value representations by anticipated
future outcomes (Hare, Malmaud, & Rangel, 2011; Kronke et al., 2020), control
of selective attention (Harris, Hare, & Rangel, 2013; Mischel, Ebbesen, &
Raskoff Zeiss, 1972), downregulation of craving (Hofmann, Friese, & Roefs,
2009; Kober, Kross, Mischel, Hart, & Ochsner, 2010; Kruschwitz et al., 2018),
and response inhibition (Berkman, Falk, & Lieberman, 2011; Kronke et al.,
2018).

— Habitual self-control has recently attracted increasing attention due to studies
showing that self-controlled behavior often relies on the formation of beneficial
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habits, which support the goal pursuit without requiring effortful interventional
self-control (e.g., Galla & Duckworth, 2015).

At this point one may include a discussion of recent meta-analyses, which found
little-to-no relationships between trait self-control and performance on tasks mea-
suring response inhibition (Saunders, Milyavskaya, Etz, Randles, & Inzlicht, 2018).
Students should discuss possible reasons for this dissociation (e.g., whether it may
reflect the low retest reliability of many laboratory tasks of cognitive control or
whether self-report scales and behavioral tasks may assess separate components or
mechanisms mediating of self-control).

Building on the introductory discussion of different possible explanations for
self-control failures, one should introduce important theories of self-control. This
should include a discussion of the influential yet controversial strength model, which
conceives of self-control as a limited and exhaustible “willpower” resource
(Baumeister, Tice, & Vohs, 2018). A section on the strength model should include
a discussion of recent failed attempts to replicate the so-called ego depletion effect
(e.g., Friese, Loschelder, Gieseler, Frankenbach, & Inzlicht, 2019) as well as a
discussion of alternative accounts and theoretical critiques of the strength model
(Inzlicht, Schmeichel, & Macrae, 2014; Job, Dweck, & Walton, 2010; Lurquin &
Miyake, 2017).

A second influential class of self-control theories that should be discussed is dual
systems or dual process models, which conceive of self-control as the suppression of
an impulsive (hot) by a deliberative (“cool”) control system (Hofmann, Friese, &
Strack, 2009; McClure, Laibson, Loewenstein, & Cohen, 2004). In addition to
behavioral evidence, one may refer to early neuroimaging studies, which yielded
evidence for separate neural valuation systems (McClure et al., 2004). Dual systems
theories should be contrasted with more recent evidence for the alternative view that
behavioral choices are determined by a common neural value signal that integrates
short- and long-term outcomes (Hare, Camerer, & Rangel, 2009; Kronke et al.,
2020). According to this view, self-control does not reflect the suppression of an
impulsive by a reflective system, but rests on the modulation of this common value
signal by anticipated future outcomes (Hare et al., 2009; Kronke et al., 2020).

Finally, a discussion of self-control theories should also include theories of
volitional strategies that emerged from motivational psychology, in particular
Kuhl’s action control theory (Kuhl, 2018; Kuhl & Goschke, 1994) and Heckhausen
and Gollwitzer’s model of action phases (Achtziger & Gollwitzer, 2018). These
theories distinguish between motivational processes, which mediate the selection of
goals and volitional processes, which comprise cognitive strategies (e.g., the focus-
ing of attention on goal-relevant information or the formation of so-called imple-
mentation intentions) that serve to support the realization of goals in face of
competing motivational tendencies. In this context, one should also discuss the
personality disposition action-state orientation (Kuhl, 2018) as an important moder-
ator of the mobilization of volitional strategies (Wolff et al., 2016). Section 5 may
be concluded by discussing recent attempts to integrate different self-control
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mechanisms within general process models (Inzlicht, Werner, Briskin, & Roberts,
2020; Kotabe & Hofmann, 2015).

Section 6: Neural Mechanisms Underlying Volition and Cognitive
Control

In the past decades, knowledge about neural systems and circuits underlying volition
and cognitive control has dramatically increased, and a vast body of evidence has
accumulated from studies of patients with focal brain lesions and experiments using
neuroimaging methods such as functional magnetic resonance imaging (fMRI) and
electrophysiological measures (EEG and event-related potentials). The neural basis
of cognitive control could thus easily be the sole topic for a one- or two-semester
course. In a general introductory course on volition and cognitive control, where
cognitive neuroscience studies are just one of many themes, one must therefore
decide which topics to include. Once again, this will obviously depend on the course
level and overall learning objectives of the study program. In the following para-
graphs, we suggest selected key topics that should be addressed in an undergraduate
course on volition and cognitive control program, and we make some suggestions
how these topics could be expanded in more advanced courses in a master program
in cognitive neuroscience or clinical psychology/neuropsychology.

Given that not all psychology students are intrinsically interested in functional
neuroanatomy, it is a particular challenge for lecturers to instigate interest in the
study of brain systems underlying cognitive control and to convey why knowledge
about neural correlates is also relevant for understanding psychological processes.
One should make clear that the aim of cognitive neuroscience is not merely a
mapping of psychological functions to brain structures, but that knowledge about
neural mechanisms can provide important constraints for psychological theories of
human behavior. Moreover, one should make clear that neuroimaging methods do
not call into question the relevance of behavioral experiments, but that, to the
contrary, well-designed behavioral tasks are an essential precondition to ensure
that neuroimaging findings can be interpreted in meaningful ways.

Optional Propaedeutic Tutorial on Neuroanatomical and Neuroscience
Methods

To ensure that students profit optimally from this section, depending on their prior
knowledge, a propaedeutic tutorial on functional neuroanatomy and neuroscience
methods is recommended.

Functional neuroanatomy. Students should have basic knowledge of brain anat-
omy and subregions of the prefrontal cortex (PFC) in particular (including dorsolat-
eral, orbitofrontal, ventromedial, frontopolar regions and the anterior cingulate
cortex). A tutorial should also convey a basic understanding of the connectivity
between the PFC and other relevant cortical (e.g., posterior parietal) and subcortical
regions (e.g., basal ganglia). For an introductory course on cognitive control,
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knowledge at the level of standard cognitive neuroscience textbooks (e.g.,
Gazzaniga, Ivry, & Mangun, 2018; Purves et al., 2013) should suffice.

Cognitive neuroscience methods. To understand and be able to critically reflect on
cognitive neuroscience studies, students need basic knowledge of the most important
methods. If students have not yet acquired the respective knowledge in other courses
(e.g., biopsychology), a propaedeutic tutorial should convey basic knowledge about
the following aspects:

— Basic principles underlying the blood oxygen level-dependent (BOLD) response
in fMRI; the preprocessing of fMRI data (motion correction, normalization,
coregistration); experimental designs of fMRI studies (i.e., block, event-related,
and parametric designs); basic principles of statistical analyses of fMRI data
(generalized linear model, statistical parametric mapping, regions of interest
analyses, subtraction logic and its limitations, multiple testing problem); basic
principles of functional connectivity, network analyses, and multi-voxel pattern
analyses.

— Basic knowledge of how event-related potentials are generated in the brain and
how they are derived from the EEG. Depending on the selection of studies to be
discussed, basic knowledge of noninvasive brain stimulation methods (trans-
cranial magnetic stimulation) and single-cell recordings may also be required.

— Advantages and limitations of different methods (e.g., tradeoffs between spatial
and temporal resolution in hemodynamic and electrocortical measures).

— Importance of theoretically derived and carefully designed experimental tasks
and control conditions for neuroimaging studies and important methodological
caveats in fMRI studies (reverse inference, circular analyses).

For an introductory course on cognitive control, knowledge at the level of the
abovementioned cognitive neuroscience textbooks should suffice; for advanced
courses with a focus on neuroimaging studies, several excellent introductory text-
books on neuroimaging are available (e.g., Huettel, Song, & McCarthy, 2014).

Suggestions for Key Themes from the Cognitive Neuroscience

of Volition and Cognitive Control

Given that the cognitive neuroscience of cognitive control is an extremely broad
field, lecturers must decide which themes to include, depending on the overall
learning objectives of a course. For an introductory course in a B.Sc. psychology
program, we recommend including the following topics.

Neuropsychological studies. A good starting point that usually instigates stu-
dents’ interest is neuropsychological studies of cognitive control impairments in
patients with lesions in the prefrontal cortex. Students should obtain knowledge
about the profile of intact and impaired functions associated with prefrontal lesions
(sometimes termed the dysexecutive syndrome) (Stuss & Knight, 2013). They
should also learn that the prefrontal cortex is not a unitary “central executive,” but
that different prefrontal regions mediate dissociable control functions. Students
should be made familiar with the concept of functional dissociations and understand
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why double dissociations (where a lesion in a region X affects performance in task A
but leaves task B intact, while a lesion in another region Y has the reverse effect) are
critical for mapping psychological functions to brain structures. Moreover, students
should acquire the competence to reflect critically on methodological limitations of
brain lesion studies and understand why an impaired cognitive function following
injury to a particular brain structure does not necessarily imply that this structure is
exclusively responsible for the function in the healthy brain (e.g., because impaired
functions may reflect disrupted connectivity between brain regions). More generally,
they should understand that there is usually not a one-to-one mapping of cognitive
functions to brain regions, but that brain regions are often involved in multiple
functions and cognitive functions are often mediated by multiple brain systems.

Neuroimaging studies of cognitive control. Given the vast number of neuroim-
aging studies of cognitive control, the selection of studies will depend heavily on the
focus and aims of a course. We can thus give only some general recommendations
for exemplary topics and learning objectives as regards neural correlates of cognitive
control. A starting point can be a discussion of the so-called control network (also
termed “central executive network” or “multi-demand network™) (Duncan, 2010),
which comprises the lateral PFC, parts of the parietal cortex, and the dorsal anterior
cingulate cortex (dACC) as core nodes. Students should learn that this control
network can be functionally fractionated into subregions, which can be conveyed
by discussing selected fMRI studies on neural correlates of central control functions
(e.g., on the role of the dorsolateral PFC in active maintenance of task-relevant
information and top-down modulation of attention; of the right inferior-frontal gyrus
in response inhibition; of the ventrolateral PFC and inferior-frontal junction area in
the retrieval and implementation of response rules; of the frontopolar cortex in
planning, prospective memory, multitasking, and metacognitive strategies; of the
ventromedial PFC in emotion regulation and value-based decision-making; and of
the dACC in conflict monitoring) (cf. Egner, 2017; Gazzaniga et al., 2018; Purves
et al.,, 2013). An overarching learning objective is that students understand that
cognitive control is not located in single brain region, but emerges from dynamic
interactions between the prefrontal cortex and other cortical and subcortical brain
systems.

Hierarchical organization of the prefrontal cortex. In addition to specific control
functions, one should discuss general principles of the functional organization of the
prefrontal cortex. In particular, one should discuss evidence for a hierarchical
organization of the lateral PFC that unfolds along an axis from caudal (posterior)
to rostral (anterior) regions (Badre & Nee, 2018). Students should learn that more
rostral regions play a role in action planning and control by higher-level or longer-
term goals, whereas more posterior regions mediate lower-level sensory-motor rules
and response selection based on the current context.

Neural correlates of self-control. Building on the discussion of self-control in
Section 5, a particularly interesting expansion may be recent studies using a “brain-
as-predictor” approach, which combine neuroimaging in laboratory tasks with the
smartphone-based ecological momentary assessments of real-life behavior. These
studies showed that activity in brain regions involved in cognitive control and
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decision-making reliably predicts individual differences in the proneness to commit
daily self-control failures, i.e., to execute behaviors that satisfy short-term desires
even if they stand in conflict with personal long-term goals (Berkman et al., 2011;
Kronke et al., 2018).

Conflict monitoring and cognitive control. A fundamental question that should be
addressed in a section on neural mechanisms of cognitive control is how to explain
the context-dependent recruitment and allocation of control without postulating a
homunculus-like “executive controller” in the brain. One influential attempt to
answer this question is the conflict-monitoring model (Botvinick, Cohen, & Carter,
2004; Mansouri, Egner, & Buckley, 2017), according to which the dACC monitors
response conflicts and in case of a conflict signals the demand for enhanced control
to brain systems such as the dorsolateral PFC, which mediates goal maintenance and
the top-down biasing of perceptual processing and response selection. More
recently, this idea has been integrated into a broader framework, the expected
value of control theory (Shenhav, Botvinick, & Cohen, 2013), which assumes that
the dACC integrates rewards and costs of effortful control and computes the
expected value of control, which determines how much control is recruited and to
which task it is allocated.

In the following we suggest a number of optional themes for more advanced
courses with a focus on neural mechanisms of cognitive control.

Control dilemmas and meta-control. A central unresolved challenge and emerg-
ing field of research concerns the problem of meta-control, i.e., the question how the
brain regulates the balance between complementary modes of control serving
antagonistic functions. An example is the stability-flexibility dilemma: While the
pursuit of goals often requires shielding a goal from distracting information or
competing responses, in a constantly changing and uncertain environment, agents
must also be prepared to switch rapidly between goals and adapt behavior to
unexpected changes. While goal shielding promotes persistence and cognitive
stability, it may also lead to dysfunctional perseveration and rigidity. Conversely,
while weak goal shielding facilitates flexible goal switching, it may increase dis-
tractibility and susceptibility to interference. Another example is the exploitation-
exploration dilemma. It is usually adaptive to select actions that were rewarded in the
past (exploitation). However, in order to discover such actions (or even better
options), agents must select novel but potentially risky actions (exploration). Such
control dilemmas require that agents regulate the balance between complementary
control modes in an adaptive and context-sensitive manner (Goschke, 2003, 2013;
Goschke & Bolte, 2014). It is currently a mostly unresolved question, which
computational mechanisms and neural systems underlie this regulation. As the
basis for a discussion of this emerging field of research in an advanced course, we
recommend a recent special issue on psychological, computational, and neural
perspectives on meta-control (Eppinger, Goschke, & Musslick, 2021).

Modulators of cognitive control. A related optional theme concerns modulators of
cognitive control. The learning objective is that students understand that the pre-
frontal cortex not only plays a key role in cognitive control, but is strongly modu-
lated by brain systems involved in emotion, reward, stress, and associated brainstem
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neuromodulatory systems. Specific topics may include effects of positive affect and
reward (e.g., Braver, 2016; Goschke & Bolte, 2014) as well of psychosocial stress on
cognitive control (Tsai, Eccles, & Jaeggi, 2019). Moreover, one may include a
discussion of the influence of neuromodulators like dopamine and serotonin on
prefrontal control processes (Cools, 2019; Ott & Nieder, 2019). Given that the latter
theme is a complex research field, given that effects of neuromodulators depend on a
multitude of variables (e.g., target brain regions, receptor types, tonic versus phasic
activity), it may be more apt to cover it in an advanced course with a focus on the
neurobiology of cognitive control.

Section 7: Computational Models of Cognitive Control

Complementing the section on neural correlates of cognitive control, we consider it
important to also discuss computational mechanisms underlying cognitive control
(for an overview see Verguts, 2017). A special challenge for lecturers is that
psychology students often find it difficult to understand why computational models
are needed in psychology. We thus recommend introducing this topic by discussing
the relevance of mechanistic explanations in psychology in general and the specific
advantages of computational models in comparison to verbal (“arrows-and-boxes”)
theories. For instance, one should point to the fact that computational models
(especially when implemented as computer simulations) contain no “magic” or
“homunculus,” that they support a particularly stringent derivation of testable
hypotheses and can demonstrate unexpected behaviors of nonlinear dynamic sys-
tems that are not easily predicted by verbal theories.

While current computational models of cognitive control are often highly com-
plex, basic principles can be conveyed even with relatively simple “toy models,”
which put modest demands on students’ mathematical skills. An example is simple
connectionist models of cognitive control such as the “guided activation model” by
Cohen and colleagues, which has been used to account for cognitive control
processes in the Stroop color-word interference task (Botvinick & Cohen, 2014;
Cohen, Dunbar, & McClelland, 1990). In this model, goals and task rules are
represented as activation patterns over simple interconnected processing units,
which bias perceptual processing such that task-relevant information gains a stronger
impact on response activation, while irrelevant information is suppressed. For
didactic purposes, this model has several advantages: it is relatively easy to under-
stand; it illustrates general principles of connectionist networks and shows how goals
and task sets can be represented and maintained as self-sustaining activation patterns
over simple processing units; it shows how automatic responses emerge from the
gradual strengthening of stimulus-response connections; it shows how active goal
representations can bias “top-down” perceptual processes such that automatic
responses can be overridden; it explains how impaired goal maintenance leads to
interference and stimulus-driven behavior; and it can be used to demonstrate how
testable predictions can be derived from a computational model and fit to
empirical data.
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In more advanced and specialized courses in a master program with a focus
on cognitive or computational neuroscience, one may discuss a wider variety of
modeling approaches to cognitive control (e.g., Bayesian inference, reinforcement
learning) and more complex neural network models of cognitive control (e.g., Herd
et al., 2014). Moreover, an advanced course may include practical training in the
implementation of models using general software packages such as MATLAB or
dedicated software packages for the simulation of neural network such as the “Leabra”
framework by O’Reilly and colleagues (O’Reilly et al., 2020), which includes prac-
tical exercises with neural network models of a range of cognitive control tasks.

Section 8: Cognitive Control in Applied Contexts

Insights into mechanisms of cognitive control are relevant in a wide range of applied
contexts, and students’ interest can often be increased by examples of where
cognitive control becomes practically relevant. While we address this theme in a
separate section of this chapter, from a didactic perspective, we recommend inte-
grating applied themes directly into discussions of specific research themes at
various points throughout a course. Here, we just mention mental disorders and
cognitive training as two examples of applied contexts in which cognitive control is
relevant.

Dysfunctions of cognitive control in mental and neuropsychiatric disorders.
Impairments and dysfunctions of cognitive control have been conceived as (possibly
transdiagnostic) mechanisms and vulnerability factors increasing the risk of various
mental disorders, including substance use disorders, behavioral addictions, impul-
sivity-compulsivity spectrum disorders, attention deficit and hyperactivity disorder,
and major depression (Goschke, 2014; Santens, Claes, Dierckx, & Dom, 2020).

Training of cognitive control. A question of high practical relevance is whether
and how executive functions and cognitive control abilities can be improved via
training, as, for instance, in children with attention deficit’/hyperactivity disorders or
in elderly people with age-related cognitive decline. Meta-analyses suggest that
training of executive functions and working memory significantly improves perfor-
mance in older adults (Karbach & Verhaeghen, 2014) as well as in children and
adolescents (Strobach, Salminen, Karbach, & Schubert, 2014). However, one should
also critically discuss that training effects are usually short-lived or confined to tasks
that are similar to the training tasks (Kassai, Futo, Demetrovics, & Takacs, 2019;
Melby-Lervag & Hulme, 2013), although recent evidence suggests that cognitive
training seems to promote far transfer in developmentally at-risk children (Scionti,
Cavallero, Zogmaister, & Marzocchi, 2020).

Cognitive control and attentional bias training in psychotherapy. A related
applied theme concerns the use of cognitive control trainings as a part of psycho-
therapeutic interventions. Examples include trainings to reduce attentional biases and
enhance attention control in anxiety disorders (Linetzky, Pergamin-Hight, Pine, &
Bar-Haim, 2015; MacLeod & Clarke, 2015) and substance use disorders (Heitmann,
Bennik, van Hemel-Ruiter, & de Jong, 2018).
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Section 9: Philosophical Issues and Implications

Although research on volition and cognitive control is primarily the domain of
experimental psychology and cognitive neuroscience, we consider it important that
students acquire a basic understanding of philosophical foundations as well as
implications of this research for concepts of free will, agency, and personal respon-
sibility. Questions that have proven useful to instigate an open discussion on these
themes include the following:

— Do insights into neurocognitive mechanisms of self-control and volitional action
show that lay concepts of free will are illusory?

— Does psychology and neuroscience undermine our view of humans as autono-
mous agents (Roskies, 2010)?

— Should knowledge about cognitive and neural mechanisms underlying self-
control influence our moral evaluation of actions (Roskies, 2012)?

— Should psychological or neurobiological markers of impaired cognitive control
play a role in the assessment of an offender’s criminal responsibility and culpa-
bility (Glannon, 2015; Meixner, 2015)?

Some of these questions may appear purely hypothetical given our limited current
knowledge of cognitive control and the modest reliability of measures of control
abilities, which hardly justify it to apply them to individual cases. Nevertheless, we
believe that the next generation of clinical, educational, or forensic scientists and
practitioners should be able to critically reflect on the rapid development of the
cognitive neuroscience of volition and cognitive control in order to competently
participate in the societal discourse on implications of this research for moral,
philosophical, and legal questions. We thus recommend addressing at least some
of the following specific themes in a psychology or cognitive neuroscience course on
volition and cognitive control:

— Key positions and arguments in the philosophy of free will (e.g., incompatibilistic
(libertarian) versus compatibilistic theories; concepts of causality and
determinism).

— Implications of incompatibilistic and compatibilistic theories of free will for
concepts of personal responsibility, agency, and authorship.

— Relevance of empirical research on self-control for philosophical theories of
“weakness of will,” akrasia, and intentionality.

— Reflection about what psychology and neuroscience can and cannot contribute to
philosophical debates (i.e., students should understand the difference between
empirical questions concerning causal mechanisms, conceptual questions as how
to define free will, and normative questions related to moral responsibility).

As a basis for discussing these questions, there are excellent short and non-
technical introductions to the philosophy of free will (e.g., Kane, 2005) as well as
edited volumes on psychological perspectives on free will (e.g., Baer, 2008).
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Teaching and Learning in Courses on Volition and Cognitive
Control: Approaches and Strategies

In this section, we will not recapitulate general teaching and learning strategies that
can be applied across different topics and that have been excellently summarized in
other chapters of this volume (e.g., Chap. 20, “» Psychological Assessment and
Testing,” by Miller and Daniels in this handbook). We rather describe two alternative
organizing frameworks for a course on volition and cognitive control.

A fundamental decision when planning such a course is whether to structure
course contents along research fields and (sub)disciplines or along research topics
and questions, which cut across disciplinary boundaries. Both organizing principles
have complementary advantages and challenges. When using a disciplinary scheme,
a course would be structured along the main (sub)disciplines in which research on
volition and cognitive control is conducted:

— In cognitive psychology, research on cognitive control emerged in the 1970s with
the distinction between automatic and controlled processing (Posner & Snyder,
1975) and focuses on laboratory experiments with the aim to elucidate mechanisms
underlying the configuration of perceptual and motor processes according to
intentions and task instructions, as well as the processing of task-relevant informa-
tion in the face of interfering stimuli or competing responses (Cohen, 2017).

— In motivational psychology, research on volitional control originated in the 1980s,
when researchers distinguished between motivational processes mediating goal
selection and volitional processes mediating goal pursuit (for overviews see
Achtziger & Gollwitzer, 2018; Kuhl, 2018). The focus is on volitional control
strategies, which support the realization of intentions when goal pursuit is
challenged by competing motivational tendencies or habitual responses.

— 1In social psychology, research focuses on self-control strategies that underlie the
ability to resist temptations and to override transient desires or impulsive
responses in order to render behavior consistent with long-term goals or social
norms (Kotabe & Hofmann, 2015).

— In cognitive and clinical neuropsychology, the focus is on impairments of exec-
utive functions in patients with prefrontal brain lesions, which show up in
deficient action planning and cognitive flexibility, increased susceptibility to
interference, and a predominance of stimulus-driven over goal-directed behavior
(Stuss & Knight, 2013).

— In cognitive neuroscience, tasks and paradigms from cognitive psychology are
combined with functional neuroimaging or noninvasive brain stimulation
methods to elucidate the neural systems and networks underlying cognitive
control (Cohen, 2017; Gazzaniga et al., 2018; Purves et al., 2013).

— In educational and lifespan developmental psychology, cognitive control is an
important topic in research on self-regulated learning and impulse control in
childhood and adolescence (Duckworth et al., 2019; Job et al., 2015; Panadero,
2017), as well as in research on cognitive decline in old age and neurodegener-
ative diseases (Reuter-Lorenz et al., 2016; Stuss & Craik, 2019).
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— In clinical psychology, dysfunctions of cognitive control play an important role as
putative vulnerability factors and mechanism of mental disorders including sub-
stance abuse, behavioral addictions, obsessive-compulsive spectrum disorders, and
major depression (Goschke, 2014; Volkow & Baler, 2015; Zelazo, 2020).

Such a disciplinary organization has the advantage that one can introduce key
concepts using the coherent terminology within a particular research field, convey
the inherent logic of consecutive studies, and delineate the evolution of theories
within a given subdiscipline. However, a major disadvantage is that such an
approach renders cross-disciplinary overlap between key concepts less obvious.
Despite different methodologies and theoretical frameworks, the lines of research
listed above all share a largely overlapping subject matter. There will thus be
considerable redundancy when explaining the overlapping concepts of cognitive
control, executive functions, and self-control repeatedly from different disciplinary
angles. More importantly, a disciplinary course organization may create the impres-
sion of an artificial segregation of actually closely related topics, which may make it
more difficult to convey important interrelations between behavioral studies of self-
control, neuropsychological studies of executive functions, and neuroimaging stud-
ies of cognitive control.

Thus, although it is still a common practice in psychology curricula and textbooks
to address cognitive control, volition, and self-control as separate subjects, teaching
them as a coherent theme in a systematic and integrative manner has several
advantages. First, a systematic course organization along key research questions
that cut across disciplines makes the overlap between key concepts transparent.
More importantly, central topics (e.g., response inhibition, cognitive flexibility,
intentional action) can be discussed across different (behavioral, computational,
neural) levels of analyses, which promotes deeper encoding and more elaborative
knowledge representations in students. While such an approach may initially put
higher demands on students’ ability to relate theoretical concepts from different
research traditions with often idiosyncratic terminologies and methodologies, the
cost of this increased intellectual effort is outweighed by the benefits of a more
comprehensive understanding of the field, the ability to take different perspectives
on volition and cognitive control and to integrate levels of analyses. In fact, in the
long run, such an integrative cross-disciplinary approach is often experienced as
intellectually more rewarding by students, because it helps to counteract the impres-
sion (prominent in novice students) that psychology consists of a bewildering array
of segregated research paradigms.

Challenges and Lessons Learned

Volition and cognitive control are complex themes, which pose various challenges to
students. First, as this chapter shows, the topic cuts across several (sub)disciplines and
demands an understanding of theoretical concepts and models from profoundly different
research traditions, as well as knowledge of a wide range of methods (cognitive tasks,
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neuropsychological assessments, functional neuroimaging, computational modeling).
Moreover, especially first-year students often experience theoretical constructs in this
field as abstract and difficult to grasp. This impression is further fueled by the fact that
cognitive control research mostly employs experimental paradigms that may appear
remote from real-life behavior. Thus, instigating students’ interest and maintaining their
motivation pose challenges that go beyond the general aim to convey contents in a
systematic and clearly structured manner. Instructors should therefore pay attention not
only to the contents of a curriculum and ways to ensure that students understand core
concepts, but they should also make students personally care about what they learn; see
why topics are relevant, both for the scientific aim to elucidate mechanisms underlying
human action and for applied problems; and motivate them to actively and critically
reflect about what they have learned. In the following we give some recommendations
from our own teaching experience for how to increase students’ interest and engagement
in a course on volition and cognitive control.

Tip 1: Include Real-Life Examples and Instigate Transfer to Daily
Behavior

Examples demonstrating the relevance of cognitive control for real-life behavior or
clinical conditions usually instigate students’ interest and increase the motivation even
of those who are not primarily interested in basic science but in practical applications
of psychological knowledge. Applied themes should ideally not be discussed in a
separate section at the end of a course, but be integrated in thematic sections through-
out a course. Moreover, students should learn to transfer their knowledge to real-life
contexts and be invited to provide examples of where findings from experiments on
cognitive control are relevant for daily behaviors. For example, when introducing the
distinction between goal-directed and automatic or habitual behavior, students may be
asked to generate everyday life examples of both types of behaviors, to discuss their
costs and benefits, and to critically reflect upon whether real-life behaviors can be
neatly classified as being either automatic or controlled. Likewise, when discussing
experimental tasks to investigate cognitive flexibility, students may be asked to
provide examples of task switching or dual tasking in daily life and to discuss their
phenomenology and behavioral consequences. Analogously, in a section on self-
control, students may be asked to provide examples of real-life self-control failures
and discuss possible causes and strategies for how to avoid them. In a similar vein,
when discussing neural mechanisms of cognitive control, one may include recent
studies using a “brain-as-predictor’” approach (see Section 6), which combines neuro-
imaging with ecological momentary assessments to examine whether brain activation
measured in laboratory tasks predicts self-control in real-life contexts.

Tip 2: Use Socratic Dialogues

Students’ interest and involvement can be significantly increased by Socratic dia-
logues to encourage active reflection and critical thinking. This holds in particular,
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but by no means exclusively, for theoretical topics (e.g., competing models of self-
control) and philosophical themes (e.g., theories of free will). Some examples for
questions that have proven helpful for instigating Socratic dialogues in a course on
volition and cognitive control include the following:

— Why is cognitive control important for understanding human behavior?

— What are the benefits and costs of automatic or habitual behavior?

— In which daily contexts is cognitive control practically relevant?

— Which conceptual problems does the view of self-control as a limited willpower
resource face?

— What are strengths and weaknesses of dual systems theories of self-control?

— Is self-control always adaptive, or can it also have adverse consequences for
mental health or well-being (e.g., in cases of chronic “overcontrol”)?

— Is addiction a brain disease that reflects impaired cognitive control abilities?

— Does neuroscience show that free will is merely an illusion, and if so, what does
this imply for our concept of personal responsibility and agency?

— Ifintentions can be decoded from brain activity before persons become conscious
of their intention, does this imply that conscious intentions play no role in the
causation of behavior?

— How might the ecological validity of experimental paradigms used to investigate
cognitive control be increased without sacrificing experimental control?

— What might be interventions to improve self-control competencies?

Although Socratic dialogue is more easily instigated in face-to-face seminars with
small groups of students, it is worthwhile to integrate them also in lectures. We
recommend to regularly insert discussion periods into lectures, where students can
be engaged in Socratic questioning to increase their interest, curiosity, and critical
reflection. Moreover, often it is possible to not simply present a chunk of knowledge
to students, but rather motivate them to actively generate the to-be-learned knowl-
edge. As a concrete example, instead of describing the go/no-go task or the task-
switching paradigm, students may be asked to come up with ideas how one might
measure response inhibition and cognitive flexibility.

Tip 3: Motivate Students to Read and Critically Reflect on Original
Research Papers

It is strongly recommend that a course on volition and cognitive control be not
exclusively based on textbooks or review articles, but that one motivates students
to read, critically reflect on, and discuss selected original journal articles. This is
indispensable if students are to acquire the competence to search, understand, and
evaluate research results in a rapidly progressing research field. Moreover, reading
original research articles usually leads to more engaging and profound classroom
discussions. It should be stressed that this will not only be relevant for those
students aiming for a research career, but is also important for practitioners (e.g.,
psychotherapists, neuropsychologists, educational psychologists) who should
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acquire the competence to keep up with relevant developments in research fields of
relevance for their professional activity.

Tip 4: Use Multimedia and Classroom Demonstrations
of Experimental Tasks

It is a truism that courses can be made more interesting and stimulating by
employing various media and demonstration tools. This may include video docu-
mentaries of neuropsychological case studies, video tutorials of brain anatomy, and
principles underlying functional neuroimaging. Moreover, it is recommended to
include classroom demonstrations of experimental tasks and paradigms. In fact,
many tasks used to assess cognitive control (e.g., go/no-go, Stroop, or
set-switching tasks) can easily be demonstrated in the classroom. Having students
actively execute these tasks not only improves their understanding, but usually
stimulates a much more lively discussion about the cognitive processes required in
a task and possible limitations of experimental paradigms. Building on this, one may
initiate small-group discussions on how to overcome such limitations and improve
tasks to investigate cognitive control functions.

Tip 5: Promote Deep and Elaborative Encoding

It is well established by research on memory and learning that memorization and
understanding of new material is enhanced by deep (semantic) encoding, elaborative
processing, critical reflection, and active generation rather than passive reception of
to-be-learned materials. Some of these principles form the basis for the PQ4R
method (Thomas & Robinson, 1972), which specifies six stages of active learning
from textbooks, but which can be transferred to learning in a classroom context (see
Table 4).

Table 4 Six stages of active learning according to the PQ4R method

Stage Learning/teaching objective
Preview Provide a broad overview of relevant themes and identify the key topics to be
covered

Questions | Encourage students to formulate questions for each theme

Read Encourage students to read the relevant literature prior to each thematic session and to
follow the classroom discussion while trying to answer the aforementioned questions

Reflect Encourage students to find examples and counterexamples, critically review
arguments given, and develop additional arguments, and relate these to their
previous knowledge of the subject

Recite Encourage students to try to actively recall the content, preferentially in small
learning groups

Review After a topic has been completed, students should review the most important points
of the new knowledge they acquired
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Tip 6: Provide Examples from Your Own Research and Show Your
Passion for the Topic

As we noted, theories and experiments in the field of volition and cognitive control
are often experienced as abstract, difficult, and remote from real life. It thus matters
the more that instructors succeed in motivating students and in instigating their
interest by presenting knowledge in an engaging and passionate manner. While the
way this is achieved will obviously depend in large part on the personality and
teaching style of lecturers, it has proven useful to refer to one’s own research and
explain why one chose volition and cognitive control as a topic for teaching or as a
research focus in one’s academic career and which unresolved questions one finds
particularly fascinating. Including such a personal perspective is contagious and
often enhances students’ interest over and above a didactically skillful, but imper-
sonal, exposition of theories and empirical findings.

Teaching and Learning Resources
Recommended Nonfiction Book on Cognitive Control

Badre, D. (2020). On Task: How Our Brain Gets Things Done. Princeton, NJ:
Princeton University Press.

An excellent nontechnical, up-to-date, and well-written overview of cognitive
control research with many examples of its relevance for daily tasks and behaviors
and consequences of impaired cognitive control.

Selected Handbooks and Review Articles on Cognitive Control

Egner, T. (2017). The Wiley handbook of cognitive control. Wiley Blackwell.

Comprehensive handbook that may serve as the basis for a one- or two-semester
course on volition and cognitive control. Contains authoritative reviews on a wide
range of topics, including theoretical concepts, neural mechanisms, and computa-
tional models of cognitive control, the interaction of cognitive control with other
domains of cognitive and emotional functioning, as well as applied themes (e.g.,
cognitive control in aging, training of cognitive control, cognitive control in brain-
injured patients and mental disorders).

Gazzaniga, M., Ivry, R. & Mangun, R. (2018). Cognitive neuroscience. The
biology of the mind (5th. Ed.). Norton. (Chapter 12: Cognitive Control).

A textbook chapter providing an introductory overview of the cognitive neuro-
science of cognitive control.

Diamond, A. (2013). Executive functions. Annual Review of Psychology, 64,
135-168.

Review article on executive functions with a focus on the development of
cognitive control.
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Eppinger, B., Goschke, T., & Musslick, S. (2021). Meta-control: From psychol-
ogy to computational neuroscience. Cognitive, Affective, & Behavioral Neurosci-
ence, 21(3), 447-452.

Introduction to a special issue dedicated to the emerging field of meta-control.

Selected Chapters and Review Articles on Volition and Intentional
Action

Haggard, P. (2019). The neurocognitive bases of human volition. Annual Review of
Psychology, 70, 9-28.

A review of cognitive neuroscience research on volitional action with a focus on the
role of conscious intentions in the control of willed action and the feeling of agency.

Goschke, T. (2013). Volition in action: Intentions, control dilemmas and the
dynamic regulation of cognitive control In W. Prinz, A. Beisert, & A. Herwig
(Eds.), Action science: Foundations of an emerging discipline (pp. 409-434).
Cambridge, MA: MIT Press.

A theoretical chapter on the role of cognitive control in goal-directed action
including a discussion of the concept of control dilemmas.

Handbook and Selected Review Chapters on Volition
and Self-Control

Vohs, K. D., & Baumeister, R. F. (Eds.). (2017). Handbook of Self-Regulation.
Research, Theory, and Applications (3rd ed.). New York, NJ: Guilford Press.

Handbook with authoritative reviews on a wide range of topics related to self-
control.

Inzlicht, M., Werner, K. M., Briskin, J. L., & Roberts, B. W. (2021). Integrating
Models of Self-Regulation. Annual Review of Psychology, 72(1), 319-345.

An integrative review summarizing research and theories of self-control.

Achtziger, A., & Gollwitzer, P. (2018). Motivation and volition in the course of
action. In J. Heckhausen & H. Heckhausen (Eds.), Motivation and action (3rd ed.,
pp. 485-527). Berlin: Springer.

Textbook chapter summarizing research on Gollwitzer and Heckhausen’s model
of action phases and on implementation intentions as a self-regulatory strategy.

Kuhl, J. (2018). Individual differences in self-regulation. In J. Heckhausen &
H. Heckhausen (Eds.), Motivation and action (3rd ed., pp. 529-577). Berlin: Springer.

Textbook chapter summarizing research on Kuhl’s theory of volition and action
control with a focus on individual differences between action- and state-oriented
individuals.

Position Paper on the Role of Cognitive Control in Mental Disorders

Goschke, T. (2014). Dysfunctions of decision-making and cognitive control as
transdiagnostic mechanisms of mental disorders: advances, gaps, and needs in
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current research. International Journal of Methods in Psychiatric Research, 23(S1),
41-57.

Position paper on the role of cognitive control as a transdiagnostic mechanism
and vulnerability factors for a range of mental disorders.

Selected Books on the Philosophy and Psychology of Free Will

Kane, R. (2005). 4 contemporary introduction to free will. Oxford: Oxford Univer-
sity Press.

A short and nontechnical introduction to main positions and arguments in the
philosophy of free will.
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Abstract

Developmental Psychology is the scientific study of mind and behavior from the
perspective of change across the entire lifespan. In the present chapter, we provide
a comprehensive and modern view on current topics particularly relevant when
teaching Developmental Psychology. We start with the attempt to derive a
contemporary definition of development and Developmental Psychology. Over
historical time, perspectives on development changed. These different perspec-
tives were regularly challenged, and we discuss some of the questions of scientific
dispute such as the influence of nature and nurture on the development of an
individual from a contemporary perspective. The perspectives often resulted in
larger theoretical constructs. We will not describe individual theories comprehen-
sively but rather focus on general issues of theoretical approaches and highlight
one recent approach, the dynamic systems theories. Theories need to be supported
by empirical evidence. Accordingly, we will briefly describe the major research
designs used to measure developmental change. We will conclude the chapter
with a focus on one topic particularly relevant when teaching Developmental
Psychology, the development of communication, and discuss further topics that
can potentially be included in a Developmental Psychology curriculum and
describe some ideas on how to teach them. In all, we intend to provide a
contemporary overview of the scientific study of developmental change.

Keywords

Developmental psychology - Change - Methods - Nature - Nurture - Theories -
Questions

Introduction

Developmental Psychology is one of the most diverse fields in Psychology; it covers
all aspects of Psychology and adds the aspect of change over the lifespan. This
makes the task of giving a concise overview of the topics to teach in Developmental
Psychology in one single book chapter not an easy endeavor. Available textbooks
usually prioritize a selection of topics or age ranges and never claim to include all
possible aspects of development.

The present chapter is not intended to provide an overview of specific topics and
aspects of development such as the development of emotions, cognitive skills, or
language. Rather, we aim to promote critical thinking and problem-solving among
teacher educators, teachers, and/or prospective teachers about current topics in the
field. We aim to do so by providing a contemporary view of the science of
development more generally. To teach development and Developmental Psychology,
it is essential to have profound knowledge about the science of development, about
different concepts and models of development, and what the current status of theory-
building and methodological approaches is. We will begin with an attempt to define
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development and Developmental Psychology and discuss matters of scientific dis-
pute regarding development such as the influence of nature and nurture on the
development of an individual. We then briefly focus on theoretical perspectives.
We will not comprehensively describe individual theories but rather focus on general
issues of development and highlight one contemporary theoretical approach, the
dynamic systems theories. In the remainder, we will cover the aspect of how change
can be measured and describe currently available research paradigms. The chapter
includes one concrete example of development within none particular domain: the
development of communication. We conclude the chapter with suggestions on how
to teach Developmental Psychology.

Purposes and Rationale of the Curriculum in Developmental
Psychology

The present chapter has the following main learning objectives: First, readers should
be able to demonstrate appropriate and accurate professional content for teaching
Developmental Psychology. Second, readers should think about and revise already
existing courses to incorporate current research and/or best practices. Overall,
readers should acquire knowledge about scientific disputes and recent trends in
Development Psychology. In particular, based on the standards of qualification
frameworks (e.g., Standards of Teacher Education), teachers should stimulate stu-
dents to think critically about the content of Developmental Psychology. In addition,
teachers might engage students in active research in the field of Developmental
Psychology and suggest they establish connections between newly acquired knowl-
edge and previously acquired contexts and perspectives. Finally, teachers should
encourage the students to reflect on their own learning and apply personal life
experiences to the knowledge learned in the field of Developmental Psychology.

Core Contents and Topics of the Curriculum in Developmental
Psychology

Developmental Psychology: A Definition

Psychology (from Greek psyche = breath, spirit, soul and /ogos = science, study,
research) is a relatively young scientific discipline. Among the first to define
Psychology was James (1890) who defined it as “the science of mental life, both
of its phenomena and their conditions.” Today, Psychology is usually defined as the
science of mind and behavior including their description, explanation, prediction,
and intervention of behavior and mental processes (Schacter, Gilbert, Wegner, &
Hood, 2011). The subdiscipline Developmental Psychology covers all these aspects
from the perspective of change across the entire lifespan (e.g., Daum, Greve, Pauen,
Schuhrke, & Schwarzer, 2020; Schwarzer & Walper, 2016). The range of topics in
Developmental Psychology covers all parts of Psychology in general; it includes
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physical growth; cognitive, emotional, and motivational processes; and their neuro-
psychological foundations. It further includes social processes of normative and
non-normative behavior and experience and the effects of education and other forms
of intervention on developmental events.

When asking non-experts about when and how individuals develop, the variabil-
ity of the answers will be large. Development is often described as a series of
distinct, qualitative, and irreversible changes (as compared to merely quantitative
growth). These changes are described as being directed toward a final state, and each
subsequent step is of a higher value than the previous one, and the previous one is a
necessary prerequisite for the subsequent one. Developmental changes are closely
related to the advancing age, and they are universal, natural, and mostly culture-
independent. The question about when development takes place is traditionally seen
as predominantly comprising childhood and adolescence.

While all these aspects seem to be intuitively compelling, the question arises of
whether they are valid. For example, the search for a universally valid sequence of
stages or states is no longer the central motif of today’s theoretical and empirical
considerations. In contrast, the dominant view of contemporary research is the
notion of differential developmental trajectories, which are understood as sustain-
able, multi-directional changes with age. As a result, modern definitions are less
presupposition-rich (and thus at the same time broader and humbler): Developmental
Psychology is concerned with intra-individual changes in human behavior and
experience over the entire lifespan as well as with inter-individual differences
between these intra-individual changes (e.g., Baltes, 1987). From this perspective,
the focus of Developmental Psychology has been expanded from childhood and
adolescence to the entire lifespan (although not everybody agrees with this notion;
see Bischof, 2020, who defines development “as the structural unfolding of an
organic shape”). According to Baltes (1987), development needs to be considered
from a broader perspective: It is a process covering the entire lifespan; it consists of a
dynamic process that includes gains and losses with gains being more prominent in
younger individuals and older individuals having to deal with more losses. Devel-
opment takes place within a certain context, which can be defined by spatial location
(e.g., culture), the available financial and social resources (e.g., the socioeconomic
status), and the historical time (for different historical perspectives on development,
see the previous contributions by Reinert (1976), Trautner (2003), or Daum and
Manfredi (2021)). This modern view comes with several challenges. To shed more
light on this question, we will look at past and current matters of controversy about
the nature of development and how they have been and are discussed.

Questions of Scientific Dispute and Concepts About Development

Questions about how humans develop have occupied philosophy and science for
millennia: What is innate? What is acquired? What is the effect of age on develop-
ment? Should development be understood as following universal laws or describing
individual trajectories? Are development principles domain-general or domain-
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specific or cross-cultural or culture-specific? As a result of the abovementioned
broader definition of Developmental Psychology, the attempts to answer these
questions have slowly moved away from an either-or pattern. Today, it is assumed
that development is determined multi-directionally and multi-causally (e.g., Baltes,
1987). To describe and explain developmental processes, it is important not to
restrict the perspective to the time that starts with birth, not even to the time that
starts with the fertilization of the ovum; some factors influence the development of
an individual that often lie before these points in time. Evolutionary processes thus
play just as much a role as biological maturation and environmental experiences. At
the same time, development may be regarded to not necessarily end with a person’s
death; an individual can substantially influence further generations through the
actions during his or her lifetime. In the following, we focus on three major
questions, the influence of age, the influence of biology vs. environment, and the
question of whether, when describing development, one should focus on group
means or individual data. Other questions are important to discuss as well, to
which extent a child is an active shaper of their environment or passively exposed
to maturational processes, whether development can be generalized across domains
or cultures or not. However, discussing all aspects goes beyond the scope of this
chapter, and the reader is referred to other sources.

The Effect of Age and Time on Development

Developmental change is often related to age. Around their first birthday, children
start to speak their first words and to make their first independent steps. This age is
one of the major milestones and results in the terminological shift of a child from
being called “infant” (from Latin infans = unable to speak) to “toddler” (that
describes the particular type of toddling locomotion, observed at this age). However,
this uni-dimensional focus on age has limitations. Age is only one possible factor
related to developmental change. It furthermore comes in different units. Usually,
developmental change is described as taking place in weeks, months, or years.
However, changes occur in the course of days, hours, minutes, or even seconds.
One prominent example of short-term but extensive changes is the child’s physical
adjustment processes from at birth when regular breathing and ventilation of the
lungs have their onset, as well as the switch from parallel fetal to postnatal serial
cardiac circulation. Next to maturational processes, changes are triggered by signif-
icant life events that are not necessarily or not at all related to age. These events can
be positive, as the beginning of the first romantic relationship or the birth of a child.
The events can also be negative, like the death of a loved one or being confronted
with a serious illness or job loss. Finally, development includes the aspect of
stabilization, that is, the deliberate control of non-change by maintaining cognitive
and motor functions in old age, whereby stabilization at a certain level usually
implies changes at other levels at the same time.

Nature vs. Nurture
One of the questions developmental psychologists (and researchers from many other
fields) discuss is how much the genes (i.e., nature) and the environment (i.e., nurture)
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contribute to an individual’s development, in particular to the plasticity in brain
structure and function (Meaney, 2010). The difficulty to answer these questions
becomes obvious in the fact that nature and nurture are often regarded as being “in
contrast to” each other. Furthermore, it is often expected to know which factor
influences an individual’s development more strongly, be it in an “either-or”” answer
or at least in a precise quantification (e.g., in percentages) of the respective influence.
The impression that the contribution of nature and nurture can be quantified is often
inferred from twin and adoption studies, for example, on intelligence. The results of
these studies are usually reported as a quantified correlation between the intelligence
of siblings that is stronger for monozygotic (MZ) than dizygotic twins or regular
siblings being raised together (e.g., Plomin, DeFries, Craig, & McGuffin, 2003;
Plomin & Spinath, 2004). This information is important to understand the interplay
between genes and the environment. However, one might be inclined to misinterpret
a correlation of » = 0.86 (e.g., for MZ twins, Plomin & Spinath, 2004) as a value
about the percentage of genetic influence that holds for each individual, which it
is not.

This does not mean that there aren’t cases that can be quantified, quite the
opposite: Eye color and natural hair color are primarily defined by our genes with
little to no potential for changes caused by the environment. In contrast, while the
ability of humans to speak and process language is an innate feature of the human
brain in combination with the human vocal tract, the specific language a person
speaks is exclusively defined by the linguistic environment in which this person is
born and grows up.

The specific paths from biology to behavior continue to remain an issue for
further investigation (Meaney, 2010). Before starting, we need to define two impor-
tant terms: the genotype is the complete heritable genetic identity of an individual,
and the phenotype is the description of an individual’s characteristics, including
appearance, behavior, and general disposition. There are several possible ways how
genes and environment interact in the development and result in the particular
genotype and phenotype of an individual. The interaction can be passive, for
example, parents provide an environment that correlates with their own predisposi-
tions (parents inherit genes and environment); evocative, the child’s predispositions
evoke certain reactions in others; and active, individuals seek out niches that
correspond to their predispositions:

1. Genotype — Genotype: The most obvious path is that the genotype of parents is
combined and transferred to the genotype of their children when the egg is
fertilized and genes and chromosomes are inherited by the offspring.

2. Environment — Phenotype: It is not only the genotype but also an individual’s
environment that influences an individual’s phenotype. The genotype provides
the potential of a phenotype to be expressed, but this potential is influenced by the
particular environment a child grows up in.

3. Phenotype — Environment: Vice versa, a child’s phenotype can likewise influ-
ence their environment. Imagine parents having a colicky, that is, a baby who
suffers from colics and, as a result, cries a lot. These parents’ responses to their
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child probably differ from the same parents’ responses to non-colicky. They are
likely to be more exhausted and will, as a result, be less responsive to the colicky,
which might have an impact on his/her attachment pattern and, thus, his/her
phenotype.

4. Genotype — Environment: The individual genotype influences the individually
chosen environment. A child that has a genetic preference for listening to and
playing music will prefer a different kind of environment (e.g., taking music
lessons, meeting friends with similar interests) than a child with a genetically
determined preference for visual arts or doing sports. Accordingly, children seek
their niche based on their (genetically determined) interests.

5. Environment — Phenotype: Siblings typically grow up in the same family, that is,
in a similar environment, and the shared environmental influences are sources of
behavioral similarity. But siblings are often found to be dissimilar (e.g., Plomin &
Spinath, 2004). These differences can — to some extent — be traced back to the
nonshared environmental influences, the sources of behavioral dissimilarity. For
example, parenting practices might differ based on whether a child is the first or
the last born; the home environment may change due to the move of a family to a
new place at the point in time the second child is born (e.g., Tarantino et al.,
2014), resulting in differences between siblings.

6. Environment — (Epi)genotype: Finally, environmental influences, such as nutri-
tion, education, and substance use, can influence the function of an individual’s
genes. Importantly, it is not the genome (i.e., the genetic material of an organism)
that is changed, but the epigenome (i.e., a multitude of chemical compounds that
“tell the genome what to do”; for further information, see Meaney, 2010).

The Difficulty of Differentiating Between the Influence of Nature

and Nurture, an Example

A second aspect of the difficulty to answer the abovementioned question about the
individual impact of nature and nurture lies in the scope for interpretation of the data.
To explain this, we refer to the story of the three little pigs (adapted from
Lindenberger, 2013). In this story (following roughly the rhymes of the US Band
Green Jelly), the mother of three little pigs had not enough to keep them and sent
them out to seek their fortune. The first little pig went off, found a grainfield, and
built a house from straw. The second little pig found a forest and built a house from
wood. The third pig found a stone quarry and built a house from stones. Then, the
big, bad, and hungry wolf appeared at each of the three houses and yelled “Little pig,
little pig, let me in!”. The little pigs refused, and the wolf started to blow their houses
in. He was successful with the houses of straw and wood, but not with the one of
stones.

This story can be seen as scientific observation, and the data can be interpreted as
evidence for both the influence of nature and nurture on the (un)successful devel-
opment of the individual pigs. In support of an influence of nature, it provides
evidence for genetically based differences in “house-building” intelligence. Only
the third little pig has inherited enough intelligence to build a house solid enough to
serve as a secure home. In contrast, the same data are evidence in support of an effect
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of the environment: Each little pig found — more or less by accident — material that
can be used to build a house. And it was only good or bad luck which little pig found
which material. If the first little pig would have taken another road, he would have
found stones and built a house from them instead of straw and, as a consequence,
survived. Accordingly, depending on the perspective, the very same data can serve
as evidence for both perspectives.

The question about the influence of nature and nurture is today discussed in a very
differentiated way. The adherence to extreme positions is no longer tenable today,
nicely framed by Spencer, Thomas, and McClelland (2009): “The nativist-empiricist
debate [...] continue[s] to distract attention from the reality of developmental
systems” (p. 79). These authors suggest using a developmental systems approach
and argue that it embraces the concept of epigenesis, that is, the view that develop-
ment emerges via cascades of interactions across multiple levels of causation, from
genes to environments. According to this view, development always takes place as a
dynamic interaction of both genes and environment (e.g., Meaney, 2001). We will
discuss this in more detail later (section “A Potential Candidate for an Integrative
Theory: The Dynamic Systems Theories”).

Continuous vs. Non-continuous Development

A second controversially discussed question is whether idea development proceeds
as a discontinuous series of distinct and stepwise levels or as smooth and more or
less continuous progress. The idea of a discontinuous development has several roots:
First are several prominent theoretical approaches such as the genetic epistemology
by Piaget (e.g., Piaget, 1954), the theory of psychosocial development by Erikson
and Erikson (e.g., Erikson & Erikson, 1998), the theory of stages of moral develop-
ment by Kohlberg (e.g., Kohlberg, 1973), attachment theory by John Bowlby (e.g.,
Bowlby, 1999), the theory of human development and education by Havighurst
(e.g., Havighurst, 1972), or Sigmund Freud’s theory of psychosexual development
(e.g., Freud, 1930). Second is the idea of sensitive phases, that is, phases in
development of increased plasticity (e.g., Werker & Hensch, 2015) suggest that
development seems to proceed in a discontinuous way with phases of developmental
accelerations. Third, the way how empirical findings are reported suggests a stage-
like development, for example, when children at the age of 12 months do use index
finger pointing but not yet at the age of 10 months. Finally, nature provides
numerous examples for (seemingly) discontinuous development, be it a caterpillar
that pupates and then becomes a butterfly or in the form of Dicrocoelium
dendriticum (D.D.), a small parasite fluke that lives in ruminant mammals such as
cows and sheep and that has a fascinating life cycle including the digestive tract of
snails to the submandibular ganglion of ants, to the final host, cows and sheep (who
eat the ants), where D.D. then lives out their adult lives inside the animal and the
cycle of reproduction starts over again. These examples emphasize relatively long
states of (relative) stability rather than the (seemingly) short phases of transition from
one state into another and might be interpreted that the development of an individual
is as a series of distinct stages where the individual on one stage has little similarities
with the same individual on a different stage.
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However, the transition from one stadium to the next is by no means an abrupt
step, and there are vast examples from nature and cognitive development that
suggest that development may likewise follow a continuous trajectory. Like trees
grow, vocabulary size, the number of solved mathematical problems, processing
speed, and working memory continuously increase across childhood. These are facts
that brought different theorists to assume that development seems to follow a rather
continuous trajectory (e.g., Munakata, Snyder, & Chatham, 2012).

How can these two opposing viewpoints be brought together? To explain this, we
refer to the idea of two different perspectives on development (e.g., Thelen & Smith,
1996), a view-from-above (macro-view) and a view-from-below (micro-view) on
development. In the macro-view, ontogeny is described as a continuous, linear
process, displaying regularity, with a clear direction and being irreversible. In
contrast, from a micro-view, development appears to be “messy” and depends on
the context and situational constraints. This idea has been further developed by
Adolph et al. (2008; see, e.g., Fig. 2, p. 530). They measured the development of
independent standing on a day-to-day basis which resulted in different developmen-
tal patterns: Some infants exhibited an abrupt, irreversible, and stagelike develop-
ment from independent standing being absent on 1 day to being present the next day.
Other infants had more variable developmental trajectories, where independent
standing being present or absent oscillated over the course of several days to weeks.

To sum up, continuities and discontinuities seem to exist alongside one another,
and their relative salience depends very much on the perspective and each individ-
ual’s development. Continuous development might be missed or overlooked because
phases of relative stability are more salient than the phases of transition. And it is to
date not clear whether discontinuities are real or just accelerations in underlying
continuous processes (van Geert, 1998).

Nomothetic vs. Idiographic Research Approaches

The third example refers to the question of whether developmental science should
search for universal valid laws (i.e., nomothetic research; from the Greek “nomos,”
which means “law,” and “thesis” meaning “to build”) or focus on individual
development (i.e., idiographic research; from the Greek “idios” meaning “own”
or “private” and “graphos” meaning “drawn” or “written”). Nomothetic theories
abstract from phenomena. They represent a widely applied way of thinking in the
natural sciences. Usually, the average values of a whole group of participants or
population are analyzed to formulate predictions about how people perceive, act,
or feel. The strength of nomothetic research lies in the possibility to make at least
an estimate for a prediction of behavior, the investigation of larger groups, and the
application of objective methods that allow for replication and generalization.
Limitations lie in the fact that the predictions only provide a rough estimate and
that the group averages may not necessarily apply to the individuals constituting
the group. Idiographic research, in contrast, investigates the individual. The idea is
that predicting what a particular person will do in a particular situation cannot be
based on group averages but needs to take into account the individual more
strongly.
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To illustrate the importance of disentangling the two, we refer to a (hypothetical)
example by Hamaker (2012). It describes the relationship between the speed of
typing on a keyboard (number of words per minute) and the percentage of typos
made. The intuitive expectation is that faster typing is correlated with an increase in
typos. This is true when looking at the intra-individual (idiographic) level. In
contrast, when looking at the inter-individual (nomothetic) level, the results coun-
terintuitively suggest that faster typing is related to fewer typos. The reason for this
counterintuitive finding is that on a group level, more experienced typers both type
faster and make fewer typos. Hamaker (2012) concludes that “qualifying large
sample research as nomothetic, and thus — indirectly — as more scientific than
other approaches because it is concerned with finding general laws, is erroneous”
(p. 44). For this reason, the nomothetic approach has been accused of losing sight of
the individual person. But yet, a substantial amount of Developmental Psychology
research still applies a nomothetic research approach.

Application in Teaching

Vignette 1: Nature vs. Nurture

Paul comes from a family where his parents, grandparents, siblings, cousins, uncles,
and aunts have great talent as musicians. All the members of the larger family play at
least one instrument, some of the older family members are professional musicians,
and some of the younger members think about doing so. Paul’s friend Peter has a
rather different family situation than Paul. None of the members of his immediate or
extended family has any affiliation with music.

It does not require a great deal of expertise to assume that Paul is significantly
more likely to become a professional musician than Peter. The question is whether
this means that chances are 100% that Paul will be a musician and love to play an
instrument and 0% that Peter will do so? Of course not. However, there are reasons
that Paul has a higher genetic predisposition for musical talent as well as an
environment that supports and facilitates such talent. Yet, both, one, or neither of
them might become a musician.

Vignette 2: Continuous vs. Non-continuous Development
Sarah and Lynn are enthusiastic mountaineers who are standing at the base of the
Matterhorn. They plan to go all the way up to the peak of that mountain and are
discussing potential strategies on how to manage their forces. Sarah views the climb
as a steady path and suggests making a pause every hour. But Lynn focuses more on
distinct sections of the climb such as steeper and less steep parts, a plateau, and a
small mountain shelter and suggests adjusting the timing of the climb to these stages.
These two views reflect the views of continuous and discontinuous development.
The continuity view says that development is a gradual and cumulative process, just
like a steady ascent that leads to the top of the mountain. In contrast, the disconti-
nuity view says that development consists of a series of stages that are qualitatively
different from each other, just like walking a series of stages, or steps, to get to the
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top of that mountain. But in the end, both views describe the same climb to the
summit of the Matterhorn.

Theories of Development

From these different questions of scientific dispute and historical contexts, different
theoretical views have emerged, given the respective Zeitgeist and the available
research techniques. These different views have been described at numerous places,
and we will only describe them briefly in Table 1 but do not describe them in greater
detail at this place.

We will, however, spend some time on the description of an (actually not so)
recent theoretical approach that originates from mathematics and the natural sciences
and that combines some parts of these previous ones: the dynamic systems theories
(DSTs, e.g., Thelen & Smith, 2007). DSTs do not adopt an either-or perspective.
DSTs try to answer what can be considered the core question of all developmental
sciences: How can the emergence of order (structure) from a diffuse initial state be
explained? Or, as Smith and Thelen (2003) Running Head: Developmental Psychol-
ogy 17 wrote “How does the human mind, with all its power and imagination,
emerge from the human infant, a creature so unformed and helpless?” (p. 343). DSTs
have been developed to explain developmental change through processes of self-
organization and emergence. DSTs, therefore, aim to include many of the variables
influencing development; short- and long-term experiences; changes in cognition,
motor behavior, and motivation, as well as in physiology; and context.

A Potential Candidate for an Integrative Theory: The Dynamic Systems
Theories

Definitions

We start by defining the basic elements of DSTs. A system is a set of distinct
elements connected by recursive relationships. A systems theory helps to explain
what processes cause pattern formation and change in a system of elements and how
it is possible for qualitatively new properties to emerge in the process. Central
concepts of DSTs are self-organization and emergence, that is, systems can generate
novelty through their own activity. Self~-organization means that the parts of a system
are coordinated without an organizational (executive) entity that provides explicit
instructions and that the pattern and the order of occurrence emerge from the
dynamic interactions of the components of the (complex) system (Thelen &
Smith, 2007). Emergence can be observed when an entity has properties not inherent
in its single parts but only emerge when these parts interact. Numerous fascinating
examples in nature are based on emergence. The flocking of birds can be described
by three very simple processes (Reynolds, 1987):

1) Collision avoidance: Individuals should maintain a minimum distance between
nearby animals to avoid collisions.
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Table 1 Brief descriptions including exemplary theories and main authors of different theoretical

perspectives

Theoretical perspective
Biology

Learning

Psychodynamic

Main assumptions

The development in all
domains (motor, emotions,
cognition, etc.) is rooted in the
biologically determined
maturation of the body and the
brain. Often behavior (e.g.,
the inborn reflexes) is
considered as being adaptive
and having a survival value.
The grasping reflex is seen as
being adaptive because it
allows the newborn child to
cling to its mother’s fur

Based on the ideas of Aristotle
and Locke (among others),
development is seen as
learning from experiences an
individual makes. The
learning can occur as a basis
of reinforcement, which
increases the likelihood of a
behavior to be learned or
punishment, which reduces
this likelihood. The
observation that children learn
without reinforcement and
punishment has led Bandura
to the conclusion that children
try actively to understand
what other people are doing
and whether or not to learn
from them

Development is mainly
determined by conflicts
individuals are confronted
with during different phases of
the lifespan and, in particular,
how well individuals solve
these conflicts. The nature of
these conflicts differs in the
theories, Freud emphasizes
psychosexual aspects, Erikson
and Erikson focus on
psychosocial aspects, and
Havighurst focuses on
developmental tasks in
different stages of the lifespan

Exemplary theories and main
authors

Maturational theory (Arnold
Gesell); ethological theory
(Konrad Lorenz)

Behaviorism (John Watson);
classical (Pavlov) and operant
(Skinner) conditioning; social
cognitive theory (Albert
Bandura)

Psychosexual development
(Sigmund Freud);
psychosocial development
(Erik H and Joan Erikson);
developmental tasks (Robert
Havighurst)

(continued)
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Table 1 (continued)

Theoretical perspective

Cognitive development

Moral development

Context

Dynamic systems (see section
“A Potential Candidate for an
Integrative Theory: The

Dynamic Systems Theories™)

Main assumptions

(Cognitive) Development is
mainly determined by changes
in children’s thinking as they
grow older. The most
prominent candidate is
Piaget’s theory of genetic
epistemology in which he
emphasizes changes in
children’s thinking by a
process of adaptation in which
new information results in
either the adaption of the
child’s own thinking
(accommodation) or the
reinterpretation of the
information based on existing
schemas (assimilation). He
describes four distinct phases
of development
(sensorimotor, preoperational,
concrete operational, and
formal operational)

Piaget and after him Kohlberg
formulated a stage theory for
moral development in which
children progress in their
moral thinking as a result of
their advances in cognitive
development

Similar to learning theories,
contextual theories oppose to
some extent the idea of purely
maturational processes taking
place during development.
These theories emphasize
socio-cultural context as
determining development.
This context can refer to
culture, to the specific
language that is spoken that
transfers knowledge in a
language-specific way, that
differs between different
languages

Development is determined
by the dynamic interaction
between changes in the
individual in the particular

251

Exemplary theories and main
authors

Genetic epistemology or
constructivism (Jean Piaget)

Theories of moral
development (Jean Piaget,
Lawrence Kohlberg)

Social constructivism (Lew
Vygotsky, Luria), the
bioecological model (Urie
Bronfenbrenner), shared
intentionality (Michael
Tomasello), personality
influenced by context (Walter
Mischel)

See different forms of
application of the DST in
Developmental Psychology

(continued)
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Table 1 (continued)

Exemplary theories and main

Theoretical perspective Main assumptions authors
environment. Dynamic by Esther Thelen, Linda
system means that a system B. Smith, or Paul van Geert

(e.g., a child growing up in an
environment) consists of
elements that change over
time. Development is a
continuous interaction of all
the levels of the developing
system, from molecules to
culture

Information processing The human cognitive system
is compared to a computer
with hardware (structure) that
includes memory (short-term
and long-term), processing
units (processing speed), and
input and output units and
software including strategies
and content. Development is
determined by changes in
information processing by the
human cognitive system: the
increase in processing speed,
working memory capacity,
and automated information
processing, the use of more
efficient strategies, an increase
in knowledge content

2) Velocity matching: Individuals should attempt to match velocity with nearby
flockmates.

3) Flock centering: Individuals should attempt to stay close to nearby flockmates.
Accordingly, the seemingly complex flocking behavior emerges from the partic-
ular (and simple) way individuals interact with each other. There is no innate,
pre-specified movement pattern in these individuals, and there is no alpha
individual telling the others how to move.

Application of DSTs to Development

The ideas of self-organization and emergence in combination with multi-causality
have a long tradition in the natural sciences. Dynamic systems have been formulated
as an area of mathematics and physics and in the areas of electrical networks,
biological processes, and national economies. And while the idea of DSTs as guiding
principles of development seems to be a relatively recent development, first
approaches to this line of thinking have already been formulated by researchers
such as Waddington, Lewin, or Gesell. These authors have formulated hypotheses
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according to which development occurs as a result of the interplay of a multitude of
external and internal factors. Only recently, the ideas of the development of mind and
behavior based on emergence and self-organization have been taken up more
systematically by developmental psychologists who started to interpret salient
developmental changes such as the development of walking or the A-not-B-Error
from a DST perspective (for overviews, see Thelen & Smith, 2007; van Geert,
2017). Smith and Thelen (2003) conclude that “Developmental change evolves
from the real-time activities of the infant” (p. 347). Complex systems self-organize
to produce cohesive patterns, and due to the multi-causal nature and different
timescales, development becomes highly non-linear and sometimes highly sensitive
to initial conditions during particular developmental phases. Smith and Thelen
conclude “that small changes in one or more components of the dynamic system
can lead to reorganisation and large differences in behaviour” (p. 347).

Application of DSTs to Existing Developmental Theories

The idea of development as a self-organizing process in which novel patterns emerge
has not only been applied to individual phenomena but also been related to explain
and extend previously formulated broader theoretical considerations. Here, we
highlight one prominent example by Thelen and Smith (1996) and van Geert
(1994, 2017) who applied DSTs to explain the process of adaptation in Piaget’s
theory of genetic epistemology (from the Greek genetikos = related to the formation;
episteme = science, knowledge; and logos = reason). Piaget considered develop-
ment to proceed in relatively short periods of transition intermitted by relatively long
periods of stability. Van Geert (2017) describes the cognitive structures in these
periods of stability as a system of “related, interacting, or interdependent compo-
nents that, as a consequence of those relationships, form a unified whole” (p. 21). In
the course of development, these structures are subject to change. Van Geert defines
two distinct forms, structure-preserving change and structure-altering change.
Structure-preserving change is observed when components of the system and their
relations are changed but the higher-order structure remains unchanged. Piaget
described this process as assimilation. Structure-altering change, in contrast, occurs
when the current structure (or schema) cannot be applied any longer to a current
problem. As a consequence, the schema has to be adjusted, which Piaget referred to
as accommodation.

Van Geert (1998, 2017) brings together the basic principles of Piaget’s theory
with DSTs. Both approaches overlap with the notion of a self-organizing system with
dynamic transformations, self-maintaining attractor states, resistance to perturbation
(assimilation), return to stability after perturbation, and the existence of self-
maintaining states over longer periods of time. However, DSTs add one particular
explanation for which Piaget struggled, the development of novel (cognitive) struc-
tures. DSTs use the concept of emergence in the sense that structure or its compo-
nents and their relationships “may, under certain conditions, spontaneously result in
the arising [i.e., emergence] of novel properties” (van Geert, 2017, p. 22). In contrast
to Piaget who describes the developing child as being actively involved in the
construction of her/his cognition and behavior, the genesis of cognitive structure
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and behavioral patterns is the consequence “of activity patterns governed by deep
properties of organisation of the brain-body-world system” (van Geert, 2017, p. 23),
with the components interacting on several different timescales (Fischer & van
Geert, 2014; van Geert, 1998). To sum up, according to DSTs, the emergence of
cognitive structure is not based on some form of pre-existing internal or external
construction plan; rather, emergent patterns result spontaneously from simple activ-
ity principles in the interacting individuals.

To conclude, DSTs have the potential to explain and integrate several different
previously formulated theoretical approaches beyond constructivist approaches such
as those formulated by Piaget or Vygotsky. They share with nativist theories the idea
of core processing mechanisms; however, they differ in that DSTs do not assume any
form of core knowledge or modules. They share with learning theories that infor-
mation and acquired experience result in a change of existing “schemas.” DSTs thus
have the potential to bridge the gap between opposing views and allow to move
beyond either-or thinking by integrating ideas from different perspectives under the
core assumptions of emergence and self-organization.

Application in Teaching

Vignette 3: Different Theories on the Development of Drawing

Max is a 4-year-old boy who is developing his drawing skills. Over the past few
weeks, Max’s drawing skills have improved significantly. Why? What has brought
about this change? Let’s try to describe the emergence of Max’s drawing skills
through the lens of some of the most important theoretical perspectives on develop-
ment. According to biological theories, the ability to draw is determined by the
maturation of certain brain structures responsible for fine motor skills. Differently,
learning and contextual theories ascribe the improvement of Max’s drawing skills to
his experience and practice in this activity and to the reinforcement he received from
both his parents and teachers. Finally, according to dynamic systems theories
(DSTs), the development of Max’s drawing skills reflects the interaction between
his developmental changes (i.e., cognition, motor, motivation) in the particular
environment he grows up in. Although the first two approaches make important
contributions in explaining the emergence of a specific skill, they only focus on only
one single aspect of development. In contrast, DSTs provide an integrated view of
development, by trying to combine different perspectives.

Vignette 4: Dynamic Systems Theories vs. Piaget’s Theory of Genetic
Epistemology

Jeff and Kate are two passionate young chefs who just opened their own restaurants
in Manhattan. Both are very creative and meticulous in the preparation of their
dishes, but they follow different paths and procedures to create new culinary
specialties. Jeff likes to creatively combine products and ingredients that are already
available in his kitchen, while Kate, in addition to combining the ingredients she
already owns, sometimes generates a new product (i.e., spices, cheeses) that she will
use for her dishes.
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These two culinary techniques reflect the DSTs and Piaget’s theory on develop-
ment. Piaget’s theory describes development as the consequence of activity patterns
characterized by deep properties of organization of the brain and body system, like a
well-equipped kitchen that already has all its ingredients and products to create unique
delicacies. In contrast, according to DSTs, a cognitive structure and patterns may result
in the emergence of novel properties, just as a dish created from new ingredients.

Research Methods

In the previous sections, human development was discussed from a theoretical and
historical perspective. However, to validate or refute theoretical considerations,
empirical data is essential. In the following, we will discuss different approaches
to how developmental change can be assessed. We start with the differentiation
between two main categories, quantitative and qualitative methods, and then move
to different designs to assess developmental change.

Qualitative and Quantitative Research Methods

In general, two main research directions are applied, described as qualitative and
quantitative research methods (Przyborski & Wohlrab-Sahr, 2013). Qualitative
research approaches aim to reconstruct phenomena, to generate hypotheses and theo-
ries. The methods are often not standardized, exploratory with open questions such as
“What kind of practices and values are predominant in different cultures? Are there
common practices between cultures and what do they mean?”. Typical data collection
methods are naturalistic observations, group discussions, or narrative interviews.

The major goal of quantitative research approaches is to make phenomena
measurable, to test hypotheses and theories empirically using rigorous statistical
analyses. Typical testing situations are highly standardized to reduce the amount of
noise in the data and the potential for confounding factors as much as possible.
Typical questions include “Are certain cultural values present in a group of people?”
or “Do persons who have a strong expression of the cultural value x also have a
strong expression of y?”. Typical methods of data collection include standardized
questionnaires, experiments, and systematic interventions. The two approaches are
not as clear-cut as often assumed. For this reason, it has been suggested to distin-
guish between standardized and reconstructive methods or between hypothesis-
testing and theory-building studies.

Research Designs

The discovery that infants have visual preferences for certain patterns (e.g., faces)
over others (e.g., monochrome areas; Fantz, 1963) has provided looking time as a
powerful measure to assess infants’ perception and cognition. More recent technical
advances in the application of eye tracking, encephalography (EEG), functional
near-infrared spectroscopy (fNIRS), functional magnetic resonance imaging
(fMRI), magnetoencephalography (MEG), and other neurophysiological techniques
to developmental populations have provided a large variety of measurement
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techniques that can be applied to assess the development of mind and behavior even
in very young children.

Whichever technique is used, developmental researchers additionally need to
consider how perception, cognition, and behavior change over time. Basically,
there are two approaches to this question. Either, change is inferred (not measured!)
from differences between the assessment of the behavior of different age groups
(cross-sectional assessment). Or, change is measured by following the same groups
across a certain amount of time (longitudinal assessment). Depending on the exact
application of longitudinal research designs, for example, concerning the density of
the measurement points, longitudinal designs can further be differentiated in sequen-
tial or microgenetic designs (Shaffer & Kipp, 2010).

Cross-Sectional Research Designs

In cross-sectional designs, different people from different age groups are studied at
the same point in time. This approach allows us to identify age-related differences
(but not changes). The possibility to collect data from different age groups in a short
period of time is an advantage of the cross-sectional design. However, it also comes
with limitations. Most importantly, participants in each age group are from different
cohorts. This can cause so-called cohort effects: any difference between the age
groups might be due to the different age or may reflect individual differences that
characterize the members of different cohorts. Another limitation is that because
each person is tested only at one point in time, it does not provide information about
individual development and the respective (in)stability of individual development.

Longitudinal Research Designs

Already Vygotsky (1978) raised the concern that a cross-sectional approach primar-
ily focuses on age-dependent and stable endpoints in development. Similarly,
Adolph et al. (2008) stated that this kind of research has resulted in “a gallery of
before and after snapshots, studio portraits of newborns, and fossilised milestones”
(p. 527). With these static developmental pictures, little can be learned about
developmental processes. This shortcoming is compensated for by longitudinal
research paradigms. In a longitudinal design, the same cohort of participants is
studied repeatedly over a certain period of time. Longitudinal designs allow the
investigation of the change and stability of one specific aspect across time.

The advantages of longitudinal designs lie in the possibility to compare the devel-
opmental trajectories of different children and that actual development is measured and
not only age differences. Disadvantages are that due to the repeated measurement and
potentially resulting training effects, the study material is limited and longitudinal
research takes time and requires (often substantially) more resources than cross-sectional
research. The sample underlies selection effects in the sense that participants drop out for
several reasons (relocation, limited desire to continue participating).

Sequential Research Designs
Sequential research designs (e.g., Schaie, 2015) combine the features of the two
previously discussed designs, implying that participants from different age groups
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are studied repeatedly over a period of months/years. This allows to make both
longitudinal and cross-sectional comparisons within and between cohorts and to
control for cohort effects. In general, sequential designs are more efficient than
standard longitudinal designs; however, they are even more expensive and time-
consuming.

Microgenetic Research Designs

One major shortcoming of most longitudinal studies is that it often remains unknown
what happens between the measurement points. According to Adolph et al. (2008),
“sampling rates typically used by developmental researchers may be inadequate to
accurately depict patterns of variability and the shape of developmental change”
(p. 527). That is, when the sampling rate is chosen too low, it is not possible to say
anything about the shape of a developmental trajectory, for example, whether it
reflects a continuous or discontinuous transformation.

Microgenetic research paradigms are a potential tool to overcome this shortcom-
ing. This method assesses developmental change in short-term intervals such as
weeks or even days. Microgenetic assessments are defined by several key features
(e.g., Siegler, 2016), for example, the observation needs to span the complete period
in which a developmental change of a particular skill is expected to occur. Further,
the frequency of the measurements during this period is high, optimally day-to-day
observations either in the lab or at home. Microgenetic research paradigms have shed
light on children’s motor development (Adolph et al., 2008), strategies for solving
problems (Siegler & Svetina, 2002), arithmetic skills (Siegler & Jenkins, 2014),
memory (Coyle & Bjorklund, 1997), and language skills (Gershkoff-Stowe &
Smith, 1997). A microgenetic research design is a powerful tool to document
development and to infer the processes that give rise to change. At the same time,
it requires a great effort from both scientific staff and participating parents; it is costly
and time-consuming. The high measurement frequency often results in the measure-
ment period being limited in time, reduced to days or a few weeks. In addition, in a
microgenetic study, children’s behavior change is stimulated to occur and, therefore,
may not reflect what children would normally encounter in a real situation.

Summary

The big challenge in developmental research is to measure change and not only age
differences. The description of the most commonly used paradigms suggests that
there is no silver bullet that can be applied and researchers have to choose from the
available options the technique and the design that is most suitable to address the
formulated research question, given the available resources.

Application in Teaching

Vignette 5: Qualitative and Quantitative Research Methods

Lisa and Anne are two developmental psychologists who are planning to test
altruistic behavior in children of primary school. They apply two different research
strategies. Anne starts to schedule interviews with parents and teachers and to
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conduct structured observations of children’s behavior at school. Lisa prepares
standardized questionnaires and one computer experiment for her study in which
she presents invented situations of different children who show different levels of
helping behavior. While the children observe these situations, Anne measures their
looking behavior and skin conductance as two dependent variables.

This example describes the two research approaches discussed at the beginning of
this section: Anne applies a qualitative research approach, while Lisa applies a
quantitative approach. The results of Anna and Lisa’s studies will highlight different
aspects of the same complex phenomenon. The combination of these methodolog-
ical approaches provides important and complementary insights into the develop-
ment of altruistic behavior.

Vignette 6: Longitudinal and Cross-sectional Research Designs

Alexander and Edward are two school psychologists who want to analyze the
development of language in a group of elementary school children. Alexander
chooses to analyze the development of the same group of children over time,
while Edward prefers to test the language abilities of children of different ages and
grades. Therefore, Alexander will test the development of language by employing a
longitudinal design, whereas Edward will investigate the same phenomenon
adopting a cross-sectional design. Over the years, Alexander, although he has
undoubtedly gone through several dropouts, has gained important insights into the
actual language development of individual children in an elementary school. On the
other hand, Edward, albeit comparing children from different cohorts, was able to
compare language development in children of different ages in a short period of time.

Exemplary Domain: Communication Development

Human infants are born with a predisposition to interact with other people. Infants
notice contingencies between their own actions and the environment from the first
weeks of life. Around the age of 3 months, infants interpret intentional actions as
goal-directed.

The Saliency of Faces

One of the first visual stimuli a child is likely to see after birth is the face of the
mother, the father, a midwife, or a pediatrician. Human faces and the look of the eyes
are important sources of information in connection with an interaction with a social
partner. From facial features, information can be extracted about the direction of
attention (e.g., where someone is looking) and about their emotional state (e.g.,
whether someone is sad or happy). This information allows conclusions to be drawn
about what someone is about to do (Baron-Cohen, 1995). Children have no prenatal
experience of perceiving faces, but they show a preference for faces from birth (e.g.,
Valenza, Simion, Cassia, & Umilta, 1996). Even more, newborns prefer faces that
look directly at them to faces that avert their gaze (Farroni, Massaccesi, Pividori, &
Johnson, 2004), and they prefer faces with eyes open to faces with eyes closed
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(Batki, Baron-Cohen, Wheelwright, Connellan, & Ahluwalia, 2000). This face
preference suggests that children distinguish from birth between a social agent and
a non-social physical object and respond to whether the face-bearing social agent
wants to interact with them and whether to expect something interesting to learn
from this person.

Infants are not only sensitive to the configuration of a face at birth; they rapidly
develop a preference for certain faces thereafter. After only a few hours, infants
prefer to look at the face of their mother to that of another woman (Bushneil, Sai, &
Mullin, 1989). This preference increases in the first days of life with the length of
time infants have seen their mother’s face (Walton, Bower, & Bower, 1992).

Early Forms of Communication

Gaze Following

To communicate with and learn from others, other aspects than just the perception of
faces are required. The direction of a person’s gaze, for example, says something
about what or where they are currently focusing their attention and who or what they
might interact with next. The place a person looks marks the focus of their interest
and their possible next action step. A shift of attention as a consequence of an
observed gaze shift is shown by children as early as 3 to 6 months of age (Hood,
Willen, & Driver, 1998). When children of this age see a face that suddenly directs
their gaze to the left or right, they look more quickly at a subsequently appearing
object if it appears in a position that is congruent with the direction of gaze than if it
appears in an incongruent position. Even newborns show this shift of attention;
however, they also need information on the movement of the eyes. They show the
congruency effect only when the shift of gaze is observable (Farroni et al., 2004),
while older children also shift their attention when observing a static image of a face
with gaze directed to the side (Hood et al., 1998). Gaze following also depends on
the context; toddlers between 12 and 18 months were more likely to follow a gaze
shift when the observed agent had her eyes open compared to closed (Brooks &
Meltzoff, 2002).

Joint Attention
Gaze following and pointing are crucial elements in understanding social behavior
and are an early form of joint attention. Joint attention is characterized by the
coordination of attention with another person regarding objects and events
(Mundy & Newell, 2007). The development of joint attention is fundamental to
the development of social and cognitive competencies and linguistic abilities. The
frequency with which infants engage in joint attention is positively correlated with the
development of their linguistic skills (Mundy et al., 2007), and joint attention influ-
ences information processing in 9-month-old infants (Striano, Chen, Cleveland, &
Bradshaw, 2006).

Two types of joint attention are evident in infancy (Mundy & Newell, 2007):
responding joint attention (RJA) and initiating joint attention (IJA). RJA refers to the
infants’ following of others’ gaze and gestures; IJA involves infants’ use of gestures
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and eye contact to direct others’ attention to an object, event, or themselves. It is
considered an involuntary and early system that develops in the first months of life.
IJA “involves infants’ use of gestures and eye contact to direct others’ attention to
objects, to events, and to themselves” (Mundy & Newell, 2007, p. 269). The
function of IJA is to show or spontaneously seek to share interests or pleasurable
experiences with others.

Development of Communication

Human communication is multimodal and involves verbal and nonverbal forms of
information transmission. Infants start to communicate long before they speak their
first words. By the end of the first year, children develop a gestural communication
system that allows them to successfully interact with their caregivers (Bruner, 1983).
Yet, along the course of the development, gestures and speech become closely
connected for realizing effective and mature communication (McNeill, 1992).

In the next section, we will describe significant acquisitions that typically char-
acterize the development of communication in early childhood. According to the
interactionist theory, communication develops in the context of social interactions
during which children try to interact with their social partners (Bohannon &
Bonvillian, 1997; Callanan & Sabbagh, 2004). In this context, communication skills
are considered as the result of a complex interaction between biological maturation,
cognitive development, and dynamic linguistic environment.

In the past years, psycholinguists noticed that communication strategies can
promote and improve language learning. For example, it has been observed that
before the acquisition of productive language skills, infants recognize regularities of
language and conversational turn-taking by playing reversible roles with their social
partners (Bruner, 1983). Specifically, by 9 months of age, infants understand the
alternation rules of social games, and if this regular alternation is interrupted, they
might try to re-establish the alternation of turn-taking (Ross & Lollis, 1987).

Moreover, different research showed that caregivers often communicate with
children using infant-directed speech (IDS, Kuhl, 2004), a speech mode that is
typically characterized by exaggerated pitch (Cooper & Aslin, 1990), expanded
intonation (Fernald & Simon, 1984), higher variable speech rate and rhythm (Lee
etal., 2014; Leong et al., 2017), and lexical and syntactic modifications (Soderstrom,
2007). In particular, the intonation is modulated to communicate different messages
to the infants (Katz, Cohn, & Moore, 1996). For example, to recapture the infant’s
attention, parents use it to increase the intonation, while to reassure or comfort the
infant, they usually adopt a falling intonation. Previous evidence revealed that
2- to 6-month-old infants react with vocalizations characterized by an intonation
similar to that produced by their parents (Masataka, 1992).

As the child’s language improves, parents’ infant-directed speech becomes longer
and more complex. They start to respond to the child’s incorrect speech by providing
a correct and extended version of the child’s statement (i.e., expansion). During the
prelinguistic phase of development (from birth to 10—13 months of life), infants
show clear sensitivity and responsivity to language. For example, while hearing
speech, newborns usually open their eyes, look at the speaker, and by 2 months of
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age begin to use vocalization to communicate their needs (Rheingold & Adams,
1980; Rosenthal, 1982). By 4 to 6 months of age, infants start to babble by
combining consonant and vowel sounds, and toward the end of the first year,
children start to adjust their babbling to the tonal features of the language surround-
ing them (Blake & Boysson-Bardies, 1992; Davis & MacNeilage, 2000).

Toward the end of the first year of life, preverbal infants begin to use nonverbal
communication such as gestures to interact with their social partners (Acredolo &
Goodwyn, 1990). In particular, around 12 months of age, children usually show two
types of preverbal gestures: “protoimperative” pointing and “protodeclarative”
pointing. Protoimperative pointing is used to obtain an object (Baron-Cohen,
1989) and does not require a comprehension of others’ mental states. On the other
hand, protodeclarative pointing is used to direct the attention of another person
toward something of interest to the infant. The use of protodeclarative pointing
implies that the infant is aware of another person’s mental state and, thus, could be
considered an early indicator of the “theory of mind” (Baron-Cohen, 1989).

Even when children acquire advanced linguistic skills, they continue to use
gestures to accompany speech or substitute missing words (Goldin-Meadow,
2000). Around 2 years, children acquire several pragmatic abilities that make them
sensitive to other social features. The achievement of these pragmatic skills has a
significant impact on efficient communication. For example, around 2 years of age,
children learn to appropriately use vocal turn-taking and begin to show awareness
about their partners’ knowledge when they choose to discuss a specific topic.
Moreover, children start to use some social communication norms, such as polite
words when making requests (Baroni & Axia, 1989; Garton & Pratt, 1990). During
the preschool period, children develop several conversational skills that help them to
communicate more successfully. For example, at around 3 years of age, they begin to
understand that the real meaning of an utterance may not always correspond to the
literal meaning of the words (i.e., illocutionary intent). By age 6 to 7, children’s
communication and sociolinguistic skills enable them to adapt their speech to the
needs of their listeners.

In conclusion, communicative development can be used as an example for the
dynamics of development as proposed by dynamic systems theories because it is the
result of a complex interaction between biological maturation and a highly dynamic
social environment, which is constantly influenced by the child’s interactions with
their social partners (McKee & McDaniel, 2004; Tomasello, 1995).

Application in Teaching

Vignette 7: The Emergence of Joint Attention

Emily, a 5-month-old infant, has an older brother, Jack, who is 2 years old. Emily’s
dad loves to spend time on the mat with his little girl. However, during their
interactions, he is often distracted by Jack, who loves to climb all over the place
looking for new adventures. Emily’s dad, therefore, while interacting with her, often
turns his gaze toward Jack, and Emily will begin to observe her brother, following
her father’s gaze. When Emily turns 11 months, Jack’s activities become of common
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interest for Emily and her dad. Indeed, Emily is now the one to call her father’s
attention (using pointing and eye contact) toward her brother’s activities and to
respond in turn with smiles and vocalizations when her father calls her attention
to Jack.

This example well describes the emergence of social behavior. Emily learned to
shift her attention as a consequence of her dad’s gaze shift. Moreover, over the
months, she showed an early form of joint attention behavior by both following her
dad’s gaze and directing his attention to her brother.

Vignette 8: The Development of Communication and Social Interaction

Peter is a very talkative and communicative 7-year-old who loves to tell jokes and
chat with his parents and friends. How has he developed his social and commu-
nication skills? Peter’s parents are very social people, who establish new friend-
ships very easily. In addition, Peter’s parents communicated with their child
during all stages of his development, naturally adapting the form of communi-
cation to Peter’s current communicative skills. For example, when Peter was a
newborn, his mother communicated with him by using the so-called infant-
directed speech to which Peter responded with vocalizations and body move-
ments. With the passing of the months, the communication between Peter and his
parents became progressively richer. Peter appreciated the first illustrated animal
books that his parents used to name each animal by reproducing the verse (i.e.,
onomatopoeic words). At about 18 months, he began to name the animals in his
books, by saying the onomatopoeic words corresponding to each animal. As the
months went by, Peter’s social and communication skills became more and more
refined, thanks also to the continuous feedback and reinforcement he received
from his parents. For example, around the age of 3 to 4, Peter began to learn to
wait his turn to speak and that it was important to use polite words when making
requests.

From this description, it is possible to infer that the development of social and
communication skills derives from interaction with the environment, constantly
influenced and stimulated by social interactions whose nature and type change
over time.

Teaching, Learning, and Assessment in Developmental
Psychology: Approaches and Strategies

We close this chapter with a brief and exemplary overview of how Developmental
Psychology can be taught in class, what the important topics are that we think can
be covered in a curriculum, how age groups are categorized across the entire
lifespan, and what forms of teaching can be applied. Section (1) includes relevant
topics which a Developmental Psychology syllabus can choose from, (2) describes
how age groups are categorized across the lifespan, and (3) describes how the
topics can be taught in a class, for example, by providing applied classroom
demonstrations.
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Relevant Topics

The potential content of the curriculum is rich because Developmental Psychology
covers all aspects of Psychology with a particular emphasis on change over (partic-
ular phases of) the lifespan. When we start teaching Developmental Psychology in a
new class, one of the first aspects to cover is to discuss the “big questions” of
Developmental Psychology. Ultimately, all studies and theories are directed toward
answering these big questions, although very specific aspects of development are
examined during the course. In Table 2, we describe a selection of potential topics
including some major keywords for each topic. The selection is by far not complete
and rather represents a guiding proposal than a complete overview. To teach indi-
vidual topics, the reader is referred to textbooks such as mentioned in the section
Selected References.

Age Groups

As said before, Developmental Psychology covers all the aspects mentioned in
Table 2 from the perspective of change across the entire lifespan (e.g., Daum
et al., 2020; Schwarzer & Walper, 2016). Because body, mind, and behavior are
subject to substantial changes over the lifespan, it is not always appropriate or even
possible to compare the competencies across different age groups. Here, in line with
previous thoughts, we suggest using the following broad categorization to differen-
tiate between different phases of the lifespan: prenatal (before birth), neonatal or
newborn period (up to 3 months after birth), infancy (Although often used in the
literature, we suggest to refrain from the use of the term “preverbal infants.” The
word “infant” comes from Latin “infans” meaning “unable to speak.” Accordingly,
“preverbal infants” is a pleonasm.) (up to 1 year), early childhood (comprising
toddlerhood (The term toddler comes from the “toddeling” gait of young children,
the typical staggering and wobbling and yet unstable way of independent walking
that is first observed around the child’s first birthday.), 1-3 years, and preschoolers,
3-5 years), later childhood/school-aged children (6—10 years), adolescence, (early,
11-14 years; late, 15-17 years), young adulthood (18-29 years; this also includes
the potential phase of emerging adulthood (e.g., Arnett, 2007)), middle adulthood
(3064 years), early older adulthood (65-84 years), and late older adulthood
(85 years and older). Please note that these phases are not set in stone and that
depending on competencies and inter-individual variability, the boundaries of these
phases can be dynamic.

Suggestions on How to Teach Topics of Developmental Psychology
It is not our goal to provide a comprehensive list and description of specific teaching

formats for particular topics of Developmental Psychology. This is covered by
collections and textbooks that present different formats and empirical findings on
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Table 2 Suggestions for topics to teach in Developmental Psychology and most important

keywords
Topic
Basic foundations

What is (child) development

Theories of development

Research designs to
measure development

Basic functions
Brain development

Biology and behavior

Body growth

Motor development

Perception

Cognition

Knowledge about concepts

Language

Intelligence

School-related
competencies

Emotions

Social cognition

Major keywords

Historical foundations: Questions of dispute; practical
implications; societal relevance

Nature vs. nurture; active vs. passive child; nativism;
behaviorism; core knowledge; constructivism; information
processing; socio-cultural theories; dynamic systems; domain-
specific vs. domain-general theories

Cross-sectional; longitudinal; sequential cohort design;
microgenetic

Brain maturation; brain plasticity; specialization of different brain
areas and functions; critical/sensitive periods; development of
neurons; neurotransmitters

Genes and environment and their interaction; differentiation of
cells and structures; behavioral genetics; heritability; epigenetics;
twin studies

Anatomical development before and after birth; growth spurts;
timing of growth

Prenatal movements; reflexes and their function and plasticity;
reaching and grasping; coordination of changing bodies;
perception and action; locomotion; navigating in the environment
Sensation vs. perception vs. cognition; higher senses (vision,
hearing); lower senses (taste, smell, touch, pain); object
perception; face perception; depth perception; categorical
perception; intermodal perception; multisensory integration
Working memory; short-term memory; long-term memory;
attention; information processing; executive functions (planning,
shifting, and inhibition); cognitive flexibility

Artifacts; living entities; causality; objects, space, time, and
numbers; play (pretend, sociodramatic)

Preverbal and verbal communication; nonverbal communication;
language acquisition; language spurt; multilingualism; gestures;
use and understanding of symbols; infant-directed speech; sign
language

Concepts of intelligence; measuring intelligence; 1Q scores;
predictive validity; heredity; genes X environment

Reading; writing; mathematics; individual and collaborative
learning; influence of teachers, parents, SES; use of gestures in
teaching

Primary emotions (anger, disgust, fear, happiness, sadness, and
surprise); secondary emotions; self-related emotions; emotion
expression; emotion understanding; emotion regulation;
temperament; stress

Intersubjectivity; joint attention (joint action, following attention,
directing attention); imitation; understanding intentions; theory of
mind

(continued)
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Table 2 (continued)

Topic Major keywords

Self Self-concept; mirror self-recognition; contingency detection;
identity; self-esteem

Sex/gender differences Biological, social, motivational, cognitive, and cultural
influences; body image; gender identity; gender stability and
flexibility

Moral development Theories of moral development; prosocial behavior; antisocial

behavior; moral judgment; aggression; altruism
Influences of context

Attachment Attachment theory; strange situation test; secure and insecure
attachment; attachment network; cultural variations

Family relations Parenting; parenting styles; parent-child interactions; family
structures; family dynamics; socioeconomic context

Peer relations Friendships; peer interactions; status in peer groups; bullying

how the design effective teaching (e.g., Buskist & Benassi, 2011; Chalmers & Fuller,
2012, Schneider & Mustafi¢, 2015). Our goal is to provide some applied examples
about how the findings can be implemented in everyday teaching and how critical
thinking can be fostered among students (and teachers; see Dunn, Halonen, & Smith,
2008, for a more in-depth discussion on teaching critical thinking).

Similar to other areas in Psychology, applied examples of the different topics can
be found everywhere (see Vignette 2: Continuous vs. Non-continuous Develop-
ment). The Ph.D. supervisor of one of the authors often suggested that research ideas
are virtually lying on the street (Wilkening; 2002, personal communication). The
vignettes attached to the individual sections are some (out of an infinite number of)
examples of how a particular topic can be introduced in class. Some of them are
particularly suitable for the format of a debate where two groups prepare the pros and
cons of a respective point of view which are then discussed in a plenary discussion.
Others are more suitable for thinking about different aspects of development.
Contemporary textbooks provide many more examples for vignettes (see section
Textbooks in the section “Teaching, Learning, and Assessment Resources”) for
some examples of suitable textbooks.

Examples for Applied Teaching Techniques

One of the most important issues when teaching Developmental Psychology is the
aspect of how development can be measured (see section “Research Methods™). This
aspect can easily be addressed in an applied way in class. Change not only occurs in
periods of months and years, but more short-term changes and fluctuations such as
heart rate or respiratory frequency can be made visible with the students. A short
exemplary intervention study would include the measurement of a physical aspect
such as heart rate and a cognitive aspect such as mathematical abilities in two groups
of children at two measurement points. The members of an intervention and a control
group are tested before and after running around the building for 10 min. Their
performance will be compared to a control group of students who read a short story
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for the same duration of 10 min. With such a procedure, the effects of an intervention
(physical activity) on both physical and cognitive (or emotional, etc.) performance
can be made visible, and the effects of moderating factors such as sex, age, fitness,
and math grades can be discussed and included in the analyses.

More systematically, students might be guided to work on a small research
project in which they need to identify a theoretically grounded research question,
formulate hypotheses, operationalize the research question, run a short experiment,
analyze the data, and relate the results to the previously formed hypotheses. For the
derivation of a theoretical basis, one promising approach is “theory mapping”
(e.g., Gray, 2017). Theory mapping involves drawing out links between constructs
using different elements such as associations, moderations, and fundamental
elements. It can be used to develop a simple theoretical background from which
a well-justified research question can be derived. Assessing development requires
the application of sophisticated research technologies and differentiated material.
It often requires extensive offline coding from previously recorded looks toward a
monitor or the measurement of gaze behavior using eye-tracking technology.
However, there are several easy-to-apply paper-pencil tests such as the Stroop
Colour and Word Test (e.g., Stroop, 1935), the Grass/Snow Task (Carlson &
Moses, 2001), or a Backward Digit Span Task (Davis & Pratt, 1995). Further,
children’s behavior can be assessed via structured observations on playgrounds or
in childcare institutions. In this setting, research topics can include the use of
pretend play (as an indicator for the social-cognitive development), the number of
conflicts with peers (as an indicator for their pro- and antisocial behavior), and the
number of utterances made in a period of, for example, 5 min (as an indicator of
their language status). The data is then compared between the same child across
different situations (to assess the intra-individual variability), between different
children of the same age (to assess inter-individual variability), and between
children of different age groups (to assess the effect of age and the accompanying
age-related differences). These different types of approaches provide a set of tools
with which Developmental Psychology can be experienced by students first-hand
by systematically looking at how similar and how different children of different
age groups are.

The final example highlights how students can experience directly how a
particular competence such as language is acquired (http://www.devpsy.org ©).
This can be achieved by employing a game in which students learn to acquire
language solely through the ability to produce phonemes: the instructor will
provide the students with shapes in different colors and sizes and a list of pho-
nemes that they will have to associate to a specific characteristic (e.g., color,
shape). The students will work in small groups. In each group, one student will
produce a picture with the shapes, and he/she will use only phonemes to describe
the picture to the other students who have the task of creating the same picture, but
without seeing it. This game gives students an active role in their learning of how
skills develop.


http://www.devpsy.org
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Challenges and Lessons Learned

To conclude, we aimed to provide a comprehensive and contemporary view on
current topics particularly relevant when teaching Developmental Psychology. The
chapter by no means intended to cover all aspects of Developmental Psychology.
Even Developmental Psychology textbooks do not manage to do so. But we
highlight some of the major questions and challenges discussed in the field. This
includes statements such as (1) development is not just the maturation of the body
and the brain; (2) development does not occur in a stepwise fashion; rather,
(3) development occurs as an interaction between biological and environmental
processes; (4) group means are not necessarily reflecting the development of an
individuum; and (5) a growing child is constantly and dynamically changing and so
is the content of the topic Developmental Psychology. With this, we hope to enrich
the portfolio of Developmental Psychology teachers with information about the
origins and future directions of Developmental Psychology with the ultimate goal
to foster critical thinking about the development of individuals across the entire
lifespan.

Teaching, Learning, and Assessment Resources

For recommendations and advice, please see the section above entitled “Suggestions
on How to Teach Topics of Developmental Psychology.”

Textbooks

Siegler, R. S., Saffran, J. R., Eisenberg, N., Gershoff, E. T., & Leaper, C. (2019).
How children develop (6th ed.). Worth Pub.

Keil, F. (2013). Developmental psychology: The growth of mind and behavior:
international student edition. W. W. Norton & Company.

Kail, R. V. (2015). Children and their development (Global ed.). Pearson Education
Limited.

Tomasello, M. (2019). Becoming human: A theory of ontogeny. Harvard University
Press.

German: Schneider, W., & Lindenberger, U. (2018). Entwicklungspsychologie: Mit
Online-Material (Originalausgabe, 8., vollstindig liberarbeitete). Beltz.

Theories

van Geert, P. L. C. (1994). Dynamic systems of development: Change between
complexity and chaos (pp. xii, 300). Harvester Wheatsheaf.
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Specific Topics

Meaney, M. J. (2010). Epigenetics and the biological definition of gene x environ-
ment interactions. Child Development, 81(1), 41-79. https://doi.org/10.1111/
j.1467-8624.2009.01381.x

Cross-References

Basic Principles and Procedures for Effective Teaching in Psychology
Developmental Psychology: Moving Beyond the East—West Divide
Psychology in Social Science and Education

Teaching the Foundations of Psychological Science
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Abstract

Developmental Psychology is the science of human growth and development across
the life span. Drawing from its parent discipline, Psychology’s developmental sub-
discipline has continued with a focus on Western, industrialized, and educated
populations while describing behavior. By eliminating cultural contexts from its
discourse, the discipline of Psychology has largely ignored the majority world in
constructing the notion of childhood and later development. Standards and norms are
mostly based on these assumptions. This chapter outlines some shortcomings of
mainstream Psychology and the impact this has had in creating a unidimensional,
narrow, and skewed understanding of human development and behavior. These
criticisms are not new. Yet the refusal to recognize the obvious continues to plague
the discipline. By choosing to align with the “scientific”” methods of experimentation
and lab-based study developed by the physical sciences, by emphasizing standards
and norms of human behavior, by insisting on Western/European/American interpre-
tations of behavior, Psychology has created a hegemonic discipline that still continues
to use the “one (costly) glove fits all” premise. Using research examples from Asia
(specifically India) and Africa, the chapter systematically demonstrates how well-
established tools, techniques, systems, and theoretical binaries are inadequate to
explain the diversity of human existence. Some instances of traditional, context-
specific ideas and wisdom have been shared to emphasize the need to recognize and
hear multiple voices. Using the cultural understanding of childhood as the focus, the
association between science and culture has also been examined. Furthermore, the
chapter introduces the student of Psychology to the idea of globally valid and
sustainable ideas to respond to the changing needs and situation of a new world order.

Keywords

Developmental psychology - Culture - Context - Methods - Childhood -
Learning - Language

Introduction

Developmental psychology is the scientific study of growth, continuity, and changes
in a developing organism. It includes the exploration of different dimensions of
human behavior and psyche including physical, cognitive, language, social, and
emotional aspects across the life span. These domains relate to the specific tradition
of mainstream Psychology, the configuration of which can be remarkably different in
different traditions, although guided by similar preoccupations of understanding
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human behavior and thought. Historically, the “objects of interest” for psychologists
are constructed and can be vastly different based on problems, assumptions, and
categories that cannot be reduced to specifics. Psychological categories are not
“exempt from the flux of history” (Danziger, 1997, p. 12).

Some important developmental concerns relate to the contributions of nature and
nurture and biological predispositions and the environment; descriptions of changes and
continuity and the nature of transformations, and their stage-like quality. The primary
objectives of the science are to be able to describe, understand, explain, and predict human
behavior and to consolidate findings from research to expand and refine our theoretical
understanding of life, from childhood to maturity and old age. In fulfilling these tasks,
Developmental Psychology has accomplished a great deal. We now know a lot more
about children’s developing minds and activities, what they think about the world around
them, their social relationships, and their fears. Yet, these descriptions have been collected
from the study of a relatively small number of people and there has been a failure to
adequately represent diversity, both by minimizing the study of contexts (Kagan, 2012),
conceptual and practical debates (Burman, 1994/2017), and samples used for research
(Henrich, Heine, & Norenzayan, 2010). A thorough examination of research studies over
the years demonstrates a WEIRD bias in sampling (Western, Educated, Industrialized,
Rich and Democratic societies) mostly easily accessible groups like University students.
Despite intense criticisms and extensive debates there remains a persistent sampling bias
in developmental research based on methodological (also see » Chap, 18, “The Meth-
odology Cycle as the Basis for Knowledge,” by Valsiner and Branco, this volume) and
theoretical preferences (Nielsen, Haun, Kértner, & Legere, 2017).

The subject of Psychology can be reverse constructed through several channels, by
looking at University curricula, research topics, contents of books, but we can also
look another way, at public imagination. What do lay people understand as Psychol-
ogy? Psychology in this space is understood as a body of work based largely on
theories and experimentation related to self-knowledge, intimate relations, well-being,
and therapy. A quick look at public libraries or bookstores will provide an easy access
to this understanding. Yet, even in academic circles, higher education, and research
laboratories, these domains are popular. In this sense, Psychology has failed to address
worldwide concerns, and remains driven by a relatively narrow range of assumptions
about human behavior that persist as epistemological errors caused by historical
amnesia (> Chap. 46, “Epistemology of Psychology,” by Jovanovi¢, this volume).

In this chapter, we will reflect on several of these issues drawing from scholarly
writing and social debates about content and processes and provide some alternative
perspectives about the future of Psychology with social justice, sustainability, and
inclusion.

Theoretical Perspectives and a Brief History

For the social sciences, context is constitutive. After all, it is our own selves and our
connections to circumstances that we attempt to study. The person and environment
are in constant dialogue and any attempt to separate these processes is artificial
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and incomplete. In the case of Psychology, phenomena are subjective, ephemeral,
and even elusive, making access a constant challenge. Sensitivity to context, time,
and person adds to the complexity of investigating phenomena that makes the
template of the natural sciences, physics in particular, an inappropriate model for
Psychology. This emphasis on observations, measurement, and objectivity resulted
in significant gaps in the pursuit of our understanding of psychological phenomena.
Despite the long-standing history of work on qualitative methodologies, the valuable
contributions made to the field of psychology have not had the kind of impact on the
discipline as in other social sciences (» Chap. 19, “Qualitative Methodology,” by
Mey, this volume). The acceptance of qualitative research in psychology has had
limited expression, in the use of interviews and qualitative content analysis, and the
mixed-methods paradigm (Demuth & Mey, 2015).

In an attempt to explain psychological phenomena, theories developed in limited
contexts were adopted as universal principles, guidelines, and norms for behavior
and development. Not unlike the blind men and their individual ideas of an ele-
phant’s form in a well-known tale (see notes below), the study of Psychology has
been fragmented and incomplete, but sometimes also erroneous (» Chap. 46, “Epis-
temology of Psychology,” by Jovanovi¢, this volume). Psychology has remained
rather uncomfortable with “culture” and a common strategy has been to ignore
context and treat real-life circumstances as “noise” or distraction. In this tradition,
the laboratory is promoted as a “pure setting,” but for us context-dependent humans,
this (the lab) is also an environment, with its own peculiar properties that impinge
upon our responses. Despite this awkwardness, Psychology requires to be committed
to the study of phenomena in context, but it need not be bound by context either. In
practical applications, there is no denying that Psychology has failed to find rele-
vance in several parts of the world, but because of that disconnect, we will argue that
mainstream Psychology has, in fact, seriously failed even the “West.”

It is believed that history is written by the victors, and this may also be true of
mainstream Psychology, although there are significant challenges to the dominant
position promoted in journal articles (Kagan, 2012). The uneven political landscape
of the nineteenth century clearly defined what would be taught as Psychology. This
period experienced the surge of modernism, the industrial revolution, and the clear
separation of State and Religion. Also, many ideological facets lingered, the pursuit
of science and philosophy became subjects of academic study. It was not inconse-
quential that Physics (rather than Biology) was the chosen ideal for a science to
develop further. The prevailing pragmatism in the USA resulted in a preference for
the study of laboratory-based, measurable phenomena. As experimentation in
Behaviorism flourished, the project of explaining differences between groups and
individuals became assumed to be a consequence of different experiences, with little
regard to the context in which things were happening. Or to the inherent limitations
of the tools that were used to measure these differences. Across the Atlantic,
European scholars were more concerned with the mind than with behavior, guided
by the writings of theorists like Freud and Piaget. The failure to explain the expanse
of human behavioral phenomena then led to the cognitive revolution in the 1980s,
eagerly exploiting machines to measure biological processes and brain activity to
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explain hard-to-understand phenomena, giving the impression of purifying scientific
procedures. Brain circuits became seen as underlying reasons for behavior in all
domains of activity. The main problem with these studies was the assumption that
experimental conditions would seamlessly transfer to real-life settings, when a
person was alone or in a strange place, or at a festive occasion. This was and
continues to be a serious problem with outcomes of the neurosciences.

It is important to table that these criticisms of psychology are not new. As early as
1965, scholars were aware of the problems related to isolating individuals in a lab
and conducting experiments. Yet the distance achieved by the discipline have been
so dramatic that this trend has continued unabated, and little has changed in the last
five decades (Kagan, 2012).

A History of “Western Psychology”

In ancient Greek and Roman culture, nativists like Plato (427-347 BCE) proposed
several key ideas that helped lay the foundation of Western philosophy and schol-
arship. The idea that knowledge is inborn and that children are endowed with
knowledge required for functioning can be traced back to Plato, whereas empiricists
like Aristotle believed that knowledge is acquired through sensory experiences.
During the Medieval period, around the fifteenth century in European society,
records display that children were seen as miniature adults and even dressed like
them, but were also considered to be fragile and in need of protection. The notion of
the original sin prevailed and children were believed to be in need of correction by
society. It was during the Renaissance period (1300-1600 A.D.) that society became
responsible for caring and protecting children. Play activities were considered to be
essential for growth and development of children. Following that, the Reformation
period (1500 A.D.) was a time when the emphasis was placed on imparting educa-
tion to children and that is when child rearing was taken seriously. Descartes
(1596-1650 A.D.) presented a dualistic model, which focused on our shared bio-
logical development with other species. The only thing that differed was the mind,
which consisted of ideas about self, time, motion, etc., which could not be derived
from experience. Around the same period, Locke compared children’s mind to a
blank slate (Tabula Rasa) and believed that all the knowledge emerged from
experience. During the eighteenth-century AD, Rousseau considered innate biolog-
ical processes to be motivating factors behind development. Further, it was believed
that human development unfolds naturally along the pathways set by nature with the
support of society. This was followed by the work of several scholars whose work
contributed to the study of human development, notable among them being Darwin
in the nineteenth Century, who believed that organisms evolve by the process of
natural selection and the competition for survival helps them in evolving into more
mature and efficient forms. The role of nature or nurture in development of children
has been a critical topic for scientists and philosophers regarding the development of
children and the influence of social factors.
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Following these early developments, the first Psychology experiments were set
up by Wundt in Leipzig in Germany where the academic discipline was founded and
expanded, gradually moving to different parts of the world. From these early ideas,
theories of behaviorism, humanism, social learning theory, psychoanalysis, psycho-
social development, cognitive development, and scores of others emerged, creating a
robust range of writing and scholarship around the changes and continuities in
children’s growth from conception to maturity and into adulthood (see Baldwin,
1967; Maier, 1988; for overview).

Some Examples of Alternative Perspectives

Owing to the wide range of scholarship in Europe and America, the discipline of
Developmental Psychology advanced into a thriving field of study and the practical
applications of theory and research in everyday life began to gain importance
through applications in child care and development, education, therapy, and other
related fields. Psychological assessments became a popular field related to measure-
ment and assessments of developmental norms and standards with practical rele-
vance in clinical and classroom practice. Despite these advancements, an important
domain that remained relatively unexplored was the significance and meaning of
cultural context and social diversity in the intersection between a child and its
environment. Furthermore, child development also became distant from other related
fields of study like anthropology, medicine, sociology, social work, economics,
history, literature, and others. We will not dwell on intersectionality in this chapter
because that requires separate attention, but we will take up the issue of culture and
diversity.

In a review of global perspectives on childhood and human development, Pence
(2011) questions the dependence of terms like standards and norms in development
as narrowly sourced and defined. For instance, “there is a virtual absence of African-
led contributions to research on early childhood care and development” in interna-
tional interventions (p. 112). This holds true for South-East Asia, the Far East, and
the Southern America. In fact, wherever ideology and practice in the care of children
departs from Eurocentric notions of childhood, standards and norms are imposed in
the attempt to correct local views about children. “Why is mainstream psychology
hegemonic?” Bhatia (2018) asks, arguing that because it attempts to speak for
everyone, subordinates others, and is used for the purpose of marginalizing other
explanation systems through power structures that obscure and silence other voices.
An alternative psychology is needed that which “goes beyond the mechanistic,
universalizing, essentializing, and ethnocentric dimensions that make the hegemony
of Euro-American psychological science” (Bhatia, 2018, p. 13).

In an effort to conceptualize the emerging field of Indian Psychology, it is
possible to view this as a significant scholarship that has potential contribution to
the main field a school of thought primarily rooted in the diverse Indian philosoph-
ical systems with universal appeal. Particular emphasis is available regarding the
vast expanse of the human consciousness from transcendental, dynamic experiential



11 Developmental Psychology: Moving Beyond the East-West Divide 279

perspectives. The increasing popularity of the practice of yoga and mindfulness have
gained widespread appeal across the world, and we believe there is a lot to be gained
from including these in academic study (Rao, & Paranjpe, 2008; Paranjpe, 2021).
The inclusive, first-person positions of everyday human phenomena and their
practical applications are significant for Psychological theory and practice to notice
and learn from (Bhawuk, Srinivas, Dalal, & Misra, 2010). Several important sources
about Indian views on issues like justice, intergroup relations, intelligence, gender,
activism, and spirituality are available in volumes like New Directions in Indian
Psychology by Dalal and Misra (2002).

Examples from India

Let us take some examples from Indian traditions about development and person-
hood that stands in contradiction to mainstream notions in Psychology.

Childhood and the Care of Children

In Indian thought, for example, birth and childhood are believed to represent a
paradoxical, insoluble reality of life and the child is assumed to be a link between
generations, which guaranteed continuity. Children are viewed as close to divinity,
with male and female offspring holding different spiritual significance in family life.
The male child has different responsibilities for family continuity, especially among
agricultural communities, whereas the female child will have the potential for its
expansion as she grows older. For this reason, some ritual practices among upper
caste Hindus (for instance) are defined for male children and their learning like the
Yagnopavita (sacred thread ceremony) from where the phase of learning and forma-
tion is initiated. Principles of dharma, karma, and reincarnation are underlying
beliefs of the Hindu population, but social practices in children’s care are more
often shared between families of a region than not. Multiple caregiving in large
households in the company of several children, siblings and cousins, is the predom-
inant style of child care. The separation of children from family occupations is not
common, and incidental learning through observation and apprenticeship is frequent,
especially in traditional occupations. Regional differences are often far more signif-
icant than religious ones, since child care is seen as adaptive to ecological contexts.
Furthermore, changes occurring due to education, mobility, urbanization, techno-
logical advancement, and global influences are undeniable. Childhood in the major
cities of India has begun to look very different from its rural and tribal versions.
Notwithstanding ethnic, religious, and cultural diversity, children have a special
status in family life and their arrival is celebrated as a symbol of renewal and
continuity of the life cycle of the family (Saraswathi, 2017). With some exceptions
of matriarchal groups, families in the region are predominantly patriarchal, with
agriculture and related careers as a major occupation in rural areas, although changes
in technological development and industrial advancement has resulted in many
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significant changes in the economic and social profile of people, including within
country migration, as mentioned before.

Generally, children are not separated from the family, growing up in close
connection with siblings, cousins, uncles, aunts, and grandparents. There are some
important differences between rural and urban family life on account of occupational
and other demands; but the joint household and close associations within the kin
network sustain. Furthermore, it remains popular to address outside the family
relationships (neighbors, friends, colleagues) with kin terminology (fictive kinship)
demonstrating the sustained importance of the family in defining social relationships
and interpersonal dynamics (Chaudhary, 2004). Cultural context is the center of
activities related to bringing up a child. Children are guided toward keen attention to
person, place, and time in their actions and the demands for social appropriateness
are guided by context-sensitivity rather than uniform standards. Thus, from a very
early age, children growing up in Indian homes learn to regulate their conduct, in
speech, stance, and self-presentation (Saraswathi, 2017).

The Ashrama Theory

Roles and relationships within the family are largely gender-specific but fungible
within that paradigm. In keeping with this ideology, children are socialized to
perform their respective roles in the society and not particularly for their individual
development. “Otherness” is a key component of people’s self-construction as is
evident in conversations and narratives about the self. Childhood and adult life are
characterized by continuity and it is neither common nor advisable to separate
children from their kin network. Children are traditionally believed to “grow” by
themselves as well as by inputs from the family and the culture in which they lived,
the emphasis being on socially appropriate conduct in socialization. Some important
features of family and community life shared in the majority world that have been
marginalized and even pathologized by the standard notion of childhood include the
ideology of a stage-like sequence of developmental tasks through life, multiple
generation households and the daily presence of the elderly, the prevalence of
multiple carers and siblings. The belief in reincarnation in Hinduism, Buddhism,
and Jainism is a fundamental departure from the Western notion of the life cycle,
since a single life is seen as transitory in the journey of a person’s Aatman,
sometimes translated as soul. Similarly the principles of dharma (righteousness)
and Karma (actions and their consequences) are also fundamental principles of life’s
journey. It is very hard to capture these constructs without going into details, but
these are mentioned here so as not to silence their local significance in ideology and
action.

The Ashrama theory (Table 1) is a belief in a sequence of developmental tasks for
each stage of life. Sometimes compared with Erikson’s theory of psychosocial
development on account of similarities of stage and life span, the Ashrama theory
proposes that an individual has certain age- and stage-related responsibilities that
contribute toward the social significance of his or her life. Speaking of similarities
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Table 1 Stages in Ashrama dharma. (Source: https://iskconeducationalservices.org/HoH/practice/
dharma/the-four-ashrams/)

Age Stage Tasks

Under 2 years of age No moral codes defined

Childhood to 24 years Bhrahmacharya Student life

25 — 48 years Grihastha Householder, occupied
with work and family life

49 — 72 years Vanaprastha Retirement

Beyond 73 years Sanyasa Renunciation

between these two approaches (Erikson’s theory and Ashrama theory), Kakar (1996)
writes that despite some similarities, it is important to table the fact that the first three
stages of Erikson’s theory are not addressed in the conceptualization of the
Ashramas that deal more with the social aspects of a person’s engagement with the
world and himself. Yet, the visualization of the life span as a sequence of progressive
stages with a spectrum of experiences that will make an impact on forthcoming
experiences within a range of possibilities is a similar approach between the two
positions, Erikson’s theory and Ashrama dharma. As a former student of Erikson,
Kakar has written widely about similar issues in the study of spirituality and
selfhood.

The Indian Sense of Self

Hindu philosophy has an ancient tradition of spiritual discourse about self-
knowledge within the religious tradition. The Vedas, of which the Upanishads are
a part, have extensive debates about the nature of the self and self-knowledge and
core aspects of Hindu philosophy. Although there has been a recent inclusion of
some aspects of these traditions in the syllabus of Indian Psychology, mostly these
texts have been avoided because of the conflicts between science and religious
thinking, whether from Hinduism, Buddhism, Islam, or Jainism, or any other of
the pluralistic traditions that flourish in India. Gaining wisdom about the nature of
the self and its relationship with the outside world is the primary objective of these
texts and including their study is an important way of understanding the background
of cultural practices in the region. The pursuit of Yoga, for instance (not to be
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confused with Yoga as physical exercise), is a practice in self-knowledge and mind-
body union through concentration and control.

Although ancient texts are not universally known or followed, there are several
ripples of this ancient tradition on prevailing notions of self and social relations:
socially oriented notions of self and the importance of “otherness,” encouragement
of cooperation and interdependence as a virtue, discouragement of preoccupations
with the self, connectedness with ancestors and large kinship networks, higher
fertility rates and the primacy of the family and community over the individual.
Roland (1988) refers to this predilection as “familism” to contrast it with the
ideology of “individualism,” remarking that it was not just anyone, but others in
the family toward whom a person is expected to have close representations in one’s
sense of self (Chaudhary, 2012). Furthermore, and the continuity of household
activities and spaces including co-sleeping of adults and children reinforces con-
nectedness with others. Several important scholarly articles have argued against the
limited interpretations of the individualism-collectivism paradigm to understand the
Indian Psyche (Chaudhary, 2004; Sinha, & Tripathi, 1994). Several publications
have also looked into the matter of India’s spiritual traditions to examine the
influence of that in self-configuration (Paranjpe, 2002; Rao, Paranjpe, & Dalal,
2008).

Learning Differently

The construct of intelligence in academic Psychology has been guided primarily
by measurability and standardized testing. In a detailed analysis of people’s lay
understanding of intelligence, Dalal and Misra (2002) found that elements of
social wisdom and relational acuity are especially valuable for the shared sense of
who an intelligent person is. These elements do not get adequate attention in
conventional views that have tended to remain loyal to the standard purpose and
outcomes of intelligence testing (Sternberg, 2019). In the domain of learning
some noteworthy features are: distributed and shared learning in informal set-
tings, apprenticeship and incidental learning, rote memorization, and an oral
orientation to literature.

Knowledge or truth (according to Hinduism, Buddhism, and Jainism) has three
dimensions (Tirupati):

* The knower (pramAtr),
* The knowable (prameya) and
» The process by which we learn (pramAna), of which there are six types:
— Pratyaksh — Sensation
— Anuman — Presumption
— Upaman — Analogy
— Anuplabdhi — Awareness of absence
— Arthapatti — Contradiction (with what is already known)
— Shabd — Words
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In this scheme of learning and knowledge, some noteworthy aspects are the
importance given to wisdom as well as orality (Jha, 2008). Another interesting
aspect is learning the significance of something or someone from appreciating its
absence. This is only one of the many traditions of learning described in the Nyaya
tradition of Hindu thought (Rao, Paranjpe & Dalal, 2008).

Emotional Landscapes

Another important point of departure from Developmental Psychology’s global
version is the ways in which emotions, emotional expression, and management is
constructed. One important feature is the importance given to context in the signif-
icance and assessment of the positive or negative function of emotional expression.
Furthermore, there is a separate discussion about the underlying emotion and its
outward expression apart from the larger variety of emotions conceptualized. The
study of emotions as per the Natyashastra is the Rasa theory (Pandit, 2011). The
realization of Rasa is the result of the union of Sthaibhavas (underlying emotions,
49 in number, 9 stable ones), Vibhavas (situations), Anubhavas (experiences), and
Vyabhikaribhavas (mental states). There is a distinction between real-life experience
and artistic or theatrical expressions in dance and song. Here is an overview of the
vocabulary of emotions:

* Emotions: Nine stable (49 in all) — Sthaibhavas: Love, Humor, Sorrow, Anger,
Enthusiasm, Fear, Disgust, Wonder, and Passiveness

+ Situations (Vhibhavas) facilitate emergence of sthaibhavas

» Experience (4Anubhava): Experience of or effect of the emotion on a person

» Mental States (Vyabhikaribhavas) like anxiety, depression, despair, determination

As can be understood, this formulation of emotions departs from the visualization
of six basic emotions and their development.

The Social Construction of Gender

As a predominantly agricultural society, India’s communities are also patriarchal,
although several pockets of matriarchal networks have also thrived: the Khasi and
Garo tribes in the North-Eastern State of Meghalaya, the Nairs and Ezhavas from
Kerala in the South, and the Bant and Billavas in Karnataka State. By and large the
large contingent of tribal groups in different parts of India, despite the increasing
impact of incursion from urban culture, retains cultural practices unique to their
group. There are over 500 tribal groups in India and their community organization,
beliefs, and cultural practices are distinct from the mainstream ethnic groups.

Although social dynamics among majority communities are guided by age and
gender the ways in which gender is understood is somewhat distinct from global
culture (Pandey, 2002).
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Contemporary Perspectives

Despite long-standing and favorable traditions of a nurturing context in the
company of multiple caregivers, children in India are the most vulnerable under
conditions of poverty and disadvantage, natural and man-made disasters. This
reality has several historical and ecological antecedents, but the crisis of poverty
is undeniable, as we scan reports and witness children on our streets. In this
regard, any discussion of childhood in India cannot escape the attention from
governmental services, nongovernmental organizations, multinational compa-
nies, and international donor agencies. The contemporary understanding of
childhood still bears the traces of the colonial past that the region has shared,
and children continue to be seriously affected. Issues of child health, education,
children at work, street children, and child trafficking are some crucial concerns
that need to be addressed.

The importance of understanding childhood in its context has taken a backseat
due to the extra attention that was put on quantifying the results of studies done on
poverty and related problems, in order to come to a definite conclusion and the ease
of generalizability, and there is need for finding local solutions to these issues, for as
long as even one child goes hungry, or fails to receive medical attention when
needed, is a failure of a nation to fulfill its responsibilities toward children. The
intense importance of a family in a child’s life is sometimes seen as a reason for the
State’s negligence in providing services, as is seen in the case of disability studies
(Sharma, 2011).

The significance of looking at alternate perspectives of childhood for social,
political, environmental, economic, and cultural expansion is undeniable. But the
consistent and deliberate biases in the issues addressed by Psychology in general and
Developmental Psychology in particular, which have tended to remain wedded to
small populations and limited ideologies, has had several consequences for theoret-
ical advances and practical outcomes in Psychology.

Global Consequences of Local Psychology

Let us examine some of the substantive consequences that the above bias in
sampling of the populations on which Psychology and its Developmental domain
is based for which there is sufficient evidence for debate.

“Humpty Dumpty Had a Great Fall”: The Fragmented Individual

The embryonic field of Psychology has been characterized as “pretentious and
blinkered,” Hampden-Turner claims (1982, p. 11), and there is an urgent need for it
to be put back together like the shattered Humpty Dumpty. The psyche is broken up
into domains of affect, cognition, learning, sensation, perception, and the like,
which have become scattered across numerous books and journals, and a
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consolidated view of a person is hard to construct. Furthermore, hyphenated
expressions like psycho-somatic, psycho-biological have added to this disconnect
(Laing, 1965). Especially in therapy, these fractures result in obscuring the access
to and addressing of the difficulties faced by individuals. The tripartite division of
physical, cognitive, and emotional is another instance of fractures created by the
separation of domains and specialization. Added to the separation of mind and
body, between the psychological and physical, a separation that prevented
advanced understanding of both the body and the mind (Van Kolk, 2000), domains
became fields in themselves and dedicated journals rarely address common prob-
lems. As the domains and distributions became smaller and more distant, the
conceptualization of the whole individual and the connection with the context
was obscured.

These domains that we have been treating as essential features of the human
condition are conventions, emerging from a specific tradition of psychological study,
and far from universal (Danziger, 1997). In fact, the reification of these constructs
has created an illusion of their existence as identifiable features. As Cole (1996)
remarks about the invisibility of one’s own culture as a way of life, perhaps
psychologists too were blind to their own cultural roots!

Methodological “Purity” and an Indifference to Context

Driven by the inspiration to emulate the physical sciences (physics in particular) and
a parallel discomfort with context, psychological investigations have tended to favor
laboratory experiments, structured observations, and measurement. Research in the
quantitative tradition is placed at a higher status, and although it may have been
initially proposed as “the Second Psychology” by the founders of the subject (Wundt
in particular), other methods became subordinated. Wundt’s recommendations for
systematic experimentation were adopted, but the importance of self-examination
and introspection as legitimate techniques also became ignored along the journey of
Psychology from Europe to America, as was his extensive work on Volkerpsy-
chologie, or Folk Psychology, regarding human beings’ participation in culture
(see Valsiner, 2004).

Although the qualitative tradition from other fields and mixed methods has gained
in significance, the superiority of quantification and “objectivity” remains
undefeated. This has had many consequences on the content of psychological
research and its “weirdness” (Chaudhary & Sriram, 2020). The conditions demanded
of standardized techniques are often far too expensive and inconvenient to be
replicated in other countries, even if the tasks may be fully applicable, which is
not often the case. Thus, the bulk of research retains its “purity” by undermining
other forms of enquiry, thereby perpetuating the myth of measurability of psycho-
logical phenomena and their independence of context (Kagan, 2012). Valsiner
(2014) has argued extensively about the need to bring data and phenomena closer
together in order to better grasp psychological reality.
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The Embryonic Fallacy, Intersubjectivity and Interobjectivity

The myth of the independent individual is a strong feature of Psychology, resulting
in a preference for intramental phenomena. The greater attention to issues of
individual, inside-the-head phenomena has had several consequences. This is also
related to the assumption that whatever transpires in a human life is an outcome of a
single lifetime, and has little to do with social circumstances and cultural setting.
Moghaddam writes that this is a major blind-spot in psychological theorizing,
identifying the embryonic fallacy as the (false) assumption that everything that
happens to us as individuals is the consequence of a single individual’s lifetime.
This approach tends to mute intersubjectivity, the relationships between people and
its co-dependence upon interobjectivity, or the ways in which social relationships are
structured by collective culture. Another significant and related issue is the phenom-
enon of treating all human conduct as emerging from thought.

Psychologization and Biologization

Psychologism literally means “to make something psychological,” and psycholo-
gization implies the deliberate or otherwise transformation of social, political, or
moral issues into psychological factors like well-being or self-processes. The
unprecedented growth of Psychology in the twentieth century is an important reason
for this phenomenon (Madsen, & Brinkmann, 2010) that has captured our imagina-
tion and sustained specific forms of psychological theory and practice, especially
psychoanalysis, within which powerful myths about the human condition are pro-
posed. We remain seduced by our own sense of self-importance and must heed the
warning to seriously consider alternative versions.

Burman, (1994/2017) argues that psychologization is a persistent problem despite
the many changes in the world order in recent decades. Although global relations,
immigration, and environmental crises have heightened, and neoliberalism has
impacted how we understand childhood in the contemporary, technologically
connected world, we persist in attributing performance and participation of individ-
uals and groups primarily to psychological factors, and everyone lands up becoming
a psychologist (de Vos, 2008).

Another important phenomenon is the biologization of conduct, and the renewed
importance of the neurosciences in explaining behavioral outcomes. Madsen and
Brinkmann (2010) argue that attributions to neural activity has in fact thrived on the
foundation laid by psychologization, that origins of our world lay in the understand-
ing of the mind as separated from and superior to the rest of the body as well as social
reality. Bruer (2001) argues that “the purported new breakthroughs were in fact ‘old’
neuroscience. These results have been carefully selected, oversimplified, and over-
generalized and then woven into an argument to support U.S. legislation to fund
programmes. Neuroscience and the brain have a strong hold on the popular imag-
ination. Once claims that the first three years of life were critical for brain develop-
ment appeared on the covers of Newsweek and Time magazines, upper middle-class
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parents world-wide became students of the new brain science and consumers of
brain-based products like Baby Einstein, My Baby Can Read, and Mozart CDs”
(Bruer, 2001, p. 21). Most importantly, the myth has its origin in policy and
advocacy circles, not in the scientific community. Neuroscience was chosen as the
scientific vehicle for public relations campaign to promote early childhood programs
more for rhetorical, than scientific reasons. When questioned, “Based on neurosci-
ence what can you tell parents about choosing a preschool for their children?”” he
answered, “Based on neuroscience, absolutely nothing” (Bruer, 2001, p,1). Regard-
less, the trend has persisted. In fact, the use of the neurosciences argument can be
explained as a sort of hyper-generalization in the theater of research (Valsiner, 2019),
a sort of exaggerated posturing to impress consumers, influence policy, and silence
dissent. The strategy has been widely successful. The notion of neuroliberalism is
invoked here as the rise of the use of research in the behavioral sciences in
governance and assumptions of economic progress under neoliberalism. Children’s
minds become positioned as baby brains and our worlds are captured by ideas of
personal progress as a consequence. With the entry of behavioral economics there
has been a further escalation of the use of research in the drafting of public policy
worldwide (see de Vos, 2016).

Pathologizing of “Others”

Another negative outcome of a unitary view of childhood development is patholo-
gizing of the “other.” Consequences can be seen in various fields of application, from
assessments, therapy, intervention, and education, with adverse positioning of peo-
ple belonging to other cultures. In the case of child care, for instance, recent
immigrants to a State where Child Protection policies are firmly in place in fact
stand at a serious risk of losing custody of their children for practicing their own
cultural ways of bringing up their offspring. There is a serious need for a global
debate on this issue where a clear mandate for the separation of unfamiliar practices
must be considered from the position of cultural norms of place of origin. Unless
such a review is completed, Child Protection Services can in fact land up perpetu-
ating the very damage to children and families that they are working so hard to
prevent.

Cultural practices in children’s care, may not be “universal” for the majority
world, but they are significant in their prevalence. Yet, Developmental Psychology
has systematically treated these conditions as outside of the norm while conducting
assessments of development (individual testing), laboratory studies (absence of
individualized spaces), measurement (unfamiliarity with quantification, dyadic dis-
course (as opposed to multilogues, see Chaudhary, 2012), mind-body continuity, and
the differential view of the psyche, to name a few. Consequences for schooling have
been dealt in a later section, but the judgments placed on child-care practices of
immigrants that come under the scanner of Child Protection Services and interven-
tion programs developed in wealthy nations as applicable to other cultures especially
the poor are all direct outcomes of the dominance of this singular view of
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development. Yet again, for the purpose of social justice and global understanding,
this limited stance needs to change, and we have to adopt a more expansive view of
the world of childhood by reexamining the key messages of Developmental Psy-
chology in the name of social justice and representation of the world’s people.
Another important reason for this call for change is sustainability and ecological
wisdom. The ways in which children are brought up in the West is unsustainable for
the world on account of the disproportionately high investment. Keeping these as
golden standards for care is uneconomical apart from being unethical and
unscientific.

The Family Unit and the Life Cycle of the Family

The question of who looks after children is a critical one, as we raised earlier. Since
the “family” is defined as a unit that has children, and not just couples living
together (Van Ever, 1992, from Burman, 1994/2017), makes the caregiving role a
key to the definition of a family. Yet, this view of a couple with children as a family
with its own dateline of the “family life cycle” is again a singular one, and it
excludes all other forms of family, extended and joint. This has serious conse-
quences for policy and practice, since key members are left outside the unit within
which the mother and, now more recently as a token, fathers have also been
included. Ignoring the importance of other family members has had important
consequences. In fact, what is most alarming is the outcomes of the breakup of the
family, where single parenthood has become a frequent outcome for children
growing up in the West. In contrast, when we look elsewhere, divorced, separated,
or widowed individuals in other cultures can almost always depend upon the kin
network for support with children and household responsibilities. It is rare to see a
single parent on their own, caring for young children, even if the assistance maybe
periodic.

In fact, if we search for a more appropriate metaphor for the family life cycle as
imagined in Developmental Psychology, one could better represent it as a Family
merry-go-round, in which infancy, old-age, ill-health, dependence, youthfulness,
and household responsibility are ongoing themes. The advantage of this system is
in fact its circularity and the opportunities it provides for experiences one would miss
otherwise. For instance, it is rare for a young person to grow up into adulthood
without experiencing the birth and development of someone else’s infant. The first
child you hold and care for, even sporadically, is not your own. This is true for both
men and women. Furthermore, one encounters the condition of growing older well
before your own parents reach their end, thereby providing important practice for
tasks of nurturing older people as you grow. It must be noted that this is not an
attempt to romanticize large kin networks and family settings, since these are also
scenes for conflict and disagreement, but merely to state facts about the different
view of family life, one that is completely outside of the paradigm of Developmental
Psychology, despite the fact that more people live in multiple member households
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than otherwise. This is another consequence of Psychology’s WEIRDness. Yet, we
continue to visualize the family timetable as a cycle, which must complete one phase
before the other one can be manifested! This weirdness also has several conse-
quences that are not favorable. For instance, because large families are usually
associated in wealthy nations with migration and poverty, results of research are
uncritically applied to families in other parts of the world where such family systems
may be the norm and not the exception! The shrinking model of the family has been
idealized with several important negative outcomes for the study of childhood and
the fragility of relationships where legal support and State services for single and
out-of-wedlock parents may be more an issue of economics rather than social
practice. In fact, if we look carefully, where State support for children is strong,
couples do not even feel the need to be married perhaps because they don’t believe
they need any social support outside of the State. In such circumstance, domestic
violence and child abuse can be an isolated and thus, more exaggerated experience
for the child.
Burman writes:

While the ‘environment’ for children’s development has often been treated as synonymous
with the mother. . . the family as the context for child rearing is central to social policy and
welfare provision and is also the site for heated debate about social relations and social
change. The significance of these national and international social policy debates — in
particular at the level of specific national policies — and the ways they enter into develop-
mental research is the topic of this chapter. State and family interact in complex ways. And
when the idealized notion of the family is minimized, several consequences occur as we have
discussed. It isolates significant others, and piles on complete responsibility with parents.
And if the parents find they are unable to get along, it is usually one parent, or two conflicted
individuals who care for children (Burman, 1994/2017, p. xxi).

Constricted Collectivism and Other Dualisms

Creating polar oppositions in human phenomena has resulted in limiting our vocab-
ulary for a more favorable and valid discourse. Instances of constructions like
interdependent-independent, collectivist-individualist, foreclose the possibility of
unity and mutuality, which is in fact the ways in which phenomena play out. The
myth of collectivism, for instance, once applied to a people predisposes similarity
between very different ideologies that may be clubbed under the same label.
Collectivism as a socialist ideology is dramatically different from the familism and
interconnectedness of Indians in several domains and not in others. Dualisms created
this false sense of simplistic imagination about people and suppresses both within
group differences and between group similarities. It is a discourse in which the
autonomous dimensions of the Indian Psyche and the family orientation of the
American are not only minimized, they are ignored! One consequence of this has
been the easy assumptions of Indians being a friendly, welcoming people for all
others, whereas the reality is very far removed from this.
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The Lonely Mother and Her Precariously “Attached” Infant

The nuclear family model and the central role of the mother has resulted in a
persistent burden of holding mothers responsible for the primary care as well as
outcomes of childhood. This feminization of development has been intensely criti-
cized in the work of Burman (1994/2017). She argues that despite the shift in the
inclusion of fathers, the ways in which fatherhood is constructed still perpetuates the
myth of a primary caregiver within the same old paradigm of the nuclear family.
There is little or no space for the inclusion of grandparents as primary carers despite
that fact that a significant number of the world’s children grow up in the care of
extended kin along with mothers. The consideration of fathers, grandparents, and
siblings is constrained by the format of the nuclear family, where the attachment to
and love for a single carer is key to a child’s development, and others can sometimes
step in. These positions have significant consequences for policy and it remains to be
seen how the view of the family is going to respond to the increasing difficulties with
single parent families in some parts of the world. In fact, single parent families are far
greater consequences of the transformations in selthood and neoliberalism than we
realize. And in fact, research has repeatedly pointed to the fact that far more danger
of outcome is placed on the child if he or she is growing in a single parent household
than in large families.

Language Shrinkage: Idealizing Monolingualism and Word Count

Research on language is one of the most vibrant and dynamic areas in Developmental
Psychology. Yet the norms and standards of language usage have been based primarily
on the premise of single language users. For many of the world’s children, linguistic
diversity and multilingualism are the norm, and quantitative measures of vocabulary
keep in sharp focus the noun (versus verbs) and expression (versus comprehension),
single language competence (versus multiple languages), literacy (versus language use)
as important assumptions. Mostly, imagine pre-literate persons is outside the frame of
this model, which considers parents or children who have not had or do not have access
to schooling or literacy as disadvantaged in the same way as school drop-outs are. There
is no denying the consequences of the lack of literacy in the contemporary world, but
such an approach tends to assume that people are also lagging intellectually. In fact, this
is a gross injustice, a serious one since the first failure to reach schooling to the people is
a failure of the State and not the person, and to that we pile on another injustice, that of
treating people as if they have been incapable of learning.

Further, apart from language differences, there are certain patterns in discourse
that characterize a people. For instance, the immense complexity of kin terminology
in all Indian language that mark every nuance of age, gender, and distance in the kin
network is something children develop and gain expertise in at very early ages. They
are experts in person deixis and, in fact, the play with kin terminology is a fascinating
area of study (Chaudhary, 2012). Furthermore, there is the predominance of oral
modes of learning rather than written, and narrating stories usually by older family
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members (rather than a parent reading to the child at night-time) is a common
practice. Treating reading (from books at night) as the gold standard for literacy
training tends to ignore family dynamics, multiple roles, and responsibilities and
cultural traditions. The collective narration of folk tales and mythological stories is a
strong tradition that is tending to be replaced by the “literate” inputs that parents feel
compelled to perform. Besides, there is a much greater focus on “following instruc-
tions” and comprehension, rather than on articulation which many children will
hesitate to do before a stranger, a teacher, or a researcher. School curricula tend to
mimic these pattern