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Preface

Bioinformatics is an interdisciplinary subject which uses the knowledge
of Biology, Physics, Chemistry, Statistics, Mathematics and Computer
Science. It deals with the building and development of Biological
Databases and Software tools. It uses the power of computations to analyze
and solve biological problems. The prerequisites for Bioinformatics study
are good quality computers with high processing speeds. However,
the analyses and interpretations of the Biological data require human
intervention. Bioinformatics is largely but not exclusively a computer
based study. Computers are needed to perform the repetitive tasks that are
at the core of many Bioinformatics analyses. Computers are also needed
for their abilities to solve problems. The bioinformatics study focuses
primarily on the following aspects:

+ Database creation for storage and management of large biological
data

* Development of algorithms and statistics to analyze the
relationships between various types of biological data

* Use of the software tools to come up with new biological
hypothesis and to provide biological insights into the biological
phenomenon

The use of bioinformatics in analyzing the biological data became popular
in the early 1990s. However, previously bioinformatics study was confined
mainly to the management of biological sequence information. The
popularity of bioinformatics as an independent branch of science came
into reckoning after the advancement of sequencing technologies. This
led to a rapid outburst of biological sequence data especially nucleotide
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sequence data which are subsequently being stored in GenBank.

Bioinformatics to a large extent depends on computational power.
However, other branches of science like Physics, Statistics, Mathematics,
and Chemistry play equally important roles in analyzing the biological
data by computational means. Thus, an attempt has been made to come up
with an overview of the important aspects of this interdisciplinary science.

This book is meant for the Bachelors and Masters students of
Bioinformatics. The second chapter of the book deals with the popular
and important biological databases. The third chapter focuses on the
biological sequence alignment methods. The fourth chapter presents
the molecular modelling techniques and the last chapter presents the
Phylogenetic analyses.

The details of some of the important web tools and web servers are also
presented. I incorporated some multiple choice questions for competitive
examination.

At the end I would like to wish the readers all the very best.
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Introduction

Bioinformatics is a multi-disciplinary science. The study of Bioinformatics
is related to solving problems of molecular biology and genetics with the
help of computational tools. In doing so, concepts from computer science,
mathematics and statistics, physics and chemistry are considered. The
basic framework of Bioinformatics lies on the use of computational tools
to solve biological problems which are data intensive and often incorporate
large-scale biological information. Bioinformatics takes the help of
the existing data that are available and tries to extract new information
from them. In general the following classes of problems are dealt in
Bioinformatics:

 Analyses of biological sequences to extract new information from
them

+ Annotations of genome sequences
* Identification of phylogenetic lineages
* Modelling of the biological pathways

e Prediction of three-dimensional structures and functions of
biological molecules

 Simulations of biological molecules under different physiological
conditions

» Making repositories of collected biological information

The Bioinformatics analyzes the biological data in several steps.
However, the following steps can be considered as the general ones:
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* Collection of biological sequence information

* Building a computational model from the collected sequence
information

* Testing the generated model for real life biological data

In this chapter, the basic aspects of Bioinformatics will be discussed.
The interrelationships of Bioinformatics with other scientific fields will
be considered. The important terminologies in Bioinformatics will be
analyzed.

1.1 HISTORY OF BIOINFORMATICS

After the discovery of DNA structure and protein sequencing (1950-
70s), protein and nucleotide sequence storing and alignments were
being performed manually. A major advancement in the field of
molecular biology in the last two decades (1980-2000s) brought about
the exponential increase of biological data which need a time and cost
effective technology to manage all these. Along with this there was also
an increased ratio between performance and cost of computer hardware.
Hence, the field of Bioinformatics evolved and took a central role in
modern day biological science.

1.1.1 Computational System Biology

The better understanding of complex biological systems requires a
computational biology platform that applies the techniques of computer
science, applied mathematics and statistics to solve the biological
problems. After mid-1990s the Human Genome Project and rapid advances
in DNA sequencing technology culminated in explosive growth in the
field of computational biology. This necessitates the analyses of biological
data to produce meaningful information using algorithms from graph
theory, artificial intelligence, soft computing, data mining, and image
processing and computer simulation. The advent of databases and their
principles led to the concepts of sequence comparisons. Sequential
alignments led to three-dimensional model building, validation of models
and interaction studies.
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Computational biology involves:

* Prediction of three-dimensional structures of proteins and nucleic
acids

* Prediction of binding interfaces of biological macro or micro
molecules

* Interaction study between biological molecules

* Functional domain/motif prediction

» Computational phylogentics

* Micro RNA reglation and post transcriptional modification

* Mutational analysis

1.2 BIOLOGICAL DATABASES

The rapid progress in gene and protein identification and sequencing led
to the collection of information related to genomics, transcriptomics,
proteomics, metabolomics and this required those data to be stored
which can be accessible and later updated and retrieved easily from all
over the world.

1.2.1 Primary Database

A database consisting of data derived directly from experiments such
as nucleotide or protein sequences and three-dimensional structures of
protein/nucleic acid are known as primary database. There are several
types of primary databases

A. Genome Database
1. Sequence Database — NCBI, GenBank, DDBJ, EMBL, TrEMBL
2. Structural Database — Nucleic Acid Database (NDB), RNABase
B. Protein Database
1. Sequence Database — Swiss-Prot

2. Structural Database — Protein Data Bank (PDB)
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Brief aspects of some important databases are presented in the
following section. The detailed analyses of the databases are given in
the respective chapters.

NCBI-The National Center for Biotechnology Information (NCBI):
It is the part of the United States National Library of Medicine (NLM), a
branch of the National Institutes of Health (NIH). NCBI maintains a series
of databases relevant to biomedicine and is an important resource for
bioinformatics tools and services. Major databases include GenBank for
DNA sequences and PubMed, a bibliographic database for the biomedical
literature.

PDB comprises of
* Protein Data Bank of Europe (PDBe)
* Protein Data Bank of Japan (PDB;j)

» Research Collaboratory for Structural Bioinformatics in USA
(RCSB)

The three dimensional atomic coordinates of biological
macromolecules are deposited in PDB, which are obtained by X-Ray
crystallography, NMR spectroscopy or Cryo-Electron Microscopy (EM)
around the globe. The structure files may be viewed using one of several
free and open source computer programs as well as paid software tools
like Jmol, Pymol, Rasmol, VMD, UCSF Chimera, Swiss-PDB Viewer
and Discovery Studio.

Swiss-Prot: SWISS-PROT is an annotated protein sequence database
having an equal partnership between the European Molecular Biology
Laboratory (EMBL) and the Swiss Institute of Bioinformatics (SIB).
The SWISS-PROT database distinguishes itself from other protein
sequence databases by three distinct criteria: (i) annotations, (i) minimal
redundancy and (ii7) integration with other databases.

1.2.2 Secondary Database

It is also known as curated database which includes the results of analysis
of primary databases and other significant data in the form of conserved
sequences, signature sequences, secondary structures, active site residues
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of proteins etc. In the following section, a brief analysis of some of the
important secondary databases are presented.

RefSeq: The Reference Sequence (Refseq) database is an annotated,
non-redundant and curated collection of nucleotide sequences and their
protein products.

UniProtKB: It is the high quality annotated non-redundant protein
sequence database, generated by manual interventions, which brings
together experimental results, computed features and scientific conclusions
and reviewed section of the UniProt Knowledgebase (UniProtKB).

Prosite: A database of protein domains, families and functional sites
as well as associated patterns and profiles to identify them.

Pfam: Protein family database based on alignments and HMMs.
Pfam alignments are available from searching a variety of databases with
different accession numbers (e.g. all UniProt and NCBI).

InterPro: It provides a classification among protein families, motifs
and domains on functional basis to predict functional domain or site.

SCOP: The Structural Classification of Proteins (SCOP) database is
largely a manual classification of protein structural domains based on
similarities of their structures and amino acid sequences.

CATH: A database of Protein Structure Classification which provides
information on the evolutionary relationships of protein domains.

Dali: The Dali Database and server is based on all-against-all 3D
structure comparison and FSSP structural classification of protein
structures in the Protein Data Bank (PDB).

1.2.3 Composite Database

This type of database is a combination of many other databases.
The following examples are some of the most important composite
databases.

NRDB: It is a so-called non-redundant composite database of the
following sources: PDB, SWISS-PROT, SWISS-PROT update, PIR,
GenPept and GenPept update.
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OWL: It is a non-redundant composite database of 4 major publicly-
available primary sources: SWISS-PROT, PIR, GenBank (translation)
and NRL-3D.

1.3 BIOLOGICAL SEQUENCE ANALYSIS

Since the sequencing of bacteriophage ¥X-174 in 1977, the nucleotide
sequences of thousands of organisms have constantly been decoded and
thereby getting stored in different biological databases. The nucleotide
sequences of the organisms are being analyzed by various scientific groups
to decode the underlying information. This is called genome annotations.
The most common annotations involve:

* identifications of protein coding genes
* identifications and analyses of genes that lead to RNA biogenesis

* detection of the presence of regulatory sequences, structural motifs
and repetitive sequences in the genes.

The nucleotide information of genes within a species or between
different species can be compared to identify the similarity between the
gene products, viz., the proteins, RNAs or the nucleotides themselves.
The databases contain large amounts of data. The genome information
of an organism is also very huge. With such large chunks of data,
it is simply impractical to analyze biological sequences manually.
Thus, Bioinformatics tools are routinely used to analyze the sequence
information. The most widely used tool for genome analyses is BLAST.
The method used for the purpose is called pair-wise sequence alignment.
However, there are other tools available that provide different sets
of results. A common practice in genome analyses is to compare the
characteristics of different genomes. For such purposes, the technique
that is used is called the multiple sequence alignment.

1.3.1 Pair-wise Sequence Alignhment

Dayhoftf et al., in 1978 studied the sequence alignments among
34 superfamilies of protein sequences and listed the accepted point
mutations i.e., replacement of amino acid by another residue by natural
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selection. Based on accepted mutation and probabilitities of occurrence
of each amino acids they generated a mutation probability matrix
known as PAM. PAM1 matrix was generated for closely related protein
sequences having atleast 85% sequence identities. Later the PAM1 matrix
is multiplied by iteslf for several times to generate several other PAM
matrices. One of such derived matrices, the PAM250 matrix, is used for
sequence alignment of proteins with 20% amino acid sequence identitities.
In other words, the PAM250 matrix is used for sequnce comparison
of evolutionarily distantly related proteins. PAM mutation probability
matrix is then converted into a scoring matrix called log-odds matrix or
relatedness odds matrix. Another log-odds matrix developed by Henikoff
and Henikoff (1992, 1996) is called BLOcks SUbstitution Matrix
(BLOSUM) using BLOCKS database which consists of more than 500
groups of local alignments of distantly related protein sequences. High
value of BLOSUM (BLOSUMO90) and low value PAM matrices (PAM30)
are used for conserved protein sequences whereas low BLOSUM and
high PAM numbers are used for distantly related proteins. BLOSUMG62
matrix merged 62% or more identical sequences into one alignment;
thus proteins having less than 62% sequnence identities are analyzed
by this BLOSUMG62 matrix and it is the default scoring matrix used by
most BLAST algorithms for searching sequence similarities between
sequences. Two types of pair-wise sequence alignments are :

(i) Global alignment technique: It is derived from the Needleman—
Wunsch algorithm (1970), which is based on dynamic
programming which attempts to align every residue in every query
sequence. It is most useful when the sequences in the query set
are similar and of roughly equal length.

(if) Local alignment technique: It is more useful for dissimilar
sequences that are suspected to contain regions of similarity or
similar sequence motifs within their larger sequence contexts.
The Smith—Waterman algorithm (1981) is a general local
alignment method which is also based on dynamic programming
algorithm, for scoring the matrix and it uses trace-back procedure
to obtain the optimal alignment.
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Dynamic programming: Alignments of amino acid sequences of
proteins use a substitution matrix to assign scores to amino acid matches
or mismatches, and a gap penalty for matching an amino acid in one
sequence to a gap in the other. The nucleotide sequences of DNA and
RNA may be used in scoring the matrix. In practice, a simple scoring
scheme is generally used to score the sequence alignments; a positive
score is used for a match, a less positive or a negative score for mismatch
and a negative score for gap penalty.

Though the local alignment is accurate but it is relatively slow when
pairwise local alignment is used for a query sequence against an entire
database. The computational running space and time then become a
significant issue. Two other popular rapid, heuristic version of local
alignment algorithms have been developed based on identifying short
words or k-tuples. Such processes would involve 1/2 residues for protein
and upto 6 bases for DNA searching. The locally aligned regions are
called high-scoring segment pairs or HSPs. The expect (E) value is the
measure of statistical significance which represents the number of hits one
can expect to obtain by chance; that means the lower the E-value is the
more significant is the alignment. The E-value decreases exponentially
with high score (S) value corresponding to better alignments.

* Word methods: The heuristic methods are significantly more
efficient than dynamic programming. These methods are
especially useful in large-scale database searches and best known
for their implementation in the database search tools in a number
of web portals, such as EMBL FASTA and NCBI BLAST. NCBI
BLAST program is a collection of different tools like blastp and
PSI-BLAST.

* blastp: This program compares a protein query sequence against
a protein sequence database. In this software program the default
matrix is BLOSUMG62 with a word size 6, gap existence 11 and
extension value 1.

* PSI-BLAST: This blast program is specilized, advanced and
more sensitive position-specific BLAST search which is used
for distantly related proteins sharing the same conserved three
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dimensional structures but low sequence identities. An initial
blastp search is used to perform a multiple sequence alignment.
By analyzing this alignment it then creates a specialized position-
specific scoring matrix which again is used as query iteratively.
The orignial query is used as template for generating the PSSM
profile.

1.3.2 Multiple Sequence Alignment

The alignments of more than two protein or DNA sequences are very
useful to study the homologous group and it provides structure-function
and evolution of the protein or gene families. It is more sensitive than
pairwise alignment to detect homologs, to find conserved domain or
motifs or consensus regions. The most commonly used algorithm for
multiple sequence alignment is derived from Feng and Doolittle’s (1987,
1990) progressive alignment method. The basic strategy of this method
is calculaing pairwise alignment scores between all sequences and then
align two closely related sequences followed by addition of sequences
progressively to the alignment. The most popular web version of multiple
sequence alignment tool is Clustal W program. To generate a guide tree,
this program uses mostly distance matrix instead of similarity matrix.
The two main features of a guide tree are its branching order or topology
and branching length which is proportional to evolutionary distance. The
two main methods of tree construction are:

(a) unweighted pair group method of arithmatic averages (UPGMA)
and

(b) neighbour-joining method.

The multiple sequence alignment output arranges the sequences as
presented in the guide tree, i.e., two closely related sequences create a
pairwise alignment and then sequences are added one by one. The newer
web version of multiple sequence alignment is Clustal Omega which
uses seeded guide trees and HMM profile-profile techniques to generate
alignments.



1.10  Introduction to Bioinformatics

1.3.3 Molecular Phyllogeny

Previously the classification and phylogenetic studies were done
based upon morphological, anatomical, physiological, paleontological
characteristics. But after the huge progress in molecular biology the
evolutionary relationships among different species have been being
studied using their protein or nucleotide sequences. A phylogenetic tree
is a graphical representation of relatedness among sequences or ancestral
origin of the sequences. The node is the intersection or terminating point
of the tree which represents the taxonomic units (taxa or taxons, can be
internal node or external node). An operational taxonomic unit (OTU) is
the available sequence which is used for tree analysis. Branches define
the relatedness of the sequences and branch length sometimes are scaled
to represent the number of changes occurring between sequences. The
tree generated from scaling is called a phylogram. On the other hand,
the trees may be unscaled where the branch length is not proportional
to the number of changes. Such trees are called cladogram. A clade or
monophyletic group is a group of sequences that share a common ancestor.
A rooted tree represents the common ancestor whereas unrooted tree
does not define the evolutionary path leading to their common ancestors.
A phylogenetic tree generation using molecular sequence data involve
multiple sequence alignment using different approaches, viz., distance-
based methods or character based methods.

In distance based methods the tree is constructed by calculating the
distances between molecular sequences. In the construction of guide
tree in multiple sequence alignment, the distance based methods used
are unweighted pair group method of arithmatic mean (UPGMA) and
neighbor-joining (NJ). UPGMA is simple tree making algorithm where
the sequences make cluster based on distance matrix and it is always a
rooted tree.

The two main character based methods are maximun parsimony (MP)
and maximum likelihood (ML). Maximum parsimony method is applied
where the sequences are closely identical thereby building a tree with
shortest branch lengths.
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Maximum likelihood method on the other hand uses the knowledge
of speciation to produce sequence clusters.

1.3.3.1 Neighbour Joining (NJ) Method

A star like tree is generated and then pairwise comparisons are made to
identify two closely related sequences, the neighbors, followed by joining
them until the topology of the full tree is completed.

1.3.3.2 Maximum Likelihood (ML) Method

It 1s the most computationally intensive method but the most flexible
method when large amounts of evolutionary changes are found in the
distantly related sequences. It uses the probability distribution statistical
method to generate the highest probable tree. The mutation of each
residue calculated is based on substitution model where probability of
each mutation is calculated and are then aligned.

1.3.3.3 Tree Evaluation and Bootstrapping

To evalute the tree, the most common method applied is randomizing
the test or bootstrapping analysis. Bootstrapping analysis describes the
robustness of the topology of a tree that means it checks the consistency
of the branching order. After developing the tree, the positions of the
aligned sequences are randomly sampled from the multiple sequence
alignment with replacements and then are assembled into new randomized
data sets, the so-called bootstrapped samples. A large number of bootsrap
replicates are generated. The bootsrap tree is compared with the original
tree and the bootstrap value denotes the frequencies of observed data to
obtain each clade.

Protein Domain Identification and Mutational Analysis: A
conserved protein family represents the functional aspect of the amino
acid sequences. Multiple alignment of the sequences obtained from the
blastp search would find the conserved functional domains. Multiple
sequence alignment (MSA) reveals some point mutations within protein
domains. Some mutations are synonymous substitutions and semi-
conservative mutations in the MSA profile. Point mutations were identified
from the particular sequences and then short streches of sequences are
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again searched using blastp and new functional domains are found. The
relative mutational probabilities of different amino acid residues are
different according to their genetic codes. Some amino acid residues
such as asparagine and serine undergo substitutions very frequently,
while other residues (notably tryptophan and cysteine) are very rarely
mutated. Dayhoff et al calculated the relative mutabilities of amino acid
residues which describe how often each amino acid is likely to change
over a short evolutionary period. To calculate the relative mutability they
divided the number of times each amino acid was observed to mutate by
the overall frequency of occurrence of that amino acid. The less mutable
residues probably have important structural and functional roles in
proteins such that replacing them resulted in some significant changes.
The most common substitutions are Glu for Asp (both acidic), Ser for
Ala and Thr (both are hydroxylated), and Ile for Val (both hydrophobic
and of similar sizes). The relative mutabilities depend on to the physico-
chemical properties of the amino acids. With reference to the genetic code
it is also explained in such a way that common amino acid substitutions
tend to require only single nucleotide change and least mutable residues
are coded by only one or two codons. The low mutability of these amino
acids suggest that substitutions are not tolerated by natural selections.

Secondary Structure Prediction: Secondary structure prediction
techniques aim to predict the local secondary structures of proteins based
on the knowledge of their sequences. The first generation secondary
structure prediction methods in 1960-1970s were based on probabilities
of'a particular amino acid for a particular secondary structure. The method
is referred to as Chou-Fasman method. The second generation methods
untill early 1990s consider the local environment of the adjacent residues
typically 3-51 segments. Modern protein secondary structure prediction
methods are based on exploiting evolutionary information contained
in multiple sequence alignments such as recognizing the patterns of
hydrophobicity, conservation, sequence edge effects etc. In relation to
the databases of known protein structures and modern machine learning
methods, such as neural networks, multiple linear regressions, k-nearest
neighborhood and support vector machines, the accuracy of secondary-
structure prediction is raised up to 80% for globular proteins. Further boost
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up in prediction accuracy is highly limited by varying local conformations
under native conditions which are not reflected in crystal structures
due to packing constraints and local contacts. In addition, dramatic
conformational changes related to the protein’s function or environment
could complicate the situation a bit more. There are a number of
secondary structure prediction servers such as Network Protein Analysis
Server (NPS@). At NPS@, a blastp search of the sequence is performed
against the SWISS-PROT database. These results are filtered and then
aligned by CLUSTAL Omega. The resulting alignment is the input for
the following methods: GOR I, GOR III, GOR IV, DSC, DPM, PHD,
Predator, SOPM, HNN. GOR (Garnier, Osguthorpe and Robson) method
is one of the popular methods utilizing information theory that predict
locations of alpha-helix and beta-strand using amino acid sequence.
DSC (Discrimination of protein Secondary structure Class) is based on
dividing secondary structure prediction into the basic concepts and then
use of simple and linear statistical methods to combine the concepts for
prediction. DPM method has been called the ‘double prediction method’
and consists of a first prediction of the secondary structure from a new
algorithm which uses parameters of the type described by Chou and
Fasman, and the prediction of the class of the proteins from their amino
acid composition. PHD program achieved 70% accuracy level through
combining neural networks and evolutionary information. PREDATOR
method is based on recognition of potentially hydrogen-bonded residues in
a single amino acid sequence. Self-optimized prediction method (SOPM)
checks against an updated release of the Kabsch and Sander database,
‘DATABASE.DSSP’. The first step of the SOPM is to build sub-databases
of protein sequences and their known secondary structures drawn from
‘DATABASE.DSSP’. The second step is to submit each protein of the
sub-database to a secondary structure prediction tool using a predictive
algorithm based on sequence similarity. The third step is to iteratively
determine the predictive parameters that optimize the prediction quality
on the whole sub-database. The HNN (Hierarchical Neural Network)
prediction methods are made up of two networks: a sequence-to-structure
network and a structure-to-structure network. Kabsch and Sander in 1983,
developed the Dictionary of Protein Secondary Structure known as DSSP
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which is a set of simple and physically motivated criteria for secondary
structure prediction, programmed as a pattern-recognition process
of hydrogen-bonded and geometrical features extracted from X-Ray
crystallographic coordinates of the atoms of biomolecules. Cooperative
secondary structure is recognized as repeats of the elementary hydrogen-
bonding patterns “turn” and “bridge.” Repeating turns are “helices,”
repeating bridges are “ladders,” connected ladders are “sheets.” Geometric
structure is defined in terms of the concepts of torsion and curvature of
differential geometry. Local chain “chirality” is the torsional handedness
of four consecutive C-alpha positions and is positive for right-handed
helices and negative for ideal twisted beta-sheets. Curved pieces are
defined as “bends.”

Trans-membrane Helix Prediction: Experimental determination
of the 3D structure of transmembrane protein is a challenge as they do
not crystalize and are hardly tractable by NMR spectroscopy. Two major
classes of membrane proteins are known as:

(a) proteins which insert alpha helices into lipid bilayer (intergral)
and

(b) proteins that form pores by beta strand barrels (porins).

There is not much experimental information available regarding
porins like strand barrels. However, knowing the precise location of
transmembrane helics, the 3D structure can be predicted by exploring all
possible conformations. The basic properties of transmembrane helices
(TMHs) found are:

1. Trans-membrane helices are predominantly apolar and between
12 and 35 residues long.

2. Globular regions between membrane helices are typically shorter
than 60 residues.

3. Most proteins having trans-membrane helical regions have
a specific distribution of the positively charged amino acids
Arginine and Lysine coined the “positive-inside-rule”. Connecting
loop regions at the inside of the membrane have more positive
charges than loop regions at the outside.
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4. Long globular regions (>60 residues) differ in their composition
from those globular regions subject to the “inside-out-rule”.

Most methods for predictions of the structures of trans-membrane
helices simply compile the hydrophobicity along the sequence and predict
a segment to be a trans-membrane helix if the respective hydrophobicity
exceeds some given threshold. Use of evolutionary information also
improves the prediction abilities of trans-membrane helices significantly
by carefully filtering the results from PSI-BLAST searches. The trans-
membrane topology was predicted from the amino acid sequences by
averaging the results from six different programs: DAS, HMMTOP,
TMHMM, TMPRED, TOPPRED II and GENEIOUSPRO. Dense
Alignment Surface (DAS) optimizes the use of hydrophobicity plots.
TMHMM is the most advanced and seemingly the most accurate current
method to predict membrane helices. It embeds a number of statistical
preferences and rules into a Hidden Markov Model to optimize the
prediction of the localization of membrane helices and their orientations.
Similar concepts are used for HMMTOP. TMPRED algorithm is based
on the statistical analysis of TMbase, a database of naturally occurring
trans-membrane proteins. The prediction is made using a combination
of several weight-matrices for scoring. TOPPRED II averages the GES-
scale of hydrophobicity using a trapezoid window.

Three Dimensional Modelling: Now-a-days in structural biology
field macromolecular structure development is necessary for the
interactions study. So the determination of three dimensional structures
of protein or nucleic acids using different experimental and theoretical
technique is mandatory for this purpose. Most widely used experimental
techniques for the three dimensional structure predictions are X-Ray
Crystallography, NMR and cryo-EM. Both NMR and X-Ray methods of
structure determination generate co-ordinate data that are usually deposited
in the Protein Data Bank (PDB). However, these techniques require huge
time, expertise and resource. With the progression of structural biology
research, molecular modelling is becoming an important method of choice
to obtain the 3-dimensional structures of biological macromolecules
such as Proteins, DNA etc relatively more quickly and easily. It helps to
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bridge the gap between the available sequence and structure information
by providing reliable and accurate models.

There are mainly three major methods for prediction of three
dimensional structure of protein.

1. Homology modelling or comparative modelling

2. Theading /fold recognition

3. Ab-initio structure prediction
The details of these methods are presented in Chapter 4.

Model Refinement/Optimizaion: The models of the biomolecules
obtained from the aforementioned techniques may have many errors.
Therefore, it is strongly recommended to check the stereo-chemical
qualities of the models. Such methods are called model optimizations.
Model optimization is applied for the whole protein not the isolated
loop regions. Energy minimization is done either by restraining the atom
positions and /or only for a few hundred steps. Molecular dynamics
simulation removes big errors but inefficient force-fields may introduce
atom clashes or small errors.

Validation of Models: Main sources of errors in Homology
Modelling are

1. Poor alignment: The target template sequence identity is very less.
When the target-template sequence identity is 90% and above then
model accuracy is comparable with crystal structures. At the 50-
90% identity range there are around 1.5A rms deviations between
the structures of the target and the template with considerable
larger local errors but below 25% sequence identity the generated
model might have large errors.

2. Errors in template: 1f the template itself contains errors then the
generated model quality would be very low.

The structure of modeled protein must be validated through validation
server: Structure Analysis and Verification Server (SAVES) which
contains software programs for checking and validating protein structures
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during and after model refinement. The following programs are generally
used for checking model qualities.

Procheck: The software tool checks the stereo-chemical qualities of
protein structures through Ramachandran Plot by analyzing overall and
residue by residue geometry. The plots include: Ramachandran plots,
both for the protein as a whole and for each type of amino acid; y! — 32
plots (side chain torsion angles) for each amino acid type; main-chain
bond lengths and bond angles; secondary structure plot; deviations from
planarity of planar side chains and so on. Another important check is the
presence of bad contacts which is the distance between any pair of non-
bonded atoms being smaller than the sum of their van der Waals radii.

What_check: The tool provides an enormous number of checks
and detailed overall summary of the stereo-chemical parameters of the
residues in the model. Directional Atomic Contact Analysis implemented
in this program is used to analyze non-bonded contacts.

Verify3D: The tool examines the compatibility of an atomic model
(3D) with its own amino acid sequence (1D) by assigning a structural
class based on its location and environment (alpha, beta, loop, polar,
non-polar etc) and comparing the results to good structures.

ERRAT: The tool analyzes the statistics of non-bonded atom-atom
interactions with respet to a database of reliable high resolution structures.

Prove: The tool compares atomic volumes against a set of pre-
calculated standard values where atoms are treated like hard spheres
and calculates a statistical Z-score deviation for the model from highly
resolved and refined PDB-deposited structures.

Rampage: The tool provides stereo-chemical quality of protein
structure in Ramachandran Plot, where residues having proper y and
@ main-chain torsion angles are clustered in allowed regions and the
percentage of residues in the disallowed regions are given.

In this chapter a brief overview of the different aspects of
Bioinformatics are provided. The details of these topics are presented in
the subsequent chapters.
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The analyses of biological data are heavily dependent on mathematics,
statistics and computer programming. Therefore, the basics of
mathematics, statistics and programming languages (Bio-Perl, Bio-Python
and Matlab) are discussed in the following sections.

Mathematics and Statistics in Bioinformatics: Mathematics is
routinely used in the analyses of Biological data. The rapid growth of
genomic data necessitates the use of Mathematics in Biology.

One of the main applications of Mathematics is the Chaos theory. The
Chaos theory is a special field of Mathematics which is used to analyze
the dynamical behaviors of Biological Systems. From time immemorial,
the biologists have been keeping track of populations of different
species by analyzing the population models. Most biological models
are continuous. However, recently scientists have started implementing
chaotic models in certain populations. A study on models of Canadian
lynx showed that there was chaotic behavior in the population growth of
the species concerned. Chaos can also be found in ecological systems,
such as hydrology. Another important biological application of chaos
theory is found in cardiotocography.

Another important application of mathematics in solving Biological
problems is in the field of Evolutionary Biology. Evolutionary Biology
depends on extensive mathematical theorizing. The traditional approach in
this area which involves Mathematics and which includes complications
from genetics is population genetics. Most population geneticists propose
that the appearance of new alleles occurs by mutation; the appearance
of new genotypes occurs by genetic recombination; and changes in
the existing allele frequencies and genotypes occur at a small number
of gene loci. Considering infinitesimal effects at a large number of gene
loci together with the assumption of linkage equilibrium or quasi-linkage
equilibrium, the quantitative genetics method was devised. Another
important avenue of population genetics is molecular phylogenetics. The
traditional population genetics model deal with information associated
with alleles and genotypes, and is frequently stochastic.

However, many population genetics models assume that population
sizes are constant. The variable sizes of populations, in the absence
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of genetic variation information, are treated in the field of population
dynamics. The first principle of population dynamics is known as
the Malthusian growth model. Another important aspect of mathematical
Bioinformatics is the Lotka—Volterra predator-prey model. There are
various models of the spread of infections which have been proposed
and analyzed by Mathematical Biology. These theories provide
important results that may be applied to health policy decisions. Another
important field of Mathematical Bioinformatics is the evolutionary game
theory. This theory involves the selection of inherited phenotypes, without
genetic complications. The other avenues of Mathematical Biology are
as follows:

* Mechanics of biological tissues

* Theoretical enzymology and enzyme kinetics

* Cancer modelling and simulation

* Modelling the movement of interacting cell population
* Mathematical modelling of cell cycle

* Mathematical modelling of intra-cellular dynamics

Application of Mathematics in the analysis of cell cycle: One of
the important aspects of Bioinformatics is the analysis of eukaryotic cell
cycle. It is one of the most studied topics and a cell cycle mysregulation
leads to cancer. The analysis of cell cycle is performed by Mathematics
and involves simple calculus. There is a generic eukaryotic cell cycle
model representing a particular eukaryotic cell depending on the values
of the parameters like concentrations of the proteins in different cellular
organelles.

A set of ordinary differential equations are used to determine the
properties of the dynamical systems.

A few typical statistical concepts used in Bioinformatics are:

Hidden Markov Model (HMM): Hidden Markov Model (HMM) is
a statistical principle in which the biological system under consideration
is being modelled by assuming the system to have unobserved
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(i.e. hidden) states. In simpler Markov Models, the properties of the
biological systems are directly visible to the observer. This would help to
identify the transition parameters between the system variables. However,
in the Hidden Markov Model, the properties of the biological systems
are not directly visible; only the output becomes visible. In a simple
language, a Hidden Markov Model (HMM) is a statistical Model which
is used to describe the evolution of observable events. The observable
events depend on internal factors. The internal factors are not directly
observable. The observed events are called ‘symbol’ and the invisible
factors underlying the observation are called ‘state’. An HMM is made up
of two stochastic processes, viz., an invisible process of hidden states and
a visible process of observable symbols. HMMs have varied applications
in Bioinformatics. They are used in biological sequence analyses, gene
finding methods, and protein structure prediction methods to name a few.

Machine Learning: Machine learning is a subfield of computer
science. It involves the development of algorithms that learn how to
make predictions based on available data. The machine learning has a
number of emerging applications in the field of bioinformatics. Before
the advent of machine learning algorithms, bioinformatics algorithms
had to be explicitly programmed manually. However, this makes the
solution of the biological problems extremely difficult. Machine learning
techniques help the algorithm to consider the automatic feature learning
from the dataset. The machine learning algorithms can learn how to
combine multiple features of the input data into a more abstract set of
features which can further be manipulated to come up with a generalized
Model to solve the problem. Machine learning approaches are known to
be a very efficient technique to solve biological problems. However, the
most important pre-requisite of the process is that the dataset used for
the purpose should be large enough. Machine learning has been applied
to the following six main subfields of bioinformatics like: Genomics,
Proteomics, Microarrays, Systems Biology, Evolutionary Biology, and
Text Mining.

Application of Machine Learning in Genomics: Genomics is the
study of the genomes which is the complete DNA sequence of organisms.
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After the advent of sophisticated genome sequencing techniques, the
number of available sequences is growing exponentially. Though the raw
data are constantly being deposited in the databases but it is a challenge
to annotate the raw data to extract relevant biological information from
the raw sequence data. Unfortunately, the biological annotations of the
raw sequence data are a daunting task and require a lot of involvements.
This necessitates the use of machine learning algorithms. The machine
learning methodologies are able to extract features to identify the specific
patterns in the biological sequences. This further would help to explain the
plausible functional annotations. One of such examples is the prediction of
the locations of the protein-coding genes within a given DNA sequence.
This is a problem known as computational gene prediction. The prediction
of genes is commonly performed through a combination of extrinsic and
intrinsic searches. In case of the extrinsic search, the input DNA sequence
is allowed to run through a large database of sequences. The database
contains a set of known genes for which sufficient information are already
available. The machine learning tools extract features from the known
gene sets and use those features to build a model. The new nucleotide
sequences are fed into the model generated from the available features as
mentioned before and are analysed. Machine learning algorithms are also
used for the problem of multiple sequence