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PREFACE

Current-Mode digital circuits have been extensively analyzed and used 

since the early days of digital ICs. In particular, bipolar Current-Mode digital 

circuits emerged as an approach to realize digital circuits with the highest 

speed. Together with its speed performance, CMOS Current-Mode logic has

been rediscovered to allow logic gates implementations which, in contrast to

classical VLSI CMOS digital circuits, have the feature of low noise level 

generation. Thus, CMOS Current-Mode gates can be efficiently used inside 

analog and mixed-signal ICs, which require a low noise silicon environment.

For these reasons, until today, many works and results have been published 

which reinforce the importance of Current-Mode digital circuits. 

In the topic of Current-Mode digital circuits, the authors spent a lot of 

effort in the last six years, and their original results highly enhanced both the 

modeling and the related design methodologies. Since the fundamental

Current-Mode logic building block is the classical differential amplifier, the

winning idea, that represents the starting point of the authors’ research, was

to change the classical point of view typically followed in the investigation

and design of Current-Mode digital circuits. In particular, they properly

exploited classical paradigms developed and used in the analog circuit 

domain (a topic in which one of the authors maturated a great experience).

The change of perspective allowed to collect many results in the domain of 

Current-Mode digital circuits. Such results represent a complete set of tools 

to be used during the modeling and design process of these high-

performance digital circuits, that are accurate, but so simple to be even used 

in a pencil and paper approach. 

The main focus of this book will be to provide the reader with a deep

understanding of modeling and design strategies of Current-Mode digital 

circuits, as well as to organize in a coherent manner all the authors’ results in

the domain of Current-Mode digital circuits. Hence, the book allows the 

reader not only to understand the operating principle and the features of 

bipolar and MOS Current-Mode digital circuits, but also to design optimized 

digital gates.

The book can be used as a reference to practicing engineers working in 

this area and as text book to senior undergraduate, graduate  and 

postgraduate students (already familiar with electronic circuits and logic

gates) who want to extend their knowledge and cover all aspects of the



xiv 

analysis and design of Current-Mode digital circuits. Thus the prerequisites

to a well understanding of the book are basic electronics and familiarity with

digital circuits design. 

Although the material is presented in a formal and theoretical manner, 

much emphasis is devoted to a design perspective. Indeed, the book can be a 

valid reference for high-performance digital circuits IC designers.

To further link the book’s theoretical aspects with practical issues, and to 

provide the reader with an idea of the real order of magnitude involved 

assuming actual technologies, numerical examples together with SPICE

simulations are included in the book.   

The outline of the text is as follows:

An introduction to the operating principles of Bipolar and MOS 

transistors is presented in the first invited chapter, where circuit models are 

also introduced and developed with emphasis on those more suited for 

Current-Mode digital circuits. Then the Current-Mode logic along with their 

typical applications are discussed in the second chapter.

In Chapter 3 the various techniques to define the topology of Current-

mode gates (series gates) are reviewed, by highlighting their strength and 

weakness.

All the remaining chapters organically report the results developed by the 

authors. In particular, the propagation delay models for bipolar Current-

Mode gates are discussed in Chapter 4. Both a simple and an accurate model 

is derived for CML and ECL inverter, MUX/XOR and D latch. The resulting 

models, which are simple, help the reader to gain an in-depth view of the r

fundamental parameters affecting the speed performance of a single gate. By

using these models, gate-level design strategies to achieve the best 

performance in terms of speed is achieved in Chapter 5. After a brief 

introduction, the approach is customized for CML and ECL inverter, 

MUX/XOR and D latch. Moreover, a comparison between the CML and the 

ECL logic is also carried out.

Chapter 6 changes the context moving into the MOS technology domain.

Timing models for the SCL inverter without and with buffer, MUX/XOR 

and D latch are developed and discussed in detail. The models consider in 

depth the peculiarity of modern CMOS processes, and hence include

submicron effects. Indeed, they are analytically derived by using standard 

BSIM3v3 model parameters. Starting from these delay models and 

considering the static behavior of the SCL gates, design strategies are 

derived in detail for the inverter without and with buffer, MUX/XOR and D

latch.

Chapter 8 completes modeling and design aspects for special classes of 

circuits blocks, such as ring oscillators, frequency dividers and low-voltage
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gate topologies. Moreover, this chapter extends the optimized design

procedure to chains of gates.



Chapter 1

DEVICE MODELING FOR DIGITAL CIRCUITS 
Gianluca Giustolisi and Rosario Mita

This chapter will deal with the operation and modeling of semiconductor 

devices in order to give the reader a basis for understanding, in a simple and 

efficient manner, the operation of the main building blocks of digital circuits.

1.1 PN JUNCTION  

A semiconductor is a crystal lattice structure with free electrons and/or 

free holes or, which is the same, with negative and/or positive carriers. The

most common semiconductor is silicon which, having a valence of four, 

allows its atoms to share four free electrons with neighboring atoms thus

forming the covalent bonds of the crystal lattice. 

In intrinsic silicon, thermal agitation can endow a few electrons with

enough energy to escape their bonds. In the same way, they leave an equal

number of holes in the crystal lattice that can be viewed as free charges with 

an opposite sign. At room temperature, we have 1.5·1010 carriers of each

type per cm3. This quantity is referred to as ni and is a function of 

temperature as it doubles for every 11 °C increase in temperature [S81],

[MK86].

This intrinsic quantity of free charges is not sufficient for the building of 

microelectronic devices and must be increased by doping the intrinsic 

silicon. This means adding negative or positive free charges to the pure 

material. Several doping materials can be used to increase free charges. 

Specifically, when doping pure silicon with a pentavalent material (that is, 

doping with atoms of an element having a valence of five) we have almost 

one extra free electron that can be used to conduct current for every one

atom of impurity. Likewise, doping the pure silicon with atoms having a 
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valence of three, gives us almost one free hole for every impurity atom. A

pentavalent atom donates electrons to the intrinsic silicon and is known as a 

donor. In contrast, a trivalent atom accepts electrons and is known as an

acceptor. Typical pentavalent impurities, also called n-type dopants, are

arsenic, As, and phosphorus, P, while the most used trivalent impurity, also

called p-type dopant, is boron, B. Silicon doped with a pentavalent impurity

is said to be n-type silicon, while silicon doped with a trivalent impurity is 

called p-type silicon.

If we suppose that a concentration NDNN (N(( ANN ) of donor (acceptor) atoms is 

used to dope the silicon, with NDNN >> ni (N(( ANN >> ni), the concentration of free 

electrons (holes) in the n-type (p-type) material, nn (p(( pp ), can be assumed as 

Dn Nn Dn  (
Ap

Np
Ap

)      (1.1)

Since some free electrons (holes) recombine with holes (electrons), the 

concentration of holes (electrons) in the n-type (p-type) material, pn (npn ), is 

also reduced to

D

i

n
N

D

n
p

2

≈ (
A

i

p
N

A

n
n

2

≈ )      (1.2) 

Joining a p-type to an n-type semiconductor as in Fig. 1.1 makes a pn

junction, or most commonly a diode. The p-side terminal is called anode (A)

while the n-side terminal is called cathode (K).

Note that the p-type section is denoted with p+, meaning that this side is 

doped more heavily (in the order of 1020 carriers/cm3) than its n-type 

counterpart (in the order of 1015 carriers/cm3), that is DA NN DA . This is not 

a limitation since most pn junctions are built with one side more heavily 

doped than the other.

Close to the junction, free electrons on the n side are attracted by free

positive charges on the p side so they diffuse across the junction and 

recombine with holes. Similarly, holes on the p side are attracted by

electrons on the n side, diffuse across the junction and recombine with free

electrons on the n side. 

This phenomenon leaves behind positive ions (or immobile positive

charges) on the n side, and negative ions (or immobile negative charges) on

the p side, thus creating a depletion region across the junction where no free

carriers exist. Moreover, since charge neutrality obliges the total amount of 

charge on one side to be equal to the total amount of charge on the other, the

width of the depletion region is greater on the more lightly doped side, that r

is, in our case where DA NN DA , we have 
pn

xx
n

>> .
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p+ n

- -

- -
- -
- -
- -

+ +
+ +
+ +
+ +
+ +
+ +

0 xnxx-xpxx

Depletion
region

Immobile
negative 
charge 

Immobile 
positive
charge

Electric field 

x

A K - - + +

Fig. 1.1. pn junction. 

Due to immobile charges, an electric field appears from the n side to the p 

side and generates the so-called built-in potential of the junction. This

potential prevents further net movement of free charges across the junction 

under open circuit and steady-state conditions. It is given by [S81], [MK86] 

=Φ
20

ln
i

DA
T

n

NN
DAV

T
     (1.3)

VTVV being the thermal voltage defined as T

q

kT
V

T
VV =         (1.4) 

where T is the temperature in degrees Kelvin (T 300 K at room temperature),

k is the Boltzmann’s constant (1.38·10k -23 JK-1) and q is the charge of an

electron (1.602·10-19 C). At room temperature, VTVV is approximately equal to T

26 mV. Typical values of the built-in potential are around 0.9 V.

Under open circuit and steady-state conditions, it can be shown that the

widths of depletion regions are given by the following equations 

( )
21

00

21

00
22 Φ≈Φ=

D

si

DAD
(

Asi
n

qNDN (
D

(
N

A

q
x

εε
si

εε
si   (1.5a) 
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( )
21

2

00

21

00
22 Φ≈Φ=

A

Dsi

A
(

Dsi
p

qN A

N
D

N (
A
(

N
D

q
x

εε
si

εε
si   (1.5b) 

where ε0εε  is the permittivity of free space (8.854·10-12 F/m), εsiε  is the relative

permittivity of silicon (equal to 11.8) and where the approximations hold if 

DA NN DA .

Dividing (1.5a) by (1.5b) yields 

D

A

p

n

N
D

N
A

x

x =        (1.6) 

which justifies the fact that xn is greater than xpx if p-type semiconductor is

more heavily doped than n-type. 

The charge stored in the depletion region, per unit device area, is found

by multiplying the width of the depleted area by the concentration of the 

immobile charge, which can be considered equal to q times the doping 

concentration. So for both the sides of the device we have

21

00
Φ

0

+

DA

DA
sinD

NN + DA +
NN

DAqxqNQ 22==+
nD

εε
si

   (1.7a) 

21

00
Φ

0

DA

DA
sipA

NN + DA +
NN

DA2qxqNQ 2==−
pA

εε
si

   (1.7b) 

Note that the charge stored on the n side equals the charge stored on the p

side, as is expected due to the charge neutrality.

All the above equations are valid in the case of abrupt junctions. For 

graded junctions, that is where the doping concentration changes smoothly

from p to n, a better model for the charge can be described by changing the

exponent in (1.5) and (1.7) by (1-m) [AM88], where m is a technology

dependent parameter (typical m values are around 1/3). 

1.1.1 Reverse Bias Condition

By grounding the anode and applying a voltage VRVV  to the cathode, we 

reverse-bias the device. Under such a condition the current flowing through 

the diode is mainly determined by the junction area and is independent of VRVV .

In many cases this current is considered negligible and the device is modeled 

as an open circuit. However, the device also has a charge stored in the
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junction that changes with the voltage applied and causes a capacitive effect, 

which cannot be ignored at high frequencies. The capacitive effect is due to 

the so-called junction capacitance.

Specifically, when the diode is reverse biased as in Fig. 1.2, free electrons

on the n side are attracted by the positive potential VRVV and leave behind 

positive immobile charges. Similarly, free holes in the p region move

towards the anode leaving behind negative immobile charges. This means 

that the depletion region increases and that the built-in potential increases

exactly by the amount of applied voltage, VRVV .

Given that the built-in potential is increased by VRVV , both the width and the 

charge of the depletion region can be found by substituting the term Φ0+VRVV

to Φ0 in (1.5) and (1.7), respectively. In particular the charge stored results 

as

( )
m

DA

DA
Rsi

NN DA

NN
DAqQQ

−

+ QQQQ

1

00
(εε

si
   (1.8) 

This charge denotes a non-linear charge-voltage characteristic of the

device, modeled by a non-linear capacitor called junction capacitance. 

For small changes in the applied voltage around a bias value, VRVV , the

capacitor can be viewed as a small-signal capacitance, CjC , whose expression

is found by differentiating1 (1.8) with respect to VRVV

m

R

j

R

j

V
R

C
j

dVR

dQ
C

j

Φ
+

==
+

0

0

1

     (1.9)

where

m

DA

DAsi
j

NN DA

NNq
DAsiC

j

−

+Φ N A

=
1

0

0

0
2

si       (1.10)

is a capacitance per unit of area and depends only on the doping

concentration.

For large changes of the reverse voltage across the junction capacitance,

as it happens mostly in digital circuits, small-signal capacitance must be

1 All the derivatives are evaluated at the quiescent operating point. 
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replaced by large-signal equivalent linear capacitance which displaces equal

charge over voltage swing of interest [R96] 

( ) ( )
12

12

VV
12

Q ( ) () (
V

Q
C

R
VV

j
C =

∆
∆=

++ Q
    (1.11)

where V2VV and V1VV are the highest and the lowest reverse voltages applied on

the pn junction, respectively. 

Evaluating (1.8) for VRVV =V2VV and VRVV =V1VV , substituting in (1.11) follows that 

0jeqj
CKC

jeqj eq
       (1.12) 

where CjC 0 is again given by (1.10) and 

( ) ( )
( )( )

12

1

2010

0 )()(K

m

m

eq )()(
) () (Φ=

−

   (1.13) 

p+ n

-  -  - 

-  -  - 
-  -  - 
-  -  - 
-  -  - 

+  +  + 
+ + +
+  +  +
+  +  +
+  +  +
+  +  +

0 xnxx-xpxx

Depletion
region

Electric field

x

K -  -  - +  +  +A 

VR

Fig. 1.2. Reverse-biased pn junction. 

1.1.2 Forward Bias Condition

With reference to Fig. 1.3, by grounding the cathode and applying a 

voltage VDVV  to the anode, we forward-bias the device. Under this condition

the built-in potential is reduced by the amount of voltage applied.
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Consequently, the width of the depletion regions and the charge stored in the

junction are reduced, too.

If VDVV is large enough, the reduction in the potential barrier ensures the

electrons in the n side and the holes in the p side are attracted by the anode

and the cathode, respectively, thus crossing the junction. Once free charges

cross the depletion region, they become minority carriers on the other side

and a recombination process with majority carriers begins. This

recombination reduces the minority carrier concentrations that assume a 

decreasing exponential profile. The concentration profile is responsible for 

the current flow near the junction, which is due to a diffusive phenomenon 

that is called diffusion current. On moving away from the junction, some

current flow is given by the diffusion current and some is due to majority 

carriers that, coming from the terminals, replace those carriers recombined 

with minority carriers or diffused across the junction. This latter current is

termed drift current.

This process causes a current to flow through the diode that is

exponentially related to voltage VDVV  as follows 

T

D
SDD

V
T

V
DJAI =

DD D
      (1.14) exp D

V

V
D

where AD is the junction area and JSJJ  the scale current density which is S

inversely proportional to the doping concentrations. The product ADJDD SJJ is S

often expressed in terms of a scale current and denoted as ISII .

p+ n

-

-
-
-
-

+
+
+
+
+
+

0 xnxx-xpxx

Depletion
region

Electric field 

x

K - +A 

VD

Fig. 1.3. Forward-biased pn junction. 
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As far as the charge stored in the device is concerned, we have two 

contributions under the forward bias condition. The first is given by the 

charge stored in the depletion region that yields a junction capacitance that

can be expressed by (1.9) or (1.12) for small signal variation or large signal

swing of the forward voltage applied, respectively. In any case, this

contribution is very small and the junction capacitance negligible.

The second contribution takes into account the charge due to minority

carrier concentrations close to the junction that are responsible for the

diffusion current. This component yields a diffusion capacitance, CdCC , which 

is proportional to the current IDII  as follows [S81], [MK86] 

T

D
Td

V
T

I
DC

d
τ=        (1.15)

where τTτ  is a technology parameter known as the transit time of the diode. T

Observe that CdCC  is a small-signal capacitance which is valid around the d

given bias voltage. Therefore, diffusion capacitance must be corrected when

a large forward voltage swing is applied across the pn junction becauseaa IDII  is 

strongly depending by forward voltage applied (1.14). 

Similar to the junction capacitance, a large-signal equivalent diffusion

capacitance can be defined as follows [R96]

( ) ( )[ ]( ) ( )
12

1212

( ) () (
VV

12

V
eJA

VV
12

C
dd

T
VVV

V

SD
JA JT

d
C LVV

HVV

== τ
   (1.16) 

1.2 BIPOLAR-JUNCTION TRANSISTORS 

Bipolar transistors or BJT were widespread until the end of seventies 

when MOS technology started to become popular thanks to the fact that a

larger number of transistors could be put together in a single integrated

circuit. Although bipolar digital circuits designs occupy a small slice of the 

digital market, they still are the technology choice in very high performance

applications. With respect to MOS, bipolar transistors have the advantage of 

a larger transconductance factor, gmgg , and a larger output resistance, rc, so 

they exhibit better performance in terms of current driving capability and

achievable voltage gain. Moreover, the very high unity-gain frequency of 

bipolar transistors (in the order of 20-50 GHz), make them suitable for high-

speed digital applications.
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n+

p

p+n+

n+ buried layer 

n- epitaxial layer

p- substrate

WB

collector base emitter

actual base

actual collector 

Fig. 1.4. Bipolar-Junction Transistor cross section.

A typical simplified BJT cross-section is shown in Fig. 1.4, where the so-

called npn vertical transistor is depicted. It can be seen as two back-to-back 

diodes because it is made up of two n-regions separated by a p-region called 

base. The actual base region is the gray p-region in the figure whose width,

WBWW , is small with respect to the other proportions and in modern bipolar 

processes is between 0.5-0.8 µm. This region has a medium doping 

concentration, in the order of 1017 carriers/cm3. The emitter is the heavily 

doped n+ region in the figure. It has a width of a few µm and its doping 

concentration is in the order of 1021 carriers/cm3. Finally, the actual collector 

region is the gray n- epitaxial layer in the figure. The collector doping

concentration is in the order of 1015 carriers/cm3. To reduce the resistive path 

that connects the actual collector region to the collector contact, a heavily

doped buried layer is grown below the device. The gray area represents the

region where the so-called transistor effect takes place and is the actual npn

transistor. Since this area extends vertically, the transistor is said to be

vertical. Finally, note that, unlike for MOSFETs, the transistor is not

symmetric. 

1.2.1 Basic Operation

The operation mode of the transistor changes depending upon the 

voltages applied over the device terminals. In digital circuits, the transistor 

operates by preference cut-off mode (i.e., both junctions are reverse-biased

either) or in forward-active mode (i.e., the emitter-base junction is forward-

biased and the collector-base junction is reverse-biased). Operation in

saturation region (i.e., both junctions in forward-bias condition) is avoided,

as the circuit performance tends to deteriorate.
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In cut-off mode, both diodes are reverse-biased, therefore currents into

the terminals are saturation current which is extremely small and the device

is considered to be in the off-state.

To understand the forward-active operation of a bipolar transistor let us

consider the simplified scheme in Fig. 1.5 where the emitter terminal is 

connected to ground. The base-emitter junction acts as a diode and a current 

flows if the junction is forward biased. In such a situation, that is VBEVV  > 0, aE

current of majority carriers (holes in this case) flows from the base region 

across the base-emitter junction. Meantime, a current of electrons flows from 

the emitter across the base-emitter junction and enters the base thus diffusing

towards the base-collector junction. Due to the different doping levels

electrons that diffuse into the base are much more than just holes that diffuse

into the emitter [S81], [MK86].  

n+

C E 

VB

p n- n+

B

VC

depletion
regions 

WB

W’B

Fig. 1.5. Simplified scheme of a BJT.

If VCVV is larger than 0.2-0.3 V, the excess C of electrons in the base is subject 

to a negative electric field imposed by the collector voltage. When those

electrons appear at the base-collector junction, they are pushed into the

collector region. Since the base width, WBWW , is small, electrons coming from 

the emitter do not have the possibility to recombine with holes in the base

and almost all are pushed into the collector.

In such a situation, the small base current is mainly determined by holes

while electrons coming from the emitter mainly determine the large collector 

current. Consequently, the emitter current is the sum of those two

contributions.
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The collector current, ICII , is caused by the base-emitter voltage and, as for 

a diode, it has an exponential relationship that is

T

BE
CSEC

V
T

V
BJAI =

EC E
exp       (1.17) BE

V

V
B

where AE is the emitter area and E JCSJJ is a constant term that represents a S

current density and is inversely proportional to the base width, WBWW , and its 

doping concentration. The product AEJEE CSJJ is often expressed in terms of theS

current scale factor ICSII .

In addition, the base current is exponentially related to the base-emitter

voltage and has an expression similar to (1.17). Consequently, at a first 

approximation, the ratio between the collector and the base current is

constant and independent of both voltages and currents. This ratio ist

commonly referred to as βFβ , that is

B

C
F

I

I=β        (1.18)

Due to the small amount of base current with respect to the large collector 

current, the value of βFβ  is typically between 50 and 200.  F

The ratio between the collector current and the emitter current, IEII , is

denoted with αFα and results as F

E

C
F

I

I=α         (1.19) 

Since IEII =E ICII +C IBII , the constant αFα can be expressed in terms of F βFβ , that is

1
1

≈
+

=
F

F
F β

βα       (1.20) 

which is close to unity for high values of βFβ .

In saturation mode, the collector-emitter voltage, VCEVV , approaches the 

value of about 0.2-0.3 V, commonly referred to as VCEsatVV , and the base-

collector junction becomes forward biased at a voltage VCB,onVV ≈0.5 V. In such

a situation, holes from the base start to diffuse into the collector, and the

collector current is no longer related to the base current by (1.18).

Specifically, the base-emitter junction behaves like a diode whose current IBII
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exponentially depends on VBEVV while the base-collector junction behaves like E

a voltage source whose value is set to VCEsatVV .

1.2.2 Early Effect or Base Width Modulation 

In (1.17) the collector current is independent of the collector voltage.

However, this is true only at a first order approximation since the 

dependence in fact exists. Referring to Fig. 1.5, we note that the effective 

base width, BWB
′ , that should be used for evaluating JCSJJ , is different from the 

designed base width, WBWW , due to the presence of two depletion regions. The 

base-emitter depletion region is caused by a forward biasing. Therefore, it is 

small and almost independent of the voltage applied. In contrast, reverse 

biasing creates the base-collector depletion region, which, consequently, is 

larger and strongly depends on the voltage applied. Specifically, the 

collector voltage modulates the base-collector depletion region, thus

decreasing and influencing the effective base width, BWB
′ .

To take this effect into account, a corrective term is introduced in (1.17)

that becomes [GT86], [GM93]

+
A

CE

T

BE
CSEC

V
A

V
C

V
T

V
BJAI =

EC E
1exp     (1.21) 

where the constant VAVV is commonly referred to as the Early Voltage and has 

a typical value between 50 and 100 V. In most of the applications, especially 

in digital circuits, this effect is negligible. 

1.2.3 Charge Effects in the Bipolar Transistor 

As described previously, depending upon the operation region, the base-

emitter and base-collector junctions can be biased in forward or reverse 

mode. This fact impacts on the charge stored in depletion layer and, in turns, 

on the equivalent capacitance. In particular, when these junctions are in 

reverse-biased condition and assuming large changes of the voltage, their 

dynamic behaviors can be modeled by means of a linearized junction 

capacitance given by  

0jeqj CKC eqj eq       (1.22) 
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where CjC 0 is the zero-bias value of the junction capacitance (CjC 0be and CjC 0bc

for base-emitter and base-collector junction, respectively) and KeqKK is the

correctness term, defined in (1.13), which depends on the junction grading

coefficient (mbe and mbc) and the built-in potentials (Φ0be and Φ0bc).

Observing the BJTs cross-section depicted in Fig. 1.4, it can be seen that d

the collector is isolated from the substrate by diode a reversed-biased which 

can be modeled, once again, by a parasitic nonlinear junction capacitance. It 

is worth noting that this capacitive effect might dominate the performance of 

the transistor due to the large junction area that leads to a very high 

capacitance, CjC 0cs.

 In the active region, the base-emitter junction is forward-biased so, like 

in a forward-biased diode, the stored charge is given by two contributions. 

The first one takes into account the charge in the small depletion region that 

leads to a negligible junction capacitance. The second contribution is given

by the minority carrier concentrations accumulated both the base and the 

emitter. As in a forward-biased diode, this contribution leads to a small-

signal diffusion capacitance, CdbeCC , expressed by 

T

C
Tbdbe

V
T

I
C

d
τ=       (1.23) 

where τΤbΤΤ is a technology parameter commonly referred to as the base-

transit-time constant. 

In a digital context, the small-signal diffusion capacitance should be 

replaced by a large-signal equivalent diffusion capacitance whose expression t

is given by

( ) ( )[ ]( ) ( )
12

1212

( ) () (
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12

V
eJA

VV
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dbedbe
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VVV
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JA JT

dbe
LVV

HVV

== τ
 (1.24)

However, since in the active-region the voltage swing across the forward-

biased junction is very small, for manual analysis, it is convenient to use the 

small-signal model expressed by (1.23).

Finally, in saturation region, since both the junctions are forward-biased,

both junction capacitances can be neglected and a new diffusion capacitance, 

CdbcCC , arises due to the carriers injected from the collector. This capacitive 

value is higher than that given by (1.23) and greatly affects the switching-

time when a transistor must be driven out of the saturation region. This large 

capacitive contribution slows the BJT’s transient behavior and justifies the 

fact that, in digital circuits, BJTs are to operate either in cut-off or in 

forward-active mode. 
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1.2.4 Small Signal Model

As already mentioned, bipolar transistors exhibit high performance if and 

only if they are switched from the cut-off to forward-active region. For this 

reason it is useful to define a small-signal model valid in both cases. In 

particular, the cut-off model will be an extension of the forward-active 

model assuming zero currents into the terminal. 

This model is similar to the hybrid-π model and is shown in Fig. 1.6. The

most important parameter is the voltage-controlled current source, gmgg vbe,

whose transconductance, gmgg , is defined as 

T

C

T

BE
CS

BEBE

C
m

V
T

I

V
T

V
BI

VV
BBE

I
g

∂
∂=

∂
∂II= exp     (1.25) CBE

V

I

V

V
B =

The small signal resistance, rbe, is defined as

m

F

BE

C

FBE

B
be

gVBE

I

VB

I
rb

β
β

=
∂
∂II

=
∂
∂II=

−− 11

1
    (1.26)

The resistor ro models the Early effect and is defined as 
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1exp   (1.27) 

All the above dc small-signal components are intrinsic of any BJT

components since they depend on the npn structure itself.  

Cbe

+

-

Cbc

gmvbevv re orr Ccs

ic

ie

vevv

vcvvvbvv

rbe

rb
ib

vbevv

Fig. 1.6. Small signal model for a BJT in active region. 
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The model in Fig. 1.6 also includes a base resistance, rb, which comes out 

in real implementations. Specifically, rb, models the resistive path that exists

between the effective transistor base region (i.e. the gray area in Fig. 1.4)

and the base contact (i.e. the p+ doped region). This path presents a small

ohmic resistance of a few tens or hundreds of ohm. With respect to rbe, rb has

a small value and, in low frequency operations, it can be neglected since the

base-emitter voltage is practically equal to vbe. In high-frequency circuits 

(i.e. in RF applications), part of the base current flows across CbeC  thus 

reducing the effective impedance in the base-emitter branch. Because of the

presence of rb, vbe can be significantly different from the base-emitter voltage

applied thus affecting transistor properties considerably. In practice, rb

cannot be neglected if a high-speed circuit is being analyzed or designed. 

Note that there is also an ohmic resistance in series with the actual

collector (whose value is lowered by the n+ buried layer) but its presence is

not as crucial as the base resistance is. 

As far as the capacitive contribution is concerned, we have two main

intrinsic capacitors, CbeC  and CbcC , as well as capacitor, CcsCC , which exists in 

integrated implementations only. Specifically, capacitor CbeC , is the base-

emitter capacitor and is expressed by

bejeq

T

C
Tbbe CK

jeq
V

T

I
C +≈ C

Tb
τ       (1.28)

which reduces to KeqKK CjC 0be in cut-off region, and CbcC , which represents the

base-collector capacitive contribution, is expressed by 

bcjeqbc CKC eqbc        (1.29) 

Capacitor CcsCC , comes out from the reverse-biased pn region realized by

the collector-substrate junction and is modeled by the following expression 

csjeqcs CKC eqcs 0       (1.30) 

1.3 MOS TRANSISTORS 

Currently, Metal-Oxide-Semiconductor Field-Effect Transistors

(MOSFETs or simply MOS transistors) are the most commonly used

components in digital integrated circuit implementations since their 

characteristics make them more attractive than other devices such as, for 

example, BJTs. Specifically, their simple realization and low cost, the
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possibility of having complementary devices with similar characteristics,

their small geometry and, consequently, the feasibility of integrating a large

number of devices in a small area, their infinite input resistance at the gate

terminal and the faculty of building digital cells with no static dissipation, all

motivate the great success of MOS transistors in modern technologies.

A simplified cross section of an n-channel MOS (n-MOS) transistor is

shown in Fig. 1.7. It is built on a lightly doped p-type substrate (p-) that 

separates two heavily doped n-type regions (n+) called source and drain. A

dielectric of silicon oxide and a polysilicon gate are grown over the 

separation region. The region below the oxide is the transistor channel and 

its length, that is the length that separates the source and the drain, is the 

channel length, denoted by L. In present digital MOS technologies the 

channel length is typically lower than 0.18 µm. In a p-channel MOS (p-

MOS) all the regions are complementary doped.

There is no physical difference between the source and the drain as the

device is symmetric, the notations source and drain only depend on the 

voltage applied. In an n-MOS the source is the terminal at the lower 

potential while, in a p-MOS, the source is the terminal at the higher 

potential.

Polysilicon 

n+ n+ 

p-

gate

drainsource

bulk or substrate 

Fig. 1.7. Simplified cross section of an n- MOS transistor. 

1.3.1 Basic Operation

To understand the basic operation of MOS transistors we shall analyze

the behavior of an n-MOS depending on the voltages applied at its terminals. 

If source, drain and substrate are grounded, the device works as a

capacitor. Specifically, the gate and the substrate above the SiO2 interface

are two plates electrically insulated by the silicon oxide. 
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If we apply a negative voltage to the gate, negative charges will be stored

in the polysilicon while positive charges will be attracted to the channel

region thus increasing the channel doping to p+. This situation leads to an 

accumulated channel. Source and drain are electrically separated because

they form two back-to-back diodes with the substrate. Even if we positively

bias either the source or the drain, only a negligible current (the leakage

current) will flow from the biased n+ regions to the substrate.

+  +  +  +  +  +  +  +  +  +  +

n+ n+

p- substrate

-  -  -  -  -  -  -  -  -  -  -  -  -  -  

VG > VT,n

channeldepletion region

(a)

Polysilicon

n+ n+
n-channel 

L

W tox

(b)

Fig. 1.8. Cross section of an n-MOS transistor when the channel is present: 

a) bidimensional, b) tridimensional.

By applying a positive voltage to the gate, positive charges will be stored 

in the gate. Below the silicon oxide, if the gate voltage is small, positive free

charges of the p- substrate will be repelled from the surface thus depleting

the channel area. A further increase in the gate voltage leads to negative free 

charges being attracted to the channel that thereby becomes an n region. In 

this condition the channel is said to be inverted. 
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The gate-source voltage for which the concentration of electrons under 

the gate equals the concentration of holes in the p- substrate far from the gate

is said to be the transistor threshold voltage, VTVV ,TT n.

At a first approximation, if the gate-source voltage, VGSVV , is below the

threshold voltage, no current can exist between the source and the drain and

the transistor is said to be in the cutoff region. In contrast, if the gate-source

voltage is greater than the threshold voltage, an n channel joins the drain and 

the source and a current can flow between these two electrically connected

regions.

Actually, for gate voltages around VTVV ,TT n, the charge does not change

abruptly and a small amount of current can flow even for small negative

values of 
nTGS

VV
TGS ,

. This condition is termed weak inversion and the 

transistor is said to work in subthreshold region. 

When the channel is present, as in Fig. 1.8, the accumulated negative

charge is proportional to the gate source voltage and depends on the oxide 

thickness, toxt , since the transistor works as a capacitor. Specifically, the 

charge density of electrons in the channel is given by [S81]-[MK86]

( )
nTGSoxn

( VVCQ (
TGSoxn GSox

(
,

VC VC (       (1.31)

where CoxCC  is the gate capacitance per unit area defined as

ox

ox
ox

t
C 0εε=       (1.32)

and εoxε is the relative permittivity of the SiO2 (εoxε is approximately 3.9).

The total capacitance and the total charge are obtained by multiplying

both the equations (1.31) and (1.32) by the device area, as follows 

oxgs WLCC ogs        (1.33a)

( )
nTGSox

(
nT

VVWLCQ (
TGSox GS

(
nT ,

     (1.33b) 

where W is the channel width of the MOS transistor as depicted in Fig. 1.8. W

1.3.2 Triode or Linear Region

Increasing the drain voltage, VDVV , causes a current to flow from the drain

to the source through the channel. A drain voltage different from zero will 

modify the charge density but for small VDVV  the channel charge will not 
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change appreciably and can be expressed by (1.31) again. Under this 

condition, the device operates as a resistor of length L, width W with a W

permittivity proportional to Qn. Therefore, the relationship between voltage 

VDSVV and the drain-source current,S IDII , can be written as [LS94] 

DSnnD VD
L

W
QI nD        (1.34)

where µnµµ is the mobility of electrons near the silicon surface. 

n+ n+

p- substrate 

VG > VT,n

channel

0 L

x

VD

Fig. 1.9. MOS transistor channel for large VDVV .

Substituting (1.31) in (1.34) yields 

( )
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oxnD
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D
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W
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onD ,
     (1.35)

Larger drain voltages modify the charge density profile in the channel.

Specifically, referring to Fig. 1.9, we can express the channel charge density

as a function of channel length. For x = 0, that is, close to the source, (1.31)

holds, while for x = L, that is, close to the drain, we have 

( ) ( )
nTGDox

(
n

VVCLQ ( ) (
TGDox GD

(
n ,

VC VC (      (1.36) 

Assuming a linear profile, the charge density has the following

expression
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( ) ( ) ( ) ( )n
nn

n Qx
L

Q ( ))nQ (n =     (1.37)

The current can be expressed in a form similar to (1.34) but with a 

different charge expression. If the charge density profile is linear, the 

average charge density can be used instead. The average charge density 

results in 
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   (1.38)

and substituting this value in (1.34) leads to

DS
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nTGSoxnDSnnD VD

VDVV TGS
L

W
CV onDS

L

W
QI nnD −V

2
,

  (1.39) 

The current IDII is linearly related to VGSVV and has a quadratic dependence S

on VDSVV . Under this condition the device is said to operate in triode or linear 

region. Note also that (1.39) is reduced to (1.35) for small values of VDSVV .

n+ n+

p- substrate

VG > VT,n

channel

0 L

x

VDG>VT,n

pinch-off

Fig. 1.10. MOS transistor channel for VDGVV > VTVV ,TT n.

1.3.3 Saturation or Active Region 

A further increase of VDVV , can lead to the condition of a gate-drain voltage

equal to VTVV ,TT n. In this case the charge density close to the drain, Qn(L(( ),

becomes zero and current IDII reaches its maximum value. This condition is 

shown in Fig. 1.10.
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At a first approximation, the current does not change over this point with 

VDSVV  since the charge concentration in the channel remains constant and the S

electron carriers are velocity saturated. Under this condition the transistor is 

said to work in saturation or active region.

Denoting VDSsatVV  as the drain source voltage when the charge density t Qn(L(( )

becomes zero, we can find an equivalent relationship that expresses the 

pinch-off condition by substituting GSDSDG VVV GDSDG VVDS  into TnDG VV TDG .

Specifically, we get 

DSsatDS VV DDS       (1.40) 

where

nTGSDSsat
VVV

TGSDSsat ,
VV        (1.41)

Substituting the value VDSVV  = S VDSsatVV  defined in (1.41) into (1.39) gives thet

current expression in the pinch-off case and results as 
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      (1.42)

As mentioned above, (1.42) is valid at a first approximation. In fact,

increasing VDVV yields an increase in the pinch-off region as well as a decrease

in channel length. This effect is commonly known as channel length 

modulation. To take this effect into account, a corrective term is used to 

complete (1.42) which becomes 
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  (1.43) 

The parameter λ is referred to as the channel length modulation factor λ
and, at a first approximation, it is inversely proportional to the channel

length, L.

1.3.4 Body Effect 

All the equations derived above were based on the assumption that the 

source and the substrate (or the bulk) were connected together. Although this

is a rather common condition, in general the voltage of these two terminals 

can be different. In this event a second order effect occurs commonly 
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referred to as the body effect [GM93]. A different voltage between the source t

and the bulk is modeled as an increase in the threshold voltage, which 

assumes the following expression [GM93], [LS94], [JM97]
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    (1.44)

with VSBVV being the source-bulk voltage, VTVV ,TT n0 the threshold voltage with zero 

VSBVV , φFφφ the Fermi potential of the substrate and γ a constant referred to as theγ
body-effect constant. The Fermi potential is defined as [S81] 

=
i

A
F

n

N

q

kT
lnφφ        (1.45) 

while the value of γ depends on the substrate doping concentration asγ
follows [S81] 
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1.3.5 p-channel Transistors

For a p-channel transistor we can use the same equations derived in the 

previous sections, provided that a negative sign is placed in front of every 

voltage variable.

Therefore, VGSVV becomesS VSGVV , VDSVV  becomesS VSDVV , VTnVV  becomes –VTVV ,TT p, , and so

on. Note that in a p-MOS transistor the threshold voltage is negative. The 

condition for a p-MOS to be in saturation region is now VSDVV > VSGVV +G VTVV ,TT p, .

Current equations (1.39) and (1.43) still hold but the current now flows from 

the source to the drain. 

1.3.6 Charge Effects in Saturation Region

Charge effects of a MOS transistor in saturation region include several 

capacitive effects, each of them with its own physical meaning that can be 

understood by analyzing the detailed n-MOS cross section in Fig. 1.11.

The most important capacitor is the gate-source capacitor whose value is

given by two different terms. The first term takes into account the capacitive 

effect between the gate and the channel, which is electrically connected to 

the source. At a first approximation, the corresponding capacitor, Cg_chC , is a
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linear capacitor that depends on the oxide thickness as well as on the device 

area. It can be demonstrated that its value is approximately given by [R96], 

[LS94] 

oxchg WLCoC
3

2≈       (1.47) 

n+ n+

p- substrate 
Cjs-b

Cjd-bb
Cjd-b_sw

Cjs-b_sw

LD

p+ field
implant 

channel

metal polysilicon

DS 

B

Cjch-b

oxide 

LX

Fig. 1.11. Detailed n-MOS cross-section.

The second term that contributes to the gate-source capacitance is given

by the overlap that exists between the gate and the source n+ region. This 

overlap is unavoidable and results from the fact that during the fabrication

process the doping element also spreads horizontally. Naming LD the overlap

diffusion length, the resulting parasitic capacitor, Cgs_ovC , is given by 

oxDovgs CWLC oDovgs       (1.48)

Hence, the capacitor CgsC is expressed by the sum of (1.47) and (1.48), that is 

oxDgs CLLWC Dgs LW
3

2
     (1.49) 

The same boundary effect that determines the gate-source overlap 

capacitance yields the gate-drain capacitance that is given by 

oxDovgdgd CWLCC oDovgdgd CC d      (1.50) 
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The second largest capacitor is the source-bulk capacitor, which can be 

split into three contributions all of them given by the depletion capacitances 

of reverse biased pn junctions. The first, sbCs , takes into account the junction

capacitance between the n+ source area and the bulk. Assuming that voltages 

move rapidly over a wide range, its expression is similar to (1.12) that is

sbjX

I

eqsb CWLKC
jX

I

eqsb       (1.51)

where I
eqK is the correctness term, defined in (1.13), and CjC 0,sb is defined as 

the zero-voltage source-bulk junction capacitance per unit area. 

The second contribution is responsible for Cjch-bC  and takes into account the 

depletion region between the channel and the bulk. Even in this case we 

have an expression similar to (1.51) that is 

sbj

I

eqbjch WLCKC
j

I

eqbjch      (1.52)

where
I

eqK is again the correctness which at a first approximation,  is equal 

to that given in (1.51). 

The third term is referred to as the source-bulk sidewall capacitance and 

is denoted as Csb,swC . This capacitance is due to the presence of a highly p+ 

doped region (field implant) that exists under the thick field oxide (FOX) 

and prevents the leakage current from flowing between two adjacent 

transistors. The value of Csb,swC  can be particularly large if the field implant is 

heavily doped as in modern technologies. The expression of Csb,swC is then 

( )
swsbjX

)I

eqswsb CLWKC ( )
j

)I

eqswsb sbsb, K (I      (1.53)

where the term ( ) is the perimeter of the source junction, excluding 

the side adjacent to the channel, and CjC 0,sb_sw is the zero-voltage junction 

capacitance per unit length.

Consequently, the source-bulk capacitance is given by the sum of (1.51),

(1.52) and (1.53), that is

( ) ([ ]( ) ( )
swsbjX

))
sbjX

))))I

eqjsb KC [[ ( ) ( )) ( )))I

eqjsb sbsb
K [[ ( ) () () ())I   (1.54) 

The fourth capacitor in the model in Fig. 1.11 is the drain-bulk capacitor,

CdbCC . This is similar to the source-bulk capacitance except for the fact that the

channel does not make any contribution. Therefore equations similar to 

(1.51) and (1.53) can be written as follows
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dbjX

II

eqdb CWLKC
jX

II

eqdb        (1.55a) 

( )
swdbjX

)II

eqswdb CLWKC ( )
j

)II

eqswdb dbdb, K (II     (1.55b) 

and the drain-bulk capacitance results as

([ ]( )
swdbjX

))
dbjX

II

eqdb KC [[ ( ))II

eqdb dbdb
(     (1.56)

1.3.7 Charge Effects in Triode Region

Charge effects in triode region are not easy to determine because the 

channel is directly connected to both the source and drain resulting in a

distributed RC network over the whole length of the device. Moreover, 

because of the capacitive nature of junction capacitances, the capacitivef

elements are highly non-linear. This is another factor making the model

quite complicated for management by hand analysis. 

A simplified model, which is quite accurate for small VDSVV and for long-S

channel devices, can be obtained by evaluating the total channel charge 

contribution and by assuming half of this contribution to be referred to the

source and half to the drain [LS94].

Specifically, since the total gate-channel capacitance, is given by

oxchg WLCoC =        (1.57)

gate-source and gate-drain capacitances, including the overlap contribution, 

can be modeled as 

oxDgdgs CL oD

L
WCC gdgs +WCCgd

2
    (1.58) 

Unfortunately, the evaluation of CgdC in the linear region cannot be carried outd

in the same manner as for long-channel devices, since the decomposition of 

channel capacitance into gate–source and gate–drain capacitances no longer 

applies in submicron technologies [CH99]. As a result, a more accurate 

capacitance model, is given by 

oxDgd CoLLAWC Dgd maxbulk,
4

3
    (1.59)
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where Abulk,max is a BSIM3v3 parameter slightly greater than unity, as will be

shown in Section 6.2.1. Obviously, the gate-source capacitance contribution 

is evaluated as

oxDgs CLL D

A
WCgs

4

34 − maxbulk,
    (1.60) 

so that the sum of CgdC and d CgsC  equals the total gate capacitance,

W(WW L(( +2LD)CoxCC .

Also, the channel-bulk contribution is shared between the source and the

drain and capacitances CsbC  and CdbCC  become

( )+ swsbjX
)

sbjX

I

eqsb CLWC ( )+ (
j

)
sbj

L
LWKC = I

eqsb sbsb
2

  (1.61a)

( )+ swsbjX
)

sbjX

II

eqdb CLWC ( )+ (
j

)
sbj

L
LWKC = II

eqdb sbsb
2

  (1.61b)

1.3.8 Charge Effects in Cutoff Region 

In the cutoff region, since the channel is not present, both CgdC  and d CgsC  are

due only to the overlap contribution, that is

oxDgdgs CWLCC oDgdgs CC d      (1.62)

Source-bulk and drain-bulk capacitances are similar to those given in

(1.61) with the difference that the channel does not make any contribution,

that is 

([ ]( )
swsbjX

))
sbjX

I

eqsb KC [[ ( ))I

eqsb sbsb
(    (1.63a)

([ ]( )
swsbjX

))
sbjX

II

eqdb KC [[ ( ))II

eqdb sbsb
(    (1.63b)

The fact that no channel exists, generates a new capacitor, CgbC , which

connects the gate and the bulk. Its value is given by the oxide capacitance

multiplied by the device area, that is 

oxgb WLCCgb        (1.64) 
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1.3.9 Small Signal Model  

Although in almost all digital circuits signals move in wide voltage

ranges, there are several digital configurations (e.g. the Source Coupled ff

Logic family) where the MOS device is biased in saturation region and a

small signal is applied and processed as a digital value.  In these cases it may 

be useful to consider a low frequency small signal model.   

1.3.9.1 Saturation region 

The low-frequency small signal model for a MOS transistor operating in

the active region is shown in Fig. 1.12.

vgsvv
+

-
gmvgsvv gmbvsbvv rb drr

id

is

vsvv

vdvvvgvv

Fig. 1.12. Low-Frequency small signal model for a MOS transistor in active

region.

The most important small signal component is the dependent current 

generator, gmgg vgsv , whose transconductance, gmgg , is defined as

( )
oxn

GS

D
m

L

W
C

o
V

G

I
Dg

,
=

∂
∂II= µ       (1.65) 

Solving (1.42) with respect to VGSVV -VTVV ,TT n and substituting the result to (1.65), 

leads to the well-known expression for the transconductance 

Doxnm I
L

W
Cog µ2=       (1.66)

The second dependent current source, gmbgg vsbv , accounts for the body effect 

and its transconductance is defined as 
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    (1.67)

The first derivative in (1.67) results as

( )
moxn

nT

D g)
L

W
C

o
V

T

I
D )−=

∂
∂II

,

,

µ      (1.68)

while the second one comes out by deriving (1.44) with respect to VSBVV , thus 

yielding 
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FSBSBSB
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  (1.69)

Therefore, substituting (1.68) and (1.69) in (1.67) we get 

FSB

m
mb

VS

g
g

φφ
γgg

22 SBVS

=        (1.70) 

Note that this value is nonzero even if the quiescent value of VSBVV  equals

zero. Specifically, the body effect arises only if a small signal, vsbv , is present 

between the source and the bulk terminals. In general gmbgg  is 0.1–0.2 times gmgg

and can be neglected in a non-detailed analysis. 

The last model parameter is the resistor rdr , which takes into account the 

channel length modulation or, which is the same, the dependence of the 

drain current on VDSVV . It is related to the large signal equations by  

DS

D

d VD

I

rd ∂
∂II=1

       (1.71) 

Substituting in (1.71) the current expression in (1.43) results as
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 (1.72)

and finally 
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D

d
I

rd λII

1≈        (1.73)

1.3.9.2 Triode region 

The low frequency small signal model for a MOS in triode region is a 

resistor whose value can be determined by deriving (1.39) with respect to 

VDSVV , that is

( )
oxn

DS

D

d L

W
Co

VD

ID

rd

=
∂
∂II=

,

1 µ     (1.74)

If VDSVV is small (1.74) is often approximated by S

( )
oxn

d

L

W
Co

rd

,

1≈
µ

     (1.75)

1.3.9.3 Cut-off region

In the cutoff region the resistance rdr is assumed to be infinite so thed

equivalent model is purely capacitive. 

1.3.10 Second Order Effects in MOSFET Modeling

The main second order effects that should be taken into account when

determining a MOS large signal model are reported in this section. Their 

effects are always present and are especially prominent in short-channel

devices.

In the following we shall neglect the subscript n, which referred to n-

MOS transistors.

1.3.10.1 Channel length reduction due to overlap

Referring to Fig. 1.11, we see that designed channel, L, is reduced due to

the overlap. Assuming a symmetric device with equal overlap, LD, at both 
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the source and the drain, the amount of reduction is equal to 2LD, that is, the 

effective channel length, Leff, is equal toff

Deff LLLeff 2LL       (1.76) 

n+n+ 

p- substrate LD

p+ field
implant 

channel

metal polysilicon 

DS 

B

oxide

LD

Lppinchpp

Leff

pinch-off 
point 

Fig. 1.13. Channel length modulation.

Obviously, the influence of the overlap is greater in short channel devices 

as it strongly affects the real channel. As a consequence, in all the previous

equations, (1.76) should be used for the channel length.

A similar equation holds for the width, W, as well (WW WeffWW =f W – 2W WDWW ).

1.3.10.2 Channel length modulation

The channel length modulation was discussed in previous sections and 

was modeled by the channel length modulation factor, λ, in (1.43). In thisλ
model, the pinch-off point was assumed to be close to the drain end.  

A more effective modeling would take into consideration the fact that, in

practice, the pinch-off point moves towards the source as VDSVV increases due S

to the variation in the drain depletion region. As a consequence, the effective

channel length, Leff, is further reduced as shown in Fig. 1.13. Definingff LpinchL

as the distance between the drain end and the pinch-off point we get 

pinchDeff LLeff LL 2       (1.77) pinchD LLDLD

The value of LpinchL is a function of VDSVV , VDSsatVV and the doping t

concentration of the channel. Substituting, for example, (1.77) in (1.42) we 

observe that, due to a shorter channel, the drain current increases with VDSVV .



Model and Design of Bipolar and MOS Current-Mode Logic 31

Obviously, this effect is particularly evident in short-channel devices 

[JM97].

1.3.10.3 Mobility reduction due to vertical electric field 

As known, the mobility, µ, relates the electrical field,µ E, to the drift 

velocity of carriers, vd, as [S81], [MK86]

Evd µEE        (1.78) 

In our previous model we assumed the mobility to be a constant. Actually

the value of this parameter depends on several physical factors, the most

important of which is related to the carrier-scattering mechanisms.

The carrier scattering in the channel is greatly influenced by the vertical 

electric field induced by the gate voltage. Consequently mobility changes 

with VGSVV . A semi-empirical equation used to model the mobility reduction 

due to vertical fields in NMOS transistors is [GM93] 

( )s

,

0

1 (+
=

ϑ(ϑ(
µµ      (1.79) 

where µsµ  is now the new mobility (or better the new surface mobility), µ0µµ  is

the mobility in the case of low fields and ϑ is the mobility degradation factor ϑ
whose value can be related to oxide thickness as 2.3/toxt  where toxt  is expressed 

in nm [GM93]. An analogous expression holds for PMOS transistors. 

It can be shown that this effect can be modeled as a series resistance, RS,

in the source of the MOS where 

effox

S
LWCox

R
0µ

ϑ≈        (1.80) 

1.3.10.4 Mobility reduction due to lateral electric field 

Mobility is further reduced due to the high lateral electric field. Since, at 

a first approximation, the electric field is proportional to VDSVV /SS L// eff, this effect ff

is more pronounced in short-channel devices. 

The linear relationship (1.78), which relates the drift velocity to the 

electric field, no longer holds for high fields because the mobility strongly

depends on the field itself and decreases as the field increases. Specifically, 

at high electric fields, the drift velocity of carriers deviates from the linear 
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dependency in (1.78) and even saturates. To account for this physical 

phenomenon, the mobility, µsµ , in (1.79) is corrected as follows [GM93] 

eff

DSs

s
eff

L

VD

vmax

1
µ
µµ

+
=       (1.81)

where µeffµ  is the effective mobility,f VDSVV /SS L// eff represents the lateral field and thef

term vmax is the maximum drift velocity of the carriers. A typical value of 

vmax is in the order of a 105 m/s.

This velocity limitation can be responsible for the saturation in MOS

transistors since a MOS can enter the active region before VDSVV  reaches theS

value of VGSVV –S VTVV ,TT n. Consequently, (1.41) must be adjusted to account for the 

carrier saturation velocity. 

1.3.10.5 Drain Induced Barrier Lowering (DIBL) 

This effect is due to the strong lateral electric field and affects the

threshold voltage. The principal model assumes the channel is created by the 

gate voltage only. Actually, a strong lateral field from the drain can also help

to attract electrons towards the surface. Strictly speaking, the drain voltage 

influences the surface charge and helps the gate voltage to form the channel. 

This effect is modeled with a reduction in the threshold voltage (that is, a

barrier lowering) and is also modeled by modifying (1.44) as [GM93], 

[JM97]

( )
DSDFFSBT VDVVT σφφγ φ φ( )

FFSB
( V( V(

SVV φφ φφ φ )
FSBV((

S 22φφφφφφF0,, nTn Tn V nTn VT    (1.82) 

where σDσ  is a corrective factor responsible for the dependence of the

threshold voltage on VDSVV . Also the DIBL is more pronounced in short-

channel devices and its main effect is a further reduction in the output 

resistance.

1.3.10.6 Threshold voltage dependency on transistor dimensions 

As transistor dimensions are reduced, the fringing field at border edges 

can also affect the threshold voltage [JM97]. Referring to Fig. 1.14 and 

without entering into a detailed physical explanation, applying a voltage VGVV

to the gate creates a channel. However, due to border effects, only charges in

the darker trapezoidal area are linked to the gate voltage. The threshold 

voltage definition in (1.44) refers all the charges in the rectangular area 
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below the silicon to the gate voltage, as in Fig. 1.8. Since the threshold 

voltage depends on the channel charge linked to the gate voltage, it is 

apparent that the previous model overestimates the value of VTVV ,TT n. This border 

effect is not critical in long-channel devices, but in a short-channel transistor 

it can be significant. 

To model this phenomenon, the threshold voltage in (1.44) is modified in  

FSBsFT VVT φγφφ φφγ φ SBsF VF Sss 22
0,, nTn Tn Tn −V γφ γφγγ SBF VF S0TVT     (1.83) 

where FsFF is a corrective factor that represents the ratio between the

trapezoidal and the rectangular areas used to model the channel. As a

consequence, VTVV  is less than its original value in (1.44).T

+ + + + + + + + + +

n+ n+

p- substrate 

VG

charge linked to 

the gate

channel

charge linked to 
the drain

charge linked to 
the source 

Fig. 1.14. Border effects in MOS transistors. 

In a similar way, the threshold voltage depends on transistor width if this 

dimension becomes comparable to the edge effect regions, that is, in narrow-

channel (i.e., with short width) devices. 

In this case, after applying a voltage to the gate, border effects deplete a

wider region thus increasing the threshold voltage. This effect is modeled by 

adding the term FnFF (VSBVV + 2|φFφ |) to the original VTVV ,TT n in (1.44). FnFF  is a corrective

factor that approaches zero in the case of wide channels.

Taking into account (1.82) and (1.83) the final form for the threshold 

voltage becomes 

( )nDSDF (SBsFT FV (nDS (VVT φφφφ φφφγ φ FSBsF VF Ss 22
0,, nTn Tn Tn D FV (DSDS (σφφFγφ γφ SBF VF S−V γγ
0TVT  (1.84)
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1.3.10.7 Hot carrier effects 

High lateral electric fields can generate high velocity carriers also called 

hot carriers. In short-channel devices, due to their high velocity, electron-

hole pairs can be generated in the channel by impact ionization and 

avalanching. As a consequence, in n-MOS, a current of holes can flow from 

the drain to the substrate.

Moreover, some hot carriers with enough energy can tunnel the gate 

oxide thus causing either a dc gate current or, if trapped in the oxide, a 

threshold voltage alteration. This latter phenomenon can drastically limit the

long-term reliability of MOS transistors. 

A further hot carrier effect is the so-called punch-through. It happens 

when the depletion regions of source and drain are so close each other that 

hot carriers with enough energy can overcome the short-channel region thus 

causing a current that is no longer limited by the drift equations. It is as if they

channel were no longer present in the device and both source and drain areas 

were connected together. This phenomenon is limited by increasing the 

substrate doping which consequently limits the depletion region extensions. 

This effect not only lowers drain impedance but can also cause transistor 

breakdown.



Chapter 2

CURRENT-MODE DIGITAL CIRCUITS

In this chapter, operation of Current-Mode logic gates implemented in 

both bipolar and CMOS technology is addressed. Their static behavior is

analytically modeled, and topology of the most often used gates is 

introduced. Finally, typical applications of Current-Mode gates are

discussed.

2.1 THE BIPOLAR CURRENT-MODE INVERTER: BASIC

PRINCIPLES

The bipolar Current-Mode Logic (CML) gates are based on the emitter 

coupled pair of npn transistors biased by a constant current source ISSII . In

particular, let us consider the CML inverter gate shown in Fig. 2.1. Its input 

voltages vi1 and vi2 are applied to the base of transistors Q1-Q2, while output 

voltages vo1 and vo2 are taken from their collector nodes. Transistors Q3-Q4

implement a simple current mirror that provides the current source ISSII  to theS

emitter coupled pair Q1-Q2, while resistors RE3 and RE4EE are introduced to 

improve matching between transistors Q3 and Q4 of the current mirror and 

are typically designed so that their voltage drop is around 100 mV [GM93].

For the sake of simplicity, the current mirror will be represented as the ideal 

current source ISSII from now on. It is worth noting that a negative supplyS

voltage –VDDVV  is used in Fig. 2.1 for reasons related to noise immunity, as will 

be discussed in Section 2.2.4.

By assuming transistors Q1-Q2 to be matched and to operate in the linear 

region, as well as neglecting the Early effect, the ratio of their collector 

currents iC1 and iC2CC can be expressed as a function  of the differential input 

voltage, vd=dd  vi1-vi2, according to [SS91], [GM93]
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Fig. 2.1. CML inverter.

Some numerical values of (2.1) are reported in Table 2.1. It is worth noting

that assuming transistors Q1-Q2 to work in the linear region is always

correct in practical cases, as their switching speed is unacceptably reduced 

when operating in the saturation region [R96], because the transistor base

charge that must be provided or extracted during the switching strongly

increases in the saturation region.

By inspecting Fig. 2.1 and neglecting the base current, we can write 

SSCC IiiC iiC 2CCC       (2.2)
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Hence, the bias current is almost completely steered to one of the two 

transistors for differential voltages vd in the order of somed VTVV , e.g. about 100TT

mV at room temperature. Therefore, emitter coupled pair Q1-Q2 efficiently 

implements a voltage-controlled current switch that steers bias current ISSII
according to the input logic value. Load resistors RC perform a current-to-C

voltage conversion and generate the complementary output voltages vo1 and 

vo2.

TABLE 2.1

vd/dd VTVV iC1/iC2CC vd/dd VTVV iC1/iC2CC

1 2.7 -1 (2.7)-1

2 7.4 -2 (7.4)-1

3 20.1 -3 (20.1)-1

4 54.6 -4 (54.6)-1

5 148.4 5 (148.4)-1

An in depth analysis of bipolar Current-Mode gates, which includes the 

static behavior and the noise immunity, is developed in the next section.

2.2 THE BIPOLAR CURRENT-MODE INVERTER: INPUT-

OUTPUT CHARACTERISTICS AND NOISE MARGIN

In CML gates, input and output voltages can be differential or single-

ended. Their static behavior is discussed in the following subsections in

terms of logic swing VSWINGVV , small-signal voltage gain AV and noise marginV

NM. Analysis is carried out by assuming the current provided to the drivenMM

gates to be negligible, as will be justified in Subsection 2.2.3.

2.2.1 Differential input/output 

When differential signaling is assumed, the input and output voltage of 

the CML inverter gate are defined as the difference 

2iii 1 vvv ii 1≅ vv 1i1       (2.3a)

( )
22 CCC

(
1ooo 1 Rvvv (

21 C
(

oo 1 Rvv vv (      (2.3b)

From relationships (2.1) and (2.2), currents iC1 and iC2CC  are easily found to be 

equal to [GM94]
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and substituting them into output voltage (2.3b) we get 
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      (2.5)

whose inspection reveals that the logic threshold voltage VLTVV  (i.e. the input T

voltage such that vo=vi) is equal to

0=LTVL       (2.6) 

and the output transfer characteristics (2.5) is symmetric with respect to it.

As an example, plot of relationship (2.5) versus vi at room temperature (i.e., 

by assuming VTVV ≈TT 25 mV) and for RCICC SSII  equal to 0.25 V is reported in Fig. 2.2. S

It is simple to verify that the minimum output voltage VOLVV  achieved when 

input is high (i.e., vi>>VTVV and current T ISSII is steered to the left-hand output S

node) is equal to

SSCOL IRV COL       (2.7) 

while the maximum output voltage VOHVV obtained when input is low (i.e.,H

vi<<-VTVV and current T ISSII is steered to the right-hand output node) isS

SSCOH IRV COH       (2.8) 

Thus resulting logic swing results in

SSCOLOHSWING IRVVV COLOHSWING 2VV VV      (2.9) 
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Fig. 2.2. Transfer characteristics of a CML inverter with differential

input/output for RCICC SSII =0.25 V. SS

Regarding the small-signal voltage gain AV around the logic threshold, itV

is evaluated by linearizing the circuit in Fig. 2.1 around the bias point vt i=0,

around which bias currents of transistors Q1 and Q2 are both equal to ISSII /2SS

due to the symmetry, thus their small-signal transconductance gmgg is equal to

ISSII /2SS VTVV , from relationship (1.25). Moreover,TT the small-signal circuit obtained 

by substituting the linearized transistor model in Fig. 1.6 into Fig. 2.1 can be

simplified into a common emitter stage consisting of transistor Q1 (Q2) with

a load resistor RC. This is because the half-circuit concept holds for the 

circuit in Fig. 2.1, being the circuit symmetric and the input differential

[SS91]. As a consequence, magnitude AV of voltage gain around logicV

threshold results in

T

SWING
CmV

V
T

V
SRgA

mV m
4

=Rg       (2.10) 

which is a function of only logic swing. As an example, when VSWINGVV rangesG

from 400 mV to 1 V, which are typical values, voltage gain (2.10) ranges

from 4 to 10.
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To evaluate noise margin NM, it is necessary to introduce some notations MM

by referring to the output transfer characteristics of a generic logic gate in 

Fig. 2.3, whose points having slope equal to –1 are named (VILmaxVV , VOHminVV )

and (VIHminVV , VOLmaxVV ). According to Fig. 2.4, noise margin at the low level, 

NMLMM , and at the high level, NMHMM , are respectively defined asHH

minmin IHOHL VVNM min IOHL VV     (2.11a)

maxmax OLILH VVNM max OILH VV      (2.11b)

that are equal when the transfer characteristics is symmetric, and whose

minimum value defines noise margin 

),min( HL ,,NM =     (2.12) 

VOHminVV

OLmaxVOO

vi

ov

dvovv

dv i

= -1

= -A
v

dvo

dv i

= -1

dvo

dv i

LTV

LTV

ILmaxV IHminVI

Fig. 2.3. DC output voltage vo versus input voltage vi in a generic logic gate. 

Parameter VIHminVV of a CML inverter can be found by differentiating 

relationship (2.5) for vi and setting the result to –1. Solving this equality for 

vi leads to

)2ln(
min

−
T

SWING
TIH

V
T

V
SVV

min
≅

TIH
     (2.13) 
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where VILmaxVV was assumed to be lower than –2VTVV  and relationship (2.9) was T

used.

VOHminVV

OLmaxVO

IHmin
V

I

ILmax
V

I

NM

OUT=1

OU

IN=

HH

NM

Fig. 2.4. Parameters of the transfer characteristic. 

 Since relationship (2.5) is symmetric with respect to the logic threshold, the 

low and high noise margin, given in (2.11a) and (2.11b), result to be equal.

Then, introducing approximation VOHminVV ≈R≈ CICC SSII =VSWINGVV /2, the noise marginGG

results equal to 

)2ln(
2

−−≅
T

SWING
T

SWING
HL

V
T

V
SV

T

V
SNMNMNM == =

HL
 (2.14) 

and, as expected, strongly depends on logic swing.

Some numerical values of the noise margin in (2.14) at room temperature 

versus the logic swing are reported in Table 2.2. Since minimum acceptable 

values of noise margin are typically in the order of 100 mV or greater, logic 

swing must be set at least to 200 mV from Table 2.2 (typical values in high-

speed circuits are in the order of 400-500 mV). In practical cases, 

relationship (2.14) can be used to size logic swing for a  noise margin 

requirement assigned from considerations at the system level. 

To improve the noise margin, high values of the logic swing should be

used, even though VSWINGVV  has an upper bound. This can be seen by observingG

that, when the input voltage vi is high, transistor Q1 has its base and collector 

voltage equal to 0 and -RCICC SSII , respectively. Therefore, as discussed in Section 

1.2.1, the operation in the saturation region is avoided if the base-collector 

junction is reverse-biased, which is ensured by keeping its voltage lower 
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than VCB,onVV ≈0.5 V [GM93]-[MG87], or equivalently by satisfying the

following inequality

VVIR
onCB

VV
SSC

II 0.5
,

≈V
CB

VV     (2.15)

Therefore from (2.9) the maximum logic swing allowed is about 1 V.

This result is based on the assumption that the series collector parasitic 

resistor rc (see the SPICE model in Fig. 4.1) is low enough to warrant its 

neglect. However, relationship (2.15) is easily generalized to arbitrary values 

of rc by considering an equivalent resistor at the collector node equal to

RC+C rc, as resistor rcr  is in series with RC.

TABLE 2.2 

RCICC SSII  (mV)S VSWINGVV (mV)G NM (mV)M

200 400 134

250 500 178

300 600 223

350 700 269

400 800 315

450 900 362

500 1000 410

2.2.2 Single-ended input/output 

In a single-ended CML inverter gate, the base voltage of transistor Q2 in 

Fig. 2.1 is kept at a constant voltage VREFVV , implemented by a temperature-

compensated voltage reference. The input voltage is vi1 and output voltage is

vo1, which is equal to

11 CCo iRv 1 Co        (2.16)

whose high and low voltage levels are obtained when bias current ISSII isS

almost completely steered to transistor Q2 and Q1, respectively 

0=OHVO        (2.17) 

SSCOL IRV COL      (2.18)

and the resulting logic swing is half as that in the differential case 
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SSCOLOHSWING IRVVV COLOHSWING VV VV     (2.19)

that, to avoid operation in the saturation region, cannot greater than about 

500 mV, from relationship (2.15).

The base terminal of transistor Q2 is biased to a constant voltage VREFVV ,

which must be set to a suitable value that makes transfer characteristics in

(2.16) symmetric to maximize noise margin NM. This is achieved for a logicMM

threshold VLTVV at half the entire swingT

2

SSC

LT

IR
CV

L
−=      (2.20) 

According to (2.20), when vi1 is set to VLTVV , output must also be equal to it,TT

which is achieved when base voltages of Q1-Q2 are equal (since in this casef

ISSII equally divides between Q1-Q2 and hence S vo is equal to (2.20)), thus also 

voltage VREFVV  must be set equal to F VLTVV . Under this value of VREFVV , from (2.4a) 

and (2.16) the transfer characteristics results in 

T

SSC
i

T

SSC
i

VT

IR SCv

VT

IR SCv

SSCO

e

e
IRv

CO

2

2

1

+

+

+

     (2.21)

which is symmetric with respect to the logic threshold. As an example, plot 

of relationship (2.21) versus vi is reported in Fig. 2.5 at room temperature for 

RCICC SSII  equal to 0.25 V. S

As is well known, the small-signal voltage gain around the logic 

threshold in (2.20) in the single-ended case is half that in the differential case

[GM93] 

T

SWING
CV

V
T

V
SRgA

mV
42

Cm
g

m

1 =Rg     (2.22) 

which is a function of only the logic swing. As an example, when VSWINGVV

ranges from 200 mV to 500 mV, which are typical values, voltage gain

(2.22) ranges from 2 to 5.

To analytically express noise margin at the high level NMHMM  in (2.11b), let H

us evaluate parameter VIHminVV  by differentiating relationship (2.21) for vi and 

setting the result to –1. Solving for vi leads to
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where VILmaxVV was assumed to be lower than –2VTVV  and relationship (2.20) was T

used.

0.4 0.3 0.2 0.1 0

0.2

0.1

0

vii ((VV))

Fig. 2.5. Transfer characteristics of a CML inverter with single-ended 

input/output for RCICC SSII =0.25 V.SS

By approximating VOHminVV ≈0, from (2.23) noise margin results in

)2ln(
2

−−≅
T

SWING
T

SWING
HL

V
T

V
SV

T

V
SNMNMNM == =

HL
 (2.24)

since voltage VREFVV was chosen to let DC characteristics in (2.21) symmetricF

with respect to the logic threshold. It is useful to observe that the noise 

margin of the single-ended CML gate in (2.24) has the same expression as 



Model and Design of Bipolar and MOS Current-Mode Logic 45

that of the differential one, but logic swing and its maximum value (2.15) in

the former (see eq. (2.19)) is half of the latter in (2.9) for an assigned value 

of RCICC SSII . For this reason, for an assigned value of RCICC SSII , noise margin in the

single-ended case is about half as that of the differential gate (more 

precisely, the former is slightly lower than half of the latter). Some 

numerical values of the noise margin (2.24) at room temperature versus the 

logic swing are reported in Table 2.3 for the single-ended gate.

TABLE 2.3

RCICC SSII (mV)S VSWINGVV  (mV)G NM (mV)M

200 200 55 

250 250 73 

300 300 92 

350 350 113

400 400 134

450 450 156

500 500 178

To achieve acceptable values of noise margin, that are typically in the 

order of 100 mV or greater, logic swing must be set at least to 350-400 mV

from Table 2.3. In practical cases, relationship (2.24) is used to size logic 

swing for a given noise margin requirement. Finally, it is interesting to note

that the noise margin of both differential and single-ended CML gates 

linearly decreases as increasing temperature through factor VTVV , which isTT

proportional to it.

2.2.3 Considerations on the non-zero input current 

In the previous subsections, differential and single-ended inverter gates 

have been analyzed in terms of their static behavior. Such analysis has been 

carried out by assuming that the static input current required by the driven

gates is negligible. Actually, the input current of a driven gate (equal to the 

base current of its input transistor) is non-zero only when the previous gate’s 

output node voltage is high (i.e., equal to zero), since in the opposite case the 

input transistor is in the cut-off region and draws a null current. In the former 

case, the input current of a driven gate is equal to the emitter current ISSII  of S

input transistor divided by (βFβ +1) from (1.18). Thus, when a single-ended F

CML gate drives N equal gates, the high output voltage becomesN
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F

SS
C

F

SS
COH

I
NR

C

I
NRV

COH ββ
−≈

+1
    (2.25) 

while the low output level is still given by relationship (2.18), thus logic

swing results in 

F

SSCSWING

N
IRV =

CSWING β
1      (2.26) − N

β

which can be substituted into relationship (2.24) to evaluate the effective 

noise margin achieved. From (2.26), its reduction with respect to the ideal 

case with a zero gate input current in Section 2.2.2 is negligible for a fan-out 

N sufficiently low with respect toN βFβ . For practical values of βFβ and F N, effect NN

of the gate input current on NM is usually negligible.M

Regarding differential gates, both VOHVV and H ⏐VOLVV ⏐ are reduced by the

same amount given in (2.25), thus logic swing turns out to be

F

SSCSWING

N
V =

SWING β
     (2.27) 2 −

SSC

N
IR

C β
1

for which the same considerations reported above still hold. 

2.2.4 Remarks and comparison of differential/single-ended gates

In the following, comparison of the two topologies is carried out to justify

why differential gates are generally preferred to single-ended ones. 

Analysis in Sections 2.2.1 and 2.2.2 has shown that differential CML 

gates have a better noise immunity by a factor slightly greater than 2, for a 

given value of RCICC SSII . As will be shown in Chapter 5, product RCICC SSII

significantly affects speed and its trade-off with power consumption. In 

particular, it will be shown that a low value of factor RCICC SSII  is advantageous in S

terms of speed when a low bias current is used and in terms of the speed-

power trade-off when a high bias current is adopted. Therefore, for a given 

noise margin, differential gates allow for a reduction of RCICC SSII by a factor S

greater than 2 compared to single-ended gates, thereby improving by the 

same factor the speed in a low power design or the power efficiency in a 

high performance design. 

There are further arguments concerning immunity to supply noise that 

make differential gates superior than single-ended counterparts. To
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understand this point, let us consider a supply noise voltage vnoise

superimposed to the ground voltage of a CML gate. By assuming vnoise to be

a small signal, its effect on output voltages vo1 and vo2 can be evaluated by

means of small-signal analysis. To be more specific, the resulting variation 

of vo1 (vo2) is given by the voltage divider between resistor RC and theC

equivalent small-signal resistor seen from the collector of transistor Q1 (Q2)

to ground. Since in practical cases the latter is much greater than the former, 

vnoise is almost entirely transferred to both output nodes, i.e. the small-signal 

component of vo1 and vo2 is equal to vnoise. Therefore, in a single-ended CML 

gate the output noise voltage is essentially equal to the supply noise, while in 

a differential gate its effect on output is insignificant, since vnoise affects both

voltages vo1 and vo2 approximately in the same manner. In any case, due to 

the very low logic swing, the effect of supply noise on the output voltage is 

reduced by using the ground voltage as the high supply voltage, since it is 

usually less noisy than other available voltage sources, as depicted in Fig. 

2.1.

Regarding the supply noise that we may superimpose to the negative 

supply voltage, it does not have any effect on output voltage of a CML gate ff

from inspection of Fig. 2.1, since ISSII  is an ideal current source (even if it S

were not ideal, the effect of the noise signal would be a common mode 

signal with no effect on the differential output). Moreover, differential gates 

do not need a reference voltage, which in single-ended gates reduces the 

noise margin (due to unavoidable fluctuations and tolerances on its voltage) 

and requires a further power consumption contribution.

In both differential and single-ended topologies, the output logic level can 

be inverted with no extra circuitry, since in the former the inversion is 

simply obtained by exchanging output nodes, while in the latter it is

achieved by taking output signal from the opposite output node. This 

increased degree of freedom often allows for reducing the gate count when 

implementing a given logic function, as will be discussed in Chapter 3.

From the previous observations, that can be easily extended to more

complex gates, it is apparent that differential gates are largely preferred in

practical applications, since they have a better noise immunity, speed or a

more favorable trade-off with power consumption. Therefore, in the 

following sections only differential gates will be considered. 

2.3 THE BUFFERED BIPOLAR CURRENT-MODE (ECL)

INVERTER

The Emitter Coupled Logic (ECL) inverter is obtained by adding an 

output buffer (i.e., a common collector stage) to each output node of the 

CML inverter, as shown in Fig. 2.6. In particular, output buffers are biased 



48 Chapter 2: Current-Mode Digital Circuits MM

by a constant current ICCII , while the internal CML gate is biased by the 

current ISSII . Traditionally, output buffers are introduced to enhance the 

driving capability of the gate, and their effects on the gate delay will be dealt

with in Chapters 4 and 5. Alternatively, output buffers may be added to 

down-shift the common-mode output voltage by a base-emitter voltage

VBEVV 3,4, as will be shown in Section 2.5.3.

-VDD

ISS

Q1

C

Q2

R
C

R

i1
v

i2 
v

o1 
v

o2
v

Q3

ICC ICCC

Q4

Fig. 2.6. ECL inverter topology.

In the differential case, the input voltage is defined by relationship (2.3a)

as for the CML inverter, while the output voltage is given by

[ ] [ ] ( )
24,23,12 CCC

(
1CCCCooo 1

RViRViRvvv [ ] [ ] (
423121 C

(
CCCCoo 1

RViRViRvv ViRViRvv [[ ] [[ ] (  (2.28) 

which is equal to the transfer characteristics of the differential CML inverter

in (2.3b). As a consequence, the differential ECL inverter has the same static

behavior as the CML gate, i.e. the same logic swing, small-signal gain and 

noise margin already evaluated in Section 2.2.1. The only difference is that 

both output nodes voltages are down-shifted by the constant voltage VBEVV 3,4.

In the single-ended case, input and output voltages are vi1 and vo1, thus

one of the two buffers can be avoided (if the opposite value of output is not 

required), and voltage vi2 is set to a constant value VREFVV that lies in theF

middle of the logic swing, as already discussed in Section 2.2.2. Being both 

voltage levels VOHVV and H VOLVV  down-shifted by VBEVV 3,4 with respect to those of 
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the CML inverter in Section 2.2.2, logic swing and noise margin of the ECL

inverter are still given by (2.9) and (2.14). It is worth noting that, due to the 

shift of VOHVV and H VOLVV , from (2.20) the logic threshold and the reference 

voltage VREFVV  must be set toF

4,3
2

BE
SSC

LTREF
V

B

IR
CVV

LREF
−−= SSCV     (2.29) 

In practical cases, differential ECL gates are preferred to single-ended 

ones for the same reasons clarified in Section 2.2.4. 

2.4 THE MOS CURRENT-MODE INVERTER 

The MOS Current-Mode inverter gate is based on the source-coupled pair 

of NMOS transistors biased by a constant current ISSII  implemented by anS

NMOS current mirror, as shown in Fig. 2.7. In this figure, a positive supply

voltage VDDVV is used, as required by the analog circuitry that is usually 

integrated within the same chip [KA92]. 

The operation of the differential MOS Current-Mode inverter is similar to 

that of the bipolar CML counterpart. In particular, assuming transistor 

operation in the saturation region, currents iDi 1 and iDi 2 of transistors M1-M2 

can be expressed as a function of the differential input voltage f vi=vi1-vi2 as 

[SS91] 
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)()( iDSSiD ()( () 12i ()( ()D ()( ) ()2       (2.30b) 

being parameters WnWW and Ln the effective NMOS transistor channel width

and length, COX the oxide capacitance per area,X µnµµ the NMOS carrier 
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mobility. From (2.30), the bias current ISSII  is completely steered to one of the S

two output branches for a magnitude of the differential input voltage greater 

than ( )
nOXnSS

(CI (
OXnSS

(2 . The current steered in the MOS Current-Mode 

inverter is converted into the differential output voltage vo=vo1-vo2 through

the PMOS active load M3-M4.

M3

VDDVV

M1

ISS

M2

M4

vi1vv vi2vv

vo1vv vo2vv

Fig. 2.7. Source-Coupled inverter gate. 

Since modeling of MOS transistors is not straightforward as for bipolar 

devices, the output transfer characteristics of the circuit in Fig. 2.7 will be 

evaluated through a simplified analysis and a linearization of the PMOS

load, as will be shown in the following. 

2.4.1 Static modeling of the PMOS active load 

The current-to-voltage conversion in the circuit in Fig. 2.7 is performed by

the two PMOS transistors M3-M4, both of which have a source-gate voltage f

equal to VDDVV  and a much smaller source-drain voltage (in the order of 

hundreds of millivolts). Therefore, transistors M3-M4 work in the triode 

region, and can thus be modeled as an equivalent linear resistor RD.
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To evaluate RD, let us consider the expression of the drain current iDi  of a 

PMOS transistor working in the triode region used in the BSIM3v3

MOSFET model, which represents the standard model for deep submicron 

CMOS technologies [CH99] 

SD

DSAT
DS

DSAT
D

V
S

I
DR

I
Di

D

0

0

1+
=       (2.31) 

where the parameter RDS=(SS R( DSW*1E-6)/W W depends on the empiric modelW

parameter RDSW, which accounts for source/drain parasitic resistor, andWW

heavily affects the I-V relationship in today’s CMOS processes with lightly-

doped drain (LDD). It is worth noting that RDS does not represent a physical S

resistor, but only a corrective factor.

Ratio IDSATII 0TT /VSDVV  in relationship (2.31) can be evaluated by considering the 

expression of current IDSATII 0TT  valid for both NMOS and PMOS transistors

working in the linear region 
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whose parameters are reported in the following with the subscript p if

referred to a PMOS transistor, and subscript n in the case of an NMOS 

transistor. In (2.32), parameter VTVV  is the threshold voltage (not the thermalT

voltage), VGSVV  and S VDSVV  are the source-gate and source-drain voltages, and S µeffµ
is the effective carrier mobility defined as [CH99] 
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where ESATE  is the critical electric field at which carrier velocity becomesT

saturated, UAUU , UBUU and UCUU  are model parameters,C VSBVV is the source-bulk 

voltage, and TOXTT  is oxide thickness. It is worth noting that, in theX

denominator of (2.33), the terms including VGSVV  model the mobilityS
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degradation due to the vertical electric field in the MOS transistor, while 

those including VDSVV  model the carrier velocity saturation due to the lateral S

electric field. In particular, in the case of the active load PMOS transistors, 

we have to set VSGVV =VDDVV and VSBVV =0 in the expression (2.33) of the effective 

mobility µeff,pµ .

Parameter Abulk in (2.32) is slightly greater than the unity and is given by k

( )( +))))))))))))−⋅

−
+

+
=

1

0

2

010

2
1

22
1

1

1

BW +
B

XXL + 2

L
A ((((

XXL + 2

LA
0

V

K

VK
A

depJ
X

GS
((((

depJ
X

SBS
VV

X

SBETA
VV

bulk

φ

(2.34) 

which depends on W,WW L and various other BSIM3v3 model parameters, and 

can be simplified by considering its maximum value, Abulk,max. This can be 

obtained by setting W to its minimum value in (2.34) and maximizing the W

resulting function with respect to L, with straightforward calculations. As an 

example, for the 0.35-µm CMOS process with main parameters reported in 

Table 2.4 and VDDVV =3.3 V, the PMOS transistor parameter Abulk,max,p results in 

1.34.

TABLE 2.4

COX 4.6 fF/µm2

µnoµµ COX 175 µA/V2

µpoµµ COX 60 µA/V2

(W/L)min 0.6 µm/0.3 µm

VTn0VV (short channel) 0.54 V 

VTp0VV (short channel) -0.72 V

maximum VDDVV 3.3 V 

From these considerations, by assuming VSDVV to be small, terms Abulk,pVSDVV /2

and VSDVV /E// SATE ,TT p, Lpp pL can be neglected in (2.33). Therefore (2.32) becomes 

int

0
R

V
I SD

VV
DSATI =       (2.35) 

where we have defined 
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which represents the “intrinsic” resistance of the PMOS transistor in the

triode region (equal to that derived in (1.75) for a long-channel MOS 

transistor), since it expresses the behavior of the MOS transistor in the triode r

region without accounting for the parasitic drain/source resistance.

Now, the expression of if Di in (2.31) can be simplified by expanding it in

Taylor series truncated at the first-order term

−
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From (2.37), the equivalent resistance of the PMOS transistors RD=VSDVV /iDi
results in
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2.4.2 Input-output characteristics 

The output voltage transfer characteristics vo(vi) of the MOS Current-

Mode inverter can be evaluated by substituting the equivalent resistance RD

expressed in (2.38) into the circuit in Fig. 2.7. Thus, the differential output 

voltage vo is equal to

( )
212 DD

(
1ooo 1 Rvvv (

21 D
(

oo 1 Rvv vv (     (2.39) 

which is formally equal to the transfer characteristics (2.3b) of the bipolar 

Current-Mode inverter. By evaluating transistor currents through 

relationship (2.30) and substituting them into (2.38), the output transfer 

characteristics results in
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whose typical behavior is plotted versus input voltage vi in Fig. 2.8. It is 

worth noting that (2.40) is symmetrical with respect to zero, thus the logic 

threshold is equal to

0=LTVL       (2.41) 

and low output voltage VOLVV and high output voltage VOHVV are H

SSDOL IRV DOL      (2.42a) 

SSDOH IRV DOH       (2.42b)

thus logic swing is equal to

SSDOLOHSWING IRVVV DOLOHSWING 2VV VV     (2.43) 

As already done in Section 2.2.1 for the CML gate, the small-signal

voltage gain around the logic threshold (2.41) results in

SSn

n
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1
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2

,

,

,0

,

+
=Rg

µ
   (2.44)

where (2.43) was substituted, and the NMOS transconductance gm,ngg  was

evaluated by using its long-channel expression (1.66), but properly 

accounting for short-channel effects through  the effective mobility µeff,nµ . The

latter was derived from (2.33) by assuming VGSVV of M1-M2 to be small S
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enough to neglect mobility degradation, thus simplifying relationship (2.33)

into ( )
neffnSAT

DS

LE nSAT

VD

nneff effn effn
1((

,0n
+= (1((

0
µ

neff n
= . Moreover, since vi1=vi2=vo1=vo2=VDDVV -VSWINGVV /4GG

and IDII 1,2=I= SSII /2 when the gate is biased around the logic threshold, voltage SS VDSVV

of transistors M1-M2 is equal to their VGSVV , which in (2.44) was 

underestimated by VTVV ,TT n for the sake of simplicity (i.e., by setting VDSVV ≅SS VTVV ,TT n in

µeff,nµ ).

RDIDD SSII
vo(vi)

vi

VILmaxVV 0

0

VIHminVV

VOHminVV

VOLmaxVV

-RDIDD SSII

Fig. 2.8. Transfer characteristics of a differential SCL inverter.

As for the CML inverter, the half swing RDIDD SSII  must be kept low enough toS

ensure NMOS transistors M1-M2 to be kept out of the triode region.

Differently from the bipolar gate, this condition must be satisfied to avoid 

reduction of NMOS driving capability and small-signal gain AV, rather thanVV

avoiding a charge excess in the base region. In particular, when the gate

voltage of an NMOS transistor is high (i.e. equal to VDDVV ), the drain voltage is 

equal to VDDVV -RDIDD SSII , thus the triode region is avoided if the gate-drain voltage 

VGDVV  is lower than the threshold voltage from (1.40)-(1.41) 

[ ]
nTSSDSSDDDDDGD

VIRIRVVV [ ]
TSSDDDGD ,

IRIRVV IRIRVV [ ]
SSDDD

   (2.45) 

which imposes an upper bound to RDIDD SSII , and hence to the logic swing, from 

(2.43).
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2.4.3 Evaluation of the noise margin

Due to the symmetry of output characteristics (2.40), the noise margin

NM is equal toM NMLMM or equivalently to NMHMM , which is evaluated by HH

calculating input value VIHminVV  that makes the derivative of (2.40) equal to –1, 

and the associated value of output voltage VOHminVV . After simple calculations, 

VIHminVV results to [APP02] 
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where (2.44) was used and 8/1>>VA  was assumed. Therefore, by

approximating VOHminVV  to VOHVV  in (2.42b), the noise margin results toH
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 (2.47) 

where 2/1>>VA was assumed. By inspection of (2.47), the noise margin

of an SCL gate is proportional to half the logic swing, and roughly equal to it 

if AV is in the order of 4V ÷5.

2.4.4 Validation of the static model 

The approximate model of static parameters VSWINGVV , AV and V NM discussed M

in the previous subsections was compared to simulation results obtained for 

an SCL inverter by using a 0.35-µm CMOS process, whose main parameters 

are summarized in Table 2.4 [APP02]. To this end, several DC simulations
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were performed with VDDVV =3.3 V, ISSII ranging from 5S µA to 100 µA, by 

choosing the transistors aspect ratio to get AV ranging from 2 to 7, and V RDIDD SSII

from 200 mV to 700 mV (i.e., a maximum value slightly lower than VTVV ,TT n).

The simulated and predicted results are plotted in Figs. 2.9a, 2.9b and 

2.9c, in which the scattering plots of the logic swing, the magnitude of the 

voltage gain and the resulting noise margin are respectively reported.
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Fig. 2.9a. Scattering plot of predicted vs. simulated logic swing.
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Fig. 2.9b. Scattering plot of predicted vs. simulated voltage gain magnitude.
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Noise margin
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Fig. 2.9c. Scattering plot of predicted vs. simulated noise margin. 

From Figs. 2.9a-2.9c, it is evident that the predicted values are close to

the simulated ones. More specifically, the maximum error between the 

model results and the simulated ones for VSWINGVV , AV and V NM is equal toM

24.7 %, 25.9 % and 24.7 %, respectively, and in typical cases the error is 

significantly lower, as can be deduced from the average and standard

deviation values of the error reported in Table 2.5. It is worth noting that the 

model always underestimates VSWINGVV and overestimatesG AV.VV

TABLE 2.5

model

error

maximum (%) Average (%) standard deviation (%) 

VSWINGVV 24.7 14.7 5 

AV 25.9 12.9 4 

NM 24.7 7.6 5.7 

2.4.5 The buffered MOS Current-Mode inverter and remarks

As already discussed for bipolar ECL gates, to improve the SCL gate driving 

capability or to shift the common-mode value of the output nodes voltage, an 
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output buffer can be added to each output node, as shown in Fig. 2.10, where 

vo=vo1-vo2 is the differential output voltage of the gate, and vi,buf1ff  and vi,buf2ff are 

the input voltages of the two buffers, respectively.

M3

VDD

M1

ISS

M2

M4

vi1 vi2

vo1vv

ISF

vo2vv

ISF

M5 M6vin,buf1vv vin,buf2vv

Fig. 2.10. SCL inverter gate with output buffers. 

The output buffer is a source-follower stage biased by the current source

ISFII , which by inverting (1.42) down-shifts output voltages of the internalff

SCL gate by a gate-source voltage VGSVV  of transistors M5-M6 set by currentS

ISFII , according to

buf

bufOXbufeff

SF
nGS
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bOXOX

I
VV
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2

,56, T
V

T µ+V
T

V
T

   (2.48) 

being WbufWW /ff L// buf the aspect ratio of buffer trf ansistors M5-M6. The effective 

mobility µeff,nµ in (2.33) can be simplified into 
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where VDSVV  and S VSBVV are approximated by their maximum values (i.e., 

VGS,56VV +VSWINGVV /2GG  and VDDVV -VGSVV , respectively), and Vd GS,56VV  is underestimated by6

VT,nVV .

The static parameters VSWINGVV , AV and V NM of the SCL inverter in Fig. 2.10 M

can be derived by properly modifying the results obtained in the previous 

section. Indeed, the small-signal gain of the common-drain stage (i.e., the

ratio vo/(vi,buf1-vi,buf2)) is equal to [LS94] 

bufm

bufmbbufibufi

o

g

gvv
bufi

v

2bufibuf ibufbuf 1

1

+
=     (2.50) 

where gmb,bufgg  and f gm,bufgg  are respectively the body effect transconductance and f

the transistor transconductance, and their ratio is almost constant and close 

to unity1. Thus, the voltage gain AV and the logic swing V VSWINGVV  are obtained G

by multiplying those of an SCL gate in (2.43)-(2.44) by (2.50). Obviously,

these parameters must be substituted in (2.47) to achieve the noise margin of 

the circuit in Fig. 2.10. 

Predicted values of VSWINGVV , AV and V NM were compared to simulationM

results, in the same conditions as in Section 2.4.4. Simulations reveal that the 

logic swing, voltage gain and noise margin agree well with the model and 

the error is due only to the internal SCL gates, due to the good accuracy of 

relationship (2.50).

For the sake of completeness, transistor transconductance gm,bufgg  in (2.50)f

can be evaluated by using its long-channel expression (1.66) and substituting 

into it the effective mobility µeff,bufµ in (2.49).f

1 Typical values of gmb,bufgg /ff g/ m,bufgg  range from 0.1 to 0.2; for the 0.35-f µm CMOS

process used, ratio gmb,bufgg /ff g/ m,bufgg  is equal to 0.13, leading tof vo/(vi,buf1-vi,buf2)=0.88.
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Until now, SCL gates have been assumed to include a PMOS active load.

Nevertheless, other kinds of load could be considered, such as a physical

resistor RD or a diode-connected NMOS/PMOS. The first solution is not

feasible since resistors need a wide silicon area to be integrated, and in 

addition they are affected by a parasitic capacitance greater than the PMOS 

transistor for practical values required (as an example, for the 0.35-µm

CMOS process considered, this occurs for RD greater than 1 kΩ, which is 

lower than typical values used). The diode-connected transistor load has

other drawbacks, among which the loss of a threshold voltage in output 

levels and the floating output node for a high output level [R96].

Furthermore, the MOS diode load is slower than the PMOS active load for 

practical bias currents (for the process considered, this occurs for ISSII  greater S

than 1 µA, which is lower than typical values). For these reasons, only the

PMOS active load will be considered in the following.

2.5 FUNDAMENTAL CURRENT-MODE LOGIC GATES

Differential Current-Mode gates are usually implemented according to

the series-gating approach [T89] [W90], i.e. by properly stacking source-

coupled transistor pairs, as will be clarified in the following subsections. 

Since MOS and bipolar Current-Mode gates have the same principle of 

operation, i.e. the switching of the source/emitter-coupled transistor pair,

bipolar gates will be mainly focused in the remainder of the section. Results

and topologies can be immediately extended to MOS Current-Mode gates by

substituting n-channel devices to npn transistors in bipolar gates. 

2.5.1 Principle of operation of Current-Mode gates: the series gating 

concept

As depicted in Fig. 2.11, Current-Mode bipolar (MOS) gates are made up

of a bias current source which is steered to one of the two output resistors by

a network consisting of a bipolar npn (n-channel) transistors network,

according to its input signals value. To allow a correct operation, in which 

ISSII  entirely flow through only one of the two output resistors and the two S

output nodes are thus opposite, there must be only a unique conductive path 

from ISSII  to output nodes for all possible input values. It is worth noting that S

current ISSII does not entirely reach one of the two output nodes, since eachS

emitter-coupled pair outputs a (collector) current that is reduced by the

common-base current gain αFαα with respect to the input (emitter) current.F

Being αFαα ≈FF 1 in practical cases, a switching emitter coupled pair is biased by a 
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current approximately equal to ISSII , thus the noise margin in a complex gate

for all possible inputs is the same as that of a simple inverter in Section 2.2.

This allows for extending results in Sections 2.2-2.3 to arbitrary CML/ECL 

gates. The same observation holds for MOS Current-Mode logic, since each

source-coupled pair generates an output (drain) current equal to the input t

(source) current.
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Fig. 2.11. General topology of a CML gate. 

To understand how bipolar series gates are implemented, let us analyze

the basic AND (⋅) and OR (+) operation of two input signals, A and B. In

particular, observe that the function A⋅B is simply achieved by stacking two 

emitter coupled pairs as in Fig. 2.12a, since current iAi ⋅B is high2 only when 

both transistors Q1-Q3 are ON, which occurs if A=B= =1. The current obtained 

iAi ⋅B is then converted into an output voltage through a resistor RC. It is worth 

noting that the current-to-voltage conversion is an inverting operation, i.e.

2 i.e. approximately equal to ISSII , as is obtained from iC3=αF,α 1αF,α 3ISSII ≈I≈ SSII , by assuming

the common-base current gain αFα  to be about unity.F
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the output voltage is low when the output current is high. Since a differential

output voltage is required, the other unused branches (i.e. collector of Q2-Q4

in Fig. 2.12a) must be connected to generate the opposite to iAi ⋅B current, that 

in Fig. 2.12a is referred to as
BA

i  and is approximately equal to ISSII -iAi ⋅B. This 

branch is then connected to the other output resistor RC to perform theC

current-to-voltage conversion. The complement of the function (e.g. to

compensate the inversion introduced in the current-to-voltage conversion) is

trivially obtained by exchanging the two output nodes.

The OR operation can be still performed by the stacked topology in Fig. 

2.12a by rearranging signals through De Morgan laws. In particular, since

BABA ⋅=+ AB , the logic OR of A and B is simply obtained by complementing

(i.e. exchanging differential signals) output, as well as inputs A and B (see 

Fig. 2.12b). In cases where signals A, B are applied to emitter coupled pairs

Q1-Q2 and Q3-Q4 which are not stacked, their OR can be simply performed

by connecting the collector of Q1 and Q3 (and that of Q2 and Q4 to obtain 

the complement). The resulting topology is reported in Fig. 2.11c. 

ISS

Q1

Q3 Q4

Q2A AQ1 Q2

BB

iA B

iA B

Fig. 2.12a. Logic AND between two input signals, A and B.
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ISS

Q1

Q3 Q4

Q2A AQ1 Q2
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iA+B

iA+B

Fig. 2.12b. Logic OR between two input signals, A and B associated with 

stacked transistor pairs.

Q1 Q2 AA

iA+B

Q3 Q4 BB

Fig. 2.12c. Logic OR between two input signals, A and B, associated with

non-stacked transistor pairs.

In the following subsection, some of the most used Current-Mode series

gates are introduced. After analyzing the operation of such gates, issues

related to the minimum supply voltage required for a correct functioning are

addressed.

2.5.2 Some examples of Current-Mode series gates

By applying the concepts developed in the previous subsection, the

bipolar AND2 gate has the topology reported in Fig. 2.13. From this circuit, 

the NAND2 gate is obtained by inverting the output nodes, the NOR2 gate is 
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achieved by inverting the input signals, while the OR2 gate is achieved by

inverting both the input and output signals, from the De Morgan laws. 
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Fig. 2.13. AND2 gate topology.

Operation of the AND gate in Fig. 2.13 can be easily verified by

observing that output is high when ISSII  is steered to the left-hand output node S

by transistors Q1-Q3, which are active only when A=B= =1.

From an applicative point of view, a more important Current-Mode 

circuit is the XOR gate, as will be discussed in Section 2.6.1. Its topology is

easily found by expanding the XOR function (represented by the operator ⊕)

BABABA +⊕ ABAB ABAB      (2.51)

where each term can be implemented by means of the topology in Fig.

2.12b. The two currents obtained can be OR-ed by summing them according 

to Fig. 2.12c, i.e. by connecting both the two branches to the output node, 

while connecting unused branches to the complementary output, as shown in 

Fig. 2.14. This topology is equivalent to the well-known Gilbert Quad 

[PM91]. 

Analogously, the 2:1 multiplexer (MUX) gate with control signal φ has φ
the topology in Fig. 2.15, and its operation is easily understood by observing 
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that the output is set by the emitter-coupled pair Q3-Q4 or Q5-Q6,

depending on whether current ISSII is steered by transistor Q1 or Q2, i.e. whenS

control signal φ is high or low. φ
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Fig. 2.14. CML XOR gate topology. 
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Fig. 2.15. CML MUX gate topology. 
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The 1:2 demultiplexer (DEMUX) gate with control signal φ can be built asφ
in Fig. 2.16 by following the same reasoning. To be more specific, the 

emitter-coupled pair Q3-Q4 or Q5-Q6 is activated by current ISSII  steered byS

transistors Q1-Q2, according to the control signal value. The inactivated 

transistors pair leaves both of its output nodes at a high voltage. 
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Fig. 2.16. CML DEMUX gate topology. 

As an example of sequential blocks, let us consider the D latch gate 

implementing the logic function 

previous
OUTCKDCKOUT

p
CKDCK CKDCK     (2.52)

where CK is usually the clock signal, which enables inputK D when it is high 

and keeps output at the previous value when it is low. Thus, the bias current

must be steered to an emitter-coupled pair driven by input D when CK=1,KK

and to a bistable sequential circuit when CK=0. As is well known [R96], the KK

latter block can be implemented through positive feedback by cascading two 

inverter gates, as depicted in Fig. 2.17. In practical cases, the two cascaded 

inverter gates are actually implemented by resorting to the feedback emitter-

coupled pair in Fig. 2.17, since each of the two transistors along with a loadf

resistor is an inverting stage. The resulting topology of the Current-Mode D 

latch is reported in Fig. 2.18. 
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Fig. 2.18. CML D latch gate. 

Until now, CML topologies of fundamental gates have been considered,

and their ECL counterparts can easily be derived by adding the two output 

buffers as in Fig. 2.19, as already done for the simple inverter.
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Fig. 2.19. ECL series gates.

2.5.3 Supply voltage limitations in bipolar Current-Mode gates 

As discussed in the previous subsections, series gates are implemented by 

multiple levels of stacked emitter-coupled pairs. The transistor pairs 

connected to the current source ISSII belong to the lower level, while pairsS

connected to load resistors RC are at the upper level. Let C n the number of 

levels, i.e. the maximum number of stacked pairs from current source to load

resistors.

In CML gates, the input of transistor pairs at the upper level are driven by 

the output of the previous gate. However, emitter-coupled pairs at lower 

levels cannot be directly connected to the output node of the driving gate, in

order to keep all transistors out of the saturation region. This is a

fundamental requirement in CML gates, since saturated transistors have a

very low transconductance and a substantial amount of stored base charge, 

which dramatically slows down the switching of the circuit [R96]. This is 

not acceptable in bipolar gates, which are to be used in high-speed

applications, as will be discussed in Section 2.6. 

To avoid the saturation region, the input voltages of lower transistor pairs 

are progressively reduced through a level shifter circuit with a voltage level

shift VSHIFTVV  [T89]. To understand this point,T let us consider two contiguous 

levels i and (i+1) in the generic n-level CML series gate in Fig. 2.20, whose

input values vi are equal to the output voltage vo of the previous gate reduced 

by (i–1) times the voltage shift is applied (i.e.,ii vi=vo-(i–1)ii ⋅VSHIFTVV ). Let assume T
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transistors Qi and Qi+1 to be ON (due to a high input voltage VDDVV -(i–1)ii ⋅VSHIFTVV

and vi+1=VDDVV -i⋅VSHIFTVV , respectively). The resulting base-collector voltage of TT

the lower transistor Qi+1 is3

( )
BESHIFTBEiiiBC

( VVVvvV ( )
BSHIFTiiBC

( VVvv VVvv ( )
SHIFT

(
, ii ii ii i

v
iiiiii

  (2.53) 

Thus to maintain it lower than VCB,onVV =0.5 V (which avoids the operation in 

the saturation region), the voltage level shift must be kept greater than 

VVVVV
satCE

VV
onCB

VV
BE

VV
SHIFT

VV  3.0
,,

≈VVV VV
tCE

VVVVVV    (2.54) 

where VBEVV was assumed to be about 0.8 V.E

In practical cases, the basic level shift is implemented by means of the 

topology in Fig. 2.21 [R96], [GMC91], where all transistors are biased by 

the current source ICCII . In this figure, which refers to the case with 4 levels,

the upper level is directly taken from the output of another CML gate, and 

the successive levels are downshifted by VBEVV , 2VBEVV and 3E VBEVV (i.e., E VSHIFTVV  is T

set to VBEVV ). The number of npn transistors required in an n-level shifter is

equal to (n-1). The main limitation of the circuit in Fig. 2.21 is its slow 

switching for a high number of levels and for large fan-out values [GMC91]. 

To overcome this problem, the alternative solution in Fig. 2.22 based on 

cascaded emitter follower stages is used. The speed increase is achieved at 

the cost of higher power consumption, since a current source ICCII  is required C

for each VBEVV  drop. E

Q
i

v
i

Q
i+1

i+1
v

Fig. 2.20. Evaluation of minimum level shift between two adjacent levels.

3 It is worth noting that the same value is obtained when vi is low, since in this case 

the role of transistor Qi is played by that sharing the emitter node. 
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Fig. 2.21. A circuit solution to implement a 4-level shifter. 
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Fig. 2.22. A faster circuit solution to implement a 4-level shifter. 

The level shifter circuits presented before can be applied to ECL circuits

with only slight modifications. Indeed, the only difference with respect to
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CML circuits is that even the upper level is downshifted by a VBEVV  drop. In E

other terms, an ECL gate is obtained from a CML one by adding one 

transistor to the level shifter, and taking the input of the former one level 

below with respect to the latter (e.g., in Figs. 2.21-2.22 the input at the upper 

level are taken as vo,2, that at the second level as vo,3 and so on).

In practical cases, the number of logic levels n in series gates is limited 

by the available supply voltage. This limit can be understood by considering 

a CML n-level series gate with a level shifter driving its lowest level, whoseff

transistor in the ON state is assumed to be Q2, as depicted in Fig. 2.23. To 

guarantee the correct behavior of the current mirror, the collector-emitter 

voltage across transistor Q1 has to be greater than VCE,satVV . Equivalently, the 

supply voltage must be greater than the sum of (n-1) base-emitter drops of 

transistor in the level shifter and that of transistor Q2, other than VCE,satVV  of t

transistor Q1 and the small voltage across resistor RE1, as discussed in

Section 2.1. Thus, for a given supply voltage VDDVV , the number of logic levels

n has the following upper bound 

onBE

DD

onBE

RECEsatDD

VB

V
D

VB

VVV
RCEsatDDn

,,

1, ≈
VV

≤     (2.55)

-VDDVV

ICC

o,1
v

Q3

o,2
v

o,n
v

-VDDVV

Q1

Q2

level-shifter

driven gate

C
R

C
R

out
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Fig. 2.23. CML circuit to evaluate the supply limitation. 



Model and Design of Bipolar and MOS Current-Mode Logic 73

An analogous result is found for ECL gates, which have a greater by unity

number of level-shifter VBEVV drops, thus leading to the following upper bound E

11
,,

, −1≤
onBE ,

DD

onBE ,

satCE ,DD

V
B

V
D

V
B

VV −
CDD

n    (2.56) 

Inspection of relationships (2.55)-(2.56) reveals that the number of logic

levels essentially depends on the ratio of supply voltage and VBEVV  drop. While E

the former tends to be reduced for reasons related to power consumption

[CB95a], the latter does not scale even for more advanced technologies

[CB95b], [RP96], thus the number of logic levels tends to decrease. For 

example, the supply voltage in current applications can be as low as 3 V (or aa

slightly lower), thus from (2.55) three logic levels are allowed for CML

gates, and two for ECL gates. Therefore, to allow at least two levels of series 

gating, as required in the implementation of logic functions, it is apparent 

that supply voltage will no longer scale in the near future. This justifies why

series gates are not a suitable circuit solution in applications that require a

low supply voltage, in which cases alternative logic styles must be used.

Further details will be provided in Chapter 8, where low-voltage logic styles 

will be analyzed and modeled.

2.5.4 MOS Current-Mode series gates and supply voltage limitations 

Since MOS Current-Mode gates have a principle of operation similar to 

that of bipolar ones, considerations introduced in the previous subsection can 

easily be generalized to MOS circuits. In particular, implementation of logic

functions through MOS Current-Mode gates can be carried out by exploiting

the series-gating approach presented in Section 2.5.1. Therefore, topologies

of bipolar gates presented in Section 2.5.2 can be extended to MOS 

technology by simply substituting each npn transistor with an NMOS, and 

each load resistor by a PMOS active load, as already done for the SCL

inverter in Section 2.4. 

Like the bipolar counterparts, MOS Current-Mode series gates require 

level shifters to operate correctly , i.e. to keep NMOS transistors out of the

triode region. By following the same procedure as in the previous

subsection, the voltage shift between adjacent levels must be greater than d

satDSnTGSSHIFT
VVVV

DnTGS nTSHIFT ,,
VV VV

TGS
     (2.57) 
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In practical cases, the two solutions in Figs. 2.21 and 2.22 with npn 

transistors replaced by NMOS devices are used. Accordingly, the maximum 

number of series-gating levels allowed for an assigned VDDVV  is given by

(2.55)-(2.56) where the NMOS gate-source voltage VGSVV  replaces the base-S

emitter voltage VBEVV of npn transistors, respectively for gates without andE

with output buffers. Since the gate-source voltage reduces for more 

advanced CMOS processes due to the scaling of the threshold voltage (even

slowly for reasons related to the subthreshold current [CB95b], [RP96]), 

MOS Current-Mode gates are more amenable than bipolar circuits for low-

voltage applications.

2.6 TYPICAL APPLICATIONS OF CURRENT-MODE CIRCUITS

Current-Mode logic is currently used in a number of applications, due to 

its high-speed potential, as well as the reduced switching noise [KKI97],

[M97], [K98]. Such properties make Current-Mode logic more suitable than

standard CMOS logic in applications ranging from RF circuits to fiber-optic 

communications and high-resolution mixed-signal CMOS circuits, as

discussed in the following.

2.6.1 Radio Frequency applications

A fundamental block in RF applications is the Phase-Locked Loop (PLL),

which allows for frequency synthesis, clock generation, data recovery and 

synchronization [R961], [H96], [LR00], [DS03]. The block diagram of a 

PLL is shown in Fig. 2.24 (in some applications the input frequency divider a

is omitted). 

The periodic input signal is usually generated by a crystal reference, and 

its frequency is divided by M by means of the input frequency divider. TheM

phase of the signal obtained is compared to that of the feedback signal

through a mixer, which is generally implemented by a Gilbert Cell (i.e. themm

XOR gate in Fig. 2.14). The charge pump is essentially an amplifier drivingmm

an RC loop filter, which is introduced to stabilize the closed-loop circuit.

The filtered signal drives a Voltage Controlled Oscillator (VCO) 

generating a periodic output signal, whose frequency is divided through the 

feedback frequency divider by a factor of N. Among these blocks, the phaseNN

detector and the frequency dividers are frequently implemented through

Current-Mode logic circuits. The VCO can also be implemented by a

Current-Mode ring oscillator (whose design is discussed in Chapter 8), when

the noise requirement does not necessarily require the use of an LC
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oscillator. Since the speed of a PLL is mainly limited by the feedback 

frequency divider other than the VCO, it is essential to properly design

Current-Mode gates to maximize their operating frequency.

In the specific case of frequency dividers, they are usually implemented 

by cascading a high-speed prescaler circuit (typically divide-by-8 circuits)

and a low-speed divider, whose modulus can be eventually varied.

Techniques to achieve a high speed prescaler and a ring oscillator while 

consciously managing the trade-off with the power consumption are dealt

with in the following chapters. 

f nff
foutff

phase

detector low-pass filter 
VCO

freq. divider 

by N

XTAL
freq. divider 

by M

f nff /M

foutff /tt N//

charge pump

Fig. 2.24. Schematic of a Phase-Locked Loop (PLL). 

Frequency dividers are often implemented as a cascade of divide-by-two 

stages. In general, frequency dividers can be classified into regenerative and 

static type, depending on the principle of operation of the divide-by-two cell.f

The regenerative frequency divider (RFD), as shown in Fig. 2.25, is made up 

of a mixer with a periodic input signal having a frequency f nff and an output 

signal at frequency foutff  [IIS89], [FBA90], [KUO92], [R98]. The latter one ist

fed back to the mixer, which generates two sidebands at frequencies f nff -f- outff

and f nff +f+ outff , as well as the harmonics 2(f(( nff ±f± outff ), 3(f(( nff ±f± outff ), etc. The low-pass

filter cuts off all harmonics, excepting that at the lowest frequency f nff -f- outff ,

that is amplified by the successive amplifier4. At the steady state, the input 

signal frequency f nff -f- outff of the amplifier and its output frequencyt foutff output t

are equal, thus leading to the divide-by-two behavior 

2

in

out

f
if

o
=       (2.58)

4 Actually, the low-pass filter and the amplifier are not implemented, since the upper 

cut-off frequency and the voltage gain of the mixer are exploited. 
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By following the same reasoning, it can easily be verified that the sideband

at frequency f nff +f+ outff  is rejected by the feedback loop.t

f nff fouttfff nff ± foutff f nff - foutff

mixer low-pass filter amplifier 

Fig. 2.25. Schematic of a regenerative frequency divider.

The maximum input frequency allowed by the regenerative divider 

depends on the speed of the mixer, or equivalently by the delay τPDτ of a

XOR gate. To be more specific, the XOR gate implementing the mixer in 

Fig. 2.25 must be able to switch every half period of the output signal, i.e. 

every period of the input signal. Since the input period must be greater than

or equal to the XOR delay, the maximum input frequency allowed by the

dynamic divider is equal to

PD

in
f

i τ
1

max,
=        (2.59) 

Strategies to design the Current-Mode XOR gate for a high speed or an

efficient trade-off with power consumption will be addressed in Chapters 5

and 7 for the bipolar and CMOS gates, respectively.

Regenerative dividers require a further frequency constraint, in order to

correctly operate according to (2.58), which is based on the assumption that

harmonics at frequencies 2(f(( nff ±f± outff ), 3(f(( nff ±f± outff ), etc. are strongly attenuated by

the mixer circuit. This can be achieved when all harmonics generated by the

mixer are rejected, or equivalently the harmonics at the lowest  frequency

2(f(( nff -f- outff ) leads to an output sideband at a greater than the maximum output

frequency fout,maxff =f= n,maxff /2. At the steady state, harmonics 2(f(( nff -f- outff ) must be 

equal to the output frequency foutff of the amplifier, thus its effect on thet

output is an undesired sideband at a frequency 3f3 nff /2. As a consequence, the

loop rejects this sideband when the input frequency is kept high enough so

that the 3f3 nff /2>f> n,maxff /2, which imposes a lower limit value f n,minff equal to 

3

max,

min,

in

in

f
if

i
=       (2.60)
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Static frequency dividers are based on cascaded Master-Slave T flip-flops 

(T-FF), which switch every two edges of the periodic input signal applied to f

their clock input, thus performing a divide-by-two operation [FBA90], 

[K91], [KOS91], [IIT95]. In practical cases, T-FFs consist of two cross-

coupled feedback D latches driven by opposite clock signals, as depicted in

Fig. 2.26. After two clock edges, the input of each latch crosses both gates

and turns to the opposite value, due to the inversion associated with the cross

coupling.

IN

D

D

Q

Q

CK              CK 

D

D

Q

Q

CK             CK 

OUT

D-latch

IN

(Master)

D-latch

(Slave)

Fig. 2.26. Schematic of a T-FF divide-by-two stage.

In contrast to regenerative dividers, static circuits are able to work at 

arbitrarily low input frequencies. This greater flexibility is achieved at a cost 

of a lower speed, as the maximum input frequency allowed is lowered by a

factor of 2. To understand this point, let us observe that the time needed by a

latch to generate its output after the transition of the input signal is equal to 

the CK-Q latch delay τPDτ (i.e. the delay between the transition of the clock

input and output). Thus, the time available to each latch (i.e. half an input 

period) must be greater than or equal to the CK-Q delay, in order to correctly 

generate the latch output. As a consequence, the maximum input frequency

results to

PD

in
f

i τ2τ
1

max,
=       (2.61)

which is halved compared to (2.59), by assuming delay of XOR gate and D

latch to be comparable (actually, as will be shown in Chapters 4-5, the latter 

is slower, thus the speed advantage of the RFD is greater than 2). Strategies
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to improve speed in (2.61) and manage the trade-off with the power 

consumption will be discussed in Chapter 8. 

In many RF applications, the frequency divider may also be required to

have a programmable modulus N, as in the case of dual-modulus prescalers NN
[SPW91], [CHL92], [MSO92], [SMS94], [VK95], [CW98], [HFP01], 

[KBW01]. In this case, the frequency divider is a Finite State Machine based 

on D flip-flops (D-FF) and combinational logic that updates the count and 

sets the modulus. Essentially, its speed depends on the speed of the D-FFs 

used, which in practical cases are of the Master-Slave type, shown in Fig.

2.27. The signal to be divided drives the clock terminals of the D latches,

while the combinational logic properly sets their inputs.

CK

D

D

Q

Q

CK              CK 

D

D

Q

Q

CK             CK 

OUT

OUT

D-latch

CK

(Master)

D-latch

(Slave)

IN

IN

Fig. 2.27. Schematic of a D-FF Master-Slave.

In sequential circuits, flip-flops affect the speed through two timing

parameters: the CK-Q delay and the setup time tSETUPt [R96]. By definition, P

the CK-Q delay of the D-FF in Fig. 2.27 is equal to the CK-Q delay τPDτ  of 

the single latch, which will be modeled in Chapters 4 and 6 for a bipolar and 

CMOS latch, respectively. Instead, the flip-flop setup time (i.e. the amount

of time before a clock transition in which the inputs must be kept constant) is

equal to the D-Q delay of the single latch between the transition of IN and N

the subsequent output (more details are provided in Chapter 8). Indeed, the

input of the Slave D-FF at the falling clock edge is the output of the Master

D-FF, which is generated after the input transition by the latch D-Q delay.

As a consequence, input IN must settle to the correct value a D-Q delayN
before the clock transition, i.e. the flip-flop setup time is equal to the

(Master) latch D-Q delay.
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2.6.2 Optic-fiber communications

Another important application field of Current-Mode logic is the

implementation of integrated circuits for signal multiplexing/demultiplexing

in optic-fiber systems, whose typical structure is depicted in Fig. 2.28

[ARL95], [I95], [SR01], [R02].

freq. divider clock

MUX 

8:1 
E/O

EDFA

O/E

DEMUX 

1:8 

data

input

Clock Recovery
(clock) (data)

ff

f/2 ff

f f 
E/O

ff

f/2 ff

f/8 ff

data

outputt

f/8 ff

Fig. 2.28. Block diagram of a fiber-optic link. 

In Fig. 2.28, the E/O block is a semiconductor laser diode converting

electrical signals to optical ones, while photodetector O/E performs the

opposite conversion. To exploit the wide bandwidth of the optic-fiber 

channel, parallel input signals are serially transferred to the optic fiber 

through a multiplexer (MUX) at a clock rate f, and are amplified by anff
erbium-doped fiber amplifier (EDFA). Serial data crossing the optic fiber are

then transferred in parallel through a demultiplexer (DEMUX). A clock 

recovery circuit is needed to resynchronize the clock signal of the receiver 

circuit to that of the transmitter. In practical cases, MUX as well as clock-

recovery with DEMUX are implemented in a single chip to achieve a high

speed. For current bipolar and CMOS technologies, data rate as high as 40

Gb/s [RM96], [RDR01] and 10 Gb/s [TUF01], [NIE03] have been achieved. 

The schematic of an 8:1 MUX is reported in Fig. 2.29a, where each 2:1

MUX is implemented by the cell shown in Fig. 2.29b. Since the circuit in
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Fig. 2.29a is driven at half the clock frequency, a retiming D-FF at the output 

node is added to reduce the jitter contribution due to a different from 50% 

clock duty cycle [SD93], even at the cost of a lower speed. 

2:1

MUX 

2:1

MUX 

2:1 

MUX

2:1

MUX 

2:1

MUX 

2:1 

MUX

Static

Divider

2:1

MUX

Static

Divider

data
input

data
output

clock
input

clock
output

f/2f/4f/8

f/4f/8

f/2

f/4

f/8

f

Fig. 2.29a. Block diagram of an 8:1 MUX. 

The 8:1 MUX in Fig. 2.29a consists of 2:1 MUX cells connected in a

tree-like fashion, according to three logic levels [L95]. The one providing

the output signal works at full rate, while the other ones work at a halved 

speed with respect to the previous one. Such progressively halved operating 

frequencies are obtained from the (halved) clock signal through divide-by-

two dividers, the first of which could be regenerative, while the following

ones are static. The 2:1 MUX cell in Fig. 2.29b consists of a Master-Slave

D-FF for input IN1 and a Master-Slave-Slave D-FF for input IN2. The latter

contains a further latch that delays the arrival of IN2 to the multiplexer by a

half period, as required by the alternate selection of IN1 and IN2.

The schematic of a 1:8 DEMUX used in Fig. 2.28 is analogous to that of 

the MUX in Fig. 2.29a, with 1:2 DEMUX cells being connected in a tree-

like manner, as shown in Fig. 2.30a [L96], [LL96], [S96]. The schematic of 

the fundamental 1:2 DEMUX is depicted in Fig. 2.30b. 
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Fig. 2.29b. Schematic of a 2:1 MUX used in the 8:1 MUX.
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Fig. 2.30a. Block diagram of a 1:8 DEMUX. 
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Fig. 2.30b. Schematic of a 1:2 DEMUX used in the 1:8 DEMUX.
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In the 1:2 DEMUX cell in Fig. 2.30b, the two output signals are taken

from the output buffers, respectively. It is worth noting that a 1:2 DEMUX

in Fig. 2.30a belonging to a logic level far from the output can have a much

lower speed than the last one. The same consideration holds in MUX cells

depicted in Fig. 2.29a.

2.6.3 High-resolution mixed-signal ICs

In general, logic circuits must satisfy assigned constraints in terms of 

speed, power consumption and silicon area. Moreover, additional

requirements on the switching noise must be taken into account in the design 

process of CMOS mixed-signal ICs, which consist of both a digital and an 

analog section sharing the same substrate. Mixed-signal circuits are cost-

effective in a number of applications, such as video signal processing,

magnetic disk recording channel processors, oversampled A/D and D/A

converters [KCA90], [KA92]. In such cases, the switching noise generated 

by the logic gates couples with the analog circuitry and degrades its

resolution.

Even though exhibiting an appealing speed performance, noise margin, 

ease of design, a low static power consumption and a low area, the CMOS

static logic style generates a considerable amount of noise due to the supply 

current spikes needed during the switching of logic gates. Such current 

spikes determine voltage drops in parasitic resistors and inductors associated 

with the supply rails, bonding pads, bonding wires, package pins, as well as 

in the substrate resistance [ACKS93].

Until now, solutions at various levels of abstraction have been proposed

to partially attenuate the effect of the switching noise on the operation of the 

analog circuits in mixed-signal ICs. From the technology point of view,

using a silicon-on-insulator (SOI) or a highly-doped epitaxial wafer CMOS

technology can reduce the amount of noise coupled with the analog circuitry, 

though increasing costs.

From a physical point of view, optimal floorplanning and a safe layout 

style can improve the immunity of analog circuits to switching noise [S02].

Regarding the floorplan, distance of analog blocks from digital one should 

be maximized. As far as the layout is concerned, some precautions should be

taken, such as making substrate almost equipotential through widespread

substrate contacts, as well as shielding analog blocks by means of diffused

guardbands, as depicted in Fig. 2.31. 

From a circuit point of view, analog circuits should be designed by 

exploiting differential topologies, since they are intrinsically more immune

to (common-mode) external noise. Topologies with a high Power Supply 
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Rejection Ratio (PSRR) should also be used to attenuate the effect of the 

supply switching noise on analog signals. 

Fig. 2.31. A mixed-signal IC and parasitic effects.

At the system level, the effect of switching noise can be mitigated by 

reducing the common impedance ZsupplyZZ of the paths from the supply to the

analog and digital sections. This is easily understood by observing that 

digital circuits basically affect operation of analog section through their 

supply current IdigitalII , which determines a voltage drop on the common

impedance ZsupplyZZ equal to ZsupplyZZ ⋅IdigitalII , which perturbs the analog supply 

voltage. In practical cases, common impedance ZsupplyZZ is minimized by using 

separate analog and digital power distribution networks, as well as separate 

bonding pads, bonding wires, package pins and printed circuit board runs. 

Moreover, the effect of the digital section on the analog circuitry is

minimized by resorting to multiple pins and bonding wires to reduce their 

parasitic inductance, as well as to on-chip bypass capacitors, at the expense

of silicon area and number of pads and pins. 
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When a very high resolution must be achieved (e.g. 16-18 bit), remedies

that attenuate the transmission of the switching noise to analog circuits

discussed above are not sufficient, and integration of both analog and digital

blocks on the same chip requires the generated switching noise to be

lowered. Thus, CMOS static logic is no longer an amenable solution, and

alternative logic styles must be selected [SKD96], [NA97], [KH00]. To be 

more specific, switching noise is reduced by reducing digital supply current 

variations, and a logic style drawing a constant supply current would be

highly desirable. Such property is achieved in Current-Mode logic, since

each gate constantly requires a supply current equal to its bias current, as

already discussed in the previous subsections. For this reason, CMOS Source

Coupled Logic has been successfully used in high-resolution mixed-signal

circuits [DKS90], [LWO91], [KDN91], [F97], [JMS97]. A quantitative

evaluation of the switching noise produced by CMOS Current-Mode logic

will be discussed in Section 3.5.

As discussed in the previous sections, Current-Mode logic gates can be

implemented in a differential or in a single-mode fashion, of which the

former allows for a better performance in terms of speed and power 

efficiency. Moreover, differential implementation allows logic gates for mm

rejecting (common mode) supply disturbances, since they have the same 

effect on output nodes. This improvement in immunity to noise allows for 

reducing the noise margin requirement, and can represent an advantage in 

cases where the logic swing reduction is beneficial, which are addressed in 

Chapter 7.

It is worth noting that differential bipolar Current-Mode gates have the 

same features as CMOS gates in terms of switching noise and immunity to 

supply noise. This is exploited in RF circuits operating at very high

frequencies, at which impedance of parasitic capacitances significantly 

lowers, thus making transmission of spurious signals easier. Thanks to a 

better noise immunity, noise margin (and hence logic swing) can be reduced,

thereby enhancing speed and power-delay trade-off performance, as will be

discussed in Chapter 5.

Until now, Current-Mode logic gates have been presented and analyzed 

in terms of their principle of operation and static behavior, as well as from an

application point of view, reporting some specific and widely used logic

gates. In the next chapter, techniques to implement arbitrary logic functions

with a minimum amount of hardware are reviewed.



Chapter 3

DESIGN METHODOLOGIES FOR COMPLEX 

CURRENT-MODE LOGIC GATES

In this chapter, general methodologies to map a given logic function into 

a series gate are discussed and applied to practical examples. After 

introducing some basic concepts, a graphic method [CJ89], its analytical 

formulation and a strategy based on VEMs [MKA92] are described by

assuming a given input variables ordering. Finally, guidelines to properly

choose the input ordering are discussed. 

3.1 BASIC CONCEPTS ON THE DESIGN OF A SERIES GATE

Let us consider a given n-variable logic function F(FF X(( 1XX …XnXX ) of input 

signals X1XX ,…, XnXX . According to Fig. 2.11, this function is implemented in a 

series gate by properly choosing the topology of its npn/NMOS network,

which consists of stacked emitter/source coupled transistor pairs. In the 

following, for the sake of brevity we will refer to only bipolar gates, and 

extension to MOS circuits is immediately obtained by substituting an NMOS

transistor to each npn bipolar transistor. 

In general, the npn network in Fig. 2.11 must provide a unique 

conductive path from ISSII  to the output nodes for all possible input values, asS

discussed in Section 2.5.1. For this reason, emitter-coupled pairs are not 

allowed to share their emitter node with other transistor pairs (indeed, if two

transistor pairs shared their emitter, the two conducting transistors - one for 

each pair -would draw the same current, thus determining two different 

current paths). From this observation, the current source ISSII  must beS

connected to the emitter of only one transistor pair Q1-Q2. Analogously,

each of the two collector nodes of Q1-Q2 is connected to the emitter of 



86 Chapter 3: Design Methodologies for Complex Current-Mode Logic Gates

another transistor pair which is stacked to the first one, i.e. it lies in an upper 

logic level. By iterating this reasoning, a tree of stacked emitter-coupled 

pairs is obtained, whose transistor pairs at the highest level have their 

collector node connected to one of the two output nodes. Note that the

collector nodes of two different transistors may be connected to the same

transistor pair. 

To understand how the npn network topology is related to the function 

F(FF X(( 1XX …XnXX ) to be implemented, let us assume in the following that input X1XX  is

applied to transistors belonging to the highest level (i.e. the first one), input 

X2XX  is applied to the immediately lower level (i.e. the second level) and so on,

up to input XnXX  associated with the lowest level1 (i.e. the last one), as depicted 

in Fig. 3.1.
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Fig. 3.1. Correspondence among input signals and logic levels. 

By assuming αFα ≈FF 1, the collector current of the generic transistor Qa in a

series gate can be associated with a logic level IQaII  equal to 0 (when it is

1 In some specific cases, which will be considered in Section 3.5, more than one

input might be associated with the same level.
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equal to zero) or 1 (when it is equal to ISSII ). The same consideration holds for S

the logic level IOII  (or O O
I ) associated with the current flowing through the 

load resistance connected to the output node vo (or 
o

v ). It is worth noting

that, since the output voltage vo is low when the output current logic level IOII

is high, the logic level VOVV associated with output voltage is the complement 

of that associated with the output current 

OO
IV

O
       (3.1)

From this relationship, a simple method can be derived to evaluate the

function F(FF X(( 1XX …XnXX ) implemented by an assigned npn network topology, as

will be discussed in the following subsection.

3.1.1 Evaluation of function F(X1XX ,…,X,, nXX ) implemented by a given nn

topology

In general, in an n-level series gate, the collector current IQaII of transistor 

Qa at the j-th level is high only if a conductive path between this node and 

the current source exists. This conductive path, which will be referred to as

an active path in the following, consists of at most (n-j- +1) stacked transistors 

driven by input signals xjx …xn which are all at the high level (in the 

following, lower case variables xi will be used to refer to a literal, XiXX , or its

complement,
i

X )

( ) 1...
_1 =+ pathactivenjj xxx(( ...1 ⋅⋅⋅ +jj     (3.2) 

From (3.2), an active path is unambiguously associated with the product of 

literals xjx …xn resulting to 1 (i.e. the set of input signals driving the transistors

of the active path), since there is always one active path at a time for each 

input value. For the sake of clarity, some examples are reported in Fig. 3.2.

According to these considerations, IQaII is equal to 1 if the first, or the second,

etc. among all possible paths from the collector node of transistor Qa to the 

current source is active. Therefore, IQaII  is analytically expressed by the OR of 

the products of literals xjx …xn driving the transistors of all possible paths

starting from the collector of transistor Qa to the current source.

By reiterating the same reasoning for the current 
O

I flowing through the 

load resistance connected to the output node
o

v , from (3.1) it follows that 

function F(FF X(( 1XX …XnXX ) is equal to the OR of the products of literals x1…xn

associated with (i.e., driving the transistors of) all possible paths from the
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output node
o

v  to the current source. Obviously, the same result is obtained 

by analytically expressing the current IOII  flowing through the load resistanceO

connected at the output node vo, and then complementing the result, from eq.

(3.1). In practical cases, of the two currents
O

I and IOII , it is convenient to 

evaluate that having a lower number of paths to the current source, when 

identifying the function implemented by a given topology. 
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Fig. 3.2. Correspondence of product of literals and active paths.

As an example, let us evaluate the function implemented by the series 

gate in Fig. 2.13. To simplify calculations, it is convenient to evaluate the

boolean expression of current 
O

I  rather than IOII , since in the former case

there is only one possible active path (i.e. Q3-Q1), while in the latter case 

there are two possible active paths (i.e. Q4-Q1 and Q2). The only possible

active path Q3-Q1 connecting the output node
o

v  and the current source 
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consists of transistors driven by signals B and A, which is associated with the 

product AB, hence function F(FF A(( , B) results in

F
O

(       (3.3a)BAIBA
O

AI AI), BB

where relationship (3.1) was used. Of course, the same expression is

obtained by expressing current IOII and then complementing it. Indeed, theO

first path Q4-Q1 is associated with the product BA ⋅ , while the second path 

Q2 is associated with A , thus function IOII  results in the OR of these terms, O

yielding

((( ) ( )( BAABAABAABAIBAF ( ) ( )
O

AABAABAABAI AABAABAABAI (( ) ( )(), BB(  (3.3b) 

where the De Morgan laws were applied. 

Even though the case of a combinational series gate has been discussed 

until now, extension to sequential blocks is straightforward. Indeed, in

practical cases, Current-Mode sequential blocks are frequently D latches

(Fig. (2.18)) or Master-Slave D-FF (Fig. (2.27)), which have already been

described. In addition, in the infrequent cases where combinational logic is

embedded into a sequential series gate, the same topology as the D latch gate

is still used, since it is sufficient to replace the only combinational emitter 

coupled pair Q3-Q4 in Fig. (2.18) by the desired combinational function 

F(FF X(( 1XX …XnXX ), as depicted in Fig. 3.3. 

According to Fig. 3.3, the resulting series gate has (n+1) levels. For the 

above considerations, only combinational functions will be discussed in the

following, without loss of generality. 

Until now, the identification of the function implemented by an assigned 

circuit topology has been addressed. However, in practical design cases, one 

has to identify the topology which implements a given boolean function

F(FF X(( 1XX …XnXX ). Basic concepts on this design aspect will be introduced in the 

following subsection.
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Fig. 3.3. Sequential series gate with embedded combinational logic. 

3.1.2 Series-gate implementation of an assigned function F(X1XX …XnXX )nn

The unambiguous correspondence discussed in Section 3.1.1 between 

products of literals x1⋅…⋅xn and active paths from output node
o

v (or vo) to 

the current source provides a simple method to build an npn network which 

implements a given combinational function F(FF X(( 1XX …XnXX ). Indeed, each of the

2n possible input values is associated with the unique product x1⋅x2⋅…⋅xn

being equal to 1, in which each literal is complemented if the correspondent 

input bit is 0 (for example, input 0110 is associated with product 

4321
XXXX

321 32
XX XX ). This product x1⋅x2⋅…⋅xn is in turn associated with a unique 

active path consisting of transistors driven by the correspondent literals. 

Therefore, an unambiguous correspondence between input values and 

stacked transistors’ paths exists. 

From the previous considerations, an arbitrary combinational function 

can be built by implementing an npn network having all transistor paths

associated with the 2n possible inputs (or, equivalently, the correspondent 

literal products) and then properly connecting each of the upper collector 

branch to
o

v or vo to set the output to the desired value. Assuming input XjXX  to 

be applied to the j-th level with j=1…n as in Fig. 3.1, such an npn network 

has a tree-like structure with an emitter coupled pair connected to each
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collector node of transistors lying at the lower level [CJ89], thereby doubling

the number of transistors in a logic level compared to the lower level. For the 

sake of clarity, such a general npn network is shown in Fig. 3.4 for an

arbitrary 3-variable function F(FF X(( 1XX , X2XX , X3XX ). In this figure, it is possible to

identify all paths associated with the 8 possible input values. For example,

the path Q7-Q3-Q1 is associated with (000), Q8-Q3-Q1 is associated with 

(100), and so on. 
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Fig. 3.4. General topology implementing an arbitrary 3-variable function.

To map the value of a boolean function F to the series-gate output voltage F

vo (or equivalently its current 
O

I ), a proper choice of connections of 

collector nodes of the highest transistors to one of the two output nodes 

(represented by the gray box in Fig. 3.4) is needed. To understand this point, 

it is useful to express function
O

I =VOVV =F= (FF X(( 1XX …XnXX ) in the standard sum-of-

product form [C95], i.e. as the OR of products including all literalsR

x1⋅x2⋅…⋅xn (usually referred to as minterms). Since, as shown in Section
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3.1.1,
O

I is equal to the OR of the products x1⋅x2⋅…⋅xn associated with all

possible paths from 
o

v  to the current source (i.e. the paths whose transistor 

at the highest level has its collector terminal connected to the output node 

o
v ), a given function 

O
I =F= (FF X(( 1XX ,…, XnXX ) is simply obtained by identifying the

transistor paths associated with minterms and then connecting the collector 

node of their highest transistor to the node
o

v . The collector terminal of the 

other transistors at the highest level must be connected to the output node vo.

Obviously, the same series gate topology is obtained by considering the

current IOII  rather thanO O
I , with the collectors of the highest transistors 

belonging to paths associated with minterms of IOII  being connected to node O

vo, and all other collectors being connected to node 
o

v . In practical cases, it 

is convenient to implement the function having the lowest number of 

minterms (i.e. lower than or equal to 2n-1) between IOII  and O O
I .

As an example, let us consider the implementation of the 4-variable 

function F(FF X(( 1XX , X2XX , X3XX , X4XX ) reported in the truth table in Table 3.1. From 

inspection of this table, the function 
O

I =F= has 6 minterms, which is lower F

than 24-1=8, thus it is convenient to implement current 
O

I rather than IOII .

According to Table 3.1, the standard sum-of-product form of function F

is

432143214321

4321432143214321
),,,(

4321 32

XXXXXXXXXXXX
32143214321 3214321432

XXXXXXXXXXXX
32143214321 3214321432

F ),,,( ,,,
4321 32 32

+

+
(3.4)

Implementation of this function starts from the general 4-variable npn

network topology in Fig. 3.5a, where connections of collector terminals have 

to be specified. In this figure, the paths associated with the 6 minterms are 

highlighted with a gray line.

According to Table 3.1, or equivalently to relationship (3.4), function F isF

specified by connecting the collectors of transistors Q19, Q24, Q18, Q26, 

Q22 and Q30 to the output node 
o

v , and the remaining collectors to the 

output node vo. The resulting series gate is reported in Fig. 3.5b.
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TABLE 3.1 

X1XX X2XX X3XX X4XX
associated

minterm 
),,,( 4321 ,,, ,,,F ,,,( ,,, ,,, ,, ,, ),,,(

4321
,,, ,,,F ,,,( ,,, ,,, ,, ,,

0000
4321

XXXX
4321 32

0 1 

0001
4321

XXXX
4321 32

0 1 

0010
4321

XXXX
4321 32

1 0 

0011
4321

XXXX
4321 32

0 1 

0100
4321

XXXX
4321 32

0 1 

0101
4321

XXXX
4321 32

0 1 

0110
4321

XXXX
4321 32

0 1 

0111
4321

XXXX
4321 32

0 1 

1000
4321

XXXX
4321 32

0 1 

1001
4321

XXXX
4321 32

1 0 

1010
4321

XXXX
4321 32

0 1 

1011
4321

XXXX
4321 32

0 1 

1100
4321

XXXX
4321 32

1 0 

1101
4321

XXXX
4321 32

1 0 

1110
4321

XXXX
4321 32

1 0 

1111 4321 XXXX 4321 32 1 0 

Inspection of Fig. 3.5b shows that the resulting topology has many useless

transistors, and thus can be significantly simplified to reduce the gate area 

and delay. For example, the emitter coupled pairs with short-circuited 

collectors Q15-Q16 and Q27-Q28 do not perform any logic operation, since 

they always steer the emitter current to the same output branch, regardless of 

their driving input value X1XX . Accordingly, the two emitter coupled pairs can 

be deleted without affecting the gate operation. This also shows that in

general a given boolean function can be implemented by different series-gate

topologies.
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Fig. 3.5a. General topology implementing a 4-variable function.

-VDDVV

ISS

C
R

C

o
v

I
O

C
R

o
v

I
O

1
Q300000Q29 

1
XX

1
Q288888Q27 

1
XX

Q14Q13 2
X

2
X

1
Q266 666Q25 

1
XX

1
Q244 444Q23Q

1
XX

Q12Q11 2
X

2
X

1
Q222222Q21

1
XX

1
Q200000Q19

1
XX

11

Q10Q9 2
X

2
X

1
Q188 888Q17

1
XX

1
Q166666Q15 Q

1
XX

Q8Q7 2
X

2
X

Q6Q5
3

X
3

X
Q4Q3

3
X

3
X

Q2Q1
4

X
4

X

Fig. 3.5b. Series gate topology implementing function F in eq. (3.4). F
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3.1.3 Limitations of the general series-gate design approach 

The series-gate design strategy discussed in the previous subsection is

general and systematic, but is also very inefficient in terms of transistor 

count. Indeed, as a result, in an n-level series gate the npn network has an 

overall number of transistors given by

11

1

2222 1 ++

=

22 22 nn
n

j

j      (3.5) 

which exponentially increases as increasing the number of logic levels. This 

rapid increase in the transistor count is highly undesirable in terms of silicon 

area and speed performance (due to the higher parasitic capacitances, as will

be discussed in Chapter 4-6). Furthermore, as was shown in the example in

Section 3.1.2, the design strategy presented leads to an npn network having 

an unnecessarily high number of transistors. Therefore, to avoid such 

transistor redundancy, it is essential to use alternative design strategies that

are capable of implementing an arbitrary function in a series gate having a 

minimum transistor count. In the following, two different approaches

proposed in the literature will be considered to minimize the series gate

transistor count, a graphical procedure (Section 3.2), along with its analytical 

formulation (Section 3.3) and a VEM-based approach (Section 3.4).

Moreover, in an n-level series gate there are many different possible input

orderings, and their choice will be dealt with in Section 3.5 for different 

design goals.

3.2 A GRAPHICAL REDUCTION METHOD 

Among the minimization techniques proposed in the literature, such as 

[CP86], [CJ89] and [MKA92], the graphical approach introduced in [CJ89]

is discussed in this section. 

3.2.1 Basic concepts on the graphical approach in [CJ89] 

The design strategy in [CJ89] is based on the observation that redundant 

emitter-coupled pairs can often be found in the general series-gate npnff

network. To understand this point, consider the case where the general npn

network topology contains two equal subcircuits N1NN and N2NN  (connected to the 

same output nodes) being driven by two different currents i1 and i2, as

depicted in Fig. 3.6a. It is apparent that the two subcircuits can be simplified 
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into a single network N12NN (equal to N1NN and N2NN ) driven by the current (i1+i2), as

depicted in Fig. 3.6b.

The minimization method in [CJ89] consists of two formal ways to 

eliminate redundant emitter-coupled pairs in a general tree npn network 

topology (see Figs. 3.4-3.5a), and both of them are based on the circuit 

simplification described in Fig. 3.6b. To be more specific, let us consider an

emitter-coupled pair Q1-Q2 driven by input XjXX  with the two collector 

terminals connected to two identical subcircuits N1NN and N2NN , as depicted in 

Fig. 3.7a. Such an emitter-coupled pair is defined as a complementary pair inr
[CJ89]. 
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Fig. 3.6b. Simplification of two equal subcircuits into a single one. 
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By applying the simplification in Fig. 3.6, the two subcircuits can be 

lumped into the single network N12NN driven by the emitter-coupled pair Q1-

Q2, whose collector terminals are short-circuited, as in Fig. 3.7b. In this 

case, assuming αFα ≈FF 1, the current iC1+iC2CC provided to the network N12NN is equal

to the input current ixi of the transistor pair Q1-Q2, regardless of the value of 

the input XjXX . As a consequence, the emitter-coupled pair Q1-Q2 can be 

eliminated, as shown in Fig. 3.7b. This simplification step is called CPE

(Complementary Pair Elimination) and is performed for all transistor pairs 

belonging to the same level at a time, usually starting from the top level and 

ending at the lowest level. However, the same simplifications are obtained 

by starting from the latter one and ending at the top level.
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Fig. 3.7a. Emitter-coupled pair driving two identical subcircuits. 

The second elimination step is the NPE (Normal Pair Elimination), and is

applied to normal pairs, which are defined as emitter-coupled pairs lying in 

the same series-gate level. To understand this simplification, let us consider 

the two normal pairs Q1-Q2 and Q3-Q4 in Fig. 3.8a driving equal

subcircuits N1NN and N2NN , and being driven by the two different currents ixi  and iyi ,

respectively. According to Fig. 3.6, the two normal pairs can be lumped into 

a single emitter-coupled pair driven by the sum of the currents ixi +iyi , as

depicted in Fig. 3.8b. This elimination of normal pairs (NPE) is usually 

performed for all transistor pairs belonging to the same level at a time, 

starting from the top level and ending at the lowest level. However, the same
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simplifications are obtained by starting from the latter one and ending at the 

top level. Obviously, the NPE can be applied to all levels with the exceptiona

of the bottom level, since it has not subcircuits lying at a lower level. 
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This minimization strategy was developed by applying the CPE to each 

logic level starting from the top and ending at the lowest level, and then 

applying the NPE to the same levels. It is worth noting that the two

simplifications may be applied in a different order without changing the 

topology of the resulting circuit. To better understand the procedure, a 

practical example is presented in the following subsection. 
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Fig. 3.8b. Normal Pair Elimination of Q3-Q4. 

3.2.2 A design example

Let us consider the series-gate implementation of the function F

expressed by eq. (3.4).

As a preliminary step, the general 4-variable npn network topology in 

Fig. 3.5a has to be built. Subsequently, the CPE must be applied to each 

transistor level. In the following, the CPE (NPE) applied to the j-th level will 

be referred to as CPEj (NPEj). When the CPE1 is applied, the two emitter-

coupled pairs Q15-Q16 and Q27-Q28 with short-circuited collectors are 

substituted by a short circuit, according to Fig. 3.7b. The resulting circuit is

depicted in Fig. 3.9a, where the CPE2 can be applied to eliminate the 

complementary pairs Q11-Q12 and Q25-Q26. 
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The simplified circuit after applying the CPE2 is depicted in Fig. 3.9b, 

where it can be noticed that no further simplification can be achieved by 

applying CPE3 and CPE4, since there are no other complementary pairs 

driving equal subcircuits.

Now, the NPE1 has to be applied to Fig. 3.9b, where normal pairs Q17-

Q18, Q21-Q22, Q23-Q24 and Q29-Q30 drive the same subcircuit (in the 

specific case of the first level, it consists of the connections to the output 

nodes) and thus can be lumped into Q17-Q18, thereby connecting the

collector terminals of the driving transistors Q8, Q10, Q5, Q14 to the emitter 

of Q17-Q18. The resulting simplified circuit is reported in Fig. 3.9c.
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Fig. 3.9a. Series gate topology after CPE1.

The circuit in Fig. 3.9c can be further simplified by applying the NPE2,

since normal pairs Q7-Q8 and Q13-Q14 drive equal subcircuits (the

collector of the left-hand transistor directly drives the output node vo, and the 

right-hand transistor drives the transistor pair Q17-Q18). Therefore, the two 

emitter-coupled pairs can be lumped into the transistor pair Q13-Q14, after 

connecting the collector of Q6 to that of Q3, as depicted in Fig. 3.9d. Since 

no normal pairs driving the same subcircuit exist, no further simplification is
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obtained by applying the NPE3, thus the circuit in Fig. 3.9d is the minimized 

series gate implementing the assigned function F, which is depicted in a FF

more compact manner in Fig. 3.9e. 
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Fig. 3.9b. Series gate topology after CPE2.
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Comparison of Figs. 3.5-3.9e shows that the transistor count has been 

reduced from 30 to 14 through the procedure described in Section 3.2.1, 

which is a significant advantage in terms of area, and is also beneficial in 

terms of delay.

3.3 AN ANALYTICAL FORMULATION OF THE DESIGN

STRATEGY IN [CJ89] 

The minimization strategy discussed in the previous subsection is based 

on a graphical approach leading to the elimination of redundant emitter-

coupled pairs through the two basic steps CPE and NPE. However, 

analytical minimization procedures are usually preferred since they can be

applied with less effort, and also afford a better understanding of the 

concepts on which the strategy is based. In the following, an interpretation of 

CPE and NPE simplification steps is discussed to derive an analytical 

formulation of the strategy presented in Section 3.2. 

3.3.1 Analytical interpretation of CPE/NPE 

An analytical interpretation of the CPE can be derived by exploiting the 

correspondence of each path from the output node
o

v  to the current source 

with a unique minterm. This minterm has the same literals of the inputs 

driving the transistors belonging to the path, as discussed in Section 3.1.2. 

Furthermore, it is useful to observe that the npn network implements both

boolean functions F and F F , hence subcircuit N1NN  in Fig. 3.7a implements 

some minterms of both functions. To be more specific, subcircuit N1NN

implements all minterms that can be expressed as g(X(( 1XX …XjXX -1)⋅ j
X

j
⋅ixi , and all

minterms of F  which can be expressed as )...(
11 j

Xg ...( ...
1
... ⋅

j
X

j
⋅ixi  (being g ag

function of X1XX …XjXX -1, and ixi  the product of the literals xjx +1…xn associated with

the path from the emitter of Q1-Q2 to the current source). Moreover, from 

Fig. 3.7a, N2NN implements all minterms of F and F F which are expressed by 

xjj
iXXXg

jj
XX)( XX XX

1 jj
XX XX

j
and 

xjj
iXXXg

jj
XX)( XX XX

1 jj
XX XX

j
, respectively. Therefore, 

lumping subcircuits N1NN and N2NN  into N12NN  is analytically equivalent to collecting

all pairs of minterms of F (as well as F F ) containing the product 

j
X

j
⋅xjx +1⋅…⋅xn and 

j
X ⋅xjx +1⋅…⋅xn, respectively, into a single term 

( )(
xjxjj

)
j

iXgiXXXXg ( )
x

) iXX iXX( )( ) )( XX XX)( XX XX
1 jj

XX XX
j11 jj

XX XX
j

   (3.6)
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where simplification
jj

XX
j

=1 justifies the elimination of transistors Q1-

Q2 in Fig. (3.7b). Obviously, the CPEj leads to a simplification only if N1NN

and N2NN  are equal, i.e. if for each term of F (or F F ) including product 

j
X

j
⋅xjx +1⋅…⋅xn there is a corresponding one containing

j
X

j
⋅xjx +1⋅…⋅xn. Instead, 

when at least a product without the corresponding one exists, the CPEj does 

not lead to any simplification in the circuit under design. 

In regard to NPE, its analytical interpretation is easily found by 

inspecting Figs. 3.8aa-3.8b, in which transistor pairs Q1-Q2 and Q3-Q4 are 

lumped in a single transistor pair Q1-Q2, and equal subcircuits N1NN -N2NN  are

lumped into a single subcircuit N12NN . Subcircuit N1NN in Fig. 3.8a implements all

minterms of F that can be expressed asF g(X(( 1XX …XjXX )⋅ixi , as well as all minterms

of F which can be expressed as )...(
1 j

XXg ...( ...
1 j

⋅ixi . Analogously, subcircuit N2NN

implements all minterms of F and F F that can be expressed as g(X(( 1XX …XjXX )⋅iyi

and )...(
1 j

XXg ...( ...
1 j

⋅iyi , respectively. Therefore, the NPEj simplification, which 

allows for lumping transistors Q1-Q2 and Q3-Q4 into Q1-Q2 and equal

subcircuits N1NN -N2NN into N12NN , is analytically equivalent to collecting all products

having equal literals x1,…,xjx and different xjx +1,…,xn

( )
yxj

(
yjxj

iiXXgiXXgiXXg (
xj x

(
yjxj

ii(()()()( XXgiXXgiXX XXgiXXgiXX
jyjxj

iiii
1

XX
1

XX
1

XX  (3.7) 

As observed for the CPE, the NPEj leads to such a simplification only if N1NN

and N2NN are equal, i.e. if for each term of F (or F F ) in the form g(X(( 1XX …XjXX )⋅ixi

(being ixi  a product of xjx +1…xn) there is a corresponding one equal to 

g(X(( 1XX …XjXX )⋅iyi (being iyi  a different product of xjx +1⋅…⋅xn). Equivalently, the

simplification of two minterms g(X(( 1XX …XjXX )⋅ixi and g(X(( 1XX …XjXX )⋅iyi  is possible only 

if there is not any other minterm having the same ixi (or, equivalently, iyi ) but 

different literals x1…xjx .

3.3.2 Analytical simplification through CPE/NPE: an example

In this subsection, function F in (3.4) is simplified through CPE and NPEF
in an analytical manner, according to their interpretation discussed in the

previous subsection. For the sake of compactness, the AND operator “⋅” will 

be omitted.

When applying CPE1 to function F in (3.4), no simplification is obtained,F
since there are no minterms differing for only literal x1. From a topological

point of view, this means that it is not possible to simplify any transistor pair 
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connected to 
o

v , as confirmed in Figs. 3.5b and 3.9a. Instead, CPE2 allows 

for simplifying terms 
4321

XXXX
4321 32

and 
4321

XXXX
4321 32

, since they differ for only 

literal x2 and there are no other terms including product 
43

XX
43
. According to 

relationship (3.6), after applying CPE2, function F becomesF

43214321

432143214314321
),,,(

4321 32

XXXXXXXX
43214321 321432

XXXXXXXXXXXXXXXF
43214321431 321432143

),,,( ,,,
4321 32 32

+

XXX XXX
431 3

 (3.8)

This is equivalent to lumping transistor pairs Q23-Q24 and Q25-Q26 into

Q23-Q24 and subsequently eliminating the complementary pair Q11-Q12, as 

in Fig. (3.9b). In regard to CPE3, it does not lead to any simplification into 

function F, since in (3.8) there are no pairs of products differing for only FF

literal x3. Even though there are two terms differing for x4, i.e. 
4321

XXXX
4321 32

and X1XX X2XX X22 3XX X33 4XX , CPE4 does not simplify (3.8), as there are other terms in the 

form x1x2x22 3X33 4XX which do not have a corresponding term 
4321

Xxxx
4321 32

. The

resulting topology after CPE is that in Fig. 3.9b. 

After simplifying F through CPEs, let us apply the NPE simplification. InF

particular, NPE1 applied to function F in (3.8) leads to F

((

) ( )(
1432

) (

4324324314321
(),,,(

4321 432

XXXX ) (
1432 43

) ((

XXXXXXXXX (F
432432431 32432431

((),,,( ,,,
4321 432 32

+

 (3.9)

which is equivalent to lumping Q17-Q18, Q21-Q22, Q23-Q24 and Q29-Q30 

into the transistor pair Q17-Q18 driven by transistors Q8, Q10, Q5 and Q14,

as in Fig. 3.9c. Analogously, NPE2 allows for collecting terms having equal 

literals x1-x2 and different other literals. In particular, let us consider function 

F after NPE1 in (3.9), in which three terms including the same factor F X2XX

could potentially be collected, i.e. 
4321

XXXX
4321 32

, 4321 XXXX 4321 32  and 

4321
XXXX

4321 32
, even though only the first two can be collected to simplify the

circuit. With referral to the previously introduced notation, this can be

understood by observing that the three terms have the common factor 

g(X(( 1XX ,X,, 2XX )=X= 1XX X2XX  and differ for other literals through products ixi =
43

XX
43

,

iyi = 43 XX 43  and izi =
43

XX
43

, respectively. The first two terms can be collected

according to (3.7), while 
4321

XXXX
4321 32

 cannot be simplified since there is the
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other minterm 
4321

XXXX
4321 32

 having the same izi =
43

XX
43

 but different literals 

x1x2. Accordingly, after applying NPE2, (3.9) simplifies into

( )([

] ( )[ ][[ ( ))
143

] [ (

432434321
( )[

4321
),,,(

4321 32

XXX ] [ (
1
[[ ((

XXXXXXXXX ( )[F
32434321 3243432

( )([[),,,( ,,,
4321 32 32

+ XX ]
43
]

))
 (3.10)

which is topologically equivalent to lumping transistor pairs Q7-Q8 and 

Q13-Q14 into the emitter-coupled pair Q7-Q8 driven by transistors Q3 and 

Q6, as reported in Fig. 3.9d. Since in (3.10) there are no other terms in 

brackets which include the same factor X3XX  (
3

X
3

), NPE3 does not lead to any 

further simplification.

Even though function F was manipulated through CPE-NPE in this F
example, it is apparent that the same topological simplifications are obtained 

by simplifying function F  rather than F. Therefore, of the two functions, in 

practical cases it is convenient to manipulate that having the lowest number 

of minterms. For the sake of clarity, simplification of function F  is also

discussed in the following, by starting from its standard sum-of-product form 

obtained from Table 3.1

43214321

43214321

43214321

43214321

432143214321
),,,(

4321 432

XXXXXXXX
43214321 321432

XXXXXXXX
43214321 321432

XXXXXXXX
43214321 321432

XXXXXXXX
43214321 321432

XXXXXXXX
43214321 3214321

F ),,,( ,,,
4321 432 32

+

+

+

+

  (3.11) 

From inspection of this expression, CPE1 simplifies minterms 
4321

XXXX
4321 32

and
4321

XXXX
4321 32

 (since they only differ for literal x1 and there are no other 



Model and Design of Bipolar and MOS Current-Mode Logic  107

terms2 including product 
432

XXX
432 3

), as well as
4321

XXXX
4321 32

and 
4321

XXXX
4321 32

(they also differ only for literal x1 and there are no other terms including 

product
432

XXX
432 3
)

43214321

43214321432

432143214324321
),,,(

4321 32

XXXXXXXX
3214321 321432

XXXXXXXXXXX
3214321432 3214321

XXXXXXXXXXX
3214321432 321432143

F ),,,( ,,,
4321 32 32

+

+ XXX
432 3

(3.12) 

This is equivalent to eliminating transistor pairs Q15-Q16 and Q27-Q28, 

whose collectors are all connected to the output node vo. When applying

CPE2, terms
4321

XXXX
4321 32

and 
4321

XXXX
4321 32

differ for only literal x2 and there 

are no other terms containing product 
43

XX
43
, thus they can be simplified 

according to (3.6) into the single term 
431

XXX
431 3

43214321

43214321

4314324324321
),,,(

4321 32

XXXXXXXX
43214321 321432

XXXXXXXX
43214321 321432

XXXXXXXXXXXXXF
431432432 3

),,,( ,,,
4321 32 32

+

++

+
4

XXXXXX XXX
431432 31432 432

 (3.13)

which is topologically equivalent to lumping transistor pairs Q23-Q24 and 

Q25-Q26 into Q23-Q24 and subsequently eliminating the complementary 

pair Q11-Q12, as in Fig. (3.9b). When CPE3 is applied to function F , even 

though terms 
4321

XXXX
4321 32

and 
4321

XXXX
4321 32

in (3.13) differ for only x3, there

is another term including
4

X
4

 (i.e. 
4321

XXXX
4321 32

) which does not have the 

correspondent term differing for only x3 (i.e. 
4321

XXXX
4321 32

). Therefore CPE3

does not simplify such terms, and the same argument holds for CPE4 

(indeed, even though terms
4321

XXXX
4321 32

and 
4321

XXXX
4321 32

differ for only 

literal x4, there are several terms including 4X 4  which do not have a 

2 Actually, it is easy to realize that this condition is always satisfied when applying

CPE to the top level. 
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corresponding term differing only for x4). Detailed application of NPE is 

omitted and left to the reader. 

The final step of the simplification procedure based on analytical CPE-

NPE is the series-gate implementation of the simplified function, which is

addressed in the following subsection. 

3.3.3 Circuit implementation of the simplified function after CPE-NPE 

After applying the analytical CPE-NPE, function F must be mapped intoF

a series-gate topology by simply exploiting the correspondence of each 

minterm x1x2…xn with the path connecting the output node 
o

v  to the current 

source having transistors driven by the same literals. This is easily obtained 

by resorting to considerations in Section 3.1 and starting the design from the 

first level.

To better understand this step, the simplified function (3.10) of the

example presented in Section 3.3.2 is implemented in the following. From 

(3.10), there are two terms proportional to literal x1, thus the first level 

includes two transistor pairs Q1-Q2 and Q3-Q4, according to Fig. 3.10. It is 

worth noting that the term containing factor X1XX (
1

X
1

) is implemented by 

connecting transistor Q2 (Q4) driven by the same signal to output 
o

v

according to (3.1).

Now, let us consider the second level by implementing the factors

multiplying X1XX and 
1

X
1

in the first term. In particular, factor ( )
2
(X (

2
((

multiplying 
1

X
1

 contains one term including literal 
2

X
2

, which is 

implemented by the transistor pair Q5-Q6, where the collector of transistor 

Q5 driven by 
2

X
2

 is connected to the transistor pair Q3-Q4 driven by 
1

X
1

.

Analogously, factor ( )(( )
4343243432

( ) XXXXXXXXXX ( )
4343243432 3

( )( XXX XXX)
432 32 432

) multiplying X1XX

contains three terms, which are implemented by the corresponding transistor 

pairs Q7-Q8, Q5-Q6 and Q9-Q10, as depicted in Fig. 3.10. It is worth noting 

that the third term does not contain literal x2, thus it is implemented by the 

transistor pair Q9-Q10 lying at the third level (i.e., by skipping the second 

level).

In regard to the third level, the term 
4343

XXXX
4343 34
 multiplying X2XX  is 

implemented by the transistor pair Q11-Q12 and the existing Q9-Q10, with 

the collector of Q11 and Q10 being connected to the emitter of Q7-Q8. The 

fourth level consists of only the transistor pair Q13-Q14 since it is the lowest 

one. Once the insertion of transistor pairs has been completed, all floating

collector nodes must be connected to the other output node, vo, thereby
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leading to the final series gate topology in Fig. 3.10. As expected, this circuit 

is equal to that in Fig. 3.9e obtained by applying the graphical design 

strategy discussed in Section 3.2. It is apparent that an identical topology 

would have been obtained by implementing function F , rather than F.
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Fig. 3.10. Final series gate topology implementing

simplified function F in (3.10).F

3.4 A VEM-BASED REDUCTION METHOD

In this section, the tabular approach based on Variable-Entered Mapping 

(VEM) proposed in [MKA92] is presented. The Variable-Entered Mapping 

is a well-known technique to minimize multiplexer implementations of 

boolean functions, and can be exploited to minimize the number of 

transistors in a series gate. Indeed, the npn network of a series gate can be

thought of as the connection of transistor pairs, each of which implements a 

2:1 current multiplexer, as the current applied to their emitter is steered to

one side according to the input value.

Let us consider an n-variable logic function F(FF X(( 1XX …XnXX ) of input signals

X1XX …XnXX , with X1XX  being applied to transistors belonging to the first level, X2XX
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being applied to the second level, and so on. Function F can be minimized F

through the VEM technique [MKA92], [C95], which starts from its truth

table with XnXX  placed into the leftmost column followed to the right by 

variables XnXX -1…X1XX . The simplification technique iteratively eliminates

variable XjXX  with j=1…n by grouping contiguous rows in pairs and lumping 

each of them in a single row, thereby expressing in the output expression its 

dependence on XjXX . Accordingly, at the j-th step the number of input variables 

of the truth table is reduced by 2j22  through suppression of X1XX …XjXX . After n

steps, the VEM technique leads to a single-row truth table, i.e. the

expression of the minimized function F (and F F ).

As an example, let us minimize function F in (3.4) by starting from itsF

truth table in Table 3.1, which has to be rewritten in order to place variable

XnXX into the leftmost column and X1XX  to the rightmost one, as reported in Table 

3.2a.

TABLE 3.2a

X4XX X3XX X2XX X1XX ),,,( 4321 ,,, ,,,F ,,,( ,,, ,,, ,, ,, ),,,(
4321

,,, ,,,F ,,,( ,,, ,,, ,, ,,

0000 0 1 

0001 0 1 

0010 0 1 

0011 1 0 

0100 1 0 

0101 0 1 

0110 0 1 

0111 1 0 

1000 0 1 

1001 1 0 

1010 0 1 

1011 1 0 

1100 0 1 

1101 0 1 

1110 0 1 

1111 1 0 

The elimination of X1XX is achieved by grouping pairs of contiguous entries

differing for only the value of X1XX  into a single one. For example, the first two 

rows in Table 3.2a refer to input values 0000 and 0001, which differ for the 

value of X1XX , which is equal to 0 and 1, respectively. Since output is equal to 0

in both cases, the two rows can be simplified into the first row of the reduced ff
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truth table (i.e. with only input variables X4XX , X3XX , X2XX ) in Table 3.2b, where 

output is equal to 0. The third and fourth row in Table 3.2a, which refer to 

input values 0010 and 0011 again differing for only X1XX , can be simplified 

into the second row in Table 3.2b, where output has the same value of X1XX for 

both input values. By following the same reasoning, reduction of the input 

variable X1XX leads to the truth table in Table 3.2b, which also reports the 

simplification of function F . Although in this case its results are exactly the

complement of those obtained for function F, this is not true in general for FF

the following steps, and hence the two functions will be minimized 

separately. 

TABLE 3.2b

X4XX X3XX X2XX ),,( 432 ,, ,,F ,,( ,, ,,, , ),,(
432

,, ,,F ,,( ,, ,,, ,

000 0 1

001 X1XX
1

X
1

010
1

X
1

X1XX

011 X1XX
1

X
1

100 X1XX
1

X
1

101 X1XX
1

X
1

110 0 1

111 X1XX
1

X
1

Again, Table 3.2b can be reduced by eliminating input variable X2XX  by

grouping consecutive rows differing for only the value of X2XX  into pairs and 

simplifying each of them into a single row. For example, the first two rows

refer to input values 000 and 001, which differ for the value of X2XX . In the two

cases, output is equal to 1 only if both X1XX and Xd 2XX are equal to 1, thus the two 

rows can be simplified into the first one in Table 3.2c, which also reports the 

complete truth table after elimination of X2XX , as well as that of function F ,

that is not the complement of function F3FF .

3
As observed before, these results are not exactly the complement of those 

obtained for function F. To be more specific, analytical results of F would be

exactly the complement of those found for function F if propertyF BABABA +=+ ABABB

would be used. However, this simplification has not to be introduced in VEMs, since

it no longer allows for minimizing the MUX-based (and hence series-gate)

implementation.
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The truth table of F and F F  obtained after eliminating variable X3XX  from 

Table 3.2c is reported in Table 3.2d. Then, the expression of function F and F

F  is derived from simple inspection of Table 3.2d 

( )([ ] [ ]
432131432121321

( ) ] [ ]XXXXXXXXXXXXXXXF ( )[[ ] [ ]
32131432121321 3213143212132

( )) ]] ]]XX XX[
311 31

[[((( (3.14a)

(( ) ( )[(( ]
( )[ ][ ( )(

4
]( )

4321213221
) ( ) ]

X[ ]( ) ]]( ))
XXXXXXXXXXF ( ) ( )[( ]

32121 321
)) ]]

+ [[[ (((
XXXXXX XXXXXX(( ) ([(

213221 1322 2132
)) ((

  (3.14b)

TABLE 3.2c 

X4XX X3XX ),( 43 ,,F ,( ,, ),(
43

,,F ,( ,,

00 X1XX X2XX
221

XXX
21 2

01
2121

XXXX
2121 12 2121

XXXX
2121 12

10 X1XX
1

X
1

11 X1XX X2XX
221

XXX
21 2

TABLE 3.2d

X4XX )( 4F ( )(
4

F (

0 ( )(( )
32121321

( )XXXXXXXX ( )
32121321 212132

( ))((( ( )( ( )( )
321213

) ( )XXXXXX( )( ( )
3

) ( ))X) (
3

)) ((
1

32131
XXXXX

32131 213
( )(( )

322131
( )XXXXXX ( )

322131 2213
( ))(((

The series gate topology implementing function in (3.14) can be

identified by following the procedure discussed in Section 3.3.3. It is worth

noting that function (3.14) is written by first collecting terms including

literal x4, then x3, etc., while in Section 3.3.3, function F (or F F ) was written 

by first collecting terms including literal x1, then x2 and so on. Therefore, 

function (3.14) must be first expanded in a sum-of-product form and then

rewritten by first collecting terms containing x1, then x2 and so on. In this 

example, manipulation of function F in (3.14a) leads to the same expressionF

given in (3.10), thus the series gate topology obtained with the VEM 

minimization is equal to that obtained by applying CPE/NPE in Figs. 3.9e-

3.10. It can also be shown that the same topology is obtained by minimizing 
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F , rather than F. Actually, the equivalence of topologies obtained by 

resorting to CPE/NPE and VEM is general and is justified in the following.

The equivalence of the VEM-based minimization technique and that 

presented in Sections 3.3-3.4 can be understood by noting that, as was shown 

in the previous example, the simplified function F (F F ) after VEM

minimization is in the form 

( ) ( )
4321

)
4321

) XXXXFXXXXFF ( ) ( )
4

)
4

)   (3.15a)

where F(FF X(( 1XX ,X,, 2XX ,X,, 3XX ,0) (as well as F(FF X(( 1XX ,X,, 2XX ,X,, 3XX ,1)) can be written again in the 

form 

( ) ( ) ( )
321321321

) () ( X)
3

FX) (
3

F ( ) () () (  (3.15b)

Generalizing the result, all terms in each bracket are collected into two terms

including factor XjXX and 
j

X
j
, which is the same operation in (3.7) performed 

by NPEj. To be more specific, it is easy to verify that when applying NPE 

starting from the bottom level and ending at the top level, NPEj leads to the 

same analytical simplifications as the j-th step of the VEM-based 

minimization. Furthermore, CPEj is intrinsically performed at the j-th step of 

the VEM minimization, since terms differing for only literal xjx  are lumped 

into a single term, which is equivalent4 to perform the simplification in (3.6).

3.5 INPUT ORDERING VERSUS DESIGN GOAL

In the previous sections, minimization methods to reduce the transistor 

count in a series gate have been discussed by adopting a given input 

ordering, i.e. with input X1XX  driving transistors belonging to the top level, X2XX

driving those of the immediately lower level and so on. However, in general, 

in an n-variable function F(FF X(( 1XX …XnXX ) there are n! possible input orderings, 

which are reduced to n!/k! if this function is symmetric in k variablesk

[MKA92]. In the following, criteria to identify the most convenient input 

ordering for a design aiming at a high speed, minimum transistor count, low 

switching noise or reduced number of series-gate levels are discussed. 

Let us consider the case of a high-speed design, such as that of a specific 

gate lying in the critical path. In this case, it is useful to observe that in 

4 For example, the minterms associated with the first two input values in Table 3.2a, 

which give F=0 regardless of the value of FF X1XX , are simplified into the single minterm 

associated with the first row in Table 3.2b. 
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general the gate delay depends on the logic level which the switching input 

is applied to. Moreover, the gate input signals do not arrive at the same time, 

since they are generated by previous gates lying in different paths. To 

improve the speed performance, the gate output signal OUT must switch asT
soon as possible, therefore the latest arriving input signal XlatestXX  must be t

applied to the gate input that exhibits minimum delay. In the specific case of 

Current-Mode circuits, as will be shown in Chapters 4 and 6, the delay is 

minimum for inputs applied to the top level of the series gate topology. 

Accordingly, the inputs X1XX …XnXX must be reordered to connect the latest

arriving signal to the top level and the progressively earlier signals to lower 

levels.

When minimizing the transistor count is the main target, it is useful to 

observe that it depends on the input ordering [MKA92]. Therefore, the most 

convenient input ordering is found by exhaustively minimizing function

F(FF X(( 1XX …XnXX ) for all possible different orderings, and then selecting that leading 

to the lowest number of transistors. In such cases, the comparison can be

easily automated to reduce the design effort. 

Another design option, namely the minimization of the switching noise,

is an important target in practical applications involving high-resolution

CMOS ICs, as discussed in Section 2.6.3. In these cases, the supply current

can be kept almost constant by using Current-Mode gates, whose supply 

current is approximately their bias current ISSII . To understand the

fundamental criteria to select the best input ordering which meets this goal, 

let us analyze how the switching noise is produced in CMOS Current-Mode 

circuits by considering the SCL inverter in Fig. 3.11, where capacitance 

CVDD1 (CVDD2) is the sum of capacitances between the output node vo1 (vo2)

and the supply, whereas CGND1 (CGND2) is the sum of capacitances between 

the output node vo1 (vo2) and ground. Detailed calculation of parasitic 

capacitances will be developed in Chapter 5, and is not necessary to

understand the following considerations.

Without loss of generality, let us assume an abrupt input switching of vin1

(vin2) from low to high (high to low), which determines an output switching

of vo1 (vo2) from high to low (low to high). During the switching transient,

the ground current changes from its steady-state value ISSII  due to the additive S

current contributions iCGND1 and iCGND2 flowing through capacitances CGND1

and CGND2. Being equal to the ground current, the supply current has a time-

varying component equal to iCGND1+iCGND2, whose peak amplitude iVDD must 

be kept within assigned bounds to avoid an excessive switching noise. As 

will be demonstrated in Chapter 5, output voltages vo1 and vo2 have an 

exponential waveform with a time constant RD⋅CoutCC , being CoutCC the overall t

capacitance at each node and RD the equivalent PMOS resistance evaluated

in Section 2.4.1. Since the overall capacitance at the output node vo1 and vo2
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is respectively (CVDD1+CGND1) and (CVDD2+CGND2), the two output voltages 

result as

( )−
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Fig. 3.11. Circuit for the evaluation of the switching noise 

in a Source-Coupled inverter gate. 

According to (3.16), the maximum amplitude iVDD of the time-varying

contribution iCGND1+iCGND2 of the supply current is given by its value for  t=0tt
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which is proportional to the value of the bias current, and can be heavily 

reduced by matching the two capacitive terms with opposite sign in (3.17), 

i.e. by equalizing capacitances at the two output nodes. Except for the 

matching inaccuracy due to process tolerances, the capacitances at the two

output nodes are equal in an SCL inverter gate. Indeed, it is symmetrical and r

drives symmetrical (differential) gates, thus parasitic transistor capacitances

and gate input capacitances at the two output nodes are equal. 

For more complex gates, the considerations introduced above still hold,

and the switching noise is again minimized by matching the capacitances at 

the two output nodes. However, as opposite to the simple case of the inverter 

gate, in general the parasitic capacitances at the output nodes are different, 

since the number of transistors connected to an output node is different from 

the other one. For example, the circuit Fig. 3.9e has three transistors

connected to output node vo and two transistors to the other. Since the 

number of transistors connected to each output node depends on the input 

ordering, the switching noise in SCL gates is minimized by considering all 

possible input orderings and selecting that leading to the most balanced 

number of branches connected to the output nodes [MKA92], [ACK93].

Finally, it is interesting to observe that in some specific cases the number 

of series-gate levels in an n-input gate can be reduced with respect to n by 

properly selecting the input ordering, which allows for reducing the supply

voltage (see Section 2.5.3). In particular, let us consider the transistor pairs 

belonging to two contiguous levels, the j-th level associated with input XjXX

and the (j(( +1)-th immediately lower one associated with XjXX +1. In general,

transistors lying at the (j(( +1)-th level cannot be driven by signals generated 

for the stacked j-th level, but a voltage level downshifting is needed to avoid 

operation in the triode region. However, if transistors driven by XjXX +1 are

placed into the same series-gate level as transistors driven by XjXX (i.e. they are 

both driven by signals generated for the j-th level), correct operation is still 

guaranteed in the particular case where transistors driven by XjXX are never 

stacked to transistors driven by XjXX +1. Equivalently, the number of series-gate 

levels can be reduced by unity if all possible active paths contain either 

transistors driven by XjXX  or transistors driven by XjXX +1. From an analytical point 

of view, this occurs when all products of the minimized function F(FF X(( 1XX …XnXX )

written in the sum-of-product form alternatively contain either factor xjx or 
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xjx +1. As an example, the MUX gate in Fig. 2.15 has 3 inputs but only 2 

series-gate levels, since in its expression

BABAOUT BA BA),, BB(      (3.18) 

each product contains either A or B.

Summarizing, if there is a pair of input variables which are never 

included into the same product in the minimized function F(FF X(( 1XX ,…, XnXX ), a 

reduction in the number of levels is allowed, provided that the two input 

variables are associated with contiguous levels. Accordingly, in such cases

an input ordering with contiguous inputs xjx and xjx +1 must be adopted. Further 

reduction in the number of levels is allowed if there are various pairs of 

input variable with the requisites above discussed, and also in this case the

two signals of each pair must be assigned to contiguous inputs.



Chapter 4

MODELING OF BIPOLAR CURRENT-MODE 

GATES

In this chapter, the delay modeling of CML and ECL gates is addressed.

After briefly reviewing the previously proposed models, a more efficient 

approach is presented and applied to practical circuits.

4.1 INTRODUCTION TO MODELING METHODOLOGIES  

Various approaches have been proposed in the literature to determine the

delay expression of CML and ECL circuits. The most significant modeling 

approaches are based on the sensitivity analysis [TS79], [CBA88], [F90], 

[FBA90], the average branch current [KB92], [YC92], and the circuit 

linearization [SE94], [H95], [SE96]. Moreover, other strategies can be found 

in [GMO90].

The approach based on the sensitivity analysis was proposed in [TS79] in

a simple form, and reused in other several works such as [CBA88] for the 

CML and ECL inverter, in [F90] for the ECL inverter and in [FBA90] for 

the ECL XOR gate with some approximations. By using the sensitivity

analysis, the propagation delay of CML and ECL gates is represented as a

weighted sum of all circuit time constants and transit time of transistors, 

according to 
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where N,NN M and M P are the number of resistors, capacitors and transistors,P

respectively, that are included in the half circuit (due to the symmetry, only 
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the half circuit can be used). The weighting factors kijk in relationship (4.1)

are the key parameters of the sensitivity analysis, and are determined by 

observing that 
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CR CR

i

τ∂ 2ττ=       (4.2)

where the derivative of delay τPDτ can be numerically evaluated by 

determining the delay change due to the increment of both Ri and CjC , through 

four circuit simulations. 

The propagation delay is expressed as the sum of (N(( ⋅NN M+MM P+ ) terms. As an 

example, the simple case of a CML inverter has N=4 and NN M=6, thus leading MM
to 24 terms [CBA88] and 96 simulations (one term was eliminated using

circuit considerations). 

The large number of simulations is the main drawback of the method. 

Besides, according to our experience and that of other authors, this approach 

is not independent of process parameters. Indeed, time constant factors kijk

and klk have to be evaluated each time the technology changes (in fact, all l

papers have different coefficients). In addition, a model with such a high 

number of terms is not useful either to really understand the behavior of the 

gate or for an initial pencil-and-paper design.

To partially overcome these limitations, a simplification in the number of 

terms resulting from the sensitivity analysis was proposed in [FBA90]. The 

simplification is performed by neglecting the less significant terms by 

comparing the time constant values for the specific process used. Although 

this allows for reducing the number of terms to 10 for the case of the CML

inverter gate, the procedure is not general, since it depends on the t

technology used. Moreover, the simplification in [FBA90] does not reduce

the number of simulations required, since it must be performed after 

simulation. 

The average branch current analysis was introduced in [KB92] and 

[YC92], and successively used in [SE96]. In this analysis strategy, the 

charge control transistor model is used to derive the differential equations 

describing the logic gates, that are solved by approximating currents with

their mean value. This strategy was used to analytically model the 

propagation delay associated with the emitter follower in ECL circuits. By 

means of the average branch current analysis, a simple delay expression was 

derived in [KB92], and a quite similar expression was successively obtained 

in [SE96] by slightly different calculations. In [YC92] the delay is expressed 

by multiple expressions (whose validity depends on the logic swing value),

that are much more complex than those in [KB92] and [SE96] and are thus 

useless. Although the emitter follower delay model in [KB92] and [SE96] is
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simple, it does not take into account the dependence of delay on the bias

current, that is significant in practical current ranges, as will be shown in 

Section 4.2.

The approach to the delay modeling presented in [SE94], [H95], [SE96], 

is based on the linearization of the device models. In particular, [SE94]

proposes a CML delay model written as the superposition of the delay 

contributions associated with capacitances, justifying it for the linear 

dependence of delay on the time constants which is demonstrated by the

sensitivity analysis strategy. Each term is found by solving in the time

domain the circuit including only a capacitor at a time, but no closed-form 

expression is found. Indeed, multiple expressions are derived for each delay 

contribution, whose validity depends on the input waveform rise time. This

makes the procedure in [SE94] not so appealing for modeling and design 

purposes, especially for a pencil-and-paper approach. In addition, the model

is not guaranteed to be process-independent, since an empiric correction is

introduced in the final delay expression to improve fitting with simulations.

In [SE96], a similar approach is used to model the delay of CML and 

ECL series gates. However, some assumptions are not very reasonable. For 

example, small-signal expressions are used to model the transistor 

capacitances, and the delay associated with them is weighted in a different 

manner with respect to that of the load capacitance. This explains the low

accuracy of the model, which may differ from simulation results by as high

as 50%, according to the authors’ experience.

The approach followed in [H95] starts from the linearization of the CML

inverter gate by replacing transistors by their small-signal model.

Successively, the delay is represented as the superposition of the delay 

contributions associated with each single capacitance, as justified by the 

Elmore’s theory [E48]. The resulting expression is very simple, but there are 

some weak points in the delay evaluation strategy. For example, the base-

emitter capacitance of the bipolar transistor is evaluated by means of its 

small-signal expression, in contrast with others  [TS79], [SE96], [R96] that 

introduce a better linearized form. In addition, the base-collector capacitance

is not split into the intrinsic and extrinsic contributions, as will be discussed 

below in regard to SPICE models. For these reasons, a high inaccuracy (as

high as 60%) of the model by Harada can be shown by comparison with 

simulations (the real inaccuracy was not highlighted in the original paper 

since only two simulations were performed). 

Other modeling methodologies were proposed in the literature [GMO90],

[BK95a], but they are much more complex and are not expressed in a closed 

form, therefore they are less suitable for design than those above discussed.

It is worth noting that, among the approaches described above, only the

sensitivity analysis is capable to model both the delay of CML and ECL

gates. Indeed, the average branch current analysis was only used to evaluatet
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the delay of the emitter follower in ECL gates, while the other 

methodologies can be only applied to CML gates. Moreover, none of the

discussed modeling approaches is simple, general and  accurate enough to be 

helpful in managing the design trade-offs in CML and ECL gates. For these 

reasons, the authors developed a novel strategy presented in the following

that overcomes these limitations [AP99].

4.2 AN EFFICIENT APPROACH FOR CML GATES

The authors’ approach starts from the observation that, in a bipolar 

Current-Mode gate, the transistors operate in the linear region, as saturation 

is avoided to allow high-speed performance. This suggests that transistors

can be modeled by the small-signal model valid in the linear region, that has 

to be properly evaluated to account for a wide variation of currents and 

voltages. In the following, we consider the small-signal transistor SPICE 

model reported in Fig. 4.1. 
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Fig. 4.1. SPICE small-signal model of the bipolar transistor.

The small-signal parameters gmgg , rπ and π ro in Fig. 4.1 are the 

transconductance, the base-emitter resistance and the output resistance of the

transistor. Due to the symmetry of the input-output DC characteristics, it is 

reasonable to linearize the circuit around the logic threshold vd=0, or dd

equivalently with the bias current equally divided into the two output 

branches. Under this assumption, the usual expressions gmgg =I= SSII /2SS VTVV and T

rπ=2π βFβ VTVV /TT I// SSII  hold for the transistors driven by the switching input. Moreover,S
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the transistor output resistance ro can be always neglected in practical cases, 

since it is much higher than the resistance RC seen by the collector to ground.C

The parasitic resistances rb, re and rcr model the resistance associated with 

base, emitter and collector diffusion. The distributed base-collector junction 

capacitance is accounted for by two lumped capacitances connected to the 

outer and the inner base node, CbcxC  and CbciC , that are the extrinsic and 

intrinsic contribution. To be more specific, the total base-collector 

capacitance CbcC  is split into CbcxC  and CbciC according to the model parameter 

XCJC that ranges between 0 and 1:C

( )
bcbcxCb = (       (4.3a)))
bcC)
b

)

bcbci CXCJCC bbci XCJCXCJC .       (4.3b) 

The base-emitter capacitance CbeC  consists of the diffusion and junction

contributions, CDC  and CjeC , while CcsCC models the collector-substrate junction

capacitance. It is worth noting that the well-known small-signal capacitance

expressions are inadequate and the capacitances have to be properly 

linearized, since voltages move rapidly over a wide range.

Once the transistors are replaced by the model in Fig. 4.1, the equivalent 

linear circuit of a gate can be further simplified. Indeed, by observing that 

the circuit is generally symmetric and assuming differential signaling (as in

practical cases, as discussed in Chapter 2), analysis can be limited to its half-

circuit.

To simplify the delay evaluation, the linearized half circuit can be

approximated by a single-pole system with time constant τ, that can be τ
evaluated by means of the open-circuit time constant method [CG73], 

[MG87]. By assuming a step input waveform1, the delay τPDτ  can be 

expressed as 
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where RCi is the resistance seen by capacitance CiC  when the others are 

considered open circuits. It is worth noting that the assumption of single-

pole behavior has lead to a linear dependence of the delay on the time

1  The small delay dependence on the input rise time will be considered in Chapter 

8.
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constants, which is consistent with observations reported in the literature

[CBA88], [F90], [FBA90], [SE94], [SE96].

From inspection of relationship (4.4), the approach followed makes it 

possible to represent propagation delay with very few terms, whose number 

is equal to that of circuit capacitances. Moreover, each term has and evident 

physical meaning, since it is the time constant associated with the related 

capacitance [H97].

The general delay expression of CML gates (4.4) provides a better insight

into the dependence of delay on design parameters (i.e., the bias current ISSII
and the load resistance RC) and process parameters.C This dependence will be 

made more explicit for various gates in the next sections. In addition, the

dependence on the bias current will be carefully analyzed to develop design

criteria to consciously manage the power-delay trade-off.

4.3 SIMPLE  MODELING OF THE CML INVERTER 

The CML inverter topology is shown in Fig. 4.2, where the capacitance

CLC  models the external load due to the input capacitance of driven gates (or a

generic output load) and the wiring capacitance. Its delay can be modeled by

applying the strategy described in the previous sections, by replacing each

transistor by the linear circuit in Fig. 4.1 and limiting analysis to the half 

circuit. Therefore, the equivalent circuit in Fig. 4.3 of a CML inverter is

obtained, where the transistor output resistance ro is neglected since it is

usually much higher than the load resistance RC.

By linearizing the circuit around the logic threshold vd=0, parametersdd gmgg

and rπ in Fig. 4.3 are evaluated asπ ISSII /2SS VTVV  and 2T βFβ VTVV /TT I// SSII , respectively. The 

junction capacitances CbcxC , CbciC , CjeC  and CcsCC must be evaluated by using 

relationship (1.12)-(1.13), where voltages V1VV and V2VV  are the minimum and 

maximum direct junction voltages, and are evaluated at the steady state 

when a high or a low input value is applied. For the sake of clarity, voltages 

V1VV and V2VV  are analytically evaluated in Table 4.1 for the junction

capacitances of the circuit in Fig. 4.2. For example, the maximum direct 

voltage V2VV seen by CbcxC occurs when the base voltage is high (i.e., equal to

the ground voltage) and consequently the collector voltage is equal to -

RCICC SSII =-SS VSWINGVV /2, thus yieldingGG V2VV =VSWINGVV /2. Instead, when the base voltage isGG

low (i.e. equal to -VSWINGVV /2), the collector voltage is at the ground voltage, GG

leading to V1VV =-VSWINGVV /2. Maximum and minimum direct voltages across theGG

other capacitances can be analogously evaluated.

In regard to the capacitance CjeC , it has a maximum voltage equal to the

base-emitter voltage VBEVV ,on when the collector current is biased by the whole 

current ISSII (i.e. when a high input voltage is applied) S
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       (4.5)

where (1.17) was inverted and the other transistor was assumed to be in cut-

off. In relationship (4.5), αFαα  is the common-base current gain in (1.19), and F

IESII  is the saturation current of the baS se-emitter junction, defined as the 

product AE⋅JCSJJ in eq. (1.17). Due to the negligible dependence on the S

collector current, the maximum voltage VBEVV ,on can be approximated to a 

constant value, which is evaluated for an intermediate bias current. The 

minimum voltage across the base-emitter junction results in (VBE,onVV -RCICC SSII ),S

since for a low input voltage the transistor base voltage is reduced by RCICC SSII

compared to the value for a high input, whereas the emitter voltage is the

same as before (it is set to –VBE,onVV by the transistor in the ON state, regardless

of the input voltage). 
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Fig. 4.2. CML inverter.

The base-emitter diffusion capacitance CDC  is associated with the variation 

∆Q∆∆ BQQ of the base charge associated with minority carriers, that goes from τFτ IFF SSII

(when ISSII is completely steered to the transistor) to about 0 (when S ISSII is S

completely steered to the other transistor). As discussed for CjeC , this charge 
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variation is due to the base-emitter voltage variation V2VV -V1VV =RCICC SSII , therefore

capacitance CDC  can be linearized as the ratio ∆Q∆∆ BQQ /∆V∆∆ BEVV =τFτ /FF R// C. However, as

pointed out in [R96], this expression is affected by a significant error, and an

empiric factor of two has to be introduced, leading to 

C

F
D

R
C

D

τ
2= .        (4.6)

TABLE 4.1 

capacitance V1VV V2VV

CbcxC -VSWINGVV /2GG VSWINGVV /2GG

CbciC -VSWINGVV /2GG VSWINGVV /2GG

CjeC VTVV ⋅ln(I(( SSII /SS αFαα IFF ESII )-S VSWINGVV /2GG VTVV ⋅ln(I(( SSII /SS αFαα IFF ESII )S

CcsCC -VDDVV -VDDVV +VSWINGVV /2GG
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Fig. 4.3. Equivalent linear circuit of the CML inverter. 

By approximating the equivalent circuit of the CML inverter in Fig. 4.3

to a single pole system with time constant τ, and evaluating it by the time τ
constant method, the delay τPDτ  can be expressed as
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  (4.7)

The propagation delay is the sum of four main terms, which have a 

simple circuit meaning and can be evaluated with pencil and paper. The first 

term is the contribution made by the base-emitter capacitance, the second is 

due to a Miller effect on the intrinsic base-collector capacitance, the third is

a contribution which arises at the inner collector node (i.e., before parasitic 

resistance rc) and the last one is due to the load capacitance at the output 

node. It is worth noting that the term gmgg /(1+g+ mgg re) is the equivalent 

transconductance of the transistor having a series resistance re at the emitter 

node.

4.3.1 Accuracy of the CML simple model  

To evaluate the accuracy of relationship (4.7), a comparison between the 

modeled propagation delay and SPICE simulations was carried out. To

generalize the comparison, two different technologies were taken into 

consideration. The first is a BiCMOS technology whose npn bipolar 

transistor has a transition frequency equal to 6 GHz, the second is the HSB2

high-speed bipolar technology (by courtesy of ST Microelectronics) with an 

npn transition frequency equal to 20 GHz. The SPICE model of the 6-GHz

and 20-GHz transistors considered is reported in Fig. 4.4a and 4.4b,

respectively.

Some parameters extracted from the model in Fig. 4.4a and 4.4b are 

reported in Table 4.2, where IτII Fττ  represents the bias current after which theF

transit time starts increasing due to high injection level effects, and was 

evaluated by a few DC simulations. In practical cases, the bias current

should not significantly exceed IτI Fττ  because the transit time degradationF

determines an increase in the diffusion capacitance (4.6), and in turn a speed 

degradation.
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.MODEL QN 

+ NPN 

+ XTB=1.92 EG =1.15 XTI=3.84

+ IS =8.91E-18 BF =100  NF =1

+ VAF=100 IKF=0.0192 ISE=5.18E-18 NE =1.45

+ BR =0.0936 NR= 1 

+ VAR=8 IKR=0.00289 ISC=5.46E-18 NC =1.07 

+ RB =476         RBM=166 RE =9.53 RC =110 

+ CJE=4.59E-14   VJE=1.07 MJE=0.5 FC =0.5 

+ CJC=2.7E-14     VJC=0.646 MJC=0.35 XCJC=.146 

+ CJS=7.28E-14    VJS=0.45 MJS=0.3

+ TF =2.64E-11    XTF=27.3 VTF=3  ITF=0.0201

+ PTF=30  TR =6.54E-08

Fig. 4.4a. SPICE model of the bipolar transistor (BiCMOS process). 

.MODEL C12TYP 

+ NPN

+ IS=7.40E-018 BF=1.00E+002 BR=1.00E+000 NF=1.00E+000 

+ NR=1.00E+000 TF=6.00E-012 TR=1.00E-008 XTF=1.00E+001 

+ VTF=1.50E+000 ITF=2.30E-002 PTF=3.75E+001 VAF=4.50E+001

+ VAR=3.00E+000 IKF=3.10E-002 IKR=3.80E-003 ISE=2.80E-016KK

+ NE=2.00E+000 ISC=1.50E-016 NC=1.50E+000 RE=5.26E+000  

+ RB=5.58E+001 IRB=0.00E+000 RBM=1.55E+001 RC=8.09E+001  

+ CJE=3.21E-014 VJE=1.05E+000 MJE=1.60E-001  CJC=2.37E-014 

+ VJC=8.60E-001 MJC=3.40E-001 XCJC=2.30E-001 CJS=1.95E-014 

+ VJS=8.20E-001 MJS=3.20E-001 EG=1.17E+000 XTB=1.70E+000  

+ XTI=3.00E+000 KF=0.00E+000 AF=1.00E+000 FC=5.00E-001

Fig. 4.4b. SPICE model of the bipolar transistor (HSB2 process). 

TABLE 4.2

BiCMOS HSB2 

τFτ 26.4 ps 6 ps 

rb 476 Ω 56 Ω
rc 110 Ω 81 Ω
re 10 Ω 5 Ω

IτFττ 1.4 mA 2.4 mA
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By using the parameters in Figs. 4.4a and 4.4b, assuming a logic swing of a

500 mV and a supply voltage of 5 V, the resulting coefficients KjKK  used to 

evaluate the transistor junction capacitances are listed in Tables 4.3a and 

4.3b, that refer to the BiCMOS and HSB2 process, respectively. 

TABLE 4.3a

(BiCMOS process)

Capacitanc

e

V2VV  (V) V1VV (V) φ (V)φ M CjC 0 (fF) K

CbcxC 0.250 -0.250 0.646 0.35 27 1.013

CbciC 0.250 -0.250 0.646 0.35 27 1.013

CjeC 0.841 0.591 1.07 0.5 45.9 1.916 

CcsCC -4.75 -5 0.45 0.3 72.8 0.477 

TABLE 4.3b

(HSB2 process) 

Capacitanc

e

V2VV  (V) V1VV  (V) φ (V)φ m CJC 0JJ  (fF) K

CbcxC 0.250 -0.250 0.86 0.34 23.7 1.007 

CbciC 0.250 -0.250 0.86 0.34 23.7 1.007

CjeC 0.846 0.596 1.05 0.16 32.1 1.21

CcsCC -4.75 -5 0.82 0.32 23.7 0.538 

After substituting these values, the delay predicted by relationship (4.7) 

versus the bias current is plotted in Figs. 4.5a and 4.5b for the two

technologies, with a load capacitance CLC  equal to 0, 100fF and 1pF.

The error of the model (4.7) with respect to SPICE simulations versus the

bias current ISSII and with a load capacitanceS CLC equal to 0 F, 100 fF and 1 pF, 

is plotted in Figs. 4.6a and 4.6b for the BiCMOS and HSB2 technology,

respectively. 

The worst-case error is 18% and 42% in the unrealistic case of a zero 

load capacitance for the BiCMOS and HSB2 process, respectively.

Moreover, outside the high-level injection region (i.e., for ISSII >SS I> τI Fττ ) the mean F

error is equal to 5% and 17%. The error decreases as increasing the load 

capacitance. This is because the contribution due to the linear capacitance CLC

becomes dominant, and the real circuit behavior is closer to that of a one-

pole circuit whose time constant is equal to that resulting at the output node.

Finally, it is worth noting that although the results for high-level injection 

bias currents are less significant, the error is still low.
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4.4 ACCURATE MODELING OF THE CML INVERTER 

The simple model discussed in the previous section has proved to be 

accurate enough for pencil and paper calculations. However, a greater 

accuracy would be desirable if the model were applied to a timing analyzer

software, that is used to estimate the overall delay of complex logic networks 

in place of computationally expensive circuit simulators. 

The main reason for the difference between the simulated and predicted

delay concerns the non-linear behavior of the circuit. In particular, the terms

affected by non-linearity in relationship (4.7) are the capacitances. Thus, the

accuracy could be improved by introducing new values of coefficients KjKK

that multiply the capacitances, instead of those obtained from relationship 

(1.13). To be more specific, let us use the delay expression (4.7) by 

evaluating the capacitance coefficients from a few simulation runs by means

of a numerical procedure. By representing each junction capacitance with its

zero-bias value and introducing a corrective coefficient for each capacitance, 

from (4.7) we obtain the improved delay model
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 (4.8) 

The five coefficients KjKK  associated with the capacitances have to be

evaluated to fit simulation results of delay, by minimizing the error between 

analytical and simulated results. Among the many ways to obtain the 

coefficients KjKK , the most efficient is that of minimizing the functional (4.9), 

since it requires few simulation runs

( ) ( ) ( )
( )=

=
n

j jPDSpice

j
((

jPDSpice

Dbecsbcxbci ((
( ) (( ) (((

S(
1 τ

τ
 (4.9)

where the least square formulation was not used to improve the convergence  

speed, since each term is much lower than unity. In (4.9), the number of 

simulations n is itself a variable, but, according to our experience, it can be 

set to the number of capacitances (i.e., n=5). Since we consider the load 

capacitance in the worst condition (i.e., CLC =0, as discussed in the previous 

section), simulations differ only for the bias current value. Minimization of 

functional S can be achieved with any of the numerical software tools such S

as Mathcad©, Matlab© or Mathematica©. Differently from traditional

sensitivity analysis, our approach only needs a few Spice simulations, since 
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only the circuit time constants associated with the capacitors are considered 

in the delay expression (4.8), rather than all possible products of resistances 

and capacitances in (4.1). 

4.4.1 Accuracy of the CML accurate model

As an example, coefficients K were evaluated by using the bias current K

values (in mA) [0.1, 0.2, 0.6, 1, 1.4] and  [0.1, 0.4, 1.2, 1.6, 2.2] to minimize

the functional S in (4.9) for the BiCMOS and HSB2 technology, S

respectively. The coefficients K obtained are listed in Table 4.4 for both K

technologies. From the comparison with the values reported in Table 4.3a 

and 4.3b, it follows that the most evident difference between the simple and 

the improved model is due to the coefficients KjKK  of the capacitances CcsCC and 

CjeC for the BiCMOS process (which differ by a factor of two) and to the 

coefficients KjKK  of the capacitance CcsCC  for the HSB2 process (which differs by 

a factor higher than three). 

TABLE 4.4

coefficients 6 GHz

process

20 GHz

process

KbcxK 0.816 0.998

KbciK 0.999 0.995

KcsK 0.942 1.789

KbeK 1.009 0.984

KDK 1.076 1.100

The model error versus the bias current ISSII  and with a load capacitance of S

0 F, 100 fF and 1 pF, is plotted in Figs. 4.7a and 4.7b for the BiCMOS and 

HSB2 technology, respectively. It is worth noting that there is no difference 

in the accuracy of the model for the two technologies. The largest error is 

lower than 5% for both of them, and outside the high-level injection region 

the mean error is lower than 2%. This confirms that the improved model is 

well suited for the implementation of a timing analyzer. 
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Fig. 4.7b. Error of (4.8) vs. ISSII  for the HSB2 process.S

4.5 SIMPLE AND ACCURATE MODELING OF THE ECL

INVERTER

The modeling approach discussed in the previous sections can also be 

applied to ECL gates. To show this, let us consider an ECL inverter gate, 

depicted in Fig. 4.8, that is a symmetrical gate made up of a CML circuit 

followed by two common-collector (CC) stages with function of output 
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buffers. Again, since transistors operate in the linear region (or at the 

boundary of the cut-off region), they can be replaced by their small-signal 

model in Fig. 4.1. Moreover, due to the symmetry and the assumption of 

differential signaling, the analysis can be again restricted to the half circuit. 

Being the ECL gate made up of cascaded blocks (i.e., the CML circuit 

and the output buffer), we can assume the ECL propagation delay to be 

composed of two separated contributions: the CML propagation delay

τPD(CML)τ  and the common-collector propagation delay τPD(CC)τ . To simplify the 

analysis, we can split the two contributions by applying the Thevenin 

theorem at the output of the CML stage. In particular, the intrinsic CML 

delay (i.e., without considering the CC stage) is represented by the delay of 

the Thevenin voltage with respect to the time when the input switches. The

loading effect of the CC stage on the CML stage is accounted for by 

introducing the output impedance of the latter while driving the CC stage 

and evaluating its delay. Therefore, the CML propagation delay derives from 

that evaluated in the previous section by setting CLC =0, while the propagation 

delay of the CC stage must be evaluated by driving it with the Thevenin 

equivalent circuit seen by the output of the CML stage. To further simplify 

the circuit analysis, let us approximate the CML output impedance to its load 

resistance RC.

From the above considerations, after using the transistor model in Fig. 

4.1, the delay of the CC stage is evaluated by analyzing the equivalent circuit 

in Fig. 4.9. It is worth noting that in this circuit the base-collector parasitic is

not split, since in this case it is not magnified by the Miller effect and makes 

a very small contribution. 
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The transfer function of the circuit in Fig. 4.9 is given by 
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where the product CbcC (CbeC +CLC ) has been neglected with respect to CbeC CLC in

the coefficient of s2. Usually, (4.10) has two complex and conjugate poles 

which justify the well-known ringing behavior [LS94], [KB92]. By 

neglecting the zero of (4.10), which is at a frequency much higher than that 

of the poles, the normalized step response of (4.10) in the time domain is
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where the pole frequency, ωnωω , and the damping factor, ξ, are found to beξ
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The time, normalized to the inverse of the pole frequency, for which a 

fixed percentage of the steady-state output voltage is reached only depends 

on the damping factor. In particular the normalized propagation delay τPDnτ
(i.e., τPDnτ =τPDτ ⋅ωnωω ) can be found setting in (4.11) y(t) equal to 0.5. The

solution, plotted in Fig. 4.10, is quite linear and ranges from 1 to 1.6, for 

typical values of ξ from 0.1. to 0.8 [AP99].ξ
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Fig. 4.10. Normalized delay of the CC stage τPDnτ  vs. damping factor ξ.

Considering in the following the worst case of τPDnτ =1.6, and using 

relationship (4.12a) for the pole frequency, we get 
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The use of relationship (4.13) allows evaluation of the common collector 

delay in a quite simple way, and takes into account the dependence of the 

delay on the bias current. By substituting the usual small-signal expressions 

of transconductance gmgg =I= CCII /CC VTVV  and the base-emitter capacitanceT CbeC =CjeC +CDC

(where CDC =g= mgg τFτ  and F CjeC are the diffusion and junction contributions),

relationship (4.13) becomes 
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Since the base-emitter voltage only slightly varies during a transition, the 

small-signal value of capacitances CjeC  and CDC  can be used. From inspection 

of the CC stage delay model (4.14), its dependence on the bias current ICCII  isC

small and becomes less significant as increasing ICCII  since the diffusionC

capacitance tends to dominate over CjeC . Hence the propagation delay of the

ECL gate can be written as
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where the indexes 1 and 2 refer to the CML and the CC stage, respectively.

It is worth noting that, differently from the CML case, the minimum and 

maximum direct voltages across the base-collector junction are now

V1VV =-VSWINGVV /2-GG VBE,onVV and V2VV =VSWINGVV /2-GG VBE,onVV , where VBE,onVV is the base emitter 

voltage of the CC stage transistor, that is approximately independent of the

bias current, as discussed in Section 4.3. 

4.5.1 Validation and improvement of the ECL model

In order to evaluate the accuracy of the simple model proposed, the delay

model (4.15) was compared to SPICE simulations for the bipolar 

technologies above discussed, by assuming the same conditions as in Section 

4.3. The error found with the HSB2 technology is plotted in Figs. 4.11a and 
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4.11b for CLC  equal 100 fF and 1 pF, respectively, by biasing the common

collector with 0.4 mA, 1 mA and 1.8 mA. It is seen that the worst case

percentage error is much lower than 20%. Analogous results are obtained for

the BiCMOS process. 
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The simple delay model discussed so far can be improved in terms of 

accuracy by adopting a numerical procedure similar to that used for the

CML gate. More specifically, the propagation delay is represented as
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where τPD(CML)τ  is given by (4.8) by setting CLC =0. The model has 9

unknown coefficients: ααα and α2αα  which regard only the CC terms, H1HH and H2HH

which weight the CML and ECL contribution, and the 5 coefficients K 

inside τPD(CML)τ that were evaluated in the previous section.

Coefficients ααα , α2αα , H1HH and H2HH in relationship (4.16) can be found by 

minimizing the functional in (4.17) 
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A good choice of the number of simulations n is 5. Moreover, the

simulations should be run by setting the load capacitance to low and high 

values (100fF and 1pF, for the adopted processes), and properly distributing 

the bias currents ISSII  and S ICCII in the range outside high-level injection. C

Coefficients ααα , α2αα , H1HH  and H2HH  were evaluated for the BiCMOS and HSB2 

process by running five simulations, uniformly covering the entire region of 

currents ISSII and S ICCII in which the model is valid. The coefficients found areC

reported in Table 4.5. 

TABLE 4.5

coefficien

ts

6 GHz

process

20 GHz 

process

α1 0.486 0.506

α2 0.490 0.597

H1H 0.486 0.650

H2H 1.000 1.040

In this model the main difference between the simple and the improved

model is due to the values of parameters H1HH and H2HH . Several simulations

were run with different bias current and load capacitance values to evaluate

the error of the accurate ECL model. The error found with the HSB2 process
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by biasing the common collector current with 0.4 mA, 1 mA and 1.8 mA is

plotted in Figs. 4.12a and 4.12b, for CLC equal to 100 fF and 1pF, 

respectively. The worst-case error is lower than 10%, while the typical error 

is around 5%. Similar results were found for the BiCMOS process.
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4.6 SIMPLE MODELING OF BIPOLAR CML MUX/XOR GATES

The CML MUX and XOR gates are shown in Figs. 4.13 and 4.14,

respectively. Since these circuits are two-input logic gates, different delay

values should be considered, depending on the switching input [AP00]. As a 

general consideration, the delay is greater for inputs associated with

transistors that are at a lower level as stated in [FBA90] (i.e., Q1-Q2 in Figs. 

4.13 and 4.14), as will be justified above. 

Let us first consider the case where the input driving transistors Q1-Q2

switches, i.e., φ and φ B in the MUX and XOR gate, respectively, while the

others are kept constant. Due to the symmetry, in the MUX and XOR gates

without loss of generality since the opposite case is analogous, we assume

input A to be high (and input B of the MUX to be low to have an output 

transition). As a consequence, transistors Q3 and Q6 are ON and can be

replaced by the model in Fig. 4.1, while Q4 and Q5 are OFF and their effect

on the circuit is accounted for by only junction capacitances (equal to those

of Q3 and Q6). 
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Since differential operation is assumed, the half-circuit model of both 

MUX and XOR gates in Fig. 4.15 is obtained, where the small-signal

parameters gmgg and rπ are evaluated around the logic threshold as for theπ
inverter, thus resulting equal to ISSII /2SS VTVV and 2T βFβ VTVV /TT I// SSII . The base-emitter 

diffusion capacitance of the switching pair Q1-Q2 is still given by (4.6),

while that of transistors Q3 and Q6 is evaluated by the well-known small-

signal expression gmgg τFτ , since the voltage variation at the emitter node of the

upper transistors is small. For the same reason, small-signal values [GM93]

for CcsCC 1, CjeC 3, CDC 3 and CjeC 4 can be used. All the other junction capacitances

are evaluated through relationship (1.12)-(1.13). 
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Finally, it is worth noting that we are assuming a realistic case in which

input A is driven by another CML gate. Hence, in the upper input we have to 

include the equivalent output resistance of the previous gate, represented by

the two resistances RC in series with C rb3 and rb5. However, this equivalent

output resistance must not be considered in the switching lower input,
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because it is driven by an ideal voltage generator which represents the

voltage variation at the input node. Loading effects at that node can be 

properly taken into account by evaluating the propagation delay of the

previous gate. 
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Fig. 4.15. Equivalent linear circuit of the CML MUX/XOR gate.

By assuming a dominant pole behavior, and thus using relationship (4.4),

neglecting terms rπ with respect to terms 1/g/ mgg and lumping CbcxC 3, CbciC 3 and 

CbcxC 5, CbciC 5 into CbcC 3 and CbcC 5, respectively, the MUX/XOR equivalent circuit 

in Fig. 4.15 gives the following delay



Model and Design of Bipolar and MOS Current-Mode Logic 145

( ) ( )( )

( )( )

( )( ) ( ) }
LCjeeu

)
buCcscscuC

)()(

bcbcbucuC
)(

be

um

csbceqcl
)(

lelm

eqlclm
(

bciblbe

lelm

blel

PD

CRC)( ) ( ))( ) (
LCje

))()(

rrRC ( )()(
be

g

( )(( )(
rg

elm

g (
lm
((

CrC
bblbe

rg
elm

rr
bl

+ ( C)( ) ( ))( ) ()( ) (
j

))()(

+ rrRC ( )()(
b

+ (( )( ()(
+

+b i
Cr

bblbl+
+=

453

533

1

1

1
1

1
69.0τ

(4.18)   

where subscripts l and l u refer to lower and upper transistors, respectively,

and Req is the equivalent resistance at the emitter of Q3, given by 
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From relationship (4.18), the propagation delay is the sum of eight main 

terms which have a simple circuit meaning. Three terms are due to the lower 

transistors, four to the upper transistors and one to the load. 

4.6.1 Validation of the MUX/XOR model

The MUX/XOR delay in (4.18) was compared to SPICE simulations in

the same conditions as in Section 4.3, that determine the junction 

capacitances given in Table 4.6a and Table 4.6b for the BiCMOS and HSB2

technology, respectively.  

TABLE 4.6a

(BiCMOS process)

Capacitance V2VV (V) V1VV  (V) φ (V)φ m CjC 0 (fF) K

C
bcxl

C 0.254 0 0.646 0.35 27 0.933

C
bcil

C 0.254 0 0.646 0.35 27 0.933

C
cs1

C -4.18^ - 0.45 0.3 72.8 0.4973 

C
je1

C 0.841 0.591 1.07 0.5 45.9 1.467 

C
je4

C 0.57^ - 1.07 0.5 45.9 1.467 

C
bc3

C 0.25 -0.25 0.646 0.35 27 1.083 

C
je3

C 0.82^ - 1.07 0.5 45.9 2.082 

C
cs3

C , C
cs5

C -4.75 -5 0.45 0.3 72.8 0.477

C
bc5

C 0.25 -0.25 0.646 0.35 27 0.942 
^ this capacitance was evaluated using its small-signal expression.
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TABLE 4.6b

(HSB2 process) 

Capacitance V2VV  (V) V1VV (V) φ (V)φ m CjC 0 (fF) K

C
bcxl

C 0.254 0 0.86 0.34 23.7 0.95 

C
bcil

C 0.254 0 0.86 0.34 23.7 0.95 

C
cs1

C -4.18^ - 0.82 0.32 19.5 0.561 

C
je1

C 0.841 0.591 1.05 0.16 32.1 1.21 

C
je4

C 0.57^ - 1.05 0.16 32.1 1.136 

C
bc3

C 0.25 -0.25 0.86 0.34 23.7 1.057 

C
je3

C 0.82^ - 1.05 0.16 32.1 1.282 

C
cs3

C , C
cs5

C -4.75 -5 0.82 0.32 19.5 0.538 

C
bc5

C 0.25 -0.25 0.86 0.34 23.7 0.956 
^ this capacitance was evaluated using its small-signal expression.

The error of the simple model compared to the simulated delay of the

XOR gate versus the bias current ISSII with load capacitance equal to 0F,S

100fF and 1pF, is plotted in Figs. 4.16a and 4.16b for the BiCMOS and 

HSB2 technology, respectively. The worst-case error is always lower than 

15%, and decreases as increasing the load capacitance, because CLC  tends to

dominate over the parasitic capacitances. As expected, the simulated delay

of the MUX gate was found to be equal to the XOR.
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4.6.2 Extension to the MUX/XOR when upper transistors switch

The results presented above refer to the delay associated with the

switching of transistors Q1 and Q2. Now, let us consider the delay

associated with the switching of the transistors at the upper level (Q3-Q6),

that is expected to be lower than the previous one. Indeed, when the input 

signals of the upper transistors switch, transistors Q1-Q2 have already

switched, and their capacitances do not have to be considered in the general

delay expression (4.4). Therefore, the resulting delay is surely lower than

(4.18), since the latter also includes the contributions of capacitances

associated with Q1-Q2.

To evaluate the delay associated with signals driving the upper 

transistors, assume that the bias current is already entirely steered to 

transistors Q3-Q4 through transistor Q1 (i.e., its base voltage is high), and 

that the signal driving Q3-Q4 switches. Since transistors Q5-Q6 are OFF, 

they affect the delay only through their parasitic capacitance CeqCC seen from 

the output nodes to ground. As a consequence, the circuit can be

schematized as the CML inverter made up of transistors Q3-Q4 loaded by a

capacitance CeqCC in parallel to the load capacitance CLC . Therefore, the delay

associated with the upper transistors is simply obtained from relationship

(4.7) as
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where the capacitance CeqCC  accounts for the collector-substrate and base-

collector contributions, CcsCC  and CbcC ,

6,56,56,5 bcxbcieq
CCCC

6565 bcxbcieq
CC CC

6565 bb i
     (4.21) 

that are equal to those of Q3-Q4. Obviously, capacitances of Q3-Q4 are

evaluated as those of Q1-Q2  for the inverter in Table 4.3a-b. The error

found with respect to SPICE simulations is equal to that of the inverter 

previously discussed, as expected.

4.7  ACCURATE MODELING OF BIPOLAR CML MUX/XOR 

GATES AND EXTENSION TO ECL GATES

To improve the accuracy of the CML MUX/XOR model (4.18) and

(4.20), it is useful to apply the methodology presented in Section 4.4 (by

introducing five coefficients to be evaluated by a few simulation runs with a

numerical procedure). To be more specific, the model associated with lower 

transistors (4.18) becomes
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where the values for the base-collector and collector-substrate capacitances

of Q3 and Q5 are those used in the small signal model (i.e., in zero-bias 

condition). It should be noted that, differently from the inverter, coefficients 

K1...K5KK are not introduced for all the parasitic capacitances so that the 

procedure keeps its intrinsic simplicity. Thus, to minimize error without 

increasing the number of the parameters, four of the coefficients are

associated to the most critical capacitances, while one is used for all the

propagation delay terms (i.e. all capacitances) except that associated with the 

load capacitance. To evaluate the five coefficients, the functional (4.9) is to 

be minimized after performing five simulations. 

The accurate model parameters are summarized in Table 4.7 for both

technologies. The error found with respect to simulations is always lower 

than 5%, and is typically about 2%.

TABLE 4.7

 BiCMOS process HSB2 process

K1 0.27 0.452

K2KK  3.633 1.895

K3KK  1.224 1.471

K4KK  4.509 2.169

K5KK  1.034 2.171

Regarding the delay associated with upper transistors (4.20), that is equal 

to that of the inverter, the same considerations made in Section 4.4 still hold, 

and coefficients are again those reported in Table 4.4. 

The ideas discussed until now about the MUX/XOR CML gates can be

immediately extended to the ECL counterparts, as done for the inverter in 

Section 4.5. To be more explicit, the ECL delay is evaluated by using 

relationships (4.14)-(4.15) and substituting the CML inverter delay by the 

MUX/XOR CML delay. Comparison with SPICE simulations shows that

this model provides results that are even better than those of the inverter 

model, since the maximum error reduces to 13% and 14% for the BiCMOS 

and HSB2 process, respectively.

The simple ECL delay model can be further improved by introducing the

strategy in Section 4.5 based on relationship (4.16) and unknown 

coefficients. More specifically, coefficients K1...K5KK  in Table 4.7 are

introduced in the inner CML gate and the four coefficient ααα , α2αα , H1HH  and H2HH

are introduced in the overall delay expression (4.16). The resulting error is 

always lower than 4% and 7% for the BiCMOS and HSB2 process, 

respectively. 
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4.8 EVALUATION OF CML/ECL GATES INPUT

CAPACITANCE

In the previous sections, the delay of a logic gate was evaluated by

assuming a generic load capacitance CLC , that in practical cases consists of the 

wiring capacitance and the input capacitance of the following gates.

Therefore, to evaluate the delay of cascaded gates, it is fundamental to

evaluate the input capacitance of a CML/ECL gate. To this end, let us 

consider the emitter-coupled pair of a CML/ECL inverter, that can be

simplified into the linear circuit in Fig. 4.3.  

To simplify the evaluation of the input capacitance CinC  of the circuit in 

Fig. 4.3, let us neglect the small parasitic resistance re and apply the Miller 

theorem to the intrinsic and extrinsic base-collector capacitance. As a result,

the input impedance can be represented with the linear circuit in Fig. 4.17. 

C    (1 - A )
bcx v

r
b

C    (1 - A )
bci v

rπ be
C

C
in

CC

Zx

Fig. 4.17. Simplified circuit for evaluating the input capacitance of a 

CML/ECL gate.

In the circuit in Fig. 4.17, the input impedance is the parallel of that of 

CbcxC (1-A- V) and the series of V rb and ZxZZ . If resistance rb were equal to zero, the

capacitive component of the input impedance would be the parallel of all

capacitances CbcxC (1-A- V),V CbciC (1-A- V) and V CbeC  (in parallel to a resistance rπ).π
However, resistance rb is far from being zero for current bipolar 

technologies, as was observed in regard to the delay model in Section 4.3, 

and cannot be neglected with respect to ZxZZ . Moreover, resistance rb tends to 

significantly increase the impedance at the right of CbcxC (1-A- V). As a V

consequence, as a first-order approximation, the input capacitance can be

modeled by only the capacitance 

( ) +
T

CSS

bcxCmbcxin
V

T

RI
SSCRgCC ( ) C)( =+≈ =+( )

bbcxin
2

1    (4.23)
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which tends to underestimate the equivalent input capacitance, as the load

effect on the previous gate is actually heavier, since the input impedance is

actually lower than that of (4.23), due to the parallel of rb+ZxZZ . It is worth 

noting that the same expression holds for the other CML/ECL logic gates. 

Relationship (4.23) gives 138 fF and 109 fF for the BiCMOS and HSB2

technologies, respectively. The input capacitance of a CML/ECL gate can be

evaluated from SPICE simulations by driving it through an inverter, and then

evaluating the linear capacitance value that leads to the same delay. The 

simulated results obtained for the input capacitance of a CML/ECL gate are

120 fF and 100 fF for the BiCMOS and the HSB2 technologies, respectively. 

Therefore, relationship (4.23) is within 15 % of the input capacitance 

extracted from SPICE simulations. According to relationship (4.23), the 

simulated input capacitance of a CML/ECL gate was found to be essentially

independent of the bias current for an assigned logic swing (or equivalently 

the product RCICC SSII ).S

The approximate relationship (4.23) was found by neglecting parasitic 

resistance re and approximating the input impedance to a single capacitance, 

i.e. the resistive contribution was neglected. According to the above 

considerations, this leads to a sufficient accuracy for practical purposes.

However, a more accurate expression will be derived in Section 8.1.1, which 

is useful when a better accuracy is required.

4.9 BIPOLAR CURRENT-MODE D LATCH

The input capacitance evaluation discussed above allows for extending 

the model of MUX/XOR in Section 4.6 and 4.7 to the CML and ECL D latch 

gate, the first of which is depicted in Fig. 4.18 (the ECL gate is obtained by

adding the output buffers). The only difference between the MUX/XOR gate

and the D latch is due to the different load at the output nodes. Indeed, 

transistors Q5 and Q6, which are connected in a positive-feedback loop, load 

the output nodes with their equivalent input capacitance. Moreover, the 

effect of the positive feedback can be neglected since it is significant only 

for loop gain  greater than unity, i.e. when the differential input voltage of 

Q5-Q6 (equal to the output voltage) crosses the gate logic threshold, after 

which the gate is assumed to have already switched by definition of gate 

delay. Since the feedback affects the circuit operation only at the end of the

switching transient, we conclude that for most of the switching time the 

effect of feedback is negligible. As a consequence, the D latch delay is equal

to that of the MUX/XOR gate loaded by a capacitance equal to the external

capacitance CLC  and the input capacitance (4.23) of the emitter-coupled pair 

Q5-Q6. Therefore, the D latch delay when the clock signal CK switchesK
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(often referred as the CK-Q latch delay [P01]) is given by relationship (4.18) 

where the load capacitance CLC is replaced by an equivalent capacitance CLC ’

+
T

CSS

bcxLL
V

T

RI
SSCCC += +

bLL
2

1
6,5

'      (4.24) 

and the same observation holds for the delay associated with input D (often 

referred as D-Q latch delay), where the same substitution has to be carried 

out in relationship (4.20). 
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Fig. 4.18. CML D latch gate. 

For the considered technologies and under the conditions above 

discussed, the transistor capacitances result equal to those of MUX/XOR 

gate in Table 4.6a-b. The only parameter which has to be modified in those 

Tables is the coefficient KjKK  of CbcC 5,6, which is equal to 2.025 and 2.013 for 

the BiCMOS and HSB2 technology, respectively. 
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The simple CK-Q delay model (4.18) with (4.24) and the simulated delay 

of the D latch versus the bias current ISSII with a load capacitance S CLC  equal to

0 F, 100fF and 1pF, are plotted in Figs. 4.19a and 4.19b for the BiCMOS 

and HSB2 technologies, respectively. 
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The error, plotted in Figs. 4.20a and 4.20b, is always lower than 20%, and 

decreases as increasing the load capacitance, as for the MUX/XOR gate.

Analogous results are obtained for the D-Q delay, for which the maximum

error is always lower than 18%.
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Fig. 4.20a. Error of the simple CK-Q delay model (4.18) with (4.24) vs. ISSII
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The accuracy of the simple model can be improved by introducing 

suitable unknown coefficients, as for the MUX/XOR gate. Since the loading

effects of Q5 and Q6 are estimated in an approximated manner, the accurate

model is obtained from the one developed for the MUX/XOR by adding a 

further term which accurately takes into account the loading effect

associated with the input capacitance of transistors Q5 and Q6. According to f

relationships (4.22) and (4.24), in the model of the MUX/XOR gate we

replace the load capacitance CLC  by

6

' CCC
6

'

LL
CC CCCC       (4.25) 

where the unknown capacitance C6CC  is found by minimizing the functional

(4.17). For the two technologies considered, the value of the unknown 

coefficients K1...K5KK and C6CC  is reported in Table 4.8.

TABLE 4.8

 BiCMOS process HSB2 process

K1 0.6 0.901

K2KK  1.485 0.858

K3KK  0.922 1.014

K4KK  0.939 1.014

K5KK  0.922 1.014

C6CC 165E-15 53.7E-15 

The error found for the accurate model of the CK-Q D latch delay,

plotted in Figs. 4.21a and 4.21b for the two processes considered, is always

lower than 5%, and is typically about 2%. Thus the same accuracy as the t

MUX/XOR is achieved. Analogous results are obtained for the accurate D-Q 

delay model. 
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Chapter 5

OPTIMIZED DESIGN OF BIPOLAR CURRENT-

MODE GATES

In this chapter, a general methodology to maximize the speed 

performance and to manage the power-delay trade-off in CML and ECL 

gates is presented and applied to several fundamental gates.

5.1 INTRODUCTION TO OPTIMIZED METHODOLOGY IN

CML GATES

The bias current of a bipolar Current-Mode gate determines its power 

consumption and significantly affects the delay, as shown in Chapter 4. 

Since the power consumption in bipolar Current-Mode gates is rather large

in practical cases, an efficient strategy to manage the power-delay trade-off 

and to optimize the speed performance is highly desirable. Such a design 

strategy can be derived by analytically expressing the power-delay trade-off,

or equivalently a delay expression as an explicit function of the bias current 

ISSII .

The delay expressions introduced in Chapter 4 depend on process and 

design parameters, that consist of the bias current ISSII and the load resistance S

RC. In the design of bipolar gates, a suitable value of the logic swing has to

be chosen from considerations on noise margin as discussed in Chapter 2, 

thus the product RCICC SSII  is constant and equal to S VSWINGVV /2 from relationship GG

(2.9). As a consequence, delay expressions reported in Chapter 4 can be 

expressed as a function of only ISSII , once the logic swing has been

preliminarily set. 

It will be shown in the following subchapters that the delay of a generic 

CML gate as a function of the bias current can be expressed as 
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c
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SSPD
++= aI
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τ      (5.1) 

where coefficients a, b and c depend on the logic swing, the power supply

voltage and process parameters. We will show that coefficient a depends on 

the base-emitter diffusion capacitance of switching transistors, while 

coefficient b is due to an equivalent capacitance at the output node.

Delay (5.1) can be minimized by properly setting the bias current, as can

be shown by differentiating (5.1) for ISSII and setting the result to zero. TheS

minimum propagation delay, τPDopτ , is achieved by setting the bias current to 

a

b
I

SSop
I =        (5.2) 

and it is equal to 

abcab
PDop

2 cab c= 2τ      (5.3)

where the term c can be usually neglected, as will be discussed in the next 

subchapters.

Relationship (5.1) can also be used to express the power-delay product 

PDP, that quantitatively measures the efficiency of the power-delay trade-

off [O99], [CBF01], giving 

( )VIVPDP (
DD

(VV (
PDSSDD

IV IV V (VV (
S

.    (5.4) 

PDP always increases while increasingP the bias current, which means that 

the power efficiency increases when the bias current is reduced. However, it 

is useful to observe that the power-delay product can be reduced only to 

some extent, since it tends to be constant for very low bias currents such that t

baISS
2

.

Reducing power dissipation is a key issue in modern digital circuits. 

Hence, a design strategy to achieve both high speed and reduced power 

dissipation is a target to pursue. A high-speed performance can be obtained 

by setting the bias current to its optimum value (5.2), while a reduction of 

power consumption can be only obtained by using a lower bias current 

[AP991], [AP00]. These opposite requirements can be accomplished by 

observing that, from relationship (5.4), the power-delay product decreases 

with the bias current through a square law, thus for a given bias current 

reduction a lower delay increase is expected. In other words, it is possible to
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reduce the power dissipation while paying for a smaller speed penalty with 

respect to the optimum case (5.2)-(5.3). 

To evaluate the power-delay trade-off and quantitatively express the 

speed penalty due to the bias current reduction, we introduce the ratio TPDTT

between the propagation delay and its optimum value τPDopτ  (i.e.,

TPDTT =τPDτ /τPDopτ ). We will also normalize the current to its optimum value ISSopII

(i.e., INII =N  ISSII /SS I// SSopII ), and from relationships (5.1) and (5.3) we get 
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where the coefficient c was assumed to be lower than ab , as occurs in

practical cases. It is worth noting that, even in the unrealistic case c= ab ,

the error on the approximated expression of (5.5) with respect to (5.1) for 

values of INII typically greater than 0.5 is lower than 7%.  N

The expression (5.5) of TPDTT is independent of the circuit and process

parameters. Moreover, inspection of its plot, depicted in Fig. 5.1, shows that 

a reduction in the bias current around its optimum value (i.e., INII  lower thanN

1) determines only a small increase in the resulting propagation delay, as 

expected.
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Fig. 5.1. TPDTT  versus INII   through relationship (5.5). N
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As an example, Fig. 5.1 shows that a 50% bias current reduction with

respect to the optimum value (i.e., INII =0.5) leads to a delay increase by onlyNN

25%. Moreover, a further bias current reduction leads to a greater delay

increase that is not usually acceptable, as can be seen for a 60% bias current 

reduction which gives a 45 % increase in the propagation delay with respect

to the optimum case. This is because for INII <0.5 the term 1/N I// NII in relationshipN

(5.5) tends to dominate over INII ,NN yielding 

N

PD
IN

T
P

1

2

1≈        (5.6) 

which shows that, for a given reduction of the bias current by a factor 1/I// NII

with respect to ISSopII , the related increase of the delay factor is about halved. 

From a power-delay trade-off point of view, this is easily explained by 

observing that for INII <<0.5 (i.e.N baI
SS

⋅<< 5.02 ) the power-delay product (5.4)

no longer decreases as decreasing the bias current, but tends to be constant. 

In our opinion, a good trade-off between power and speed, which will be

used in the following, is achieved by setting INII =0.6 (i.e., a bias current equalNN

to 60% of the optimum value). This choice determines a propagation delay

which is only 10% worse than the optimum value, while it reduces the power 

dissipation by 40% with respect to that needed in an optimum design 

[AP991]. 

5.2 OPTIMIZED DESIGN OF THE CML INVERTER 

In the previous section, a general design methodology of CML circuits

has been discussed without referral to the specific gate considered. Now, the 

inverter gate is analyzed from a design point of view, by resorting to the 

concepts and notations above introduced. Since in general the transistor 

emitter area is a design parameter, the case of minimum-area transistors is

first dealt with, and then extended to the more general case of a larger area.

5.2.1 Design with minimum transistor area

Consider a CML inverter gate, whose design parameters are the bias 

current ISSII , the load resistance RC and the transistor emitter areaC AE. The 

latter parameter AE defines the transistor resistance and capacitanceE

parasitics, and, for the sake of simplicity, is assumed to be equal to the 

minimum value allowed by the adopted process, therefore in the design is a 

constant. Moreover, as clarified in Section 5.1, the load resistance RC has to C
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be set equal to VSWINGVV /2GG ISSII to achieve the desired logic swing preliminarilyS

chosen (typically around 400-500 mV), therefore the only design parameter 

is the bias current. 

The explicit delay dependence on the bias current can be found by

properly manipulating the delay model (4.7). In particular, by assuming 

gmgg re<<1 as in practical cases1 and substituting RC=CC VSWINGVV /2GG ISSII , the delay

expression (4.7) can be written in the form of relationship (5.1) with

coefficients a, b and c being equal to 
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where coefficient a (responsible for the delay increase for ISSII >SS I> SSopII ) is 

essentially due to the base-emitter diffusion capacitance (4.6) through transit 

time τFτ , while coefficient b is due to the total capacitance at the output node

(represented by the term in brackets in (5.7b)).

From relationship (5.7) and (5.2)-(5.3), the resulting values of optimum 

bias current ISSopII  and the correspondent minimum delay τPDopτ  are

( )
Fbe

)
LcsbcSWING

SSop

CCCV
Lcsbc csSWING

a

b
I

τ))
CC==

22
   (5.8)

( ) ( )
LcsbcxbciFbe

) ()
PDop

CCCCrr( ) ( CCCrrab (ab
Lcsbcxbci

) () CC CC
b

≈ (ab )))τ 2  (5.9)

Relationship (5.8) shows that the optimum bias current, and hence the

power consumption, proportionally increases as increasing the logic swing,

whereas the minimum delay achievable (5.9) is independent of the logic 

swing. Thus, the logic swing should be kept as low as possible, in order to

exploit the speed potential of the technology used without wasting an 

excessive power. 

1 In actual cases, gmgg re tends to reduce the voltage gain AV=VV g= mgg RC/(1+CC g+ mgg re). Since 

CML gates have a small logic swing and thus a low noise margin, a decrease of AV is V

not unacceptable, and is avoided by satisfying the condition gmgg re<<1.
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Relationships (5.8) and (5.9) clarify the usual belief that CML circuits’

speed is due to their small logic swing. Indeed, from (5.9) this assumption 

fails when the optimum bias current (5.8) is used, while is correct when the 

delay dependence on VSWINGVV is evaluated with an assigned bias current. ThisG

can be understood by observing that for ISSII <S I< SSopII  the dominant term in delay 

(5.1) is b/I// SSII , that from (5.7b) can be lowered by decreasing the logic swing. 

Relationship (5.9) can also be used to identify the main speed limits while

optimizing a bipolar process. Indeed, by assuming the inverter to be driving 

other CML gates modeled by their input capacitance (4.23) (i.e., CLC
proportional to CinC ), the main capacitive contributions are the diffusion

capacitance (through the transit time τFτ ), as well as the sum of the extrinsic F

base-collector capacitance and the collector-substrate capacitance. Finally,

the main resistive contributions are the base and the emitter resistance, of 

which the first is usually the dominant term.

Of course, even though the optimum case has been discussed so far, the

same design strategy to manage the power-delay trade-off as in Section 5.1

can be also used to reduce the power consumption without significantly

degrading the speed performance.

5.2.2 Design with non-minimum transistor area 

When non-minimum transistors are used, they are (or can be assumed to

be) made up of the parallel of N unitary transistors, each of which beingN
characterized by junction capacitances CbciC , CbcxC , CcsCC  and CjeC , as well as

parasitic resistances rb, re and rcr . These unitary transistors connected in 

parallel can be modeled as a single transistor with each junction capacitance 

equal to that of the minimum-area transistor multiplied by a factor N, and NN

parasitic resistances equal to those of the minimum-transistor divided by the

factor N [AM88]. As a consequence, from inspection of (5.7), substituting N
the parasitic capacitances and resistances, relationship (5.1) must be

rewritten as

c
I

N
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b
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++b+= a SS 0

1
bbbτ     (5.10)

where a and c are again given by (5.7a) and (5.7c), while b0 and b1 are

LSWINGCVb LSWING0       (5.11a)    
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SWING1bb     (5.11b)    
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The delay expression (5.10) is minimized by setting the bias current to 
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that was found by equating to zero the derivative of (5.10) with respect to ISSII ,

and defining ISSopII (1) as the optimum current (5.8) found for minimum area 

(i.e, for N=1). The resulting minimum delay as a function of NN N, found byNN

substituting (5.12) into (5.10), results in
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where τPDopτ (1) is the minimum delay (5.9) obtained for N=1. By observing NN

that the term in the square root of (5.13) is lower than unity, the delay of the 

CML gate can be reduced by increasing the transistor emitter area, but this is

obtained at the cost of a greater power dissipation from (5.12). To be more 

specific, when the load capacitance CLC is much greater than the parasitic

capacitances at the output node, from (5.11) the ratio b0/b1 is much higher 

than unity. As a consequence, the delay reduction and the increase in the bias

current are both proportional to N from relationships (5.12) and (5.13),

which means that the power-delay product is equal to that already found 

assuming minimum-area transistors. In this case, the power efficiency of the

CML is equal to that achieved by optimizing with a unitary transistor, since 

a given delay reduction is achieved at the price of an equal increase of the

power consumption. 

On the other hand, with a small capacitive load, the delay reduction is

low compared to the increase in bias current, which is proportional to N from N

(5.12). Therefore, an inconvenient amount of power dissipation is needed.

Unless under very high speed constraints, the above approach is seldom 

useful, since the other fundamental target is usually to minimize the power 

dissipation, and a bias current greater than ISSopII (1) is rarely tolerable. Thus, 

in practical cases a different approach should be followed, as explained in 

the following. In particular, let us consider relationship (5.10) for the fixed 

bias current value ISSopII (1) and optimize it for parameter N (i.e., differentiate N
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it for N and, setting the result to zero, solve for an integer N N). The resultingNN

optimum value of N isN

=0
1 )1(

)1(
int)1( =int'=

LCL
SSop
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I

I
I

b
1

a
N    (5.14)

where the function int(x(( ) gives the maximum integer value that is not greater 

than the argument x.

From (5.14), the number of unitary transistors needed to reduce the 

propagation delay for ISSII =SS I= SSopII (1) is equal to the ratio of the optimum current 

with a unitary area and the optimum current with a unitary area evaluated

without a load capacitance. Using these design criteria, after substituting

(5.14) and (5.8) into (5.10), the resulting delay is 

( ) c
bb
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bab(

SSopPD
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01
bbb

01
bbbb))τ   (5.15) 

By comparing relationship (5.15) with that evaluated under unitary area 

(5.9), we see that the emitter area optimization with the bias current set to

ISSopII (1) allows for a delay reduction at the cost of an increased area 

occupation.

The increase in the transistor area can also be helpful when the optimum 

current for the unitary case, ISSopII (1), leads to non-negligible high-injection

level effects, that determine an increase in the transistor transit time and thus

reduce the transistor speed performance [AM88]. However, it is worth

noting that the increase with respect to the unitary area leads to a

proportional increase in the input capacitance of the CML gate, from (4.23).

Thus, if the gate under design is the main load of a previous gate, it may not 

be convenient to design a transistor with a non-unitary area. 

Obviously, the same design criteria highlighted in Section 5.1 using a 

current which is 40% lower than the optimum value can be applied here to 

reduce the power consumption with respect to the optimum case, without 

significantly degrade the speed performance.

5.2.3 Design examples 

To better understand the design procedure previously described, let us

consider the design of a CML inverter gate, by using both the BiCMOS and 

the HSB2 technology discussed in Chapter 4, and assuming fan-out values 

equal to 1 and 10. By assuming the gates to be powered with 5 V and with a
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logic swing VSWINGVV =500 mV, we obtain the data summarized in Tables 4.3-

4.4.

As already discussed in Section 4.8, for the BiCMOS technology the two

load conditions are equivalent to 120 fF and 1.2 pF load capacitance, 

respectively. The resulting optimum bias currents from (5.8) are 0.7 mA and 

1.8 mA, which lead to a propagation delay of 129 ps and 277 ps (the values 

are very close to those given by SPICE simulations, which are 126 ps and 

276 ps). For a fan-out of 10 the current is slightly higher than the high-

injection level, but there is no appreciable degradation in the propagation 

delay. However, since the optimum current evaluated with CLC =0 is 0.4 mA,

according to (5.14) the delay can be further reduced to 166 ps by setting the 

number of unitary transistors equal to 4. In this case, the simulated delay is

15% higher than that predicted analytically. 

For the HSB2 technology, the two fan-out conditions above considered 

are equivalent to 100 fF and 1 pF load capacitance, respectively. The

optimum bias currents are 3.4 mA and 9.4 mA, which lead to a nominal 

propagation delay of 19 ps and 42 ps. While for the former case the

analytical results are very close to the SPICE simulation, which gives 21 ps,

with the bias current of 9 mA the transistors suffers from strong high-

injection level effects, and the analytical propagation delay obtained is not 

realistic. According to (5.14), we set the number of unitary transistors to 3. 

Thus the delay is reduced to 30 ps, which differs from the simulated value by

10%, and avoids the strong condition of high-injection level.

A reduction of power dissipation can be achieved by decreasing the bias

current by 40% with respect to the optimum value, that only leads to a smallmm

increase in the propagation delay, as discussed in Section 5.1. 

5.3 OPTIMIZED DESIGN OF THE ECL INVERTER 

The delay of an ECL gate given by (4.15) consists of two main terms (see

Section 4.5), one associated with the inner CML gate and the other due to 

the output buffer, thus we split the optimized design into two steps. 

First the bias current ISSII  of the CML stage has to be computed to minimizeS

its delay τPD(CML)τ . As discussed in Section 4.5, the delay contribution τPD(CML)τ
of the inner CML gate is evaluated by setting its load capacitance to zero,

thus its optimum bias current is found by following the same strategy as in 

Section 5.2 by setting CLC =0 into (5.8). From (5.2) the optimum bias current 

results to be 
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The delay contribution of the output buffer τPD(CC)τ  in (4.15) should also be

reduced to minimize the ECL inverter delay. However, relationship (4.15)

tends asymptotically to a minimum value for the output buffer bias current 

ICCII  approaching infinity. Therefore, a design strategy to keep (4.15) as low C

as possible with reasonable values of ICCII  is required. To this end, observe C

that, during the falling output signal transition, if the emitter voltage cannot 

follow the base voltage at the same speed, the CC stage cuts off, and this

results in a much larger delay with respect to the value resulting from

relationship (4.15), that was derived by assuming the CC stage to be working 

in the linear region. As a consequence, we have to guarantee that the CC

stage works almost in the linear region most of the time.

A simple design strategy allowing the output buffer transistor to work in 

the linear region was proposed in [KB92]. This strategy is based on the 

consideration that the medium current value which discharges the load 

capacitance is CLC ∆V∆∆ OVV /∆t∆∆ , where ∆V∆∆ OVV  is the voltage swing at each output node O

(equal to VSWINGVV /2) and GG ∆t∆∆  is the time required for the output transition t

(approximately equal to 2τPD(CC)τ , since the delay τPD(CC)τ is needed for a half 

output transition). Thus, in [KB92] the bias current ICCII  is set equal to theC

average discharge current (i.e., ICCII =CC CLC VSWINGVV /2GG τPD(CC)τ ), and a bias current 

greater than this critical value would not substantially reduce the delay.

However, this choice has two drawbacks. The first is the dependence of 

τPD(CC)τ  on ICCII , that from the expression ICCII =CC CLC VSWINGVV /2GG τPD(CC)τ  leads to a

dependence of ICCII on itself. The second is the linear dependence of C ICCII  onC

the load capacitance, which can determine excessive power dissipation for 

the practical ranges of CLC . To overcome these drawbacks, an alternative

approach is outlined below.

The delay of the common collector in (4.15) can be written as 
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where τPD(CC)minτ is the asymptotic value of τPD(CC)τ reached for ICCII →∝ (i.e. 

FLbCPD
C

L
τ

L
τ )(6.1

bC
rR

bCmin)(CC
= (6.1 R

C
). Therefore, after defining the output buffer 

delay normalized to its asymptotic minimum τNττ  (i.e., N τNττ =NN τPD(CC)τ /τPD(CC)minτ ),

relationship (5.17) can be inverted to express the bias current as
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that allows for evaluating the bias current ICCII  needed to achieve a givenC

value of τnτ . From simulations, it was found that the resulting ICCII  maintainsC

the CC stage in the linear region most of the time if τnτ <1.4. Therefore, under 

this condition, the delay evaluation in Section 4.5 and thus relationship 

(5.18) are valid. 

As a rule of thumb to achieve a low CC propagation delay (i.e., close to

the asymptotic value) with a low power dissipation, it is suggested to set

τnτ =1.1, that leads to a CC delay worse by 10% with respect to the asymptotic

value. It is worth noting that, for practical load capacitance values, (5.18)

gives a lower value of the bias current, compared to that resulting from 

[KB92]. This can be seen by comparing relationship (5.18) with that 

proposed in [KB92] (i.e., ICCII =CC CLC VSWINGVV /2GG τPD(CC)τ ). Indeed, straightforward 

calculations show that the latter is lower for load capacitance values such

that
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where the right-hand side represents a capacitance much lower than the input 

capacitance of a bipolar current-mode gate (4.23), since CjeC 2/CDC 2 is surely 

lower than unity and CjeC 2 is lower than the input capacitance (4.23).

Therefore, in practical cases where at least a unitary fan-out is considered, 

condition (5.19) is certainly satisfied. 

By following the approach discussed, the power dissipation of the

optimized ECL inverter is found to be independent of the load capacitance. It 

is, in fact, composed of the CML and CC stage contributions which are

constant with respect to CLC . In order to reduce the power dissipation, the bias

current ISSII  can be conveniently chosen lower than the optimum value (5.16) S

by 40%, as discussed in Section 5.1.

To better understand the design criteria introduced for the bias current of 

the output buffers, let us consider the HSB2 technology and design the ECL 

inverter gate for a fan-out of 1 and 10. The optimum bias currents are 

independent of the load, and their values are ISSopII =1.7 mA and ICCII =0.8 mA. CC

The delay of the differential stage is independent of the load, and its value is 

12 ps. Thus the resulting propagation delays are 30 ps and 72 ps for a load 

capacitance of 0.1 pF and 1 pF, respectively. These values are very close to

28 ps and 86 ps which are those given by SPICE.
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Regarding the transistor area, the transistors of the inner CML gate must

be minimum sized. Indeed, the CML delay is evaluated for CLC =0, thus

coefficient b0 in (5.11a) is equal to zero and, from relationship (5.13), the 

delay cannot be reduced by increasing the emitter area, or equivalently the

factor N.NN

From simulations, it can be seen that there exists an optimum emitter area

of the output buffers transistors that minimizes the delay. This is because the

area increase leads to a reduction of resistance rb in the buffer delay (4.14) 

(even though this is not significantly beneficial, since RC>>CC rb) and at the

same time to an increase in the capacitance CbcC (that was neglected in

(4.14)). Therefore, due to the two opposite effects of the buffer delay, an

optimum exists. However, since the buffer delay is only slightly affected by

the emitter area, this optimization leads to a very low delay reduction, that is

in the order of a few percentage points, as found from simulations. 

From these considerations, it is clear that the output buffer transistors’

area should be increased only to avoid high-injection level effects. To be 

more specific, the high-injection condition must be avoided at the average 

current that flows in the buffer transistors, that is evaluated in the following 

according to the method in [KB92]. Since the buffer delay is defined as the 

time needed by each output node to cross half of its overall voltage swing 

(that is equal to VSWINGVV /2), the average value of the current flowing in theGG

load capacitance during the charge transition is 

)(
4

PD(

LSWING

C

CV
LSWINGi

L τ
=       (5.20)

where
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i  is equal to the difference between the average emitter current,
E

i
E

,

and the bias current ICCII . As a result, by substituting the optimized bias 

current (5.18) into (5.20), the average emitter current is equal to 
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To avoid high-injection level effects, the emitter area of the buffer

transistors has to be set to the ratio of the average emitter current (5.21) and 

the maximum current after which the high-injection level occurs in a

minimum-area device, that is a characteristic parameter of the process used.

For both the BiCMOS and HSB2 technologies, the emitter area increase is

not required, because of the high value of the current after which the high-

injection level occurs.
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5.4 COMPARISON BETWEEN THE CML AND ECL INVERTER 

It is a common belief that ECL gates exhibit superior speed performance

compared to CML gates. However, this does not appear so evident by

comparing these gates with an equal bias current per gate. Indeed, the CML

bias current is entirely spent to provide current ISSII , while in the ECL gate the

current is divided between ISSII and the bias currentS ICCII of each of the twoC

output buffers. Therefore, in the ECL gate, the delay of the inner CML may

be lower than that of the CML gate (due to the lower capacitive load), but 

the output buffer introduces a further delay (4.14). As a consequence, a

quantitative analysis is required to better understand the performance of 

CML and ECL gates in terms of delay, power consumption and their trade-

off.

To compare the speed performance of CML and ECL gates designed for 

minimum delay, the optimum CML delay (5.3) is rewritten using (5.11) as

( ) cCVba( )
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τ   (5.22)

Note that term b1 represents term b without the contribution due to the load 

capacitance

LSWINGCVbb LSWING1bb bb     (5.23)

Thus the ECL delay can be rearranged as 
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By solving the inequality τPD(CML)opτ <τPD(ECL)opτ , it is found that when 

RC>2.4CC re+1.3rb, which is generally true for high-speed technologies, τPD(CML)τ
is always lower than τPD(ECL)τ [AP991]. On the other hand, in the infrequent 

case RC<2.4C re+1.3rb, the inequality τPD(CML)opτ <τPD(ECL)opτ is true for load 

capacitance values such that 
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where the value given by the ratio is usually greater than one. The right-hand 

side of relationship (5.25) represents an impractically high load capacitance 

in high-speed circuits, thus in actual cases the CML gate is again faster than

the ECL. Summarizing, the CML gates have always a better speed 

performance than ECL gates with modern technologies, and as opposite to 
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the traditional assumption, this property also holds for a high capacitive

loads. To further illustrate this, the delay of optimized CML and ECL gate

are plotted versus the load capacitance for the BiCMOS and HSB2

technologies in Figs. 5.2a and 5.2b, where a minimum-delay design under 

the conditions previously used is assumed.

The speed advantage of the CML gate is achieved at the cost of a higher 

power consumption, in some cases. Indeed, the optimized CML and ECL

gates require a bias current equal to 
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Fig. 5.2a. CML and ECL delay versus CLC for the optimized design 

(BiCMOS technology).



Model and Design of Bipolar and MOS Current-Mode Logic  171

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1
0

20

40

60

80

tpd(CML) with Iss=Issop

tpd(ECL) with Iss=Issop

CL (pF)

Delay (ps)

Fig. 5.2b. CML and ECL delay versus CLC for the optimized design 

(HSB2 technology). 

From a straightforward analysis, it can be seen that the current value

given by relationship (5.26) is lower than that given by (5.27) for load 

capacitance values such that 
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The right-hand side of relationship (5.28) results equal to 0.6 pF and 0.1 pF, 

for the BiCMOS and HSB2 process, as illustrated in detail in Figs. 5.3a and 

5.3b, where the bias current required by the optimized CML and ECL gate is

plotted versus the load capacitance.
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Fig. 5.3a. Total bias current of the CML and ECL inverters versus CLC for 

optimized design (BiCMOS process).
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Fig. 5.3b. Total bias current of the CML and ECL inverters versus CLC  for 

optimized design (HSB2 process).

From inspection of Figs. 5.3a and 5.3b, as predicted by relationship 

(5.28), the CML inverter implemented with the BiCMOS technology needs

less power than the ECL gate for a load capacitance lower than 0.6 pF, i.e. a

fan out of 5 as discussed in Section 4.8. Analogously, for the HSB2
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technology the CML needs more power for a load capacitance higher than 

0.1 pF, that corresponds to a unity fan-out. As a consequence, in practical

cases where the fan-out is not lower than one, for the HSB2 technology the 

CML inverter always exhibits a greater dissipation than the ECL counterpart. 

Finally, in order to analyze the trade-off between power and speed of the

CML and ECL gate, their power-delay product is depicted in Figs. 5.4a and 

5.4b. From inspection of these figures, it is apparent that the power-delay

product of the CML gate is always better than that of the ECL gate. In the

same way, it can be seen that the same consideration holds for the CML and 

ECL gates designed with a bias current 40% lower than the optimum value.   

In summary, a comparison of the CML and ECL inverter designed for 

minimum delay has been carried out. The analytical results demonstrate that 

the CML inverter can achieve the lowest delay, even though this advantage

is sometimes obtained at the cost of a greater power dissipation. Moreover,

the power efficiency of the CML gate is always better than the ECL gate, 

which means that the speed advantage of the former is greater than its power 

increase.
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0

0.5

1

1.5

2

2.5

Power - delay product for CML

Power - delay product for ECL

CL (pF)

Power - delay product (pJ)

Fig. 5.4a. Power-delay product of the CML and ECL inverter versus CLC

for optimized design (BiCMOS process).
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Fig. 5.4b. Power-delay product of the CML and ECL inverter versus CLC
for optimized design (HSB2 process).

5.5 OPTIMIZED DESIGN OF BIPOLAR CURRENT-MODE

MUX/XOR AND D LATCH 

In this section, the methodology presented in Section 5.2 is applied to the 

design of the MUX/XOR and D latch gates for best speed or an efficient 

power-delay trade-off. 

5.5.1 Design of MUX/XOR CML gates with minimum transistor area

Let us consider the MUX and XOR CML gates depicted in Fig. 5.5 and 

5.6, respectively. For the sake of simplicity, let us assume the transistor 

emitter area to be minimum, while the more general case of a larger area will

be dealt in the next subsection.

As in the case of a CML inverter in Section 5.4, under the assumption of 

minimum-area transistors, the only design parameter is the bias current ISSII ,

since the product RCICC SSII is constant and is determined from the logic swingS

preliminarily assigned. The delay of a MUX/XOR as a function of ISSII  can beS

easily obtained from analytical manipulation of the delay model discussed in

Section 4.6. Since the delay of a MUX/XOR depends on whether the 

switching input is applied to the lower or the upper level transistors, the two

cases will be discussed separately.
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Let us first consider the case where the switching input is applied to the

lower level transistors Q1-Q2, for which the correspondent delay is modeled 

by relationship (4.18). As discussed for the inverter, by assuming gmgg re<<1

and substituting RC=CC VSWINGVV /2GG ISSII , the delay expression (4.18) can be rewritten

in the form of relationship (5.1) with coefficients a, b and c being equal to
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where coefficient a (responsible for the delay increase for ISSII >SS I> SSopII ) is

essentially due to the base-emitter diffusion capacitance, and is equal to that

of an inverter (5.7a). Coefficient b consists of two terms, one proportional to 
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VSWINGVV that accounts for the total capacitance at the output node, and theG

other proportional to VTVV that takes into account the total capacitance at the T

emitter node of Q3-Q6 (their contribution is lowered by a factor 4VTVV /TT VSWINGVV

since they see the resistance (4.19) approximately equal to 1/g/ mgg , that is lower 

than that seen by the output node, RC, by the same factor). In analogy to the

inverter gate, the weighted sum of capacitances in (5.29b) in brackets can be

interpreted as an equivalent capacitance at the output node, i.e. it introduces

the same delay contribution as if it was connected directly to the output

node. By comparison with relationship (5.7b), this equivalent capacitance

(and thus coefficient b) is roughly four times as that of an inverter for CLC →0

and is equal when the external load is dominant (i.e., for CLC →∞).

From (5.2) and (5.29), the optimum bias current for the MUX/XOR CML

gate is
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that is essentially proportional to VSWINGVV , as for the inverter gate. Indeed, the

last addend in the numerator under the square root in (5.30) is significantly

lower than the other, because it has a lower number of capacitances and is 

multiplied by the term 4VTVV /TT VSWINGVV that is lower than unity for practical valuesG

of the logic swing. By comparison of relationship (5.30) with (5.8), the

MUX/XOR optimum bias current for a negligible load capacitance is more

than twice as that of a CML inverter, but tends to the same optimum bias

current for high values of the load capacitance.

Regarding the minimum delay, from (5.3) and (5.29), its expression 

results to
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It is worth noting that, for the optimum bias current, the optimum 

propagation delay (5.31) is roughly twice that of an inverter for low values

of the load capacitance, and tends to it for high values of CLC . As observed for 

relationship (5.30), the first addend under square root is significantly lower 

than the other, thus the minimum delay is basically independent of the logic

swing. As a result, according to observations made for the inverter gate, the

logic swing should be kept as low as possible to reduce the power

consumption, since it does not give any benefit on speed performance.

Regarding the delay of a MUX/XOR CML gate associated with the

switching of an input that is applied to transistors at the upper level (Q3-Q4

or Q5-Q6), its expression (4.20) can be rewritten in the form (5.1) with

coefficients given by 
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From inspection of relationships (5.32), coefficient a is equal to that of an

inverter in (5.7a), while coefficient b is roughly twice as that of an inverter 

for CLC →0 and equal to it for CLC →∞. As a consequence, the optimum bias

current
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is roughly greater than that of an inverter by a factor of 2  for CLC →0 and 

equal to it for CLC →∞. The same consideration holds for the optimum 

MUX/XOR delay associated with an input that drives the transistors at the t

upper level
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5.5.2  Design of MUX/XOR CML gates with non-minimum transistor 

area and examples

In Section 5.5.1, the assumption of minimum-area transistors was made

to simplify the analysis. Now let us consider the more general case where the

emitter area of the transistors Q1-Q2 at the lower level is N1NN  times the 

minimum area, while that of transistors at the upper level Q3-Q6 is N2NN  times 

the minimum area.

First, let us consider a MUX/XOR gate with switching inputs applied to

transistors Q1-Q2, whose delay can be evaluated by remembering that the 

minimum-area transistor capacitances have to be multiplied by the factor N1NN

(N(( 2NN ) for lower transistors (upper transistors), whereas resistances are divided 

by the same factor. Therefore, by following the same procedure as in Section

5.2.2 for the inverter gate, delay can be written as
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where a and c are still given by (5.29a) and (5.29c) that were derived under 

the assumption of minimum area, while b0, b1 and b2 are 
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where b0 is due to the load capacitance, b1 is due to the capacitance at the 

emitter node of Q3-Q6, while b2 is due to the capacitance at the output node,

according to considerations presented in Section 5.5.1. 

From relationship (5.35), the delay increases as increasing the emitter 

area of transistors at the upper level, according to [SE96]. As a result,

parameter N2NN  has to be set to its minimum value (as close to unity as 

possible) that avoids high-injection effects.

As far as the area of transistors at the lower level is concerned, once N2NN  is

set on the basis of the considerations reported above, parameter N1NN  can be 

optimized along with the bias current to reduce the delay (5.35). To be more

specific, the optimum bias current that minimizes the delay as a function of 

N1NN  is 
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while the optimum delay versus factor N1NN  becomes
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where ISSopII (1) and τPDopτ (1) refer to the case with minimum transistors Q1-Q2

(i.e., N1NN =1). As already observed for the inverter gate in Section 5.3.2, the

term in the square root of (5.38) is lower than unity, hence a delay reduction

is allowed by increasing the emitter area of transistors Q1-Q2. This speed 

improvement is obtained at the cost of a greater power dissipation from

(5.37). To better understand this point, it is worth noting that N1NN  is always 

much lower than (b0+b2)/b1 in relationship (5.37)-(5.38). This can be easily

verified by analytically expressing (b0+b2)/b1
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that is very high with respect to practical values of N1NN . Indeed, even in the

pessimistic case of CLC =0, the ratio of capacitances in (5.39) is greater than 2,

while term VSWINGVV /4GG VTVV  is greater than 4 since the logic swing is at least 400T

mV. From these considerations, (b0+b2)/b1N1NN  results much greater than unity,

hence the delay reduction and the bias current increase are both proportional 

to
1

N , from (5.37) and (5.39). As for the case of the inverter gate, the

power efficiency is equal to that achieved by optimizing with a unitary

transistor.

In general, except for the case of very heavy speed constraints, the 

approach discussed above is seldom useful, since a bias current greater than

ISSopII (1) is rarely tolerable. Thus, the alternative approach to the area

optimization developed for the inverter gate in Section 5.3.2 has to be used. 

To be more explicit, let us minimize delay (5.35) for parameter N1NN  with the

fixed bias current value ISSopII (1), thus leading to the following optimum value 

of N1NN
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where the function int(x(( ) was defined in Section 5.2.2. For the design criteria

(5.40), by substituting (5.30) into (5.35), the resulting delay is
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By comparing relationship (5.41) to the delay with a unitary area (5.31),

the emitter area optimization with the bias current set to ISSopII (1) allows for a

delay reduction at the cost of an increased area. As already discussed for the 

inverter gate, this area increase leads to a proportional increase in the input 

capacitance (4.23) of the CML gate, which slows down the response of the 

previous gate. As a consequence, the area increase is helpful only when the 

optimum current for the unitary case, ISSopII (1), leads to non-negligible high-

injection level effects.

Regarding the MUX/XOR gate with switching inputs applied to 

transistors Q3-Q6, results are equal to those obtained for an inverter gate.

Indeed, as clarified in Section 4.6, in this case delay is equal to that of an 

inverter with properly modified capacitances. Therefore, exactly the same 

considerations as in Section 5.2.2 hold by substituting factor N2NN to parameter 

N, as well as using unitary-area coefficients (5.32) instead of (5.7).NN

5.5.3 Design of the CML D latch

The results presented in the previous subsections can be easily extended 

to the case of a CML D latch. Indeed, as observed in Section 4.9, the only

difference between the XOR and the D latch is an additive capacitance

(4.23) associated with cross-coupled transistors Q5-Q6. As it will be d

demonstrated above, this leads to an increase in coefficient b with respect to 

the MUX/XOR gate, while the other coefficients in (5.29a) and (5.29c) do

not change. Therefore, from (5.2) and (5.3), for negligible load capacitances,

the increased load due to transistors Q5-Q6 leads to an optimum bias current 

and delay worse than those found for XOR and the inverter gates. However,R

the difference is strongly reduced for load conditions in which the load 

capacitance is dominant. In the following a more detailed analysis is 

presented.
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When the delay is evaluated for an input applied to the lower transistors

and for a minimum-area design, coefficient b becomes 
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where, as usual, it was assumed gmgg re<<1 and substituted RC=CC VSWINGVV /2GG ISSII .

Hence, the optimum value of the bias current results to
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When transistors Q1-Q2 are allowed to have an emitter area greater than 

the minimum one by a factor N1NN , as well as transistors Q3-Q6 by a factor N2NN ,

the only modification to coefficients (5.36) of the MUX/XOR gate delay

(5.35) with an input applied to lower transistors Q1-Q2 has to be introduced

in b2, that becomes
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therefore the considerations on the sizing of N1NN and N2NN  for the MUX/XOR 

gate in Section 5.5.2 are again extended to the D latch.

For the delay associated with an input driving transistors Q3-Q4 and

minimum-area design, coefficient b is obtained by substituting relationship 

(4.23) into (5.32b)
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whereas the other coefficients are given by (5.32a) and (5.32c). Once again, 

coefficient a is equal to that of an inverter (5.7a), while coefficient b is more

than four times larger than that of an inverter for CLC →0 (more explicitly, by 

a factor 6.3 and 5 for the BiCMOS and the HSB2 process, respectively) and

equal to it for CLC →∞.

As a consequence, the optimum bias current
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that is roughly greater than that of an inverter by more than twice (more

explicitly, by a factor 2.5 and 2.2 for the BiCMOS and HSB2 process,

respectively) for CLC →0 and equal to it for CLC →∞. The same increase is 

observed in the optimum delay, whose expression is 
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When area factor N2NN of transistors Q3-Q4 is also a design parameter, the

same criteria as in Section 5.5.2 can be used, by observing that the only

difference with respect to the MUX/XOR gate is in coefficient b2, that 

becomes
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whereas the other coefficients are given by relationship (5.29a), (5.29c), 

(5.36a) and (5.36b). 

In regard to the ECL implementation of MUX/XOR gates, the design 

criteria for an inverter discussed in Section 5.3 are again valid by simply

substituting the expression of coefficients a, b and c of MUX/XOR gates to 

those of the inverter.
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5.5.4 Design examples

To illustrate the proposed procedure in detail, the MUX/XOR gate with 

both the BiCMOS and the HSB2 technologies were designed assuming a 

supply voltage of 5 V, VSWINGVV =500 mV, thus Tables 4.2-4.3 can be used. 

Very similar results can be obtained for the D latch. 

The fan-out was assumed to be equal to 1 and 10, equivalent to a load 

capacitance of 120 fF and 1.2 pF for the BiCMOS process, and a capacitance

of 100 fF and 1 pF for the HSB2 technology, respectively. 

For the BiCMOS process and applying the input to lower transistors, the

two load conditions lead to an optimum bias current of 1 mA and 1.9 mA 

respectively, which lead to a delay of 243 ps and 338ps.  The values are very f

close to those given by SPICE simulations which yield 234 ps and 351 ps.

Even though the current is slightly higher than 1.4 mA for a fan-out of 10, 

the transistors work marginally at the high-injection level and there is no

appreciable degradation in the propagation delay.

For the HSB2 process and the two fan-out conditions, the optimum bias

current is 4.8 mA and 10 mA respectively, which leads to a high power 

dissipation and is significantly greater than the high-injection level. Hence,

we can use the 60% optimum bias current, i.e. a bias current of 2.8 mA and 6

mA for the two fan-out conditions, respectively. In the former case

minimum-size transistors can be still used and the resulting delay is 45 ps

which has an error of 15% with respect to the value predicted. In the second

case the bias current is excessively higher than the high-injection level and 

we have to use a transistor with an area 3 times the minimum size. Under 

this condition a simulated delay of 69 ps is obtained, that differs by 13% 

from the theoretical value.

5.6 SUMMARY AND REMARKS

In this chapter, a design methodology for CML and ECL gates has been

discussed. This strategy allows for sizing the bias current, the load resistance 

and the transistor area to efficiently manage the power-delay trade-off, that 

is crucial in this kind of logic. 

In regard to CML gates, their general delay expression (5.1) introduced

permits to use the same design approach regardless of the specific logic gate

considered. Indeed, although the general delay expression (5.1) was

validated for the case of the inverter, MUX, XOR and D latch gates, it can 

be immediately extended to the other CML gates. This is because delay can

always be written as the sum of time constants (4.4), thus for more complex 

gates, and even more series-gating levels, the capacitances and the

resistances seen by them have the same dependence on the bias current as 
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the gate considered. As a result, analysis based on relationship (5.1) is

extremely general, and the only difference among the various gates is in the

expression of coefficients a, b and c (the latter of which is negligible and

does not affect the optimization).

In the design approach discussed, coefficient a is due to the base-emitter 

diffusion capacitance, whose contribution to the delay increases as 

increasing the bias current. Its expression is always the same, regardless of 

the considered gate. Coefficient b is due to the other capacitances, that can

be represented with an equivalent capacitance at the output node (i.e. as the

gate were a simple inverter), and this contribution to delay decreases as

increasing the bias current. This explains why delay can always be 

minimized for the bias current by relationship (5.2), that makes the two

contributions equal. 

By following this approach, the power-delay trade-off was shown to be

represented in the general form (5.5), that holds regardless of the specific

logic gates considered. From this representation, it was shown that the

power-delay product increases as increasing the bias current. As a

consequence, the power consumption can be reduced without significantly

affecting the speed performance by reducing the bias current with respect to

the optimum value. The rule of thumb proposed to achieve a favorable

power efficiency is to set the bias current equal to 60% of the optimum

value, that allows for a 40% power saving and only a 10% delay increase

with respect to the optimum case.

Various criteria to size the transistors’ emitter area were discussed.

However, unless heavy speed constraints are imposed, the area must 

eventually be increased only to the minimum value that avoids the high-

injection level effects. When a very high-speed performance is required, the 

suggested approach is to use the optimum bias current evaluated for 

minimum emitter area, and then to properly increase the emitter area. 

A design strategy was also proposed for ECL gates to obtain nearly the 

minimum achievable delay. The approach discussed is independent of the

specific gate considered and allows a suitable output buffer bias current to be 

found. The bias current obtained is demonstrated to be independent of the 

load capacitance for high-speed design cases.

A comparison of the CML and ECL inverter designed for high-speed

design was also carried out. In contrast with the usual belief, results 

demonstrate that the CML inverter can achieve the lowest delay, even

though this advantage is sometimes obtained at the cost of a greater power

dissipation. Moreover, the power efficiency of CML gates is always better 

than ECL gates, i.e. the speed advantage of CML gates is greater than their 

power increase with respect to ECL gates.



Chapter 6

MODELING OF MOS CURRENT-MODE GATES

In Chapter 4, a strategy to model the delay of bipolar Current-Mode gates 

has been discussed and applied to several gates. In this chapter, the same 

subject is investigated for CMOS Current-Mode logic circuits by extending 

the fundamental ideas introduced in Chapter 4. 

6.1 INTRODUCTION TO THE DELAY MODELING OF MOS

CURRENT-MODE GATES 

The bipolar CML/ECL delay model can be extended to MOS SCL gates 

by properly simplifying the equations of the BSIM3v3 model currently used 

for submicron MOS transistors [CH99], whose complex equations are

unsuitable for formulating an efficient model and understanding the delay

dependence on design and process parameters. To simplify the general 

analysis of CMOS Current-Mode circuits, the PMOS active load included in

every CMOS SCL gate is approximated as an equivalent resistor, as 

discussed in Section 2.4.1. Parasitic capacitances of MOS transistors will 

also be evaluated and linearized starting from the exact relationships of the

BSIM3v3 model. Moreover, the relationship between the current and the 

gate-source voltage of NMOS transistors is simplified by introducing an 

equivalent linear transconductance. Once NMOS and PMOS transistors are 

properly linearized, the approach previously used for bipolar gates can be 

applied to CMOS SCL gates.

In this chapter, a methodology to evaluate the delay of MOS Current-

Mode gates is developed and applied to the inverter, MUX, XOR and D 

latch. Gates both with and without an output buffer are considered, and the 

effect of the input waveform rise time on the delay is also treated. To the 
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best authors’ knowledge, except for works written by themselves [AP01], 

[AP02], no other approaches to the delay modeling of CMOS Current-Mode

gates have been proposed in the literature. 

6.2 MODELING OF THE SOURCE-COUPLED INVERTER 

Let us consider the SCL inverter gate in Fig. 6.1, where ISSII is the bias S

current, VDDVV is the supply voltage and CLC is the external load capacitance that 

accounts for the wiring capacitance and the input capacitance of the driven

gates. It is worth noting that, unlike CML gates, a negative supply is rarely 

used because SCL gates are typically used in mixed-signal circuits, where 

the same positive supply voltage is used for analog blocks.

M3

VDDVV

M1

ISS

M2

M4

vi1vv vi2vv

vo1vv vo2vv

CL
CL

Fig. 6.1. Source-Coupled inverter gate.

In this section, the delay τPDτ of the SCL inverter gate in Fig. 6.1 is 

evaluated when the differential input vi=vi1-vi2 switches. To simplify 

analysis, the PMOS active load is modeled as an RC circuit in Section 6.2.1.

The timing analysis of the circuit in Fig. 6.1 is carried out in Subsection

6.2.2 by assuming a step input for the sake of simplicity, and is then

extended to more general input waveforms in Section 6.2.3. 
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6.2.1 Circuit model of the PMOS active load 

To simplify the circuit analysis of Fig. 6.1 and evaluate the SCL inverter 

delay, PMOS transistors M3-M4 can be approximated as a linear resistance

RD given by relationship (2.38) in a DC condition. Moreover, to accurately

model the transient behavior of the gate, the PMOS drain-bulk, Cdb,pCC , and 

gate-drain capacitance, Cgd,pC , must also be accounted for. 

In the BSIM3v3 model, the PMOS drain-bulk capacitance is associated 

with the depletion region of the drain-bulk junction, and consists of the two 

contributions in (1.55a) and (1.55b), the bottom capacitance and the side-

wall capacitance [R96], [CH99]. Due to a wide variation of their voltage

during switching, the two contributions must be evaluated by multiplying the 

zero-bias capacitances CjC and CjswC by coefficients Kj,pKK and Kjsw,pKK respectively, 

according to relationship (1.13). Voltages V1VV  and V2VV in (1.13) are evaluated 

as explained in Section 4.3 for the bipolar gates. For example, the minimum 

direct voltage V1VV  seen by the drain-bulk capacitance of M2 occurs when the

input voltage vi is high, hence the PMOS drain voltage is equal to (VDDVV -

VSWINGVV /2), thus resulting to GG V1VV =-VSWINGVV /2, since the bulk is connected to theGG

supply VDDVV . Instead, when vi is low, the PMOS drain voltage is VDDVV , hence 

V2VV =0.

From inspection of the MOS transistor layout in Fig. 6.2, junction

perimeter and area result as 2(WpWW +L+ d,p) and WpWW Lpp d,p, respectively, being WpWW the 

effective channel width and Ld,p the other junction dimension (in Chapter 2, 

the symbol Lx was used instead of Ld,p).

Source/Drain

diffusion
Wp

L d,p

GateGGaateeGGaateeGGaatee

Source/Drain

diffusion

Fig. 6.2. Simplified layout of a MOS transistor. 
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From Fig. 6.2, the linearized drain-bulk capacitance of PMOS transistors 

results in

( )
pdppjswpjsw

(
pdppjpjpdb

LWCKLWCKC (
ppjswpjsw ppjsw

(
pdppjpjpdb ppjpj jswp jswpdppjp dppjp

  (6.1) 

In relationship (6.1), the bottom zero-bias capacitance Cj,pC , as well as the

built-in potential across the junction pb and the grading coefficient mj

necessary to evaluate coefficient KjKK , are standard BSIM3v3 model 

parameters. The same consideration holds for the parameters of the side-wall

contribution (with subscript sw). Parameter Ld,p is extrapolated from layout 

design rules. 

The PMOS gate-drain capacitance Cgd,pC  is equal to the sum of the overlap 

and the channel contributions. The former is equal to the product of the 

overlap capacitance Cgd0C , that is a standard BSIM3v3 parameter, and the

channel width WpWW . The latter is the intrinsic contribution associated with the 

channel charge of the PMOS transistors working in the triode region, Cgd,p,intC .

Unfortunately, the effects of the channel charge in short channel transistors

cannot be treated in the same manner as for long-channel devices, since the

decomposition of channel capacitance into gate-source and gate drain 

capacitances no longer applies in submicron technologies [YEC83], [T98],

[CH99]. In the BSIM3v3 capacitance model, the channel charge transfer is

modeled by transcapacitances CijC , defined as 

j

i

ij
V

j

Q
iC

i ∂
∂=        (6.2) 

where Qi is the total charge associated with the MOSFET terminal i,  and VjVV

is the voltage of the terminal j. Since transcapacitances CijC  are not reciprocal,

i.e. CijC ≠C≠≠ jiC , in general the charge flow in submicron MOSFET transistors

cannot be modeled by two-terminal capacitances [T98], [CH99]. However,

for the specific case of the PMOS active load in SCL gates, an equivalent 

intrinsic capacitance Cgd,p,intC  can still be introduced to model the channel t

charge flowing through the drain terminal, Qd. The channel charge flow

through the drain is only due to the variation of the drain-gate voltage VdVV  (thed

gate, source, and bulk voltages of transistors M3-M4 are fixed); therefore, it 

can be described by the capacitance CddCC , since by definition (6.2) it expresses 

the drain charge variation due to the variation of VdVV . To evaluate the

capacitance CddCC  of PMOS transistors, let us consider the expression of d Qd ind

the strong inversion for a 40/60 charge partitioning (as indicated by 

parameter Xpart equal to 1 in the transistor model) [CH99]t
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which depends on WpWW , LpL and various other BSIM3v3 model parameters.  

The dependence of (6.3) on WpWW  and LpL can be further simplified. Indeed, it 

can be evaluated in the worst case where Abulk is equal to its maximum valuek

Abulk,max. From relationship (6.4), parameter Abulk is maximized by settingk WpWW

to the minimum value allowed by the process (i.e. WpWW =Wp,minWW ) and by 

maximizing function (6.4) for LpL  with straightforward calculations. As an

example, for the PMOS transistor in a 0.35-µm CMOS process and VDDVV =3.3

V, the maximum value of Abulk is k Abulk,max=1.34, that is slightly greater than 

unity as expected [CH99]. 

By differentiating relationship (6.3) for VDVV and approximating Abulk to its k

maximum value Abulk,max, capacitance CddCC  results tod

OXppbulk

d

d
dd

CLWA
Opp pbulk

V
d

Q
dC

d max,
4

3=
∂
∂=     (6.5) 

From inspection of relationship (6.5), it is apparent that the expression 

derived for long-channel devices (i.e., Cgd,p,intCC =½WpWW Lpp pL COX) is inadequate. X
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From the above considerations, each of the two PMOS transistors 

implementing the active load of an SCL gate will be represented in the 

following by the RC circuit in Fig. 6.3.

R
D

RR C     +Cdb,p      gd,p    +C    +C

VDDVV

v o

VDDVV

v o

Fig. 6.3. Equivalent linear circuit of the PMOS active load. 

6.2.2 Delay model of the SCL inverter for a step input 

To model the propagation delay of the SCL inverter in Fig. 6.1, it is 

useful to observe that the NMOS transistors M1-M2 work in the saturation 

region most of the time, and their source voltage is the same for both input 

logic values, since it is fixed by the NMOS transistor in the ON state (i.e. 

drawing a current ISSII ). Thus, as already discussed for Current-Mode bipolar S

gates, the circuit can be linearized around the bias point with vi=0 and then 

simplified by applying the half-circuit concept, since the circuit is 

symmetrical and a differential input is applied. 

The equivalent linear half circuit obtained is shown in Fig. 6.4, where 

transistor M1 (M2) is represented by its small-signal model (subscript n

refers to NMOS transistors), while PMOS transistor is replaced by the

equivalent circuit in Fig. 6.3. The capacitive effects associated with NMOS 

transistors consist of the drain-bulk junction capacitance Cdb,nCC and the gate-

drain capacitance Cgd,nC , that pertain to NMOS transistors working in the 

saturation region. The former is a junction capacitance and can be linearized 

in the same way as capacitance Cdb,pCC , i.e. by multiplying its zero-bias value 

by a coefficient KjKK  evaluated with V1VV =-VDDVV +VSWINGVV /2 and GG V2VV =-VDDVV .

Capacitance Cgd,nC is due to the overlap of the gate layer and the drain 

diffusion, thus it is equal to the product of the channel width WnWW and the 

BSIM3v3 model parameter Cgd0C representing the overlap gate-drain 

capacitance per unit channel width. 
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Vi1,2

+

- g
m,nVn i1,2

C gd,n

C     +C     +C
db,n       gd,p       db,p
     C     C    C   CLR

V
o1,2

D

Fig. 6.4. Equivalent linear circuit of the SCL inverter gate.

The network in Fig. 6.4 is a first-order circuit with a time constant τ that τ
can be evaluated by applying the open-circuit time constant method [CG73]

and neglecting the high-frequency zero [LS94], whose effect on the transient 

behavior of the gate is a small negative initial overshoot during switching.

By assuming the input waveform to be a unity step, the resulting delay is 

0.69τ, hence the propagation delayτ τPD,SCLτ of the SCL gate results to be 

( )
LpdbpgdndbngdD

(
SCLPD

CCCCCR (
LpdbpgdndbngdD pdbpgdndbngd

( CCC CCC
dbddb ddb dbddb

=
,

69.0τ  (6.6) 

The expression (6.6) is simple and, hence, can be profitably used in 

pencil-and-paper calculations. Moreover, it shows how delay depends on 

design and process parameters and allows the designer to get the necessary

intuitive insight into the circuit behavior. 

To evaluate the accuracy of relationship (6.6), its results were compared 

to Spectre simulations by adopting a 0.35-µm CMOS process, whose main

parameters are reported in Table 6.1, and BSIM3v3 parameters useful to

evaluate capacitances in (6.6) are shown in Table 6.2. 

TABLE 6.1

COX 4.6 fF/µm2

µnoµµ COX 175 µA/V2

µpoµµ COX 60 µA/V2

(W/L)min 0.6 µm/0.3 µm

VTn0VV (short channel) 0.54 V 

VTp0VV (short channel) -0.72 V 

maximum VDDVV 3.3 V
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TABLE 6.2

NMOS PMOS

pb 6.9 E-1 pb 1.02

mj 3.1 E-1 mj 5.5 E-1 

cj 9.3 E-4 cj 1.42 E-3

pbsw 6.9 E-1 pbsw 1.02

mjsw 1.9 E-1 mjsw 3.9 E-1 

cjsw 2.8 E-4 cjsw 3.8 E-4 

Ld 1.1 E-6 Ld 1.1 E-6 

cgs0 2.1 E-10 cgs0 2.1 E-10

cgd0 2.1 E-10 cgd0 2.1 E-10

Simulations were carried out under a variety of design and load 

conditions. The bias current was varied from 5 µA to 100 µA, the transistors

aspect ratios were sized to obtain the typical values VSWINGVV =700 mV and 

AV=4, and the load capacitanceVV CLC was set to 0 F, 50 fF, 200 fF and 1 pF. 

In Figs. 6.5a, 6.5b, 6.5c and 6.5d the simulated delay and that predicted 

by relationship (6.6) are plotted versus the bias current ISSII for a load S

capacitance equal to 0 F, 50 fF, 200 fF and 1 pF, respectively. As expected, 

delay is decreased by increasing the bias current ISSII  and asymptotically tendsS

to a constant value. 
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Fig. 6.5a. Simulated and theoretical delay vs. bias current ISSII  withS CLC =0 F.
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Fig. 6.5b. Simulated and theoretical delay vs. bias current ISSII with S CLC =50 fF. 
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Fig. 6.5d. Simulated and theoretical delay vs. bias current ISSII with S CLC =1 pF.

The model (6.6) is in agreement with simulated results, as is shown in 

Fig. 6.6, that reports the model error with respect to Spectre simulations 

versus ISSII , for the used values of the load capacitance. The maximum error in

actual cases (i.e., with non-zero load capacitance) is equal to 15%, and it is 

as high as 19% in the nonrealistic case with CLC =0 F. To get an idea about 

reasonable values used in practical cases, consider an SCL gate with IBII =20

µA, CLC =50 fF, (W/WW L// )n=8/0.3, (W/WW L// )p) =0.6/0.7 and VDDVV =3.3 V. The predicted 

and simulated delay are respectively equal to 620 ps and 730 ps, and differ 

by 15%.
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Fig. 6.6. Error of (6.5) with respect to simulated results vs. bias current ISSII .
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As observed for CML gates, the analytical model presented so far could 

be further improved by introducing unknown coefficients that multiply the

circuit capacitances and evaluating them through minimization of the error 

functional (4.6). However, the model accuracy obtained is better than that of 

CML circuits and it is sufficient for most purposes, thus the improved model 

is a less interesting option for SCL gates. 

6.2.3 Extension of the delay model to arbitrary input waveforms 

In general, the delay of a logic gate depends on the input signal waveform 

[R96]. For example, this dependence cannot be neglected in the case of static

CMOS logic [ADR00], [BNK98]. Therefore, in the following some

considerations are introduced to extend the validity of the model developed 

in Section 6.2.2 for a step input. 

To understand the effect of a non-zero input rise time, let us first consider t

the case where a step input is applied to the SCL inverter. For the sake of 

simplicity, assume that the input voltage vi abruptly switches from low to 

high. Before switching, the voltages vo1 and vo2 are equal to VDDVV and (VDDVV -

VSWINGVV /2), while after switching the steady-state voltages are (GG VDDVV -VSWINGVV /2)GG

and VDDVV , respectively. During the switching, the bias current is abruptly 

steered on M1-M3 due to the step input voltage, and the left-hand half circuit 

is equivalent to an RC circuit driven by a constant current ISSII , while the 

right-hand half one is an RC circuit with no input current1.

When an input waveform with a non-zero rise time is applied, the current 

steering is more smoothed, thus slowing down the output voltage response

and increasing the time tout,50t required to reach its 50% value (i.e., delay 

tends to be increased with respect to the step input case). At the same time,

the time tin,50 required by vi to reach its 50% value also increases as

increasing the input rise time (i.e., delay tends to be reduced), therefore two 

opposite effects on delay (defined as (tout,50t -tin,50)) are observed. In SCL

gates, the two effects tend to compensate each other, thus leading to a weak 

delay dependence on the input rise time. 

The weak dependence of SCL gates delay on the input rise time is 

confirmed by simulations. To be more specific, delay of a single SCL gate 

was evaluated by using the CMOS process described above, for a load 

capacitance equal to 0 F, 50 fF, 100 fF, 200 fF, 400 fF and 1pF, and a bias

current ranging from 5 µA to 100 µA. The considered gate was driven by a

1 This explains why the half circuit concept can be applied. Indeed, both half circuits 

are driven by a constant current and have the same time constant, thus their output 

voltages move toward each other in a symmetrical way with respect to the logic

threshold.  
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realistic input waveform, obtained from the output voltage of either a single 

SCL gate or a chain made up of two to four SCL gates. A very wide range of 

conditions was considered, including the cases with an input waveform 

much faster or slower than the output waveform by up to two orders of 

magnitude. The results obtained are collected in the scattering plot of Fig.

6.7, where the step input delay of the considered SCL gate is reported in the 

x-axis and the actual delay for a realistic waveform on the y-axis. Analysis 

of Fig. 6.7 reveals that the actual delay is close to that with step input. More 

specifically, the difference between the two delay values is always lower

than 24% even in unrealistically high input rise time, and it is typically mucht

lower, since its average value is only 6.8%. This means that the delay of an 

SCL gate is not very sensitive to the input waveform, in contrast to an ideal 

first-order circuit behavior.
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Fig. 6.7. Scattering plot of the SCL inverter delay with actual input 

waveform vs. delay with step input waveform. 

6.3 MODELING OF THE SOURCE-COUPLED INVERTER 

WITH OUTPUT BUFFERS

To improve the driving capability of the gate and therefore its switching

speed, or to shift the common-mode value of the output nodes voltage for 
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reasons discussed in Chapter 2, an output buffer can be added to each output 

node, as shown in Fig. 6.8, where vo=vo1-vo2 is the differential output voltage 

of the gate, and vi,buf1 and vi,buf2 are the input voltages of the two buffers, 

respectively. Each output buffer is a source-follower stage biased by the 

current source ISFII .

The propagation delay τPD,SCLbufτ of an SCL gate with the output buffer inf

Fig. 6.8 can be evaluated by applying the methodology described in Section 

6.2 and extending it as done for ECL gates in Section 4.5. To be more

specific, the delay of the inverter gate in Fig. 6.8 can be decomposed into the

contribution τPD,SCLτ of the internal SCL gate and that of the buffer τPD,bufτ :ff

bufPDSCLPDSCLbufPD ,
τττ +=

SCLPD
τ     (6.7) 
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Fig. 6.8. Source-Coupled inverter gate with output buffers.

The delay contribution of the internal SCL gate, τPD,SCLτ , is given by (6.6) 

in which CLC must be set to zero, while that of the buffer, τPD,bufτ , is evaluated ff

by driving the source-follower stage with the Thevenin equivalent circuit 

seen at the output of the internal SCL gate, modeled with a voltage source 

VthVV and a resistance2 Rth. Hence, τPD,bufτ can be evaluated by analyzing the f

2 In the SCL gate only the resistive contribution of the output impedance was

considered, since the output capacitance does not contribute to the delay. To better 

understand this point, consider the overall transfer function of the circuit in Fig. 6.9, 

which can be approximated as (1+a1s)/(1+b1s) in the specific case of MOS Current-

Mode gates, as will be shown above. By applying the Elmore delay approximation, 
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circuit in Fig. 6.9, which depicts the linearized buffer circuit driven by the 

Thevenin equivalent circuit of the SCL gate.

g
m,buf

gg Vgs,bufVV

R
th

V
th

+

--

C
gd,buf

C
L

CC

v
o1,2

C
gs,buf

+

V

-

gs,buf

Fig. 6.9. Equivalent linear circuit of output buffers driven by the internal

SCL inverter. 

In Fig. 6.9, capacitors CgdCC ,dd buf and f CgsCC ,buf represent the gate-drain and the f

gate-source contributions, and are evaluated as small-signal capacitances in

the saturation region. To be more specific, Cgd,bufCC  is due to the overlap of thef

gate layer and the drain diffusion, thus it is equal to the product of the 

overlap capacitance per unit length, Cgd0CC , and the effective buffer transistors’ 

channel width, WbufWW . Regarding the capacitanceff CgsCC ,buf, noting that buffer ff

transistors work in the saturation region most the time, it must be evaluated 

as 2/3⋅(WbufWW Lff bufCff OX). Moreover, since it is beX tween two nodes whose voltage 

gain in (2.50) is close to unity, we have to account for a Miller effect 

[MG87]. Hence, the equivalent Miller capacitance at the input of the buffer 

(i.e., in parallel to CgdCC ,dd buf) is given byff +−
bufm

bufmb

bufgs
g

g
Cg 111 , where gmb,bufgg

and gm,bufgg are respectively the body effect transconductance and the transistor f

transconductance in (1.70) and (1.66), respectively, and their ratio is almost

constant (typically, gmb,bufgg /ff g/ m,bufgg ranges from 0.1 to 0.2, and for the 0.35-f µm

CMOS process used gmb,bufgg /ff g/ m,bufgg ≅ff 0.13).

delay results as 0.69(b1-a1) [E48]. Circuit analysis, for example using the extra 

element theorem [M89], shows that adding CoutCC  to the internal SCL gate determinest

an equal increase in a1 and b1 by RDCoutCC , therefore the delay is not affected by CoutCC .
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The transconductance gm,bufgg of the transistor implementing the buffer canf

be evaluated from (1.66) as explained in Section 2.4.2, provided that in the 

effective electron mobility (2.33), VDSVV and S VSBVV  are approximated with their 

maximum values (i.e., VGSVV +S VSWINGVV /2GG and VDDVV -VGSVV , respectively), and Vd GSVV isS

underestimated by VT,nVV .

The circuit in Fig. 6.9 has a transfer function with two poles and one

high-frequency zero, that exhibits a dominant-pole behavior for practical

values of ISSII and S CLC . This is a fundamental difference with respect to ECL 

bipolar circuits, that have a second-order behavior, and is essentially due to

the fact that MOSFET transistors usually have a much lower 

transconductance at a given bias current [LS94]. Detailed analysis shows

that the second pole is greater than the first one at least by one order of 

magnitude.

From the previous considerations, the buffer circuit can be assimilated to

a first-order system, whose delay is equal to 0.69 times its time constant. By

applying the time constant method, the following expression of the buffer 

delay is obtained 

+
+

=
bufm

bufgsL

bufm

bufmb

bufm

bufmb

bufgsbufgdDbufPD
g

CC +
L

+

g

g

g

g

CCR +bufgdD

1

69.0τ (6.8)

where the source-bulk capacitance was neglected with respect to CLC . From 

(6.8), the buffer delay is equal to the sum of two terms, whose circuital

meaning is apparent: the first is proportional to RD and models the loading 

effect of the buffer on the internal SCL gate, the second is inversely

proportional to gm,bufgg , and hence it depends on the buffer driving capability. ff

Accuracy of (6.7)-(6.8) was tested by extensive Spectre simulations using

the 0.35 µm CMOS process described above, with bias current ISFII  ranging F

from 5 µA to 100 µA, bias current ISSII  set to 5 S µA, 20 µA, 50 µA and 100 

µA, and VDDVV set to 3.3 V. Moreover, the internal SCL transistors’ aspect 

ratios were sized to obtain the typical values VSWINGVV =700 mV and AV=4,VV

while the buffer transistors’ aspect ratios were set to 0.6/0.3, 3/0.3 and 6/0.3, 

and the load capacitance CLC was set to 0 F, 50 fF, 200 fF and 1 pF. As an 

example, the resulting curves of delay predicted by (6.7)-(6.8) and that 

simulated for CLC =200 fF and (W/WW L// )buf=0.6/0.3 are plotted in Figs. 6.10a-ff

6.10d, where ISSII is set  to 5S µA, 20 µA, 50 µA and 100 µA, respectively.  

From inspection of Figs. 6.10a-6.10d, the delay model agrees well with 

simulated results. Indeed, among the cases considered, the worst accuracy of 

35% was found for CLC =200 fF, ISSII =5SS µA and ISFII =100FF µA. Note that such a
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strong current unbalance between the internal SCL and the output buffers is 

not encountered in practical cases, since it leads to a buffer delay much 

lower than the internal SCL one (i.e., a very inefficient distribution of the 

total bias current used between the internal SCL gate and output buffers). 

For other load and bias conditions error was found to be always lower,

and for realistic values of bias currents ISSII  and S ISFII  that lead to similar delayF

values for the internal SCL gate and the output buffer, the error was always

lower than 20%, and usually is much lower. Indeed, the average error for 

(W/WW L// )buf equal to 0.6/0.3, 3/0.3 and 6/0.3 is 14.7%, 11.3% and 12.6%,f

respectively.

To have an idea about reasonable values used in practical cases, consider 

an SCL gate with ISSII =20SS µA, ISFII =40FF µA, CLC =50 fF, (W/WW L// )n=8/0.3,

(W/WW L// )p) =0.6/0.7, (W/WW L// )buf=3/0.3 and ff VDDVV =3.3 V, whose predicted and 

simulated delay of 341 ps and 412 ps, respectively, differ by 17%. 

As was observed for the SCL inverter without output buffers in Sectionr

6.2.2, the accuracy of the analytical model (6.7)-(6.8) could be improved by 

following an approach analogous to that used in Section 4.5 for the ECL 

inverter, i.e. by introducing unknown coefficients to be evaluated through 

minimization of the error functional (4.9). However, as already highlighted 

for the SCL inverter, the model accuracy is better than that of ECL circuits

and is usually adequate, thus the improved model is not developed for the mm

SCL inverter with output buffers. 

Regarding the effect of the input waveform, an even weaker than the SCL

inverter dependence of delay on the input rise time was observed. Therefore,t

the same considerations as in Section 6.2.3 are valid, and the delay can be 

always be approximated to that for a step input. 
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Fig. 6.10a. Predicted and simulated propagation delay vs. buffer bias current, 

ISFII , for an SCL inverter with output buffer for W/WW L// buf=0.6/0.3,ff

CLC =200 fF and IBII =5 µA.
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Fig. 6.10b. Predicted and simulated propagation delay vs. buffer bias current, 

ISFII , for an SCL inverter with output buffer for W/WW L// buf=0.6/0.3,ff

CLC =200 fF and IBII =20 µA.
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Fig. 6.10c. Predicted and simulated propagation delay vs. buffer bias current, 

ISFII , for an SCL inverter with output buffer for W/WW L// buf=0.6/0.3,ff

CLC =200 fF and IBII =50 µA.
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Fig. 6.10d. Predicted and simulated propagation delay vs. buffer bias current, 

ISFII , for an SCL inverter with output buffer for W/WW L// buf=0.6/0.3,ff

CLC =200 fF and IBII =100 µA.

6.4 MODELING OF THE SOURCE-COUPLED MUX/XOR GATE

In this section, the approach introduced in Sections 6.2-6.3 for the SCL 

inverter is applied to evaluate the delay of the Source-Coupled MUX and 

XOR gate, both with and without output buffers. The approach is consistent

to that used for CML/ECL gates in Chapter 4.

6.4.1. Delay model of the MUX/XOR gate without output buffer 

Let us consider the SCL MUX and XOR gates shown in Figs. 6.11-6.12, R

respectively, for which two different delay values will be considered,t

depending on whether the switching input is applied to the lower or upper 

transistors. Between them, the worst-case delay occurs when the switching 

inputs vi is applied to transistors that are at a lower level (i.e., M1-M2), for 

the same reasons discussed in Section 4.6 for CML gates.

Let us consider the case where input vi is applied to transistors M1-M2,

i.e. vi represents signals φ and φ B in the MUX and XOR gate, respectively,

while the others are kept constant. As clarified in Section 4.6, assume input 

A to be high (and input B of the MUX to be low to have an output transition) 

without loss of generality. Under this condition, biasing the gate at the logic 

threshold vi=0, transistors M3 and M6 lie in the saturation region, while M4 

and M5 are in cut-off. It is worth noting that the XOR gate has the same 

delay as the MUX, since its topology is obtained from the latter by setting

AB = , hence in the following only the MUX gate will be considered.
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Fig. 6.11. SCL MUX gate.
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Fig. 6.12. SCL XOR gate. 
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As already observed in Section 6.2.2, transistors M1-M2 work in the 

saturation region most of the time, and their source voltage is the same for 

both input logic values, thus the circuit can be linearized around the logic 

threshold and then simplified by applying the half-circuit concept. 

In the resulting linearized half-circuit, shown in Fig. 6.13, transistors M1-

M3 (M2-M6) are represented by their small-signal model including an 

equivalent transconductance GMG , PMOS transistor M7 (M8) is replaced byMM

its equivalent circuit in Fig. 6.3, and input A is supposed to be driven by an 

equal circuit, whose resistance RD is connected to the gate of M3. 

Vi1,2VV
+

--

G
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C
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RRC
gs,3

CR
D

+

V
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gs,3
VV

Fig. 6.13. Equivalent linear half circuit of the SCL MUX/XOR gate. 

In Fig. 6.13, the capacitive contributions of the transistors are: CdbCC  and 

CsbC , that represent the (equal) drain-bulk and source-bulk junction 

capacitances, CgdC  that schematizes the channel and the overlap contributiond

between gate and drain, and CgsC  that is the gate-source capacitance. An

external load capacitance CLC  accounts for the wiring capacitance and the 

input capacitance of the driven logic gates.

By approximating the circuit in Fig. 6.13 to a first-order network with 

time constant τ, that can be evaluated by resorting to the time constant τ
method [CG73], its delay for a step input equals 0.69τ. Therefore, theτ
propagation delay τPD,MUXτ  of the SCL MUX gate results to X
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where the equivalent transconductance GMG ,MM n of M3 cannot be approximated 

by its small-signal value gm,ngg  in the saturation region, because when M3

switches its voltages vary greatly around the bias point considered. Rather,

the equivalent NMOS transconductance GMG ,MM n of M3 can be evaluated as the

ratio of the total variation of current iDi ,3 and the total variation of gate-source 

voltage VGSVV ,3 during a complete switching. Considering that the current of 

M3 varies from ISSII  to zero (or vice versa), and S VGSVV ,3 varies from 

3

3,
2 L

WC
IV +

3

OXneff ,
C

SSTn
VV

µ
 to VTnVV ,3, the resulting expression of GM,nG  is

22

,

3

,

nm,

SS

OXneff ,

nM ,

g
I

L

WC
G ==

µ
   (6.10)

where the expression (1.66) of the small-signal transconductance gmgg ,n was 

used. As a result, in large-signal operation, the average transconductance of 

switching transistors is half of that in a small-signal condition around the

logic threshold. 

By substituting the expression of the small-signal voltage gain (2.44) and 

relationship (6.10), the MUX/XOR delay model (6.9) for an input applied to 

lower transistors can be rewritten as

( )))+

=

,,,

3,1,,

((2

69.0

gg

V

Lpdbpgd ,,dbgdDSCLPD ,

A

CCCCCR +++ ++
31

233 +
1 Lpdbpgd pdb

+++
dbgdD

33τ

(6.11)

where, since all NMOS transistors have an equal aspect ratio, it was 

considered that CdbCC ,5=CdbCC ,3 and CgdC ,5dd =CgdC ,3dd =CgdC ,1dd . Moreover, it was assumed  

that CsbC ,3=CsbC ,4=CdbCC ,1 given that MOS transistor is symmetric, and CgsC ,4=CgdC ,1dd
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because M4 is OFF and its gate-source capacitance is only due to the overlap 

contribution like CgdCC ,1dd .

A simple interpretation of relationship (6.11) can be given by comparison 

with the expression of the SCL inverter delay (6.6). Indeed, all the capacitive

terms in brackets of (6.11) are multiplied by 0.69RD and thus make the same

contribution to the delay as if all of its correspondent capacitances were

lumped at the output node. As a consequence, terms in brackets of (6.11)

represent the equivalent capacitance at the output node due to all transistors. 

More specifically, terms ( )
Lpdbpgddbgd

CCCCC
Lpdbpgd pdbdbgd

CCC CCC
dbd dbdb 3,1,

3((  are associated 

with capacitances already connected at the output nodes, while terms

( )
3,1,1,

2((
gdbgd

CCC
11

3
1 dbgd

C
1

3
db

are lowered by a factor 2/A// V (that is usually lower V

than unity for typical values of AV, as will be discussed in Chapter 7), sinceVV

these capacitances see a small-signal resistance lower than RD by the same 

factor (1/GM,nG =2RD/A// V).V

In relationship (6.11), drain-bulk and source-bulk junction capacitances

are linearized according to relationship (6.1), where coefficient KjKK are

evaluated on the basis of the values of voltages V1VV and V2VV  in Table 6.3. It is

worth noting that capacitance CdbCC ,1 experiences a small voltage change, since 

it is due to the variation of VGS,3VV , therefore it can be evaluated in a small-

signal condition around the direct voltage (-VDDVV +VGS,3VV ), where VGS,3VV  can be 

approximated to VT,nVV for the sake of simplicity.

TABLE 6.3

capacitance V1VV V2VV

Cdb,3CC -VDDVV  -VDDVV +VSWINGVV /2GG

Cdb,pCC -VSWINGVV /2 0GG

Cdb,1CC -VDDVV +VGS,3VV ≅-VDDVV +VT,nVV *

* CdbCC ,1 was evaluated in a small-signal condition

The NMOS capacitances CgdCC 1, CgdCC 3dd and CgdCC 5dd (CgsCC 4) make an overlap

contribution equal to the product of the capacitance per unit channel width 

CgdCC 0dd  (CgsCC 0) and their channel width, WnWW . Moreover, capacitance CgsCC 3 of 

transistor M3 is the one belonging to the saturation region, that is equal to

2/3⋅WnWW Lnn nCOX.XX

6.4.2. Validation of the model of MUX/XOR gate without output buffer

The delay model (6.11) of the SCL MUX/XOR gate was validated by

extensive simulations with the 0.35-µm CMOS process previously used. To
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encompass a wide range of cases, the bias current was varied from 5 µA to 

100 µA, while the transistors’ aspect ratios were sized to obtain a logic

swing ranging from 400 mV to the maximum value allowed for operation in 

the saturation region of M3-M6 (i.e., 2VT,nVV ≈1.4 V, according to (2.43) and 

(2.45), and a voltage gain ranging from 2 to 7. In addition, the load 

capacitance CLC was set to 0 F, 50 fF, 200 fF and 1 pF.

Some of the results obtained are reported in Figs. 6.14a-6.14d, where 

transistors were sized to guarantee VSWINGVV =700 mV and AV=4. In particular, VV

Figs. 6.14a-6.14d report the plot of the MUX/XOR delay simulated and f

predicted by (6.11) with a load capacitance of 0 F, 50 fF, 200 fF and 1 pF, 

respectively.

The error of relationship (6.11) with respect to simulations under the

same load conditions in Figs. 6.14a-6.14d is plotted in Fig. 6.15 versus ISSII .

From inspection of Fig. 6.15, the error of the MUX/XOR gate models is

always within 20% with CLC =0 F, and is typically lower. The same order of 

magnitude was found in the other simulations, thus the accuracy is usually

adequate for modeling purposes, and the improvement of the model by 

introducing unknown coefficients as in Section 4.7 is rarely required. 

In regard to the effect of the input waveform, the same results as in 

Section 6.2.3 were found, therefore the MUX/XOR SCL gate delay when the

switching input is applied to upper transistors can be always be

approximated to that for a step input in (6.11).
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Fig. 6.14a. Simulated and predicted MUX/XOR delay

vs. ISSII for S CLC =0 F. 
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Fig. 6.14b. Simulated and predicted MUX/XOR delay 
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Fig. 6.15. Error of the MUX/XOR predicted delay with respect to

simulations vs. ISSII .

6.4.3. MUX/XOR with the upper transistors switching

We have so far analyzed the case where the switching input vi is applied 

to lower transistors M1-M2. Now, let us evaluate delay when vi is applied to 
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transistors at the upper level (M3-M6), which is expected to be lower than

the former.

Let us evaluate the delay associated with signals driving the upper 

transistors by assuming that the bias current is already entirely steered to

transistors M3-M4 through transistor M1. By applying the switching input vi

to M3-M4, this source-coupled pair can be analyzed like the inverter in 

Section 6.2 by linearizing the circuit and considering only a half circuit. As 

in Section 4.6, after defining CeqCC as the parasitic capacitance contribution of 

M5-M6 (that are OFF) to the output nodes, the circuit can be schematized

with the SCL inverter M3-M4 loaded by a capacitance CeqCC +CLC . Therefore,

the delay associated with the upper transistors is simply obtained from

relationship (6.6) as

( )
LpdbpgdndbngdD

(
SCLPD

CCCCCR ( CCR
Lpdbpgdndb pdbpgdngdD

( CCC CC
dbddb d dbd

=
,

69.0 CR C(
ngdD

((τ   (6.12)

where it was considered that CeqCC =Cgd,nCC +Cdb,nCC , since M3-M6 have the same 

aspect ratio and thus the same capacitances Cgd,nCC and Cdb,nCC , regardless of 

whether they work in the saturation or in cut-off region. The error of (6.12) 

with respect to simulations was found to be equal to that of the inverter 

previously discussed, as expected. Regarding the effect of the input

waveform, as for the case previously analyzed, the MUX/XOR SCL gate

delay when the switching input is applied to upper transistors can be always

be approximated to that for a step input (6.12). 

6.4.4  Delay model of the MUX/XOR gate with output buffers 

Output buffer can also be inserted in MUX/XOR gates to improve their 

driving capability or to shift the output voltage common-mode value.

To evaluate the delay of the MUX/XOR gate with output buffers, the 

same approach as in Section 6.3 can be used and generalized to all SCL

gates with output buffers. More specifically, the delay of a generic SCL gate

with output buffers can be decomposed into the contribution of the internal 

SCL gate, τPD,SCLτ , and that of the buffer, τPD,bufτ , as shown in relationship ff

(6.7). The internal SCL gate delay depends on its topology (that in turn 

depends on the logic function implemented), and has to be evaluated by 

following the general methodology described in Section 6.2 and 6.4.1, i.e. as

the delay for a zero load capacitance. The buffer contribution was already

evaluated in Section 6.3 and expressed by relationship (6.8). 

In the specific case of a MUX/XOR, the intrinsic SCL contribution is 

given by relationship (6.11)-(6.12) where CLC must be set to zero. The loading 

effect of the buffer on the internal SCL gate is accounted for in τPD,bufτ
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evaluation, since it is carried out by driving each buffer with the Thevenin 

equivalent circuit seen at the SCL output.

The delay model in (6.8) and (6.11) of SCL MUX/XOR gates with output 

buffers was tested by extensive Spectre simulations using the 0.35 µm

CMOS process described above, under the same conditions as the inverter in

Section 6.3. The internal SCL transistors’ aspect ratios were sized to obtain

the typical values VSWINGVV =700 mV and AV=4, while the buffer transistors’VV

aspect ratios were set to 0.6/0.3, 3/0.3 and 6/0.3. The delay curves obtained 

are not reported for the sake of brevity.

The worst-case error with respect to simulations occurred for CLC =200 fF, 

and is plotted in Fig. 6.16 versus the buffer bias current ISFII for differentF

values of ISSII . Among these curves, the worst accuracy of 30% (even better 

than the inverter gate) was found for ISSII =5SS µA and ISFII =100FF µA, which is an

unrealistic case, due to the strong current unbalance between the internal 

SCL and the output buffers. The typical error found is much lower than 30%, 

as can be deduced from the average error for CLC equal to 0 F, 50 fF, 200 F 

and 1pF, which is 14.7%, 18.8%, 16.8% and 12.1%, respectively.
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Fig. 6.16. Error of predicted delay of the MUX/XOR gate with output 

buffers with respect to simulations vs. ISFII for F CLC =200 fF.

6.5 EVALUATION OF SCL GATES INPUT CAPACITANCE AND

EXTENSION TO THE D LATCH

In the previous subsections, the delay of a single SCL gate was computed 

by assuming a generic load capacitance CLC . In real circuits consisting of 
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cascaded logic gates, it is essential to evaluate the input capacitance of an

SCL gate, since it loads the previous gates and affects their delay. For this

reason, the input capacitance CinputC  seen by each gate terminal of an NMOSt

source-coupled pair is evaluated in the following.

The source voltage of a switching source-coupled pair is independent of 

the input logic value, thus the input capacitance CinputC seen from the gate of t

each transistor can be assumed equal to its gate-source capacitance evaluated 

in the saturation region, given by

OXnninput
CLWC

Onn ninput
3

2
     (6.13)

The accuracy of the input capacitance estimation (6.13) was tested through 

several simulations. In particular, the linear load capacitance that makes 

delay of a reference gate to be equal to the delay obtained when loaded by 

the considered gate was evaluated under many bias conditions. Results show

that relationship (6.13) is always within 15% of the simulated value, and 

typically differs by less than 10%. 

As already observed for the CML D latch gate, the input capacitance 

expression (6.13) permits to extend the delay model of the MUX/XOR gate

developed in Section 6.4 to the D latch gate shown in Fig. 6.17.

M7

VDDVV

vo1vv

CL

M8

vo2vv

CL

ISS

M1CK M2 CK

M3 M4D D M5 M6

Fig. 6.17. SCL D latch gate. 
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The only difference between the SCL MUX/XOR gate and the D latch is

due to the different load at the output nodes. Indeed, by neglecting the

positive-feedback loop involving transistors M5-M6 as clarified in Section

4.9 for bipolar gates, these transistors load both output nodes through their 

capacitances CgdC ,dd n and  CdbCC ,n, as in the case of the MUX/XOR gate, and the

capacitance seen from their gate terminal, that is given by relationship

(6.13). Therefore, the D latch delay is equal to that of the MUX/XOR gate 

loaded by a capacitance equal to the sum of the external capacitance CLC  and 

the input capacitance (6.13) of the source-coupled pair M5-M6. 

From the previous considerations, the CK-Q latch delay is given by 

relationship (6.11) where the load capacitance CLC  is replaced by an 

equivalent capacitance CLC ’

inputLL
CCC

iLL
CC

L

'     (6.14)

and, analogously, the D-Q latch delay is given by relationship (6.12) where

(6.14) must be substituted. From (6.14), it is apparent that the delay of an 

SCL D latch gate is always greater than that of a MUX/XOR equally

designed, and the speed penalty with respect to the latter is more pronounced 

for low values of CLC .

The delay model of the D latch discussed so far was validated by 

extensive simulations with the adopted 0.35-µm CMOS process, under the 

same conditions as for the MUX/XOR SCL gate. Predicted and simulated 

delay curves are reported in Fig. 6.18 only for the worst case with CLC =0 F for 

the sake of brevity, and for CLC equal to 50 fF, 200 fF and 1 pF the delay 

curves were found to be very close to those in Figs. 6.14b-6.14d, as 

expected. The error of the delay model with respect to simulations is plotted 

in Fig. 6.19 versus the bias current ISSII for a load capacitance of 0 F, 50 fF,S

200 fF and 1 pF, respectively. From inspection of Fig. 6.19, the error of the 

D latch gate model is always within 23%, and is typically lower.

Regarding the effect of the input waveform, the same results as 

MUX/XOR SCL gates were found, thus the delay of an SCL D latch gate

can be always be approximated to that for a step input in (6.11)-(6.12) with 

(6.14).

The D latch model can simply be extended to the case with output buffers 

by decomposing delay into the contribution of the internal SCL gate, τPD,SCLτ ,

and that of the buffer, τPD,bufτ . As explained in Section 6.3, the internal SCL ff

gate delay of the D latch gate is evaluated with a zero load capacitance, 

while the buffer contribution must be evaluated through relationship (6.8).
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Fig. 6.18. Simulated and predicted D latch delay vs. ISSII  for S CLC =0 F.
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Fig. 6.19. Error of the D latch predicted delay

with respect to simulations vs. ISSII .

The delay model of the SCL D latch with output buffers discussed above 

was validated by simulations with the adopted 0.35 µm CMOS process and 

under the same conditions used for the MUX/XOR gates in Section 6.4. The 

delay curves obtained are not reported for the sake of brevity, and the error is

very close to that found for the MUX/XOR SCL gates in Section 6.4.

Comparison with delay values obtained from realistic input waveforms
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confirms the weak dependence of delay on the input rise time, thus the 

model discussed so far is also valid for general input waveforms. 



Chapter 7

OPTIMIZED DESIGN OF MOS CURRENT-MODE

GATES

In this chapter, a general methodology to maximize the speed 

performance and to manage the power-delay trade-off in SCL gates is 

presented and applied to several fundamental gates.

7.1 INTRODUCTION TO OPTIMIZED DESIGN  OF SCL GATES

In the previous chapter, a general delay model for SCL gates has been 

developed and applied to some widely used gates. This model may be used 

to support the design process, but it is not very effective to this purpose since 

delay is expressed as a function of the PMOS equivalent resistance RD, as

well as on transistors’ capacitances, that in turn depend on their aspect ratio. t

In practical design cases, transistors’ aspect ratio and bias current must be

set to meet given specifications on noise margin, as well as on delay and 

power dissipation, or a trade-off of the two. Therefore, to clearly express

design trade-offs, it would be more useful to have an explicit delay

dependence on noise margin NM and power dissipation M P. To this aim, in

this chapter the dependence of transistors’ aspect ratio on NM and M P is first P

evaluated and then substituted into the delay model described in the previous

chapter. Thus, interdependence of design parameters is made explicit 

through a single equation, that is useful to explore the design space and to 

manage the possible trade-offs.

Regarding the noise margin performance of SCL gates, the results

obtained in Chapter 2 will be used. As far as the power consumption is 

concerned, as already discussed for CML/ECL gates in Chapter 5, the power 



220 Chapter 7: Optimized Design of MOS Current-Mode Gates

consumption P of an SCL gate is essentially static and is determined by itsP

bias current ISSII

SSDDIVP DD       (7.1) 

which has to be kept as low as possible for a given speed performance and 

an acceptable noise immunity. Therefore, once an adequate noise margin is

ensured, a strategy to consciously manage the power-delay trade-off is

crucial in design of SCL gates. 

In this chapter, a systematic design procedure to size the bias current and 

transistors’ aspect ratio to satisfy assigned requirements on noise margin and 

delay is introduced. In particular, criteria are provided to design SCL gates 

in typical design cases, where a high speed, a low power consumption or an 

optimum trade-off between the two is required. Results are successively

extended to the case with output buffers, by providing optimum size of their 

transistors and bias current to minimize delay, assuming practical design 

conditions.

The design strategy proposed gives simple closed-form expressions of 

design parameters and explicitly relates delay and bias current (i.e., power 

consumption from (7.1)), thereby providing the designer with the required 

understanding of the trade-offs involved in the design. The delay dependence

on the logic swing is also investigated, and in contrast with the usual 

assumption, the results show that the delay is not necessarily reduced by

reducing the logic swing. The strategies developed are valid for all SCL 

gates and are independent of the CMOS process used, thus the guidelines 

provided afford a deeper understanding of SCL gates from a design point of 

view.

7.2 OPTIMIZED DESIGN METHODOLOGY IN SCL GATES

WITHOUT OUTPUT BUFFERS

Consider an SCL gate without output buffers having a bias current tt ISSII  andS

a load capacitance CLC , with transistors’ aspect ratios properly sized to obtain

assigned values of logic swing VSWINGVV and voltage gainG AV that ensure a V

desired value of noise margin NM to be achieved, as will be explained more M
clearly in Section 7.3.1.

It will be demonstrated in the next sections that the SCL gate considered 

has a delay τPD,SCLτ  given by

++⋅=
SS

L

SS

SWING

SWING

SWINGSCLPD
I

Cc + L

I

VSb
VS

a
V

S 22,
35.0τ   (7.2)
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where coefficients a, b and c depend on the gate considered, the CMOS 

process adopted (through standard BSIM3v3 model parameters) and the

power supply voltage VDDVV . In addition, coefficient a is an increasing function

of the voltage gain AV previously assigned.V

Relationship (7.2) simply relates delay to the bias current ISSII , that 

determines the power consumption (7.1), as well as to the logic swing, that 

in turn defines noise margin for a given AV. Therefore, eq. (7.2) can be VV

suitably used to design SCL gates, as it expresses the trade-offs among 

delay, power consumption and noise margin. In particular, it shows that the

delay reduces as increasing bias current (or, equivalently, power 

consumption),  whereas for ISSII →∞ it asymptotically tends to an ideal 

minimum value given by 

SWING

PD
VS

a
35.0

min,,SCL =τ      (7.3) 

In order to derive simple design criteria, three practical cases will be

considered in the following subsections: power-efficient (7.2.1), high-speed 

(7.2.2) and low-power design (7.2.3). Results are summarized and 

commented in Section 7.2.4.

7.2.1 Power-efficient design

According to relationship (7.2), the delay of an SCL gate can be reduced 

by increasing bias current (or, equivalently, the power consumption). The

power-delay product PDP [R96] can suitably measure the trade-off P

efficiency between delay and power dissipation. For an SCL gate, PDP isP
equal to the product of expressions (7.1) and (7.2), and results to

+≈
L

SS

SWING
SS

SWING

SWINGDDSCL
Cc +

L
I

V
SbI +

SS
V

S

a
VV

SDD
PDP

S 2
35.0  (7.4) 

An optimum balance between delay and power consumption is accomplished 

when (7.4) is minimum, i.e. for the bias current ISS,opt_PDPII  given by P

( )2

3

_ SWINGPDPoptSS _,
a

b
I =     (7.5)

that was obtained by setting the derivative of (7.4) equal to zero and solving

for ISSII . It is worth noting that the bias current (7.5) makes the first two terms 
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in bracket into (7.2) equal. From relationship (7.5), the bias current that 

optimizes the power-delay trade-off is independent of the load. Moreover, by

substituting relationship (7.5) into (7.4), the minimum power-delay product 

results to be 

+≈
L

SWING

SWINGDDSCLopt
Cc +

L
V

S

ab
VV

SDD
PDP 235.0   (7.6)

that increases when VSWINGVV increases. As a consequence, from (7.6) it isG

apparent that the logic swing has to be chosen as low as possible for a

power-efficient design (more details on the acceptable range of VSWINGVV  willG

be provided in Section 7.3.1).

7.2.2 High-speed design 

When a high-speed performance is the principal concern in designing an 

SCL gate, two situations may occur. In the first one, a delay constraint

τPDτ ,SCL derived from considerations at the gate level has to be met by

properly setting the bias current. Analytically, the bias current is found by 

inverting (7.2) for ISSII , leading to 

( )⋅
2

min,,,

min,,,

4.1111 ++ +10
PD,SCLPD,

PD,SCLPD,

L
SWINGSS b

Cc + LVI ⋅= 17.0 SSS

ττ −SCLPD

ττ −SCLPD

(7.7)

where relationship (7.3) was substituted to make expression more compact. 

Obviously, no solution exists if the required delay is lower than τPD,SCL,minτ .

In the second case, no delay constraint is given and the delay has to be t

kept as close to the asymptotic value τPD,SCL,minτ  as possible, in order to exploit 

the speed potential of the circuit and the process used, while keeping the bias

current within a reasonable range. However, it is not evident what is an 

acceptable range of ISSII leading to a delay almost equal to the asymptoticS

minimum, as relationship (7.2) always decreases as increasing ISSII . In

practical cases, where a high speed design is targeted, τPD,SCLτ  must be close

to τPD,SCL,minτ , and bias current ISSII should only be increased as long as aS

significant speed improvement is achieved, which no longer holds when 

delay approaches τPD,SCL,minτ . A good compromise between the two opposite 

requirements can be found from analysis of relationship (7.2), as will be 

explained in the following.
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The expression in brackets into relationship (7.2) consists of a constant 

term 2/
SWING

V
S

a (which determines the asymptotic minimum (7.3)) and one 

that decreases as increasing bias current ISSII  (i.e.,S

SS

L

SS

SWING

I

Cc
L

I

V
Sb +

2
). For 

values of ISSII  sufficiently high such that the constant term dominates S

SS

L

SS

SWING

SWING I

Cc L

I

VSb
VS

a +SWING≥ VSb
22

     (7.8)

a further increase in the bias current does not lead to a significant speed t

advantage, and a high speed is achieved since delay is close to its minimum 

value. Instead, for lower values of ISSII  such that (7.8) does not hold (i.e., the S

left-hand side is lower than the right-hand side), the terms depending on ISSII

dominate over the constant one, and delay is highly sensitive to a bias 

current increase. However, in this case a high speed is not achieved, since 

delay is far from being minimum. A good compromise between the two

opposite cases is achieved when the equality is considered in (7.8), i.e. when

the terms depending on ISSII  equate the constant one. Indeed, in this case delay S

is easily found to be only twice the minimum achievable 

SWING

SCLPD
V

S

a
69.0

,
=τ      (7.9) 

and a further bias current increase is not so beneficial. As a consequence, thet

strict equality in (7.8) represents a reasonable condition for keeping the 

delay close to its minimum value and avoiding wasting a uselessly high bias

current. This condition is achieved for ISSII equal toS

=
SWINGL

SWING
L

delayoptSS
VCc + SL

ab
VS

a

Cc + LI
1

411 ++
2

2

optopt (7.10)

which is always greater than ISS,opt_PDPII  in (7.5), especially for a high load P

capacitance CLC . This can be seen by observing that relationship (7.10) 

equates (7.5) if CLC =c=0 is assumed, while for practical values of CLC and c the

other two terms associated with them tend to increase it, especially for high 

values of CLC . As a consequence, design criteria (7.10) allows for a high 

speed performance at the cost of a worse PDP than the minimum achievableP

(7.6).
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Relationship (7.9) clearly expresses the effect of logic swing on delay in 

high-speed design. To be more specific, in high-speed design1 the logic 

swing has to be set as high as possible to improve the speed performance 

(more details on the acceptable range of VSWINGVV will be provided in Section G

7.3.1). Surprisingly, this in contrast with the usual belief that the high-speed 

feature of SCL gates is due to the small logic swing [T01], that probably is 

due to a superficial extension of well-known properties of CML bipolar 

gates (see Section 5.2 for the effect of logic swing on their power-delay 

trade-off). As a result, regarding the delay dependence on the logic swing, 

MOS Current-Mode gates have a completely different behavior compared to

bipolar ones, and an in-depth explanation of this difference is provided in 

Section 7.4.5. This substantial difference between CMOS and bipolar 

Current-Mode gates in high-speed applications must therefore be taken into 

account, in order to consciously exploit the speed potential of each 

technology. 

7.2.3 Low-power design

In low-power design, e.g. when the gate speed is not the main target, or 

even  in high performance applications for gates that do not lie in the critical 

path, the power consumption per gate allowed is usually an assigned 

parameter that is derived from requirements at the system level. Therefore,

bias current is set to a very low value chosen from system considerations,

and the only design parameter is the logic swing. More specifically, usual 

values of bias current are surely lower than the value (7.5) which balances 

power consumption and delay. From simple inspection of (7.2), condition 

ISSII <<S I< SS,opt_PDPII  leads the term P
2

SSSWING IbV /SWING  to dominate over (c+CLC )/I// SSII .

Moreover, under the same condition, considerations in Section 7.2.2 also 

lead the former term to dominate over 2/
SWING

Va /
S

, since inequality 

ISSII <<S I< SS,opt_delayII  surely holds (by remembering that ISS,opt_PDPII <I< SS,opt_delayII ). Thus, 

under low-power design, the delay expression can be approximated as 

2

,
35.0 ⋅≅ 35.0

SS

SWING

SCLPD,
I

V
Sbτ      (7.11) 

1 From relationship (7.9), this holds for both the delay obtained with high-speed 

criteria discussed, as well as for the minimum delay achievable (7.3) that only 

differs from (7.9) by a factor of 2.
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which shows that in low-power design the logic swing has to be set as low as 

possible, as in the case of power-efficient design. 

7.2.4 Remarks on the delay dependence on bias current and logic swing 

To better understand the delay dependence on bias current and logic 

swing in SCL gates, it is useful to summarize results presented in previous 

sections for specific design cases, by collecting them in a unified treatment. 

Following the considerations carried out above, the delay dependence on 

bias current can be approximated in three regions, according to 
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which is represented in Fig. 7.1. 
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Fig. 7.1. General delay dependence on bias current in SCL gates.
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It is observed that, in low-power design (i.e. for ISSII <<S I< SS,opt_PDPII ) the delay 

can be rapidly decreased by increasing ISSII , since it is proportional to 
21 SSI .

In high-speed design, a less substantial delay reduction is achieved by 

increasing ISSII , since delay is proportional to SSIS1 . Accordingly, the best 

power-delay compromise is found for the intermediate value of bias current

ISS,opt_PDPII . A high speed (i.e. half the maximum achievable for ISSII →∞) is

obtained for ISSII =SS I= SS,opt_delayII . For greater values of ISSII , delay tends to be almost 

constant, thus small speed improvements are very expensive in terms of bias

current, and hence of power consumption. 

Regarding the delay dependence on logic swing, summarizing the three

cases dealt with in the previous subsections, logic swing must be set as high 

as possible when a high speed is required, while it has to be reduced as much 

as possible when a low power consumption or a power-delay trade-off is 

targeted.

7.3 TRANSISTOR SIZING TO MEET NOISE MARGIN

SPECIFICATION

In this section, general delay expression (7.2) of SCL gates will be

derived by applying the modeling strategy described in Chapter 6. To be 

more specific, the delay of SCL gates was there expressed as a function of 

the PMOS equivalent resistance RD and transistors’ capacitances, that in turn

depend on their aspect ratios. In practical cases, aspect ratios have to be set 

to meet the noise margin requirements, for a given bias current. Therefore, to 

make delay dependence on bias current and logic swing explicit, it is t

necessary to find the expression of aspect ratios. To this aim, design criteria

to find aspect ratios according to the noise margin required for an assigned 

bias current are discussed in the following.

7.3.1 Design criteria for VSWINGVV and AG V to meet a noise margin specification V

Let us consider an SCL gate with an assigned bias current ISSII  and a noiseS

margin requirement NM. From expression (2.47) of noise margin, thisMM

constraint can be met by suitably setting logic swing VSWINGVV and voltage gainG

AV.VV

To understand design aspects related to the choice of AV, it is useful to VV

observe that from (2.47) we have to choose AV sufficiently greater thanV 2 ,

in order to avoid an excessive noise margin degradation with respect to the 

maximum value VSWINGVV /2. However, from inspection of (2.44), high values GG
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of AV are achieved by increasing NMOS transistors’ aspect ratio, for a givenV

value of ISSII  andS VSWINGVV , thereby increasing parasitic capacitances and slowing

down the circuit switching. In addition, (6.13) indicates that this also leads to

an increase in the input capacitance, thus slowing down the driving gate as

well. A good compromise to achieve an adequate noise margin without 

excessively degrading speed performance is obtained by setting AV equal to 4V

or slightly greater (for instance, by choosing AV=4, relationship (2.47) givesVV

NM=0.65MM ⋅VSWINGVV /2). Therefore, in the following, GG AV is assumed to have beenV

chosen in advance according to this criteria. 

Regarding the logic swing, it must belong to a well-defined range 

[VSWING,minVV ,VSWING,maxVV ] to allow the circuit to operate correctly. Indeed, VSWINGVV

must be greater than its minimum allowed value VSWING,minVV that strictly

satisfies the noise margin requirement NM and that is found by inverting M

relationship (2.47)

V

SWING

A

NM
VS

2
1

2
min,

−
≈       (7.13) 

Moreover, as discussed in Section 2.4.2, a high logic swing may lead the 

NMOS transistors to work in the linear region, thus degrading both speed 

and noise margin performance2. More specifically, the maximum value of 

VSWINGVV allowed,G VSWING,maxVV , is

nTSWING
V

T
V

S ,max,
2≈      (7.14) 

Summarizing, the voltage gain AV has to be chosen equal to 4 or slightly V

greater, while VSWINGVV must be set according to design strategies developed in G

Section 7.2, provided that it belongs to [VSWING,minVV ,VSWING,maxVV ]. More 

specifically, in design cases where power consumption is of concern, logic

swing has to be set equal to VSWING,minVV , while for high-speed design it has to 

be chosen equal to VSWING,maxVV . Accordingly, in the following both VSWINGVV  and G

AV are supposed to be assigned on the basis of the noise marginV

specification.

2 This is because the transconductance in the linear region is lower than in the

saturation region. In other terms, the transistor driving capability is reduced, thus

determining a decrease in both speed and voltage gain from (2.44) (and hence in the

noise margin (2.47)). 
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Once desired values of VSWINGVV and G AV are chosen, they are obtained byV

properly setting transistors’ aspect ratios, as explained in the following 

sections.

7.3.2 Transistor sizing versus ISSII

Let us consider an SCL gate with a given bias current ISSII  and assume that S

VSWINGVV  and G AV have been chosen from the noise margin specification, asV

clarified in the previous subsection. Now, let us find design equations to size 

transistors’ aspect ratio yielding the desired values of VSWINGVV and G AV.VV

For a given ISSII value, an assigned value of the logic swing can beS

achieved by appropriately setting the PMOS equivalent resistance RD. More 

specifically, by inverting the logic swing expression (2.43), the suitable 

value of RD is

SS

SWING

D
I

V
SR
2

=       (7.15)

from which the proper value WpWW /L// pL  of the PMOS aspect ratio must be 

evaluated. This value of RD may be higher or lower than that obtained for the 

minimum transistor size, WpWW ,min/L// pL ,min, depending on the assigned value of ISSII .

To understand this point, we first define RD,min_size as the PMOS resistance 

obtained for minimum transistor size, and IHIGHII as the corresponding current H

that gives the desired logic swing

sizeD

SWING

HIGH
R

VSI
min_,2

=      (7.16) 

that, for example, is equal to 24.6 µA for the 0.35-µm technology adopted 

and setting typical value VSWINGVV =700 mV. 

If ISSII <S I< HIGHII , or equivalentlyHH RD>R> D,min_size, the PMOS aspect ratio must be 

lower than the minimum value WpWW ,min/L// pL ,min. Therefore, we have to set WpWW  to 

its minimum value WpWW ,min, while setting LpL to a value greater than LpL ,min that 

can be evaluated by inverting the expression of RD in relationship (2.38). 

More specifically, to simplify the inversion of (2.38) for LpL , this relationship 

can be expanded in Taylor series truncated to the first order around zero rr
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whose parameters have been already defined in Chapter 2. It is worth noting

that series truncation to first order is justified by the observation that the 

resistance in the linear region of MOS transistors is usually dominated by the 

contribution of intrinsic resistance Rint (i.e.,t RD/R// int<<1). Relationship (7.17) 

can be easily solved for LpL , leading to 
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If ISSII >SS I> HIGHII , or equivalently HH RD<R< D,min_size, the PMOS aspect ratio must be

greater than the minimum value WpWW ,min/L// pL ,min. Therefore, we have to set LpL to 

its minimum value Lp,minL , while WpWW  is found by inverting (2.38) 
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Now, let us discuss design criteria to guarantee a given voltage gain AV.VV

From relationship (2.44), once logic swing has been set by the PMOS

transistor sizing according to the assigned bias current, voltage gain AV only V

depends on NMOS transistors’ aspect ratio, that will be assumed to be the

same for all NMOS transistors. Indeed, this is the usual case where voltage 

gain is equal for all source-coupled pairs, i.e. voltage gain and noise margin 

are the same for all inputs. The very uncommon case with different NMOS

aspect ratios can be easily analyzed with slight modifications.

From the expression of the voltage gain (2.44), the NMOS aspect ratio

WnWW /L// n must be increased as increasing ISSII to guarantee an assigned gainS AV,VV

as can be seen by inverting (2.44) for WnWW /L// n
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     (7.20)

showing direct proportionality to the bias current used, for an assigned value

of AV and V VSWINGVV . Moreover, (7.20) confirms theoretical considerations in 

Section 7.3.1, for which a high value of AV leads to an increase of the NMOS V

aspect ratio and thus of their parasitic capacitances.

Substituting (2.43) into relationship (7.20), the resulting WnWW /L// n could be

lower than Wn,minWW /L// n,min. This occurs when the bias current is lower than the

value ILOWII  that inverting (7.20) results to be W

2

min,

min,

4

1=
V

SWING

OXneff ,

n

n

LOW
A

VSC
L

W
n

I µ     (7.21)

For example, for the 0.35-µm technology adopted and setting typical values 

VSWINGVV =700 mV and AV=4,VV ILOWII  is equal to 1.45 W µA (i.e., an impractically

low value). However, actually it does not make sense to set the NMOS

aspect ratio WnWW /L// n lower than its minimum (i.e. with WnWW =Wn,minWW  and 

Ln>L> n,min), since defining the NMOS to be minimum sized (i.e. with

WnWW =Wn,minWW  and Ln=L= n,min) leads to a lower input capacitance, thus reducing the 

delay of the driving gate, and even keeps voltage gain higher than the

desired value AV, which is somewhat beneficial in terms of noise margin.VV

Summarizing the above considerations, the NMOS channel length Ln

always has to be set equal to the minimum value Ln,min allowed by the CMOS

process used. The NMOS channel width WnWW  has to be sized according to

relationship (7.20) for ISSII >SS I> LOWII , while it must be set at its minimum forWW

ISSII ≤I≤≤ LOWII .WW

7.3.3 Summary and remarks on the transistor sizing versus ISSII

In the previous subsection, design criteria were provided to set 

transistors’ aspect ratios in order to achieve desired values of VSWINGVV  and G AV

evaluated in Section 7.3.1. Expressions found are evaluated for a given (but 

unknown) bias current, therefore their dependence on ISSII is made explicit. S

For the sake of simplicity, design criteria to size aspect ratios of PMOS 

transistors to achieve an assigned value of VSWINGVV are summarized below as a G

function of ISSII
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if ISSII <S I< HIGHI and H
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if ISSII >SS I> HIGHI , where HH IHIGH I is given by relationship (7.16). The NMOS sizing 

found for assigned values of AV and V VSWINGVV  as a function of the bias current is G

min,nn
WW

nn
      (7.23a)

if ISSII ≤I≤≤ LOWII and W
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2
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   (7.23b)

if ISSII >SS I> LOWII , where WW ILOWII is given by relationship (7W .21), and the channel length 

Ln is always set to its minimum value Ln,min. Intuitively, an increase of ISSII

determines a decrease of RD to maintain the same VSWINGVV , thus WpWW /L// pL must be 

increased. Accordingly, to keep AV to the desired value, the decrease of V RD

must be compensated by increasing the NMOS transconductance through 

their aspect ratio WnWW /L// n.

It is worth noting that the condition ILOWII <WW I< HIGHI is always satisfied. ThisH

can be shown by approximating RD to its intrinsic contribution Rint in (2.36),t

which dominates over the contribution due to parasitic source/drain 

resistance. Under this approximation, the ratio IHIGHI /HH I// LOWII  results toW
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where the mobility ratio between PMOS and NMOS transistor is in the order 

of ½ for current technologies, the ratio of minimum aspect ratio of PMOS 

and NMOS transistors is about unity, AV is surely greater than unity and V

SWINGpTDD VVV SpTDD . Therefore, (7.24) is largely greater than unity, 

confirming that ILOWII <W I< HIGHII .

Design criteria to size transistors’ aspect ratios versus the bias current are 

summarized in Table 7.1. In particular, design equations of transistor sizes 

change according to the three possible bias current ranges: low current (L)

for ISSII <S I< LOWII , medium current (M) for WW ILOWII ≤WW I≤≤ SSII ≤I≤≤ HIGHII , and high current (H) for HH

ISSII >SS I> HIGHII . In practical cases, logic gates are typically biased in the M or H

range.

TABLE 7.1 

L (I(( SII <S I< LOWII )WW M (I(( LOWII ≤I≤≤ BII ≤I≤≤ HIGHII )H H (I(( BII >I> HIGHII )H

WnWW Wn,minWW eq. (7.23b) eq. (7.23b) 

Ln Ln,min Ln,min Ln,min

WpWW Wp,minWW Wp,minWW eq. (7.22b) 

LpL eq. (7.22a) eq. (7.22a) Lp,minL

7.4 OPTIMIZED DESIGN OF THE SOURCE-COUPLED

INVERTER

In this section, the design of the SCL inverter gate is addressed. To this

aim, it is demonstrated that its delay expression can be expressed in the form 

of relationship (7.2) as a function of bias current, as well as parameters

VSWINGVV  and G AV previously assigned according to the strategy discussed in V

Section 7.3. 

Delay expression (6.6) derived in Chapter 6 is a function of PMOS 

equivalent resistance RD and transistors’ capacitances. Therefore, to make

delay dependence on ISSII , VSWINGVV and G AV explicit, transistor aspect ratioV
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expressions evaluated in the previous section must be substituted in parasitic 

capacitances expressions. In particular, parasitic capacitances dependence on

ISSII  changes according to the range (L, M or H) which the bias current S

belongs to. 

7.4.1 Delay expression versus bias current and logic swing in region M

Consider an SCL inverter gate biased in the region M, where, according 

to Table 7.1, WnWW  and LpL  are given by (7.23b) and (7.22a), respectively, while

Ln and WpWW are minimum. By substituting these transistor sizes into

capacitances described in Section 6.2, expressions of capacitances CgdC ,dd n,

CdbCC ,n, CgdC ,dd p,  and Cd dbCC ,p, can be shown to have the same dependence on the bias

current, that can be expressed in the following compact way 

M

xy

SS

SWINGM

xySS

SWING

M

xyM

xy c
I

VSbI xSS
VS

a
Cx +=

2
   (7.25)

where x and y are the terminals that capacitance considered refers to, and the

superscript refers to biasing region M. For instance, 
M

ngdCg represents the

NMOS gate-to-drain capacitance expression for ISSII  ranging in the interval M, S

and its dependence on ISSII is described by the associated coefficientsS
M

ngda ,

M

ngdbg  and 
M

ngdc . As an example, coefficients of capacitance 
M

ngdCg  in the 

region M are evaluated by substituting expression (7.23b) of WnWW into the 

general expression of Cgd,nC discussed in Section 6.2.2
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SWING

V

OXneff
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ngdnngdngd I
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CWCC gnngdngd ngd

2

min,
WC WC

µ
  (7.26) 

which, by comparison with relationship (7.25), leads to 
M

ngdb and 
M

ngdc  equal 

to zero, and 
M

ngda  equal to expression reported in Table 7.2. To analyze 

another example, consider expression of capacitance
M

pgdCg  evaluated in 

Section 6.2.1 and made it more explicit by substituting PMOS transistors’ 

sizes (7.22a) pertaining to region M, thus obtaining 
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from which, by comparison to (7.25), coefficient 
M

pgda  results equal to zero, 

while
M

pgdbg  and 
M

pgdc result equal to the relationships reported in Table 7.2.

By following the same procedure, analytical expressions of the three

coefficients for all the transistor capacitances are explicitly reported in Table

7.2 (those not included are equal to zero). 

TABLE 7.2
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(zero-valued coefficients are not reported) 

The general capacitance expression (7.25) could have been expected 

before detailed calculations by considering that design criteria for 

transistors’ aspect ratios in the previous section lead to one dimension to be

minimum and the other which varies with ISSII . In particular, for ISSII belongingS

to the region M, from Table 7.1 and relationship (7.23b) it is apparent that in 

NMOS transistors the channel width proportionally varies with ISSII , while 



Model and Design of Bipolar and MOS Current-Mode Logic 235

from (7.22a) the PMOS channel length inversely proportionally depends on 

ISSII . As a consequence, each capacitance of NMOS transistors consists of a

constant term and one proportional to ISSII , while the PMOS capacitances

contain a constant term and one inversely proportional to ISSII . These

considerations provide an intuitive understanding of relationship (7.25). 

From inspection of Table 7.2, coefficients M

xy
a , M

xy
b and M

xy
c  only depend 

on the previously assigned value of AV, as well as the process used andVV

supply voltage that affects the evaluation of junction capacitances, hence in 

the design they are constant. 

Relationship (7.25) can be suitably used to express the sum of 

capacitances in the delay model (6.6) of the SCL inverter as an explicit 

function of bias current and logic swing, assuming the gate to be biased in 

region M. Indeed, by using capacitance expression (7.25) with coefficient 

evaluated in Table 7.2, the sum of capacitances 
pdbpgdndbngd

CCCC
dpgdndbngd pgdndb

CC CC
ddbdb ddb

can be written as 
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where coefficients aM, bM andM cd M are defined asM
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and those coefficients equal to zero were omitted. By substituting 

relationships (7.29) and (7.15) into eq. (6.6), delay of an SCL inverter biased 

in region M can be expressed as 
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SWING
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I

VSb
a

VS 22, 35.0τ (7.30)

that has the same form as relationship (7.2), as anticipated in Section 7.2.
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7.4.2 Delay expression versus bias current and logic swing in region L 

and H

Now let us consider an SCL gate biased in the region L, whose NMOS 

transistors have minimum size and PMOS transistors have WpWW =Wp,minWW  and LpL

given by relationship (7.22a), from Table 7.1. By substituting these sizes into 

capacitances’ expressions discussed in Section 6.2 and following the same

procedure as that used in Section 7.4.1, expressions of capacitances CgdC ,dd n,

CdbCC ,n, CgdC ,dd p,  and Cd dbCC ,p, are shown to have the same dependence on the bias 

current as in relationship (7.25), where superscript M must be replaced by L. 

Analytical expressions of the non-zero coefficients for all the transistor 

capacitances are reported in Table 7.3, whose inspection shows that 

coefficients in Table 7.3 again depend only on the process used and supply 

voltage.

TABLE 7.3
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(zero-valued coefficients are not reported) 

By reiterating the same procedure developed in region M, the sum of 

capacitances
pdbpgdndbngd

CCCC
dpgdndbngd pgdndb

CC CC
ddbdb ddb

in region L results to 
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where coefficients aL, bL and cd L are

0
,

=+++= L
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ngd ,
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pgdndbngd

   (7.32a)
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By substituting relationships (7.31)-(7.32) and (7.15) into eq. (6.6), the delay 

of an SCL inverter biased in region L can be written as
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whose dependence on the bias current is easily understandable by

considering that LpL in relationship (7.22a) consists of a constant term and one

inversely proportional to the bias current, while other transistors’ dimensions 

are minimum.

By reiterating the same procedure and substituting transistor sizes 

reported in Table 7.1, the delay of an SCL inverter biased in region H can be

expressed as

++⋅=
SS

L

H

SS

SWINGH

SWING

H

SWINGSCLPD
I

Cc + L

H

I

VSb
VS

a
V

S 22,
35.0τ  (7.34) 

where coefficients aH, bH andH cd H areH
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whose terms are explicitly reported in Table 7.4.
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TABLE 7.4
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(zero-valued coefficients are not reported) 

7.4.3 Extension of the delay model in the region M to region L and H: a 

unified expression of delay and remarks 

From relationships (7.30), (7,33) and (7.34), the delay of an SCL inverter 

in each biasing region can be expressed in the same form. However, a

compact delay model (i.e., defined by a single equation) would be more

useful for design, and to this aim it will be shown that delay of an SCL 

inverter can be expressed in the compact form of relationship (7.2)

regardless of the biasing region.

To obtain a compact delay model, it is useful to observe that the delay 

expression of the SCL inverter biased in region M can be approximatelyd

extended to other regions. Indeed, according to Table 7.1, for low bias

currents (both in the range L and at the beginning of region M), the dominant 

contribution to delay is that of CgdC ,dd p, due to the high value of LpL , whose 

expression (7.22a) is the same in both ranges L and M. Therefore, delay 

equation in the range M can be extended to region L without significant 
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error. Analogously, for high bias currents (both in the range H and at the end

of range M), capacitances CdbCC ,n and CgdC ,dd n are dominant due to the high value

of WnWW , whose expression (7.23b) is the same in both ranges M and H,

allowing to extend the model valid in the range M to the interval H. As a 

result, the delay model (7.30), valid in region M, well approximates thed

delay expression regardless of the biasing region. Thus the validity of 

relationship (7.2) for the SCL inverter, using coefficients a, b and c of the 

region M is confirmed 

M
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As an example, for the 0.35-µm CMOS process used and assuming 

VSWINGVV =700 mV, AV=4 and VV VDDVV =3.3 V, the model developed in region M

used for the other regions leads to the error in Fig. 7.2 (which is plotted 

versus ISSII  in logarithmic scale and under the worst caseS CLC =0).

ISSII  (S µA)

error (%)

Fig. 7.2. Error of the delay model along the three region using that in region 

M for the worst case CLC =0 F.
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From Fig. 7.2, it is apparent that the error is always lower than 14%, and 

it can be shown that for more realistic load conditions it is in the order of a

few percentage points. 

From an analytical point of view, extension of relationship (7.30) to 

region H is easily understood by comparing coefficients a, b and c in the 

three regions. To be more specific, extension from region M to H is justified 

by observing that aH≈aM (since at the boundary the term proportional toM a

dominates over that proportional to b), while extension from region M to L

is understood by observing that bt L=bM (at the boundary the term proportionalM

to b dominates over that proportional to a). As an example, these results are

confirmed by numerical values of coefficients in the three regions for the

0.35-µm CMOS process used and assuming VSWINGVV =700 mV, AV=4 and VV

VDDVV =3.3 V, reported in Table 7.5.

TABLE 7.5

L M H

aL=0

bL=7.47 E-20

cL=2.48 E-15

aM=2.26 E-10M

bM=7.47 E-20M

cM=1.82 E-15M

aH=2.7 E-10 H

bH=0H

cH=1.23 E-15H

Now, let us introduce a circuit interpretation of terms included in the

general delay model (7.30) of an SCL inverter, since their meaning is less

evident than the model (6.6) developed in the previous chapter.

From relationship (7.29), term aM is due only to NMOS transistors, whileM

bM only to PMOS transistors. Moreover, in relationship (7.30) termM cM whichM

is due to both devices and can in general be neglected3. As a consequence, 

the term ndbngdSWINGSS

M CCVIa dngdSWINGSS

M 2/ CC d  in (7.30) models the NMOS transistors’

capacitance at the output node. Analogously, the term

pdbpgdSSSWING

M CCIVb dpgdSSSWING

M CC d
 represents the equivalent capacitance at the 

output node associated with PMOS transistors.

From the circuit interpretation of addends in delay model (7.30), some 

interesting observations can be derived. First, capacitances at the output 

3 For example, in the CMOS process considered, cM is in the order of a gateM

capacitance of a minimum NMOS transistor, which is usually much lower than

typical load capacitances in (7.30). 
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node associated with NMOS and PMOS transistors are equal when 

( )
SSSWING

M

SWINGSS

M IVbVIa ( )
SWING

M

SS

M 2
. Solving for ISSII , this means that NMOS and 

PMOS capacitances are equal for Ir SSII given by relationship (7.5) which S

minimizes the power-delay product. Hence, we can interpret the power-

efficient design criteria as that leading to an equal contribution to the delay

of NMOS and PMOS transistors. 

In the high-performance design (i.e., ISSII >>SS I> SS,opt_PDPII ), the term 
2/

SWINGSS

M VIa /
SSS

M
dominates over 

SSSWING

M IVb
SWING

M , and delay is essentially due to

NMOS capacitances and the design criteria (7.8)  with strict equality brings 

the equivalent NMOS capacitance to be equal to the load capacitance CLC

(thus, no significant advantage would be achieved for higher values of ISSII ,

since the NMOS capacitances would excessively self-load the gate). In

contrast, in the low-power design (i.e., ISSII <<S I< SS,opt_PDPII ) the dominant 

contribution is that from the PMOS transistors.

7.4.4 Design criteria and examples

As was demonstrated in the previous section, delay of an SCL gate can be

modeled by (7.2) (or, equivalently, (7.30)). As a consequence, design criteria

introduced in Section 7.2 can be applied to size design parameters of an SCL

inverter gate.

Regarding the power-efficient design in Section 7.2.1, the bias currentn

(7.5) that leads to an optimal power-delay trade-off becomes
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(7.37)

where relationship (7.29) together with relationships in Table 7.2 were

substituted. Regarding process parameters, bias current (7.37) for a power-

efficient design is proportional to the geometric average of the NMOS and 

PMOS mobility, and depends on the oxide capacitance as COX
3/2. Moreover,

regarding design parameters, (7.37) is proportional to VSWINGVV 3/2 and inversely

proportional to the voltage gain AV, as qualitatively predicted in SectionVV

7.3.1. It is worth noting that capacitance at the denominator within the

square root can be interpreted as the capacitance per unit channel width of 

NMOS transistors (i.e. it includes both Cgd,nC and Cdb,nCC ).
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By substituting (7.29)-(7.30) into (7.6), the resulting (minimum) power-

delay product under bias current (7.37) is
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where coefficient cM was neglected. From (7.38), for a high load capacitanceM

CLC  that dominates over the second addend (i.e. CLC is much higher than the

parasitic capacitance at the output node, consisting  of NMOS and PMOS

contributions both equal to
SWING

MM ba MM / , from (7.28) and Table 7.2), 
SWING

V
S

power-delay product is roughly equal to 0.35VDDVV VSWINGVV CLC , hence it can be 

proportionally reduced by reducing logic swing, while satisfying noise 

margin requirement. Analogously, the optimum PDP can be reduced byP

reducing supply voltage, while keeping it sufficiently high to allow a correct 

operation of an assigned number of series gating levels, as discussed in 

Section 2.5.4. When the load capacitance is negligible as compared to 

parasitic capacitances, (7.38) is proportional to voltage gain, as well as to 

square root of the oxide capacitance and the logic swing. 

As an example, using the 0.35-µm technology used and setting AV=4,VV

VSWINGVV =700 mV, ISS,opt_PDPII  results in 10.7P µA, with aspect ratio of NMOS and 

PMOS transistors equal to 4.2/0.3 and 0.6/1.8, respectively. The sum of 

equal PMOS and NMOS parasitic capacitances 
SWING

MM Vba
S

MM2 is equal to 

9.8 fF. Assuming a load capacitance of 50 fF, delay predicted by (7.30) with 

data in Table 7.5 is 1.42 ns, that differs by 20% with respect to simulated 

value of 1.77 ns. 
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Regarding the high-speed design discussed in Section 7.2.2, the bias

current (7.10) that leads to an almost minimum delay with reasonable power 

consumption can be simplified in two cases which differ for the value of the 

load capacitance, CLC .

When a high value of CLC  loads the gate, such that 4ab/[(c+CLC )2VSWINGVV ]<<1 

(for the CMOS process considered, this occurs when CLC  is greater than the 

minimum gate capacitance by more than one order of magnitude), the 

optimum bias current results to
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Relationship (7.39) is found by substituting (7.29) into (7.10) and neglecting 

the second addend under the square root. From inspection of (7.39), bias

current for high speed increases proportionally to CLC , 2

SWING
V

S
 and 1/ 2

V
A .

In the other case, when a very low load capacitance is assumed, ISS,opt_delayII

equates ISS,opt_PDPII given by relationship (7.37), as already discussed in P

Section 7.2.2. From (7.9) and (7.29), the delay achieved for high-speed 

design in an SCL inverter results to 
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that is proportional to 2

V
A , thereby confirming that reduction of the voltage 

gain is decisive in achieving a high speed performance.

As an example, under the same conditions of the power-efficient design,

ISS,opt_delayII  results in the high value of 110 µA, that leads to PDP=82 fJ

(greater than value of 50 fJ given by (7.38) in the power-efficient case). The

aspect ratios of NMOS and PMOS transistors are 41/0.3 and 2.4/0.3,

respectively, while the predicted and simulated delay is 226 ps and 196.5 ps.

Finally, regarding the low-power design case discussed in Section 7.2.3,

the delay of an SCL inverter results to
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7.4.5  Intuitive understanding of the delay dependence on logic swing 

and voltage gain in practical design cases 

In the previous section, the delay dependence on parameters VSWINGVV  and G

AV was analytically discussed, and design criteria for such parameters were V

derived. In this section, an intuitive explanation of such results is provided to 

gain insight into design aspects of SCL gates.

In low-power design, as observed in Section 7.4.3, the capacitive

contribution of PMOS transistors to the output node is much greater than

that of NMOS transistors. This is because the PMOS channel length LpL  is

much greater than its minimum value to ensure the desired logic swing. By

reducing the logic swing for an assigned bias current, from (7.15) a smaller 

equivalent PMOS resistance RD must be implemented, which means that a

lower values of LpL  must be used. As a consequence, the logic swing must be

kept as low as possible to improve the speed performance, as analytically 

pointed out in Section 7.4.4. Analogous considerations hold for the power-

efficient design.

In a high-speed design, NMOS capacitances are the main contribution to

the capacitance at the output node, since from Table 7.1 NMOS channel

width WnWW  is much greater than its minimum value, to guarantee the desired

AV in (2.44). From this relationship, it becomes apparent that the NMOSV

channel width (and hence NMOS parasitic capacitances) is reduced by 

increasing logic swing for a given bias current. This delay dependence on

logic swing in a high-speed design makes the fundamental difference

between CMOS Current-Mode gates and bipolar ones. Indeed, bipolar gates

display a better speed performance when logic swing is reduced at a given

bias current, since this leads to a reduction of load resistance RC and thus of C

time constants associated with capacitances at the output nodes.

In infrequent design cases where bias current is assigned regardless of the 

criteria discussed so far, an optimum value of logic swing that minimizes

delay exists. For the sake of completeness, a brief discussion on this subject

will be introduced in Section 7.6.3.

Regarding the delay dependence on the voltage gain, in a power-efficient

design the voltage gain should be kept low according to (7.38), since for an 

assigned value of ISSII and S VSWINGVV this allows reducing NMOS transistors’G

aspect ratio and thus their parasitic capacitances.

It is worth noting that the choice of AV does not heavily affect V PDP, as 

can be noticed from the linear dependence in (7.38). Instead, in a high-speed 

design it is essential to set AV as low as possible since delay in (7.40) V

increases proportionally to AV
2. This is easily explained by observing that in 

such design cases NMOS capacitances are the dominant contribution, hence

from (2.44) a reduction of AV by a given factor V x entails a reduction of 
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NMOS aspect ratio by x2. Besides, the decrease in the noise margin (2.47)

due to the reduction in AV is not of concern, since it can be compensated byV

the increase in VSWINGVV required by the high-speed design criteria previouslyG

discussed. In low-power design cases, delay (7.41) is not affected by AV

since the PMOS dominant capacitive contribution only depends on the logic

swing, as already discussed in Section 7.3.2.

For the sake of clarity, all guidelines presented until now are summarized

in Fig. 7.3 to make design of SCL gates easier.

low power high speed inefficient de

τ
PD,SCL

τ

τ
PD,SCL,min

τ

ISII SSSISS,opt_PDP II ISS,opt_delayII

power-efficienteee

VSWINGVV : low 

AV: don’t care

VSWINGVV : low 

AV: low

VSWINGVV : high

AV: low 

Fig. 7.3. Summary of delay dependence on logic swing and voltage gain 

in SCL gates.

7.5 OPTIMIZED DESIGN OF THE SOURCE-COUPLED

INVERTER WITH OUTPUT BUFFERS

As discussed in Chapter 2, the noise margins of SCL gates with and

without output buffer are very close, therefore the expressions of aspect

ratios of transistors in the internal SCL inverter introduced in Section 7.3 are 

still valid. As a consequence, the delay of an SCL inverter is given by 

relationship (6.7), where (7.2) with CLC =0 and (6.8) must respectively be

substituted to the delay of internal SCL and output buffers 
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In the following, expressions of buffer transistors’ aspect ratio is derived 

and then applied to develop a design strategy of the SCL inverter with output aa

buffers. In particular, there are two other design parameters compared to the

SCL inverter without buffers: the bias current ISFII  of the buffer and the aspectF

ratio WbufWW /ff L// buf of its transistors, whose apprf opriate sizing depends on whether 

buffers are added to intentionally introduce a level shift (Section 7.5.1) or to 

improve the speed performance (Section 7.5.2). 

7.5.1 Buffer used as a level shifter 

When the buffer is used to implement a level shifter for reasons discussed

in Section 2.5, it reduces the common-mode output voltage of an SCL gate 

by a VGSVV voltage equal toS

buf

buf

OXbufeff

SF

nTSHIFT

L

W
b

C

I
VV

TSHIFT ,

2

µ
+

T
V

T     (7.43)

By inverting this expression, we determine the value of the ratio WbufWW /ff I// SFII
needed to achieve the assigned shift voltage VSHIFTVV , resulting inTT
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   (7.44)
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where Lbuf has been assumed minimum sized,f as occurs for practical values

of VSHIFTVV .

Now, as done for the SCL inverter without buffer, let us assume the 

current per gate IgateII  to be assigned. This current must be split into ISSII and S ISFII

according to a factor γ=γγ I= SSII /SS I// gateII that defines the amount of the total bias

current used in the internal SCL (accordingly, ISFII =0.5(1-FF γ)γγ IgateII ). For a given

IgateII , factor γ must be optimally chosen to minimize the delay, and extensiveγ
numerical analysis shows that in practical cases γ is significantly lower thanγ
unity (typically 0.1÷0.3) and hence ISSII is so small (S I(( SSII <<S I< HIGHII ) that the term H

proportional to 1/I// SSII 2 dominates over the others in the internal SCL gate 

delay model (7.42). Therefore, the delay can be approximated to 

bufm
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SS

SWINGM

SCLbufPD
g
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Sb

2

2

69.035.0 +=τ    (7.45) 

where Cgs,bufC was neglected with respf ect to load capacitance CLC . By using 

(7.44), substituting ISSII =SS γIγγ gateII and ISFII =0.5(1-FF γ)γγ IgateII , relationship (7.45) can be 

minimized for γ by evaluating its derivative γ ∂τPD,SCLbufτ /ff ∂γ
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where γ<<1 has been assumed, as previously discussed. Equating (7.46) toγγ
zero and solving for γ, the value that minimizes γγ τPD,SCLbufτ is approximatelyf

given by 

( )3
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SWING

M

opt
IC (

gateL

Vb
S

M

≈γ     (7.47) 

which shows that increasing the load capacitance or the gate current, the

fraction of IgateII used for ISSII decreases as (S I(( gateII )–1/3 and (CLC )–1/3. Extensive

verification of (7.47) shows that it agrees well with optimum γ evaluated γ
numerically from exact expression (7.42), and their difference is always

lower than 25%, and typically lower than 10%. The effect of this difference 

on delay is even lower and typically about a few percentage points since the 

minimum of τPD,SCLbufτ with respect tof γ is rather flat, as it can be observed in γ
Fig. 7.4. This figure shows delay versus γ assumingγ CLC =1 pF, IgateII =30 µA,

VSHIFTVV =1.2 V, under conditions explained in the previous design examples. InTT

this case, (7.47) provides γ=0.16, which differs from the exact minimumγγ
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0.148 by 7%, while the optimum delay (9 ns) is overestimated only by 

0.15%. 
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Fig. 7.4. Delay of an SCL inverter with buffer versus γ for γ CLC =1 pF,

IgateII =30 µA, VSHIFTVV =1.2 V.TT

The resulting minimum delay (7.45), with optimum γ in (7.47) assumed γ
to be much lower than unity, results to 
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 (7.48)

which expresses the delay of the SCL inverter versus its total bias current 

IgateII after optimally distributing it between the internal SCL gate and output 

buffers. From (7.48), it is apparent that it is always necessary to keep logic

swing as low as possible, while AV does not significantly affect delay.V

Moreover, delay for very low values of IgateII  is proportional to 3/4−
gate

I , while for 
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high bias current values it is inversely proportional to IgateII . For impractically

high values of IgateII , the delay tends to a non-zero value that is not accounted

for (7.48). It is worth noting that from (7.48) it is possible to derive a power-

efficient design criteria by minimizing PDP=VDDVV ⋅ISSII ⋅τPD,SCLbuf_opτ as already 

done for the SCL inverter without output buffers. 

7.5.2 Buffer used to improve speed 

In some cases, for a given total gate current IgateII , the choice of an SCL 

gate with buffers (after properly splitting IgateII  into ISSII  and S ISFII ) leads to aF

better speed performance than an SCL gate without buffer (biased with

ISSII =SS I= gateII ). This occurs when the available gate current IgateII  is low and the load 

capacitance CLC  is large. Indeed, for very high values of CLC , delay (7.30) of an 

SCL gate is proportional to 1/I// SSII , while the delay with output buffers (7.42)

is proportional to
gate

1  (since 
gate

I/ gm,bufgg  evaluated in Section 6.3 is f

proportional to 
gate

I ).

When buffers are used to improve the speed performance, the design 

parameters ISSII , ISFII  and F WbufWW  must be evaluated. More specifically, designf

criteria are needed to split the assigned current per gate IgateII  into ISSII  and S ISFII asF

well as to size buffer transistor channel width WbufWW  (differently from previousf

subsection, no constraint between WbufWW  and f ISFII  exists). To this aim, let usF

rewrite expression of τPD,SCLbufτ  to make its dependence onf WbufWW  more explicit f
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that has been obtained by expressing into (7.42) capacitances Cgd,bufC ,ff Cgs,bufC  as f

the product of their value at minimum WbufWW (named f Cgd,buf,minC , Cgs,buf,minC ) and 

the factor 

min,buf

buf

Wb

W
b

w =       (7.50)

that represents the channel width normalized to the minimum allowed. 

Moreover, from (1.66) and (2.44), gm,bufgg  results in its valuef gm,buf,mingg  at 
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minimum WbufWW  multiplied by f w  (minimum channel length has been 

assumed, as before). Since (7.50) has to be optimized both for γ and γ w, for 

the sake of simplicity first assume w=1 (i.e., minimum Wm bufWW ) and evaluate the ff

optimum ratio γ=γγ I= SSII /SS I// gateII  as in the previous subsection, and then optimize w

itself.

In the following, let us assume term bMVSWINGVV /GG I// SSII 2 in (7.49) being

dominant over the others in brackets (as in the previous subsection) and CLC

being much greater than Cgs,bufC  (generally satisfied in practical cases since f

addition of buffers makes sense only for high CLC ). Accordingly, the 

derivative of (7.49) with respect to γ withγ w=1 results to 
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that, equated to zero, gives the following value of γ that minimizesγ τPD,SCLbufτ

gatebuf
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L

Vb
S

M 12
3 µγ ≈    (7.52)

From (7.52), the fraction γ of γ IgateII  used in ISSII  (i.e., in the internal SCL gate) S

decreases as (CLC )-1/3 as increasing load capacitance, while it decreases as

(I(( gateII )-1/2 as increasing the gate current. Verification of (7.52) shows that, in 

the cases of interest (i.e., when the SCL gate with buffers is faster than that 

without buffer) it agrees well with optimum γ, being the difference alwaysγγ
lower than 30% of the latter (typically lower than 15%), and the difference 

of associated delay of a few percentage points. As an example, Fig. 7.5 

shows delay of SCL gate versus γ assuming γ CLC =1 pF, IgateII =30 µA, under 

conditions explained in the previous design examples. In this case,

relationship (7.52) provides γ=0.18, while the exact values is 0.17, leading toγγ
about the same delay of 11.4 ns. 
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Fig. 7.5. Delay of an SCL gate with buffer versus γ for γ CLC =1 pF and 

IgateII =30 µA.

Once factor γ is optimized, a further optimization is possible by properly γ
setting normalized transistor channel width, w, after substituting ISSII =SS γoptγγ Itt gateII

and ISFII =0.5(1-FF γoptγγ )IgateII . Intuitively, the contribution of load capacitance to 

delay (7.49) can be reduced by increasing w, that in turn determines an

increase of the terms associated with Cgd,bufCC and f Cgs,bufCC . Hence, an optimum ff

value of w exists, and can be found by differentiating (7.49) for w
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Setting (7.53) to zero and solving for w leads to its optimum value, wopt, that 

minimizes delay 
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In the cases of interest, (7.54) exhibits an error lower than 25% with 

respect to numerical evaluation, and delay is within 9% of numerically 

minimized results due to the flat minimum, as can be noticed in Fig. 7.6, that 

shows delay of SCL gate versus w assuming CLC =1 pF, IgateII =30 µA, under 

conditions explained in the previous design examples. In this case, equation 

(7.54) gives α=68, while the exact values isαα 63, and the corresponding delay 

values are 2.65 ns and 2.74 ns, respectively, differing by 3.3%.
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Fig. 7.6. Example of delay of an SCL gate with buffer versus α
for CLC =1 pF and IgateII =30 µA.

It is worth noting that the optimization of buffer transistors’ size has led 

to a delay reduction by a factor of four, as compared to the case with

minimum devices treated before in this subsection. 

In general, (7.54) provides values in the order of several tens, which are

not always acceptable due to the area increase. However, the minimum of 

τPD,SCLbufτ with respect tof w is very flat, as shown in Fig. 7.6, therefore w can 

be reduced without a significant delay increase. Typically, reducing w by a
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factor of two leads to a delay increase of 10%, while with a factor of four the

delay increase is about 30%. To accurately estimate the delay increase for a 

given reduction of w with respect to (7.54), it is preferable to resort to (7.49). 

7.6 OPTIMIZED DESIGN OF THE SOURCE-COUPLED

MUX/XOR AND D LATCH 

As anticipated in Section 7.2, delay of SCL gates can be expressed in the

form reported in relationship (7.2). In particular, in the following this will

also be demonstrated for MUX, XOR and D latch gates.
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7.6.1  MUX/XOR delay expression versus bias current and logic swing 

with the lower transistors switching 

As discussed in Chapter 2, static parameters VSWINGVV , AV and V NM of aM

generic SCL gate are the same as those found in an inverter with equal bias

current and transistors’ aspect ratios. Thus, criteria to size the latter ones to

meet assigned values of such parameters in Section 7.3 are still valid. As a 

result, the design equations for transistors’ aspect ratios reported in Table 7.1

are still valid, according to the three biasing regions L, M and H (obviously,

their boundaries (7.16) and (7.21) are equal to those of the inverter). 

Accordingly, capacitances in the delay model in (6.11) of the MUX/XOR 

SCL gate can easily be shown to be expressed in the same form as

relationship (7.25). To be more specific, non-zero coefficients M

xy
a , M

xy
b and 

M

xy
c  of capacitances in (7.25) in region M of the MUX/XOR gates with input 

applied to the lower transistors are reported in Table 7.6. 

As already observed for the SCL inverter, Table 7.6 shows that 

coefficients M

xy
a , M

xy
b  and M

xy
c  of the MUX/XOR gate only depend on AV, the VV

process used and supply voltage, hence in the design they are constant. 

Relationship (7.25) with coefficients reported in Table 7.6 can be profitably

used to express the sum of capacitances in (6.11), that becomes 
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where coefficients aM, bM andM cd M are defined asM
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and where coefficients equal to zero were omitted. By substituting

relationships (7.55)-(7.56) and (2.43) into (6.11), the delay of a MUX/XOR 

biased in region M can be expressed as in relationship (7.30) found for the

inverter gate. For the 0.35-µm CMOS process considered and assuming

VDDVV =3.3 V and AV=4, evaluation of relationships (7.56) leads to VV aM=8.96 E-M

10, bM=7.47 E-20, M cM=2.93 E-15, as reported in Table 7.9.M

Again, when the gate is biased in region L, capacitances can be expressed

as in (7.25), thus delay can be written in the same form (7.2), in which 

coefficients a, b and c are given by relationship (7.57) and data in Table 7.7. 
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TABLE 7.7
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Analogously, when the gate is biased in region H, delay can be written in 

the form (7.2), where coefficients a, b and c are given by relationship (7.58) 

and data in Table 7.8. 
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Numerical values of coefficients in the three biasing regions for the 0.35-µm

CMOS process considered and assuming VDDVV =3.3 V and AV=4 are reported VV
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in Table 7.9. By comparing data in Table 7.5 and 7.9, it is apparent that a

coefficient aM of the MUX/XOR gate is about four times that of the inverterM

gate, while bM is equal.M

TABLE 7.8 
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(zero-valued coefficients are not reported)

TABLE 7.9 

L M H

aL=0

bL=7.47 E-20

cL=5.61 E-15

aM=8.96 E-10M

bM=7.47 E-20M

cM=2.93 E-15M

aH=9.4 E-10 H

bH=0H

cH=2.35 E-15H
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For the same reasons discussed for the inverter, the delay expression

derived in region M can be extended to the other regions. As an example, for 

the 0.35-µm CMOS process used and for Ar V=4,VV VSWINGVV =700 mV, the error of 

delay model derived in region M with respect to the expressions rigorously

derived in each region is plotted versus ISSII  (reported in logarithmic scale) inS

Fig. 7.7 assuming the worst case CLC =0. Even for impractically high values of 

ISSII , the error is always lower than 8% and rapidly decreases to a few

percentage points for more realistic load capacitance values. 

0.1 1 10 100

6

4

2

0

Region L Region M Region H

ISSII  (S µA)

error (%)

Fig. 7.7. Error between the delay derived in region M with respect to 

rigorously derived expressions in the region L and H 

versus ISSII for the worst case S CLC =0 F. 

Now, let us give a circuit interpretation of terms in the delay model of an 

SCL MUX/XOR gate, as done for the inverter in Section 7.4.3. Inspection of 

Table 7.6 shows that the term a=aM in (7.2) is due only to NMOS transistors, M

b=bM only to PMOS transistors and M c=cM to both devices. Since the last oneM

can be neglected with respect to the other two addends4, by using eq. (7.55)

the terms 
2/ SWINGSS

M VIa / SSS

M
 and 

SSSWING

M IVb SWING

M  model the NMOS and PMOS

4 For example, for the MUX/XOR gate in the CMOS process considered and under 

the conditions discussed above, neglecting cM leads to an error which is always M

lower than 10% even for the worst case CLC =0 F. For practical load capacitance

values, this error is even lower.
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transistors’ capacitances, respectively. To be more specific, each of these

capacitive terms in (7.2) is multiplied by 0.35VSWINGVV /GG I// SSII =0.69SS RD, which is the

equivalent resistance seen by the output node to ground, thus they make the 

same contribution to the delay as if all of its correspondent capacitancesf

were lumped at the output node. As a consequence, terms 
2/ SWINGSS

M VIa / SSS

M
and 

SSSWING

M IVb SWING

M represent the equivalent capacitance at the output node

associated with NMOS and PMOS transistors, respectively. The same

interpretation in terms of dominant capacitances in power-efficient, high-

speed or low-power design criterion as the inverter in Section 7.4.3 still hold 

(for example, the power-efficient leads to equal contributions to delay of 

NMOS and PMOS capacitances). 

7.6.2  MUX/XOR delay expression versus bias current and logic swing 

for input applied to upper transistors

Let us evaluate delay when the input signal is applied to transistors at the

upper level (M3-M6 in Figs. 6.11 and 6.12), that is equal to that of an 

inverter with modified capacitive contributions in (6.12), as observed in 

Section 6.4.3. Moreover, as discussed in the previous section, delay can be

approximated to that in region M regardless of the biasing region. Thus, 

delay is again written in the form (7.2) with coefficients a, b and c equal to 
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where (7.25) was used to express capacitances. By comparing (7.59) and

coefficients (7.29) of the inverter, it is apparent that coefficient aM of theM

MUX/XOR gate is twice as that of the inverter, while bM has the same value. M

This means that the optimum bias current for a power-efficient or an high-

speed design is lower than the inverter gate. The error of (7.2) using (7.59) 

compared to simulations was found to be equal to that of the inverter 

previously discussed. 
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7.6.3 Delay dependence on logic swing

Until now, the delay dependence on bias current has been evaluated for 

an assigned value of logic swing. For the sake of completeness, let us 

consider the delay dependence on the logic swing for a given bias current ISSII .

From general SCL delay expression (7.2), it is apparent that an optimum 

value of logic swing can be found by differentiating for VSWINGVV  and setting G

the result to zero. The resulting optimum value of VSWINGVV that minimizes G

delay for a bias current ISSII  is the solution of the following equation S

0
2 23
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SWING
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aV 2 −
SWING
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Cc + L

M

V
S

I

b
  (7.60) 

which in general cannot be solved in a closed-form, and thus requires

numerical analysis. For example, for ISSII =50SS µA and CLC =200 fF, solving

(7.60) for the MUX/XOR (with coefficients in Table 7.9) assuming an input 

applied to lower transistors results in 221 mV. Simulations confirm this 

result, as can be deduced from Fig. 7.8 that reports the plot of the delay 

versus the logic swing, where the minimum delay is achieved for VSWINGVV

equal to about 250 mV.
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Fig. 7.8. MUX/XOR delay versus logic swing for ISSII =50SS µA and CLC =200 fF. 

To validate the dependence of the delay in (7.2) on the logic swing,

simulations were also performed for CLC  equal to 0 F, 50 fF, 200 fF and 1 pF,
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with bias current equal to 5 µA, 20 µA, 50 µA and 100 µA, and the resulting 

curves are not shown for the sake of brevity. Maximum error of (7.2) using 

coefficients in (7.56) is 17%, and typically much lower, thus confirming the 

validity of the model discussed. 

Even though in general relationship (7.60) cannot be solved in a closed 

form, in practical design cases optimum value of VSWINGVV can be easily found.G

Indeed, it can be seen that optimum VSWINGVV tends to zero for G ISSII →0, thus

according to low-power design considerations in Section 7.2.3, the logic 

swing is given by relationship (7.13). Moreover, optimum VSWINGVV  tends to G

infinity for ISSII →∞, thus according to high-speed design considerations in 

Section 7.2.2, the logic swing is given by relationship (7.14). For 

intermediate bias current values, the optimum value of VSWINGVV belongs to the G

acceptable range [VSWING,minVV ,VSWING,maxVV ]. 

7.6.4 Extension to D latch

The D latch delay can be found as for the MUX/XOR gate firstly by 

assuming the gate to be biased in the region M, and then extending it to the 

other intervals in a similar manner. As discussed in Section 6.5, the delay of 

a D latch gate is equal to that of MUX/XOR with an equivalent load

capacitance (6.14) that accounts for the input capacitance of a source-

coupled NMOS pair (6.13). By substituting relationship (7.25) and data in

Table (7.6), input capacitance (6.13) can be expressed5 as the gate-source 

capacitance in an NMOS transistor working in saturation region, e.g. CgsCC ,3

SS

SWING

M

gs

gsinput I
V

S

a
CCinput 2

3,

3, =C     (7.61)

where from Table 7.6 it was observed that M

gs
b

3,
= M

gs
c

3,
=0. By substituting 

(7.61) into (6.14), and both into the delay expression (7.2), it is apparent that 

the D latch delay has the same expression as the MUX/XOR with coefficient 

aM being replaced by M aM’

M

gs

MM aaa
3,

' +Maa      (7.62)

5 Actually, this expression holds in regions M and H which gates are usually biased 

in.
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that results to 1.06 E-9 under the conditions discussed above, in the case

with switching input applied to lower transistors. Analogously, coefficient 

(7.62) results to 4.52 E-10 when input is applied to upper transistors. 

Simulation results validate the extension. Indeed, the error was found to

be in the same order of magnitude of the inverter and MUX/XOR. In

conclusion, unless for the small change discussed, all the design strategies

discussed for the MUX/XOR gates still hold.

7.7 OPTIMIZED DESIGN OF THE SOURCE-COUPLED

MUX/XOR AND D LATCH WITH OUTPUT BUFFERS

Regarding the case with output buffers, design techniques introduced in 

Section 7.5 for the inverter can be extended to other SCL gates in a

straightforward way. Indeed, delay of SCL gates without output buffers is f

always expressed by (7.42) regardless of the specific gate considered, being

the sum of the internal SCL circuit and buffer delay contributions. The only 

difference between such gates is in the expression of coefficients aM, bM andM

cM in the internal SCL delay. As a consequence, the same design criteria for M

the two practical design cases dealt with in Section 7.5 apply. Obviously,

different gates have in general a different value of optimum bias current 

distribution γ, as well as a different optimum buffer transistors’ aspect ratioγγ
factor w.

When buffers are used to implement a level shifter in a MUX/XOR or D

latch gate, the optimum value of γ in relationship (7.47) is the same as theγ
inverter, since coefficient bM in (7.47) results in the same value for the threeM

gates. In other words, the amount of the bias current used in the internal SCL 

gate (and buffers) for an assigned gate current in a MUX/XOR or D latch is 

the same as the inverter. Moreover, the resulting minimum delay in (7.48)

for an assigned IgateII is equal to that of the MUX/XOR, D latch and inverter 

gates. This is because the internal SCL gate has the same bias current (7.47) 

and is usually biased in its low-power region (see Fig. 7.1), thus its delay is 

mainly due to PMOS capacitances that are independent of the gate for

assigned values of AV,VV VSWINGVV  and G ISSII . From (7.47) it is apparent that the 

buffer delay does not depend on the gate considered, since its bias current 

(equal to γ⋅γγ Iγ gateII ) is the same for all gates for a given IgateII .

The same observations hold when buffers are used to improve speed

performance. Indeed, optimum current distribution (7.52) depends only on 

coefficient bM, thusM γ does not depend on the gate γ considered. In addition, 

optimum transistor aspect ratio (7.54) of the buffer and resulting minimum 

delay is the same, regardless of the specific gate analyzed.



Model and Design of Bipolar and MOS Current-Mode Logic  263

7.8 COMPARISON OF GATES ANALYZED AND EXTENSION

TO ARBITRARY SCL LOGIC GATES

In the previous section, it has been shown that the delay of various SCL

gates can be written in the form (7.2), which simply shows the design

tradeoffs among speed, power consumption and noise immunity. In -

particular, this has been demonstrated for the inverter, MUX, XOR and D

latch by observing that parasitic capacitances associated with transistors can aa

always be expressed as in relationship (7.25), as well as evaluating the 

equivalent resistance seen by each capacitance. By reiterating the

considerations reported in Section 6.4.1, in general equivalent resistances are 

equal to RD (i.e. when a capacitance is connected to the output nodes) or 

1/GMG (when a capacitance is not connected to the output nodes). As aM

consequence, for an arbitrary SCL gate, time constants have the same 

dependence on logic swing and bias current as the gates considered. Since 

the delay is proportional to the sum of time constants, it follows that the

delay dependence in an SCL gate on VSWINGVV and G ISSII  is independent of the S

specific SCL gate considered, and therefore (7.2) is always valid. The same 

observations hold for gates with output buffers, since their delay simply adds

to that of the internal SCL gate, as shown in relationship (7.42).

Now, it is useful to compare performance achievable by the gates 

considered, in order to understand how performance depends on their 

complexity. In particular, assuming inputs to be applied at lower transistors

(i.e., we are considering the worst-case delay), coefficients of gates

considered in relationship (7.2) are summarized in Table 7.10. Since

coefficient aM depends on NMOS transistors, it obviously increases when aM

more complex logic gate (i.e., including a greater number of NMOS

transistors) is considered, as confirmed by Table 7.10. Therefore, the

minimum delay achievable for a high-speed design, modeled with

relationship (7.9), increases for more complex gates, while the bias current

needed decreases, according to (7.10). Regarding coefficient bM, it onlyM

depends on PMOS transistors, therefore it is independent of the specific gate

considered for assigned values of VSWINGVV  and G ISSII . As a result, the speed 

performance (7.11) in a low-power design is equal for all SCL gates, for 

given values of VSWINGVV and G ISSII . Finally, in a power-efficient design the

required bias current ISS,opt_PDPII  in (7.5) decreases when a more complex gateP

is considered, while power-delay product gets worse due to the increase in

coefficient aM (this means that the delay incrM ease is greater than the power 

saving).
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TABLE 7.10 

Inverter MUX/XOR 

(upper transistors)

D latch

aM=2.26 E-10M

bM=7.47 E-20M

cM=1.82 E-15M

aM=8.96 E-10M

bM=7.47 E-20M

cM=2.93 E-15M

aM=1.06 E-9 M

bM=7.47 E-20M

cM=2.93 E-15M

Finally, it is useful to note that delay model (7.2) suggests an alternative

approach to characterize SCL logic cells in terms of design trade-offs 

without analytically evaluate coefficients a, b and c. In other words, the 

approach introduced for the accurate model of bipolar gates can also be

applied to SCL gates. Indeed, coefficients a, b and c only depend on process 

parameters, supply voltage and voltage gain AV. Therefore, if suchVV

parameters are preliminarily set before designing logic gates, it is possible to 

evaluate coefficients by performing only three simulation runs for different

bias current values widely distributed to cover the low-power, power-

efficient and high-speed regions in Fig. 7.1 for a given logic swing. To be 

more specific, the procedure based on the minimization of functional S inS

Section 4.4 can be used. Once coefficients a, b and c are found, delay

dependence on bias current and logic swing is expressed by (7.2), and thus 

all design considerations discussed so far can be applied with no 

modification. This approach can be very useful when a library of standard

cells implemented with a new process must be characterized in terms of the 

delay dependence on bias current and logic swing. 



Chapter 8

APPLICATIONS AND REMARKS ON CURRENT-

MODE DIGITAL CIRCUITS

In the previous chapters, design and modeling strategies of Current-Mode 

gates have been developed for single logic gates. Actual circuits are made up 

of cascaded logic gates, therefore their overall delay is equal to the sum of 

the delay contributions of gates belonging to the path considered, each of 

which is evaluated by representing the following gate as an equivalent linear 

load capacitor. In this chapter some circuits currently used in typical 

applications, such as ring oscillators and frequency dividers, are explicitly 

analyzed in Sections 8.1 and 8.2, respectively, by applying results presented 

in previous chapters. To be more specific, their speed performance is 

evaluated as a function of process and design parameters. Besides, an 

alternative approach to implement CML gates with a low supply voltage is 

dealt with in Section 8.3. 

Regarding the design of general logic circuits consisting of cascaded 

gates, criteria developed for single logic gates are generalized in Section 8.4 

to relate design variables to the overall performance.

8.1 RING OSCILLATORS 

Ring oscillators have recently attracted the interest of circuit designers

[WKG94], [M971], [SL98], [HR99], [HLL99]. Indeed, they are widely used 

in PLLs that are key elements of RF circuits and microprocessors to provide 

synchronization, data recovery and perform frequency synthesis [R96]-

[R961].

A ring oscillator is a closed-loop chain of equal inverter gates (or 

inverting amplifiers), as shown in Fig. 8.1, with a negative feedback to 



266 Chapter 8: Applications and Remarks on Current-Mode Digital Circuits MM

provide oscillation. To guarantee oscillation, the negative feedback is

necessary but not sufficient. To allow the oscillation to start, the unique

stationary state (in which all gates are biased around their logic threshold)

has to be unstable, and this happens when the circuit linearized around the

bias point exhibits a negative phase margin, mφ.

Fig. 1. Ring oscillator. 

As done in the previous chapter, by assuming each (inverting) stage to be

modeled by a single-pole transfer function with time constant τ, (i.e., a τ
transfer function H(HH s)=-A- V/(1+VV sτ)) the loop gainττ L(s) (evaluated as the 

opposite of the transfer function obtained by breaking the loop at the input of 

any stage) results to

n

V

n

Vn

s

A

s

A
L

+
=

+
+

ττ 11
)1()(s −= 1     (8.1)

where term (-1)n+1 must necessarily be positive to ensure a negative 

feedback, hence an odd number of inverting stages must be used. However,

since Current-Mode gates have a differential output, an even number of 

stages can also be used, provided that the output nodes of one stage are

inverted. Utilizing an even number of stages is particularly useful when  both

a reference periodic signal and its quadrature component must be generated.

By definition, the phase margin expressed in degrees is 180 plus the

phase of the loop gain at the transition frequency (i.e., the frequency where

the magnitude of L(j(( ω) is equal to unity). Hence, from relationship (8.1) weωω
get

)1(180)(180φ tt
jLn 1(j((m ∠⋅−=∠+= 1(180)(180 )( Ln L 1(((    (8.2)
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where the phase is denoted by symbol ∠ , and the transition frequency ωtω ist

equal to 

ττ
ω VV

t

AA
≈

−
=

12

      (8.3)

The simplification holds for AV greater than unity, such that V AV
2>>1.

Therefore, by substituting relationship (8.1) and (8.3) into (8.2), the phase 

margin becomes

)arctan(180
V

nm ∠⋅− n≅≈φ      (8.4)

From relationship (8.4), to guarantee a negative phase margin, which causes

oscillation, the number of stages n must be sufficiently high, according to the 

following condition

( )
V

n
arctan

180>       (8.5)

that only depends on the voltage gain AV of the inverter gate, and is always V

greater than 2 (since arctan(A(( V)<90V
o), thus in practical cases it is necessary to

use at least three stages. It is worth noting that relationship (8.5) slightly 

overestimates the minimum number of stages because higher poles and 

positive zeros tend to reduce the phase margin. The right-hand side of 

relationship (8.5) is plotted versus AV in Fig. 8.2, whose inspection showsV

that three stages ensure oscillation to occur for a voltage gain greater than 

1.7. Extensive simulations show that oscillation does not generally take 

place for n=2, except for a few bias current value for which the oscillation 

amplitude is very low (in the order of 10 mV), due to the contribution of 

higher-order poles and zeroes. 

The frequency oscillation of the ring oscillator is given by [R96]

PDn
f

τ2

1=        (8.6) 

where τPDτ is the propagation delay of the fundamental gate. Therefore, the 

frequency estimation is reduced to the evaluation of the gate delay, that has 

to be carried out by remembering that each gate has an input rise time equal 

to that at the output and is loaded by an equal stage. In the following, the 

delay model developed in the previous chapters is used to evaluate the

oscillations frequency model in ring oscillators based on bipolar (Section 
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8.1.1) and CMOS (Section 8.1.4) Current-Mode gates. From a design point 

of view, this model allows to predict performance achievable before the

design, to correctly design the ring oscillator and to predict the oscillation 

frequency inaccuracy due to tolerances in model parameters. 
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Fig. 8.2. Minimum value of n given by relationship (8.5) versus AV.VV

8.1.1 Bipolar CML ring oscillators 

Let us consider a ring oscillator based on the CML inverter in Fig. 4.2,

whose small-signal gain AV is given by relationship (2.10), and typicallyV

ranges from 4 to 10. Choosing the typical value VSWINGVV =500 mV for high-

speed applications, the value of AV results to be 5 from (2.10), and thus, from V

Fig. 8.2, three stages are sufficient to ensure oscillation (relationship (8.5) 

gives n>2.3).

Now, let us evaluate the oscillation frequency (8.6), or equivalently the 

gate delay under the constraint that the input rise time is equal to that of the 

output waveform. Since the CML inverter gate has a first-order behavior 

with a time constant given by relationship (4.7) (actually, from (4.4) it must 

be divided by 0.69), the delay dependence on the input rise time of a one-

pole system is analyzed in the following. 
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Consider a one-pole system with a linear ramp input vin(t) having a rise 

time T and a maximum value equal to unity, as represented by the followingT

relationship

=
Tt >

Tt ≤
T

t

tv
in

         1

)(       (8.7)

The output response, y(t), of the system is given by [AP99]
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   (8.8) 

where tnt  and τnτ are the time and the time constant normalized to T,TT

respectively (i.e., tnt =t/tt T and T τnτ =τ/τ T).TT

The normalized propagation delay τPDnτ =τPDτ /T is the difference between T

τPDn,outτ  and t τPDn,inτ , which are the time normalized to T when the output and T

the input reach half of their final value, respectively. The output propagation 

delay τPDn,outτ  can be evaluated by setting relat tionship (8.8) equal to 0.5. The 

input propagation delay τPDn,inτ is equal to 0.5. It is worth noting that,

although τPDn,outτ  depends only ont τnτ , it is difficult to solve y(τPDn,outτ )=0.5 for 

τPDn,outτ  because (8.8) is a nonlinear function. Moreover, since we do not t

know whether τPDn,outτ  is greater or lower than unity, we have to solve both t

the two parts of relationship (8.8), and then discard the one without 

practically meaningful solution. 

In order to evaluate the relation between the delay and the time constant,

the ratio  τPDnτ /τnτ  versus τnτ  is evaluated numerically and plotted in Fig. 8.3 

(with dashed line). As expected, if τnτ →∞ (i.e., we have an ideal step input) 

the ratio τPDnτ /τnτ tends to the well-know value 0.69. In the opposite case, 

when τnτ →0, which is the case of a very slow input ramp, the ratio τPDnτ /τnτ
tends to 1. The latter result is reached by solving the equation in the case 

tnt ≤1, and approximating yn(tnt )≅tnt -τnτ in (8.8), since the exponential term is 

very low. From inspection of Fig. 8.3, if T>TT τ, approximating the propagation τ
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delay of a ramp input with the value obtained assuming a step input can lead 

to an error greater than 30% (the error is lower than 5% for T<TT τ).τ
To achieve a simple and useful closed-form expression of the ratio 

τPDnτ /τnτ , one must rewrite this ratio as 0.69[1+g+ (τnτ )]. Hence, we have to

approximate g(τnτ ) with an equivalent function which tends to zero and to 

0.45 for τnτ →+∞ and τnτ →0, respectively. A suitable function g(τnτ ) which 

satisfies the asymptotic behavior is

21

1
45.0)(

n

n

n
B

A
g

τ
τ

(
+
+

     (8.9)

where parameters A and B, found by a numerical fitting of the curve, are set 

equal to 0.66 and 7.8, respectively. Thus, function f(ff τnτ ) which approximates 

the ratio τPDnτ /τnτ is given by

28.71+
66.01+

45.0169.0)( +=
n

n

n
f

τ8

τ6
(     (8.10)

Relationship (8.10) is plotted with a solid line in Fig. 8.3. The proposed 

approximation fits ratio τPDnτ /τnτ well. Indeed, the error found, plotted in Fig.

8.4, is always lower than 2%. 
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Fig. 8.3. Ratio of τPDnτ /τnτ versus τnτ : exact (dashed line); 

expression (8.10) (solid line).
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Denormalizing (8.10), the general expression for the propagation delay of 

a first-order system versus the input rise time T and the time constant T τ isτ
equal to

=
2

8.71+

66.01+
45.0169.0)( +≅≅

T

T

T
fPD τ

τ

9
τττ = ffPD

    (8.11)

To estimate the oscillation frequency of a ring oscillator, we can further f

simplify relationship (8.11) by introducing the condition T=2TT τPDτ  that ensures 

equal output and input rise time values. Thus solving (8.11) for τ/τ τPDτ we get

ττ 8.0 τ=PD         (8.12)

where time constant is given by relationship (4.7) (more precisely, it is equal

to relationship (4.7) divided by 0.69). Of course, relationship (8.12) must bef

evaluated by properly modeling the loading effect of the subsequent gate 

with its input capacitance (4.23), i.e. by setting CLC  equal to it in (4.7). The

resulting expression of relationship (8.12) is
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that, being a CML gate, can be also written in the form as in (5.1) for design

purposes.

To further increase the estimation accuracy of the oscillation frequency,

we have to evaluate the loading effect in each stage due to the subsequent t

gate more precisely. Indeed, the assumption that one has only the load 

capacitance given by (4.23) overestimates the loading effect of the 

subsequent CML input impedance, as already observed in Section 4.8. To

this aim, let us consider the equivalent half circuit of a CML gate in Fig. 8.5

and, for simplicity, neglect capacitances CcsCC  and CLC .
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Fig. 8.5. Equivalent linear circuit of the CML inverter.

From Fig. 8.5, the impedance seen from the input of the gate (i.e., the

base of the transistor) has a third-order transfer function that, after neglecting

higher order terms, can be approximated to the first order impedance

inin
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in
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iin

R
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+
≅

1
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where
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in which both re and rb are assumed to be much lower than rπ, as usually ππ
occurs. It is apparent that (8.14) represents the impedance of resistance Rin in

parallel with capacitance CinC . Therefore, we can include it in the time 

constant, and combining (8.13) and (8.14) we get 
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that, along with relationship (8.6), models the oscillation frequency of a ring 

oscillator based on bipolar Current-Mode gates. r

8.1.2 Validation of the oscillation frequency in a CML ring oscillator 

The model of the oscillation frequency (8.6) with (8.17) was tested by 

means of SPICE simulations using the two bipolar technologies introduced 

in Chapter 4. As done before, the circuits were powered with 5 V and a 500-

mV logic swing was set. Moreover, the bias current was varied from 100 µA

to 1.4 mA and from 100 µA to 2.4 mA for the BiCMOS and HSB2 process, 

respectively, to avoid a degradation of transistor transition frequency.  

Figures 8.6 and 8.7 show the simulated oscillation frequency of a CML 

ring oscillator with different number of stages and the theoretical one (given 

by (8.6) and (8.17)) versus the bias current ISSII for the BiCMOS and HSB2S

technology, respectively. The oscillation frequency error for the BiCMOS 

and HSB2 process is summarized in Table 8.1 and 8.2, where the case with a

simplified input impedance (4.23) and an accurate one (8.14) are considered.

To evaluate the superiority of the model (8.14) compared to the simplified 

one (4.23), Table 8.3 summarizes the average errors for the analyzed cases.  
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TABLE 8.1 

BiCMOS technology HSB2 technology 

ISSII  (mA)S n=4 n=6 n=8 N=4NN n=6 n=8

0.1 29 % 22 % 20 % 63 % 46 % 42 % 

0.2 12 % 9.3 % 8.7 % 50 % 54 % 55 % 

0.4 -2.7 % -3.6 % -3.8 % 29 % 22.2 % 20 %

0.6 -9.4 % -9.9 % -9.9 % 16 % 11.1 % 10.5 %

0.8 -13.5 % -13.8 % -13.8 % 5.9 % 2.6 % 2.1 % 

1 -16.8 % -17 % -17 % -1.9 % -3.9 % -4.2 %

1.2 -19.9 % -20 % -20 % -7.8 % -9.3 % -9.6 %

1.4 -23.1 % -23.3 % -23.3 % -13.2 % -14.2 % -14.5 %

1.6 / / / -17.3 % -18.3 % -18.6 %

1.8 / / / -21 % -21.8 % -21.8 %

2 / / / -24.4 % -25.1 % -25.1 %

2.2 / / / -27.2 % -27.6 % -27.6 %

2.4 / / / -29.6 % -30.3 % -30.3 %

TABLE 8.2

BiCMOS technology HSB2 technology

ISSII  (mA)S n=4 n=6 n=8 n=4 n=6 n=8

0.1 26 % 19 % 18 % 32 % 18.1 % 15.1 %

0.2 17 % 14 % 13 % 24 % 14.3 % 12.1 %
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0.4 9 % 8 % 8 % 15 % 8.6 % 7 % 

0.6 5 % 4.4 % 4.4 % 8.5 % 3.9 % 3.2 %

0.8 1.2 % 0.9 % 0.8 % 3.4 % 0.2 % 0.2 %

1 -2.5 % -2.8 % -2.8 % -0.8 % -2.9 % -3.1 % 

1.2 -6.5 % -6.7 % -6.7 % -3.7 % -5.4 % -5.6 %

1.4 -10.7 % -10.9 % -10.9 % -6.9 % -8 % -8.3 %

1.6 / / / -9.6 % -10.7 % -10.9 %

1.8 / / / -12.3 % -13.1 % -13 % 

2 / / / -14.6 % -15.4 % -15.4 % 

2.2 / / / -16.9 % -17.4 % -17.4 % 

2.4 / / / -18.8 % -19.5 % -19.5 % 

TABLE 8.3 

BiCMOS technology HSB2 technology

Load model n=4 n=6 n=8 N=4NN n=6 n=8

Simplified (4.23) 15.8 % 14.8 % 14.5 % 23.5 % 22.0 % 21.6 %

Accurate (8.14) 9.7 % 8.3 % 8.1 % 12.8 % 10.6 % 10.1 % 

Inspection of Tables 8.1-8-3 shows that, considering the simplified load 

(4.23), the error is always lower than 30% for the BiCMOS technology but 

greatly increases in some cases to values higher than 50% for the HSB2 

technology. This high error is heavily reduced by resorting to the accurate 

model in (8.14). Indeed, even for the HSB2 technology the accurate model 

has an error slightly higher than 30% in only one case, and is much lower for 

values of bias current that lead to an efficient power-delay trade-off. The
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improved accuracy achieved by the accurate model is also well confirmed in

Table 8.3, where the accurate model’s average error is shown to be reduced 

by around 6% for the BiCMOS technology with the average reduction being 

greater than 10% for the higher-speed technology. For both cases, the

average error was reduced by more than 40%.

8.1.3 Remarks on the oscillation amplitude in a CML ring oscillator m

In general, the evaluation of the oscillation amplitude in a ring oscillator 

is not an easy task, due to the non-linear behavior of its stages. Even for 

CML ring oscillators, no closed-form expression can be given to estimate the

amplitude of the output voltage, that is equal for all stages by symmetry. 

In practical cases, it is often of interest to maximize amplitude to improve

the signal-to-noise ratio of the oscillator. Therefore, it is sufficient to 

understand when amplitude is close to its maximum achievable value, that is

equal to half the logic swing of all stages, i.e. RCICC SSII . Intuitively, this is 

achieved when a high number of stages n is used, since in this case each gate

has enough time to settle to the nominal high or low output voltages. This is 

because in a ring oscillator the input of each stage is constant for half a

period T/2=TT nτPDτ . When a smaller value of n is considered, the input of each 

gate is forced to change before the gate settles to the nominal output voltage, 

thus reducing amplitude to values lower than RCICC SSII .

To simplify analysis and evaluate the minimum number of stages that 

ensures amplitude to be close to RCICC SSII , it is reasonable to assume that this

occurs when the output voltage of each gate is able to switch from 10% to 

90% of the entire logic swing in a half period T/2TT . This means that the latter 

has to be greater than the output rise time, and we will analytically express

this condition in the following. From (8.12) the half period is equal to 

T/2=TT nτPDτ =0.8*nτ, while the output rise time τ TRISETT can be approximated as E

that under a step input, which for a CML stage represented by a first-order 

system with time constant τ is equal to 2.2τ τ [MG87].  As a result, theτ
condition that ensures an almost full-swing oscillation becomes 

32.28.0
2

≈ 2.2⋅= 8.0 Tn >⋅ >⋅T
RISE

TT ττ     (8.18)

which means that a number of stages greater than 3 must be used to 

maximize amplitude. This result is confirmed by simulations, that for a 500-

mV logic swing (i.e., RCICC SSII =250 mV) show an amplitude in the order of 100 SS

mV for n=3, and around 245 mV for ring oscillators with a number of stages

equal to 4 or greater.
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8.1.4 CMOS SCL ring oscillators 

The oscillation frequency model of ring oscillators developed in Section

8.1.1 can be analogously applied to SCL ring oscillators. In particular, the

delay τPDτ  of each stage, included in the frequency expression (8.6), is that of 

an SCL inverter (6.6) with a load capacitance equal to the input capacitance

(6.13) of the subsequent stage (i.e. a purely capacitive input impedance, thus 

no change on its evaluation is needed). By remembering that delay of SCL 

gates is quite insensitive to the input rise time, it results in 
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4,34,32,12,1

8.0τ    (8.19)

that substituted into relationship (8.6) expresses the oscillation frequency of 

an SCL ring oscillator. Simulations confirm the validity of model (8.6) using 

(8.19). Indeed, under conditions used in the previous chapter, the maximum 

error found with respect to simulation results is lower than 25%, and in 

typical cases where an advantageous power-delay trade-off is achieved (i.e., 

delay is not very close to its asymptotic value, as explained in Chapter 7) it 

is much lower (in the order of 10%). 

Obviously, relationship (8.19) could be expressed in the form (7.2), that 

is more suitable for design. Moreover, considerations in Section 8.1.3

regarding the minimum number of stages that ensures a full-swing 

oscillation hold for SCL ring oscillators.

8.2 CML FREQUENCY DIVIDERS

The static frequency divider is a fundamental block in various 

applications, such as mobile or satellite communication systems and 

multiple-Gb/s optic fiber systems. For such applications, high performance is 

essential, and low power consumption is highly desirable to extend battery 

lifetime in portable equipment and to make heat removal easier [K91], 

[I951], [F96]. As a consequence, design criteria to keep power dissipation as 

low as possible for an assigned speed requirement is of the utmost 

importance. 

From an architecture point of view, a 1/2n static frequency divider 

consists of n cascaded divide-by-two stages, as depicted in Fig. 8.8, where 

the operating frequency at the input of each stage is indicated as a fraction of 

the input signal frequency fINff .
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Fig. 8.8. Architecture of a 1/2n frequency divider.

The topology of each 1/2 frequency divider consists of two cross-coupled 

CML D latches and a level shifter circuit, as shown in Fig. 8.9. The two 

cross-coupled D latches, realized in bipolar Current Mode logic as in Fig. 

4.18, implement a Master-Slave T Flip-Flop since the output is fed back to

the input after inversion. The level shifter is realized with a common-

collector stage as usual, and is inserted to avoid that transistors Q1-Q2 in Dd

latches in Fig. 4.18 work in the saturation region, as discussed in Chapter 2. 
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Fig. 8.9. Topology of a 1/2 frequency divider.

In the simple case of a single 1/2 frequency divider, the operation 

frequency is limited by the delay of the level shifter and D latch. More 

specifically, from Fig. 8.9, the input signal IN must propagate through the N

level shifter and the latch A within the positive half period, in order to set a

correct input value in the latch B at the beginning of the successive half 
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period. Since the same consideration holds in the negative half period for 

latch B, both latches must have the same speed, since otherwise it would be 

limited by the slower one. 

From an analytical point of view, to let the output of latch A cross the 

logic threshold so that latch B has a correct input voltage in the following 

half period, the following condition on the input half period TINTT /2 must be NN

satisfied

latchPDshifterlevelPD
IN

T
I

,_,level
2

ττ +≥       (8.20)

where τPD,level_shifterτ is the propagation delay of the level shifter and r τPD,latchτ is 

the CK-Q latch delay, respectively. Therefore, the maximum operating 

frequency fmaxff of a single 1/2 frequency divider is equal to

( )
f

f
,_,

max
ff

2

1

((=     (8.21)

To achieve a high-speed feature, the two delay contributions must be 

reduced as much as possible by properly setting the bias current of the latch 

IlatchII and that of the level shifter Ilevel_shifterII .

Since the operating frequency of each stage is halved compared to that of 

the previous one, the delay of the generic stage can be twice as high as that 

of the previous one without degrading the speed of the divider. As a

consequence, according to the model and design strategies developed in 

Chapter 5, it is possible to progressively reduce bias currents of each stage

with respect to the previous one, allowing for a power saving [ADP02].  

In the following, design equations are derived for bias currents in a 

frequency divider to achieve a high operating frequency by maximizing the 

speed performance of the first stage (Section 8.2.1), while minimizing 

overall power consumption in the successive stages that are unnecessarily 

fast (Section 8.2.2).

8.2.1 Design of the first stage

The first stage has to work at the highest frequency fmaxff , and accordingly 

its bias currents IlatchII and Ilevel_shifterII have to be properly sized. Delay of D r

latches τPDτ ,latch pertains to the case where the switching input is applied to 

lower transistors Q1-Q2 in Fig. 4.18, as discussed in Section 5.5.3.

Therefore, this delay contribution is modeled by relationship (5.1) with
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coefficients given by (5.29a), (5.42) and (5.29c). As demonstrated in Section

5.1, the latch delay can be minimized by setting bias current IlatchII  equal to

a

b
I oplatch =        (8.22)

that from relationship (5.3) leads to the minimum delay achievable equal to 

aboplatchPD 2latchlatch =τ . A better trade-off between delay and power can be 

achieved by resorting to design criteria in Section 5.1 based on Fig. 5.1. In

particular, an almost maximum speed is achieved by assigning IlatchII equal to

0.6⋅Ilatch,opII , that allows for a 40% power saving at the cost of only 10% 

increase of delay with respect to the optimum design. 

As far as level shifters are concerned, their delay is given by relationship 

(5.17) with ICCII =CC I= level_shifterII , thus

T
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τ
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τ
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min,_, shifterlevel

_,level

_ 76.4

1

=

ττ−

=   (8.23)

where ratio τPD,level_shifterτ /rr τPD,level_shifter,minτ  between the actual and the minimum

delay achievable has been set to 1.1, as clarified in Section 5.3, thereby 

leading to a delay 10% greater than the minimum. 

8.2.2 Design of successive stages

Once the first stage is designed, the bias current of subsequent ones can be

downscaled to reduce the power consumption, since each stage has an input

frequency which is half that of the previous one. Therefore, the delay of each 

stage can be set twice as high as the previous one without decreasing the

maximum frequency. This choice allows the stage bias current to be set at

the minimum value compatible with speed of the first stage. In particular, it 

is necessary to find the scaling law of IlatchII (i) and Ilevel_shifterII (i) of i-th stage to 

double its delay τPDτ (i) with respect to the previous one. 

Regarding D latches of the i-th stage, let us consider the normalized delay 

expression (5.5) versus bias current INII normalized toN Ilatch,opII , that is equal for 

all stages since they have the same load. From relationship (5.5), delay of the 

i-th stage’s D latch is twice as high as that of the preceding (i-1)-stage if 
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that, solved for INII (NN i)/I// NII (NN i-1) (i.e., IlatchII (i)/I// latchII (i-1)), results in 
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Design equation (8.25) shows how to scale currents from the second to the 

last stage by iteration, and can be approximated to

( )[ ]( ) 6.1
24.05.0 [ (

)1(

)( ≈ 50 [[ (
I (

I (
N

N

N     (8.26)

where the approximation leads to an error lower than 3% in the range of 

interest (i.e., INII (NN i)≤1, as discussed in Section 5.1). For the sake of clarity, 

relationship (8.26) is plotted in Fig. 8.10, from which the bias current scaling 

factor INII (NN i)/I// NII (NN i-1) of i-th stage with respect to (i-1)-th one is derived from the

normalized bias current INII (NN i-1) of the latter. 

As far as the level shifter is considered, sizing of its bias current can

easily be chosen by recursively doubling in (8.23) the ratio 

τPD,level_shifterτ /rr τPD,level_shifter,minτ of the i-th stage with respect to the (i-1)-th in the 

evaluation of Ilevel_shifterII (i).
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Fig. 8.10. Plot of relationship (8.26). 
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8.2.3 Design considerations and examples 

It is worth noting that bias currents IlatchII (n) and Ilevel_shifterII (n) of the last 

stage decrease as the number of stages n is increased, and for a high n they

can become excessively low. Indeed, for an assigned logic swing 

VSWINGVV =2RCICC latchII , a very low IlatchII  (in the order of a few microamperes) leads

to a high load resistance RC (of the order of one hundred kC Ω) that tends to

occupy an excessive silicon area. Moreover, a very low Ilevel_shifterII  could be r

lower than the current level below which the transistor current gain βFβ
rapidly decreases (well below 1 µA, for the process considered). 

From these considerations, when bias currents of the i-th stage reach

values in the order of a few microamperes, one can avoid further 

downscaling bias currents of the successive stages, and this design option 

does not significantly affect the power saving offered by the design strategy. 

Indeed, bias currents of last stages whose current is not downscaled are

negligible with respect to the power dissipation of first stages. 

To illustrate the design strategy proposed and compare its results with 

simulations, let us consider the design of a 1/8 static frequency using the 

HSB2 bipolar process. By assuming VDDVV =5 V and VSWINGVV =500 mV, 

coefficients a, b and c result to 2.2E-9, 6.69E-14 and 1.4E-12, respectively. 

From (8.22), the optimum latch current Ilatch,opII  is equal to 5.5 mA. For the

first stage we use the power efficient design criteria IlatchII (1)=0.6⋅Ilatch,opII =3.3

mA. Moreover, the bias current of level shifters Ilevel_shifterII (1) results 0.85 mA,

from relationship (8.23) with delay ratio τPD,level_shifterτ /rr τPD,level_shifter,minτ  set to 

1.1. For the second stage, from (8.26) we get INII (2)/NN I// NII (1)=0.39, that leads toNN

IlatchII (2)=1.2 mA, and doubling ratio τPD,level_shifterτ /rr τPD,level_shifter,minτ with respect 

to the first stage (i.e. setting it to 2.2 in (8.26)), means that Ilevel_shifterII (2) is 

equal to 50 µA. For the third stage we obtain INII (3)/NN I// NII (2)=0.45 and hence NN

IlatchII (3)=0.5 mA, while in the level shifter we set 

τPD,level_shifterτ /rr τPD,level_shifter,minτ =4.4, obtaining Ilevel_shifterII (3)=10 µA.

By using the evaluated bias currents, the maximum frequency obtained 

by SPICE simulations is 7.69 GHz, while that predicted by (8.21) and delay

model used is equal to 7.35 GHz, that differs from the former by 4.4%. Input 

and output waveforms at maximum operating frequency are plotted in Fig.

8.11.
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Fig. 8.11. Input and output waveforms at maximum operating frequency

for the 1/8 frequency divider designed. 

8.3 LOW-VOLTAGE BIPOLAR CURRENT-MODE

TOPOLOGIES

Until now, the traditional series-gate approach was followed to 

implement CML gates. However, alternative approaches can be exploited to 

build CML gates with a reduced supply voltage [ROS94], [KKI97], 

[SMT98], [SPM00]. These alternative topologies are based on the 

consideration that the power consumption of a CML gate is equal to the 

product of bias current ISSII and supply voltageS VDDVV . Reduction of ISSII

inevitably compromises the speed performance and in typical applications is 

not a viable solution, while reduction of VDDVV does not significantly affect 

speed, provided that all transistors work out of the saturation region. 

In the traditional series-gate approach, VDDVV must be sufficiently high to 

ensure that all transistors work out of the saturation region, according to 

number of stacked levels, as discussed in Chapter 2. In [ROS94], [KKI97], 

[SMT98], some techniques that allow for a VDDVV  reduction with respect to 

traditional CML gates are proposed. Of these approaches, the one reported in 

[ROS94] appears to be the most promising since it operates under the lowest 

supply voltage. Therefore, in the following only that in [ROS94] will be

considered and accordingly it will be referred to as the low-voltage topology. 
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8.3.1 Low-voltage CML by means of the triple-tail cell

The supply voltage VDDVV  of traditional CML gates can be lowered by 

reducing the number of series-gating levels. For example, according to 

considerations reported in Chapter 2, the minimum value of VDDVV allowed by 

a two-level CML gate is about 2 V, while that of a one-level gate is 1.1 V. It 

is worth noting that, since the base-emitter voltage of a bipolar transistor is 

not affected by the technology scaling, these minimum values of VDDVV do not 

depend on the process used. 

The technique suggested in [ROS94] allows to reduce the number of 

series-gating levels by introducing the triple-tail cells concept. As shown in 

Fig. 8.12, a generic emitter coupled pair (Q1-Q2) in a series gate is activated

(i.e., its input affects the output) when it is biased by the current ISSII  steered S

by the pair lying at the lower level (Q3-Q4) (i.e., when the base voltage of 

Q3 is high). This requires two levels of series gating. 

ISS

Q3

Q1 Q2

Q4

ISS

Fig. 8.12. Pair Q1-Q2 activated by transistor Q3 in a series gate. 

A different strategy can be used to activate Q1-Q2 with transistors Q3-Q4

lying at the same level. To be more specific, transistor pair Q1-Q2 can be

deactivated by connecting a third transistor Q3 (having its emitter in 

common with that of Q1-Q2) with a high base voltage, thus steering bias 

current to ground and turning off transistors Q1-Q2. On the contrary, when 

Q3 has a low base voltage, it does not affect operation of Q1-Q2, thereby 

activating it. The three emitter-coupled transistors that implement the pair 
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Q1-Q2 and the (de)activating transistor Q3 is called the triple-tail cell

[ROS94] and is depicted in Fig. 8.13.

Q3

Q1 Q2

INN

ISS

Fig. 8.13. The triple-tail cell. 

When possible, by applying transformation in Fig. 8.12 that substitutes 

stacked emitter coupled pairs in a series gate with a triple cell (Fig. 8.13) a

CML gate with a reduced number of series-gating levels is obtained. For 

example, low-voltage topologies of the MUX, XOR and D latch gates in 

Figs. 8.14-8.16 are obtained from the traditional CML topologies in Figs. 

4.13, 4.14 and 4.18, respectively. 
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Fig. 8.14. Low-voltage MUX gate topology.
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Fig. 8.15. Low-voltage XOR gate topology. 
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Fig. 8.16. Low-voltage D latch gate topology. 
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It is worth noting that, in a triple-tail cell, the deactivating transistor Q3 

does not completely switch off transistors Q1-Q2. To better understand this 

point, assume without loss of generality that input of Q1-Q2 is such that Q1 

is conducting and Q2 is not (i.e., base voltage of Q1 and Q2 are equal to zero 

and –R– CICC SSII , respectively), and define N as the ratio between the emitter area N

of Q3 and Q1-Q2 (i.e., AE3=N= ⋅NN AE1,2). When Q3 deactivates Q1-Q2 (i.e., its 

base is high), Q1 and Q3 have the same base-emitter voltage, therefore

current of Q3 is greater than that of Q1 by the ratio N of their emitter area.N

Thus, the current flowing in Q1 assuming αFα =1 results to FF

N

I
i SS

C +
=

1

1

2
1

       (8.27)

and can be minimized by increasing factor N, or equivalently the area of NN

transistor Q3. 

In summary, the low-voltage CML gates in Figs. 8.14-8.16 can be 

implemented with a single-level logic like the simple inverter, thereby 

lowering the minimum VDDVV  by around a factor of 2 (i.e., from 2 V to 1.1 V).

The effect of this supply voltage reduction on performance and power-delay 

trade-off will be analyzed in the next subsections for the particular case of a

D latch gate, s it can be easily extended to the other low-voltage gates.

8.3.2 Analysis of the low-voltage CML D latch static operation

The low-voltage D latch topology, shown in Fig. 8.16, is made up of the 

two emitter-coupled pairs Q1-Q2 and Q3-Q4, biased with two current 

sources ISSII /2. The transistor pair Q1-Q2 is driven by the differential input SS D,

while the cross-coupled pair Q3-Q4 implements the memory element. 

Depending on the level of the differential clock signal CK, one of the two KK

transistor pairs is alternatively deactivated by transistors Q5 and Q6, whose 

emitter area AE5,6 is assumed to be greater than area AE1,2,3,4 of the other 

transistors by a factor N (i.e., N N=NN A= E5,6/A// E1,2,3,4). When CK is low, transistor K

Q6 is OFF and the cross-coupled pair Q3-Q4 holds the previous logic value

thanks to the positive feedback, and the latch is in the hold state. When CK isK

high, transistor Q5 is OFF and Q6 is ON, thus deactivating the cross-coupled 

pair Q3-Q4. Hence, the output is set equal to input D by the transistor pair 

Q1-Q2, and the latch is in the transparent state. 

In the following, the static behavior of the gate will be analyzed in termsf

of logic swing. As it will be demonstrated, the logic swing of the low-

voltage D latch is given by 
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N

N
IRV

SSC
I

SWING
VV

+1
     (8.28)

that is lower than that of the traditional D latch by a factor greater than two 

for an assigned value of RCICC SSII .

To demonstrate relationship (8.28), consider a low-voltage D latch 

working in the hold state, i.e. with Q5 in the ON state and Q6 in the OFF

state, where Q3-Q4 store the previous output. Ideally, in this condition the 

output should not be affected by input D, i.e., transistors Q1-Q2 should both 

be in the cut-off region. In reality, transistors Q1-Q2 are only partially 

deactivated by transistor Q5, and the conducting one sinks a current given by 

relationship (8.27), that influences the output voltage in a manner that 

depends on whether input D is equal or opposite to the stored value. For a 

better understanding of this aspect, assume input D to be low without loss of 

generality. 

When the stored value is equal to D (i.e., at the low level, under the 

assumption made above) Q3 is ON and Q4 is OFF, hence the collector 

currents of Q3 and Q4 are iC3=I= SSII /2 and SS iC4CC =0, respectively. Moreover, 

transistor Q2 is OFF and Q1 conducts the current (8.27), thus the differential 

output voltage oo VV oo is equal to the low level given by 
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By reiterating the same procedures and assuming input D to be high, it is 

demonstrated that the high output voltage 
OUTDholdOH

V
O , when the stored 

value is equal to D is given again by (8.29) with an opposite sign. Therefore, 

the logic swing for D=OUT in the hold mode results inT

+
+=

N

N
IRV SSCOUTD=holdSWINGVV

1
1,

      (8.30)

In cases where the stored value is opposite to input D (i.e., OUTD ), by 

repeating the same reasoning, the logic swing becomes

N

N
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SSC
I

OUTDholdSWING
VV

+
=

1
,

    (8.31)
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Until now, analysis presented is based on the assumption that the latch 

operates in the hold mode. When the latch is in the transparent mode (i.e., 

when CK is high, hence transistor Q5 is OFF and Q6 is ON, thusK

deactivating pair Q3-Q4 and activating pair Q1-Q2, which sets the output 

equal to D), the logic swing can be shown to be equal to (8.30). By 

comparing (8.30) and (8.31), the worst-case logic swing (and noise margin) 

is achieved in the hold mode when D is opposite to the stored value OUT,TT

and is equal to (8.31), which demonstrates (8.28). 

From (8.31) the low-voltage topology has a lower logic swing, and hence 

a lower noise margin, than a traditional circuit for a given value of RCICC SSII . As

a consequence, from (8.28) parameter N has to be chosen as high as possibleN

to avoid an excessive noise margin degradation [SMP00]. However, a high 

value of N leads to a high emitter area of transistors Q5-Q6, thus increasingN

the input capacitance seen from input CK. As suggested in [ROS94], a good 

compromise between these opposing requirements is to set N=2. As the logic NN

swing and parameter N are assigned before the design, from (8.28) theN

product RCICC SSII  also becomes a constant in the design.S

8.3.3 Delay of the low-voltage CML D latch

Now let us evaluate the CK-Q and D-Q delay of a low-voltage D latch by 

applying the modeling strategy introduced in Chapter 4. It is useful to 

observe that, in practical cases such as in frequency dividers (see Section

8.2) or dual-modulus prescalers, the speed performance is usually limited by

the CK-Q delay. As a consequence, in the following we shall focus on the 

CK-Q delay to describe the D latch speed performance, while the D-Q delay

will only be briefly discussed.

To evaluate the CK-Q delay of a D latch, let us consider the output 

transition that occurs when the D latch goes from the hold mode to the 

transparent mode due to a low-to-high transition of the input CK (obviouslyK

D is assumed to be opposite to the previously stored value, otherwise no 

transition would take place). From a circuit point of view, the clock signal 

goes high and abruptly activates the transistor pair Q1-Q2, that can be

thought of as a simple CML inverter. At the same time, transistors Q3-Q4

are deactivated, so that they affect the transient response only through their 

parasitic capacitances. As a result, the circuit can be schematized as the 

CML inverter Q1-Q2 loaded by an equivalent capacitance CeqCC  at the output 

nodes, that is equal to the capacitive contributions associated with transistors

Q3-Q4 in parallel to the load capacitance CLC

( )[ ]
LcsCmbcxeq CCRgC ( ) CRgCC )(C[ ]
Lcsbcxeq CRgC C( )[[ ]

b 4,34,3     (8.32)
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where it was observed that Q3-Q4 load the output nodes through their 

collector-substrate capacitance and that seen from their base in (4.23).t

Therefore, the CK-Q delay is given by relationship (4.7) with a load 

capacitance CeqCC

( ) ( )[ ]( )( ){((

( )( )

( )[ ]( ) }
LcsCmbcxC

[

csbcxbciCc
)()(

Ccm
((

bcibbebe
))

PD

R [[ ( )
C

[

)()()()()(

) ((((()))

)+

+ ( )()()()()()(

= ({( ))) (((())))

4,34,3

69.0τ

  (8.33) 

By assuming RCICC SSII =500 mV and a minimum supply voltageSS VDDVV =1.1 V, the

capacitances obtained assuming the HSB2 technology are summarized in

Table 8.4. 

TABLE 8.4 

CjeC 44.9 fF

CcsCC 17.4 fF

CbcxC 22.1 fF

CbciC 6.6 fF

By expressing the dependence on ISSII  as usual, relationship (8.33) can be S

rewritten in the form (5.1) with coefficients given by 
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By comparing results of delay model (5.1) using (8.34) to SPICE 

simulations under the conditions discussed above, error for the D latch
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implemented in the HSB2 process is always lower than 22%. Figure 8.17

plots the error versus the bias current assuming CLC =0 fF, 100 fF and 1 pF.
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Fig. 8.17. Error of (5.1) using (8.34) vs. ISSII for the HSB2 process.S

For the sake of completeness, let us evaluate the D-Q delay, when the D

latch is in the transparent state. When CK is high, transistor Q5 is OFF and K

Q6 is in the linear region, thereby deactivating the emitter-coupled pair Q3-

Q4. Therefore, when D switches, the circuit can be simplified into an

inverter made up of transistors Q1-Q2, where the loading effect of Q3 and

Q4 can be accounted for with a linear capacitance. The resulting delay 

expression is in the form (5.1), where coefficients are given by
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By comparing the delay model (5.1) and (8.35) with SPICE simulations 

under the previous conditions, error is always within 20%. 

8.3.4 Comparison of the low-voltage and traditional CML D latch

designed for high speed

Now let us compare performance achieved by the low-voltage and

traditional D latch designed for a high speed, i.e. with an optimum bias 

current (5.2) that minimizes delay. To carry out a fair comparison, the supply 

voltage is set to the minimum value of 1.1 V and 2 V for the two topologies, 

and similar logic swing values are used. Therefore, from (2.9) using (8.28) 

and approximating their ratio to two, factor RCICC SSII of the low-voltage latch S

will be assumed to be twice that of the traditional circuit. 

The CK-Q delay of the low-voltage and traditional D latch is given by

substituting coefficients (8.34) (low voltage topology) or (5.29) and (5.42) 

(traditional topology) into relationship (5.1). Assuming a logic swing of 500

mV and CLC =100 fF (i.e., about a unity fan-out), the numerical value obtained 

with the HSB2 process for both topologies is reported in Table 8.5. In the 

following, to avoid confusing the coefficients of the two topologies,

subscript LV and TR will be used respectively to indicate the low-voltage 

and traditional D latch. 

TABLE 8.5 

 Low-voltage Traditional

a 1.11 E-9 2.2 E-9 

b 1.14 E-13 6.69 E-14 

c 4.8 E-12 1.4 E-12 

To understand and compare the speed performance and power-delay

trade-off of the two topologies we can compare coefficients a and b.

Comparing relationship (8.34) and (5.29a), ratio aLVa /VV aTR is approximately 

equal to ½ (from Table 8.5, it results 0.51). Indeed, a is mainly determined 
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by the base-emitter diffusion capacitance, that in the low-voltage D latch is

halved since each transistor pair is biased by a current ISSII /2. As far as SS

coefficient b is concerned, ratio bLV/VV bTR is equal to 

6,54,36,5,4,36,54,3

4,32,12,14,3

4
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= (8.36)

that turns out to be lower than 2 and approaches 2 for high values of CLC ,

since the denominator has essentially the same capacitive contributions as

the numerator, but a slightly higher number of small addends. To be morem

specific, the denominator has the additional term Cje3,4C , as well as a greater 

number of base-collector capacitances CbcC . As an example, for the HSB2

technology, ratio (8.36) ranges from 1.6 to 1.9 for CLC ranging from zero to 1 

pF.

From eq. (5.3), the resulting ratio of minimum delay achievable

τPDop,LVτ /VV τPDop,TRτ in the low-voltage and traditional circuit is 

TRTR

LVLV

TRPDop

LVPDop

ba
TTR

ba
LLV=

τ
τ

      (8.37) 

that, since aLVa /VV aTR≈1/2 and bLV/VV bTR is slightly lower than 2, is slightly lower 

than unity and tends to 1 for very high load capacitances (since bLV/VV bTR→2).

This means that the two topologies essentially exhibit the same maximum 

speed achievable, especially for high load capacitances.

Regarding the power-delay trade-off in the high-speed design case, let us

consider the power-delay product expression in (5.4) for the optimum bias

current (5.2), that results to 2VDDVV b. Therefore, setting the supply voltage to 

its minimum value for each latch topology, the power-delay product ratio of 

the low-voltage circuit and the traditional circuit results in

TR

LV

TR

LV

TRDD

LVDD

TR

LV

bT

b
L

bT

b
L

VD

V
D

PDPT

PDP
L 55.0

min,,

min,, =≈    (8.38)

From the considerations on ratio bLV/VV bTR, the two topologies have comparable

power-delay product. To be more specific, for low values of CLC , the power-

delay product ratio (8.38) tends to be lower than unity, which means that the 

low-voltage latch has a slightly better power efficiency. For high values of 
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CLC , relationship (8.38) tends to 1.1, which means that for high load 

capacitances the traditional D latch tends to be more efficient.

In actual design cases, as was demonstrated in Section 5.1, a more

efficient design choice is achieved by lowering the optimum bias current by

a factor INII =NN ISSII /SS I// SSopII  according to the power-delay curve in Fig. 5.1. In 

particular, to carry out a consistent comparison, let us consider an equal 

factor INII for the two latch topologies, that N determines an equal delay increase 

compared to the optimum case. Therefore, delay and power-delay ratios are ff

still equal to  (8.37) and (8.38), respectively, and the above considerations 

still remain valid.  

Considerations  reported until now are valid for the CK-Q latch delay. By 

using the same approach, they can be extended to the D-Q delay, as briefly 

explained in the following. The D-Q delay of low-voltage and traditional D 

latch is given by (5.1) with coefficients (8.35) (low-voltage topology) or 

(5.32) and (5.46) (traditional topology), whose numerical values under 

previous conditions are summarized in Table 8.6.

TABLE 8.6

Low-voltage Traditional

a 1.61 E-9 2.2 E-9

b 1.24 E-13 5.32 E-14

c 8.78 E-12 4.53 E-12

When D-Q delay is considered, ratio aLVa /VV aTR turns out to be higher,

compared to that evaluated for the CK-Q delay. Indeed, from comparison of 

relationships (5.32) with (5.29), coefficient aTR of the traditional gate is the

same as the CK-Q delay, while from comparison of (8.34a) with (8.35a)

coefficient aLVa for the D-Q delay has one addend more than the CK-Q delay.V

For the HSB2 process and under the previous conditions, ratio aLVa /VV aTR results 

equal to 0.73. Moreover, ratio bLV/VV bTR is slightly greater than 2, due to the 

additional base-emitter capacitance CjeC  in bLV expressed by (8.35b), and tendsV

to 2 for high values of the load capacitance (ratio bLV/VV bTR ranges from 2.09 to

2.47 when CLC  is varied from 0 F to 1 pF). 

From these considerations, unlike the results obtained for the CK-Q

delay, the minimum D-Q delay ratio is always greater than unity (this is also

true for bias currents scaled with respect to optimum values). This means 

that, for a high-performance design, the traditional D latch is worse than the

low-voltage one, regardless of the load capacitance. 
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8.3.5 Comparison of the low-voltage and traditional CML D latch

designed for low power consumption

For gates that do not lie in the critical path of the circuit being designed,

the speed performance is not a concern. They can therefore be designed with 

a much lower bias current than the optimum value ISSopII . In this case, the CK-

Q delay expression (5.1) can be approximated as 

B

PD
I

B

b≈τ        (8.39)

which shows that at low bias currents delay is inversely proportional to bias 

current.

To carry out a consistent comparison, let us consider the low-voltage and 

traditional D latch with the same bias current ISSII . As a consequence, the

delay ratio between the former and the latter circuit becomes

TR

LV

TRPD

LVPD

bT

b
L≈

,

,

τ
τ

      (8.40) 

which, as discussed in the previous subsection, is slightly lower than two. 

This means that in low-power designs, the traditional latch outperforms the 

low-voltage by a factor slightly lower than two. 

To evaluate the power efficiency, we again consider the power-delay 

product ratio for the two topologies, that from (5.4) results in 
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    (8.41)

which equals that obtained in the high-performance design, as can be found 

by comparison with relationship (8.38). Again, from relationship (8.41), the 

low-voltage circuit PDP is 10% worse than the traditional one for very highP

load capacitances. In contrast, for low values of CLC the power-delay product 

ratio (8.41) tends to be lower than unity, thus the low-voltage latch has a

small advantage in terms of power efficiency. 

To give an example, for the HSB2 process, a load capacitance of 100 fF 

and a bias current of 100 µA, the delay ratio predicted by relationship (8.40)

and the simulated value are 1.7 and 1.56, respectively, while the power-delay 

product ratio (8.41) and the simulated ratio are 0.94 and 0.86, respectively. 
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Even though results discussed above refer to the CK-Q delay of the D

latch, similar observations can be made for the D-Q delay. Indeed,

relationship (8.40) states that the delay ratio is greater than two under a biasaa

current which is much lower than the optimum value, meaning that the

traditional latch outperforms the low-voltage one by a factor greater than two

in low-power design.

8.3.6 Summary of results and remarks 

In the previous sections, the low-voltage CML D latch topology has been 

analyzed and compared with the traditional implementation. The former 

allows a supply voltage reduction by a factor of about 0.55, which could be ff

possibly exploited to achieve a power saving. However, the bias current 

must also be considered when making a significant comparison with the

traditional topology in terms of the speed performance achievable and the 

power-delay trade-off.

By using the methodology developed in Chapter 5, the low-voltage D

latch was designed and compared to the traditional topology in terms of the

delay and power-delay trade-off, for a high-performance or low-power 

consumption design target. The results showed that the low-voltage D latch

topology is advantageous in typical cases where a low CK-Q latch delay is

required and a low fan-out is expected, since this circuit exhibits a moderate 

speed improvement (in the order of 20%) with respect to the traditional

implementation. However, the power increase must be paid for this speed 

improvement, since the low-voltage and traditional topologies have roughly

the same power-delay product. This is because the latch delay is that of 

inverter Q1-Q2 (or Q3-Q4) properly loaded whose biased current is only half 

of the total gate current ISSII , while the other half bias current is steered to 

ground by the deactivating transistor. 

In the low-power design case, the traditional topology has a significant 

speed advantage over the low-voltage one (roughly by a factor of two), while

the same considerations on the power-delay product as in the high-

performance case hold.  

As a result, the low-voltage topology never possesses a strong advantage

in terms of delay or of power efficiency. In practical cases, the only

significant advantage of the low-voltage circuit is that no output buffer (and 

thus its additive bias current) is required. In addition, when comparing the

two D latch topologies, it should also be considered that the low supply

voltage allowed by the low-voltage circuit imposes serious limits on the 

logic gates that can be implemented, since traditional series gates cannot 

correctly operate. Therefore, the low-voltage approach is a viable solution in
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low-fan-out high-speed applications requiring only gates that can be 

efficiently implemented with triple cells, such as MUX, XOR and D latches. 

These results can be easily generalized to other low-voltage CML gates,d

such as the MUX/XOR gate.

8.4 OPTIMIZED DESIGN STRATEGIES FOR CASCADED

BIPOLAR CURRENT-MODE GATES 

Until now, criteria have been introduced to optimally design a single 

Current-Mode gate and consciously manage the power-delay trade-off.

When cascaded gates are considered, an analogous trade-off exists between

the overall delay of a path and the overall power consumption, both of which

are equal to the sum of the contributions associated with each gate. As in the

case of single gates, overall delay and power consumption strongly depend 

on the overall bias current ITOTII  of gates belonging to the path considered. T

Depending on the application, parameter ITOTII can be either a design T

variable or a constant assigned from considerations on power consumption at 

the system level. In the first case, where the maximum speed allowed by the 

technology is required, the overall delay τPDτ  has to be minimized by properly

setting all bias currents in cascaded gates to make each gate delay

contribution minimum. Therefore, the problem of minimizing the overall 

delay is greatly simplified in the delay minimization of each single gate,

whose bias current has to be optimized independently of the others1. This is

achieved by resorting to the design strategies for single gates already

discussed in Chapter 5. The resulting overall current ITOTII results equal to theT

sum of optimum currents, that for CML gates are given by relationship (5.2) 

and for output buffers by (5.18). 

When the overall bias current is preliminarily set to meet a power 

consumption value assigned at the system level design, a significant effort is m

typically spent in sizing each bias current in cascaded gates to minimize

overall delay. From an analytical point of view, this translates in the problem 

of minimizing the delay expression with the constraint that the sum of bias 

currents is equal to the desired value ITOTII . This can be done in a

computationally efficient way by resorting to the delay model (5.1) and 

(5.17) of CML gates and output buffers as a function of bias currents.

Indeed, these models have simple expressions and constant coefficients,

therefore they are suitable for numerical optimization. From relationships 

1 Indeed, as for design strategies introduced in Chapter 5, delay of each gate is to be 

minimized for a fixed load capacitance, since it does not depend on other bias

currents. This is because load of each gate consists of the input capacitances of 

subsequent gates, that do not depend on their bias currents. 
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(5.1) and (5.17), the resulting delay expression to be minimized is in the

form 
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where n cascaded ECL gates were considered and subscript i refers to the i-

th gate, whereas for CML gates the output buffer delay (and thus term under tt

square root) is zero. Relationship (8.42) must be minimized under the

constraint

( )
TOT

n

i

I( )( )
=1

,,
(8.43)

This approach is much more advantageous than the traditional one based on 

iterative simulations with a trial-and-error procedure, since the former is 

much less computationally expensive and time-consuming.

In some cases, the minimization of overall delay under a current 

constraint can be carried out in a pencil-and-paper manner. In particular, this

is possible when only CML gates belong to the path considered, i.e. it does

not include any output buffer. In the following sections, main results on 

analytical delay minimization under a bias current constraint for CML paths 

are illustrated. 

8.4.1 Design of CML non-critical paths with a constraint on the overall 

bias current

Let us consider a specific path to be optimized that consists of n cascaded 

CML gates. As an example, this is the case of cascaded low-voltage circuits, 

since they do not include any output buffer, or a chain of traditional CML 

gates whose output drive the upper-level inputs of the following ones. From

(5.1), the delay of each gate is

n
I

b
Iac

I

b
I

iSS
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iSSii
Iaa

iSS
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iSSiiPD
Ia ...1for                i

,

,

,

,,
+≈++= IacIa

iSS
Iaai

iSSi
Iaτ  (8.44) 

where subscript i refers to the i-th gate of the path. The overall delay of the

path is given by
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which is minimized by properly setting bias current values ISS,iII , that must 

satisfy the following condition 

TOT
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iSS
II

iSS
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When the limited power (i.e., bias current) budget represents a stronger 

constraint than speed, such as in a non-critical path where speed is not of 

concern, the bias current of each gate is made sufficiently lower than its 

optimum value to allow neglecting terms bi/I// SS,iII  with respect to terms aiIii SS,III inI

relationships (8.44) and (8.45). 

Hence, the overall path delay can be simplified to
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Relationship (8.47) with constraint (8.46) is minimized if all terms bi/I// SS,iII

are equal
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Indeed, by using (8.46), we rewrite (8.47) as 
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and, setting to zero the derivatives of (8.49) with respect to terms ISS,iII for 

i=2…n,
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relationship (8.48) is demonstrated. 
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The specific value of the current in each stage, ISS,iII , can be evaluated after 

a few algebraic manipulations. In particular, let us consider the optimum 

value of terms ISS,iII 2/bi and define as X*X  its square root 

n
b

I
X

i

iSS
...1         i

,* =     (8.51)

Evaluating ISS,iII  from (8.51) and substituting it into the current constraint 

(8.46), X*X  results
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that, once substituted into (8.51) and solving for ISS,iII , leads to the following

expression of the optimum bias currents that minimize delay under the

power consumption constraint 
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From inspection of (8.53) we found that the overall bias current must be 

distributed in all gates proportionally to the weight of its term 
i

b with

respect to the sum of all terms
=

n

j

j
b

j

1

. This result is confirmed by intuition, 

since, as observed in Section 5.7, coefficients bi model the equivalent 

capacitance at the output node. This means that, to minimize the delay, gates 

having a greater parasitic capacitance must be provided with a greater bias 

current.

The resulting delay after optimization is obtained by substituting 

relationship (8.53) into (8.47)

TOTTOT

n

j

j

PD
I

B

I

b
j

== =

2

1τ      (8.54) 



302 Chapter 8: Applications and Remarks on Current-Mode Digital Circuits MM

It is interesting to observe that the power-delay interdependence in

cascaded gates designed for low power consumption is the same as in single 

CML gates designed according to the same criterion (see Section 5.1). Thus,

the same considerations made in Section 5.1 for single gates are immediately

extended to non-critical paths. In particular, the power-delay product results

equal to B⋅VDDVV (i.e., it has the same expression of single gates b⋅VDDVV ) and 

does not depend on the overall bias current. 

8.4.2 Design of CML critical paths with a constraint on the overall bias 

current

Let us consider again a path to be optimized that consists of n cascaded 

CML gates having a defined overall bias current, but unlike the previous 

case treated in Section 8.4.1, we assume that the bias current to be set in

each stage can be close to the optimum value as speed, instead of power m

dissipation, is the main concern. 

Following the same procedure discussed in Section 8.4.1 to reach (8.48), 

the delay is minimized if the following condition is satisfied 
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under constraint (8.46). From (8.55), the gates lying in the path must be 

biased with current ISS,iII such that their associate factors (bi/I// SS,iII 2-ai) are all 

equal. In the following, this common value is referred to as X

na
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hence, by inverting relationship (8.73), the expression of bias currents is

n
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Therefore, factor X is evaluated from the constraint (8.46), which can beX

written as
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and can be solved for X by using standard numerical methods for one-X

variable equations. Once factor X is evaluated, bias currents are easilyX

calculated by using relationship (8.57). 

Evaluation of factor X can also be carried out analytically in a high-speedX

design, where each bias current is assumed to be a significant fraction of the

optimum bias current (5.2). This can be shown by rewriting (8.58) as 
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where it was observed that 
iSSop
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b = , and function f(ff x(( ) was defined as 
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Inversion of (8.76) for X becomes much easier if X f(ff X(( /XX ai) is not much

lower than unity (in the order of 0.2 or greater) as in the considered case of 

high-speed design, where bias currents are comparable to optimum values 

(i.e., f(ff x(( ) is not much lower than unity). Under this assumption, function 

(8.77) can be approximated as 

12.0xxf 65.1)( 651       (8.61)

that, compared to expression (8.60), has an error lower than 10% for x

ranging from 0.01 to 25, or equivalently for f(ff x(( )∈[0.2, 0.99] (i.e., from 

(8.59)-(8.60) for a bias current ranging from 20% to 99% of the optimum 

value (5.2)), as shown in Fig. 8.18. 

By substituting approximation (8.61) in (8.59) and performing some 

simple calculations, factor X results to X
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Once X is evaluated, the bias current ofX each gate is found by resorting tof

relationship (8.57).
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Fig. 8.18. Error of (8.61) with respect to (8.60) versus x.

Until now, general design criteria (i.e. for arbitrary coefficients ai and bi)

to optimize bias currents under a power consumption constraint in CML 

critical paths have been discussed. However, such results can be further 

simplified in the frequent case where all transistors belonging to the critical 

path have an equal emitter area, as will be shown in the following section.

8.4.3 Design of CML critical paths with a constraint on the overall bias

current and equal transistors’ emitter area

Let us consider n cascaded CML gates having their transistors lying in 

the critical path with equal emitter area. This implies that coefficients ai of 

all gates are equal

...naai 1for               ia      (8.63) 

because coefficients ai can always be expressed in the form (5.32a) 

regardless of the gate considered, and only depend on the transistor emitter 

area, for a given logic swing. In practical cases, equal emitter area values (or, 
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equivalently, coefficients ai) are often used, since, as observed in Section 

5.7, an increase in the emitter area determines a proportional increase in the 

input capacitance, and is thus rarely beneficial.

Under assumption in (8.63), delay (8.45) can be simplified into 
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where the first term is a constant. As a consequence, delay (8.81) is 

minimum under the same condition found in Section 8.4.1, which occurs 

when (8.48) is satisfied.  

Rewriting relationship (8.48) in a more expressive way by multiplying all

ratios by coefficient a
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and substituting (5.2) of optimum current 
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an interesting interpretation can be given. Indeed, from (8.66), the delay is 

minimized when all bias currents ISS,iII  are set to an equal fraction iNi  of their N

optimum value ISSop,iII

iSSopNiSS
IiI

NiSS N
      (8.67) 

where factor iNi  is evaluated from the constraint on the overall bias current N

(8.46), and from (8.83) results to
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By substituting (8.67) into (8.64) and using relationship (5.3), the resulting

overall delay is 
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where τPD,opτ is the minimum achievable path delay, i.e. the sum of minimum

achievable gate delay  
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After defining TPDTT as the path delay normalized to its minimum value in

(8.70), relationship (8.69) results to

+
N

NPD
I
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PD

1

2

1
      (8.71) 

and analytically describes the power-delay trade-off in the path. It is worth 

noting that (8.71) is formally equal to (5.5) found for single CML gates and 

depicted in Fig. 5.1. This means that a path made up of CML gates with

equal transistor emitter areas (or, equivalently, equal coefficients ai) has a 

power-delay interdependence equal to that of a single gate, and the desing 

techniques developed in Chapter 5 for single gates still apply to cascaded 

gates.
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