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P R E FA C E

Although this Textbook may also serve active professionals by providing them with reviews 
and updates, it is aimed primarily at graduate students taking an advanced survey course 
in abnormal psychology and psychopathology. Among texts that might be used in such 
courses, it has some distinctive aspects. It provides unusually thorough coverage of novel 
and emerging approaches to studying psychopathology, including a focus on mod-
ern approaches to personality disorders. Throughout the volume, the focus is on what 
is known about psychopathological constructs; while assessment and intervention are 
sometimes mentioned, they are not covered systematically. Regarding traditional mental 
disorder categories, we assume that, when studying this volume, the reader has DSM- 5 
at hand and that systematic repetition of DSM- 5 criteria here would be an unwarranted 
redundancy.

Scholars commonly use abbreviations (usually initializations) in place of their common 
terms. Because it can be hard for a reader to keep track of their meanings, in this Textbook 
brief glossaries of selected abbreviations have been added at the beginning of most chap-
ters. The reader should be alert with respect to the following abbreviations, as they are 
defined differently in various chapters: AD, AS, ASPD, CD, ED, PD, PE, and SSD.

We have opted to forgo standard citation practice with respect to DSM and ICD 
within chapters. The meaning of those abbreviations will likely be obvious to the reader, 
but, as examples, we here note that DSM- 5 refers to the current edition of the Diagnostic 
and Statistical Manual of Mental Disorder, published in 2013 by the American Psychiatric 
Association, while ICD- 11 refers to the current version of the International Classification 
of Diseases, effective in 2022 and published in 2019 by the World Health Organization.

As with the prior three editions of this Textbook, it is the product of an effort to enlist 
the best possible array of experts and to charge those individuals with the task of summa-
rizing what future mental health professionals should know. Authors were given consider-
able latitude; as a result, the reader is exposed to a variety of outlooks and emphases when 
moving from chapter to chapter. The roster of chapters shows some continuity from prior 
editions but also important changes and innovations reflecting contemporary develop-
ments in the study of psychopathology. Changes reflect recent progress in the field plus (in 
the case of returning authors) developments in these individuals’ thinking.

— Robert F. Krueger
Minneapolis, Minnesota

— Paul H. Blaney
Emory, Virginia

May 2022
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3

 1  Classification in Traditional Nosologies

Jared W. Keeley, Lisa Chung, and Christopher Kleva

Diagnosis is simple. The clinician meets with the 
patient and assesses his or her symptoms in an inter-
view. Given the list of symptoms, the clinician then 
consults the current version of the DSM or ICD 
and decides which diagnoses are relevant. However, 
like most things that appear to be simple, the topic 
of classification becomes more complicated upon 
examination. For example, even the name for this 
topic is more complicated that many readers might 
think. In popular usage, terms like diagnosis, clas-
sification, taxonomy, and nosology are often treated 
as if they either are synonyms or, at least, are largely 
interchangeable. However, to those who study this 
topic, these four terms have separable meanings.

Diagnostic systems, generally called classifica-
tions, are lists of terms for conventionally accepted 
concepts that are used to describe psychopathology. 
Classification, when the term is used specifically, refers 
to the activity of forming groups. Diagnosis, as this 
word is used in medicine and the mental health field, 
is the process by which individuals are assigned to 
already existing groups. Taxonomy is a term usually 
reserved for the study of how groups are formed. In 
effect, taxonomy is a meta- level concept that looks at 
different theoretical ways in which classifications can 
be organized, studied, and changed. Nosology is the 
specific application of taxonomy (which can apply to 
chemistry, zoology, or how to best arrange products in 
the grocery store) in the context of medical sciences.

The classification of mental disorders has a 
lengthy history. The first description of a spe-
cific syndrome is usually ascribed to an Egyptian 
account of dementia dating to about 3000 bce. An 
early classification of mental disorders was found in 
the Ayurveda, an ancient Indian system of medi-
cine (Menninger et al., 1963). Ancient Greek and 
Egyptian writings refer to disorders remarkably sim-
ilar to concepts of hysteria, paranoia, mania, and 
melancholia. Since then, numerous classifications 

have emerged, and enthusiasm for classifying men-
tal disorders has waxed and waned. During the last 
half of the twentieth century, classification was a 
prominent theme in the study of psychopathology. 
Following World War II and the foundation of the 
United Nations, the World Health Organization 
(WHO) took over responsibility for managing 
international health classification systems, resulting 
in the sixth edition of the International Classification 
of Diseases and Related Health Conditions (ICD) 
published in 1948, which including mental dis-
orders for the first time. The release of the ICD- 6 
corresponded to the development of the first edi-
tion of the Diagnostic and Statistical Manual of 
Mental Disorders (DSM) in the United States, first 
published in 1952, in recognition of a need for a 
unified system in the United States (Grob, 1991; 
Houts, 2000). Currently, DSM is in its fifth edition 
and the ICD is in its 11th edition.

This productivity has not, however, resolved 
some of the fundamental problems confronting 
psychiatric classification. Unresolved issues include 
the nature of the entities being classified, the defini-
tion of what is a mental disorder, the nosological 
principles for organizing psychiatric classifications, 

Abbreviations
 AD autistic disorder
 AMPD alternative model of personality 

disorders
 ASD autism spectrum disorder
 CDD childhood disintegrative disorder
 FFM five factor model
 LAF low anxiety fearlessness
 NOS not otherwise specified
 PCL- R Psychopathy Checklist— Revised
 RDoC Research Domain Criteria
 SCID Structured clinical interview for DSM  
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the distinction between normality and pathology, 
and the validity of many diagnoses. Controversies 
exist regarding the definition and logical status of 
some diagnoses and even whether some entities 
are pathological conditions. For example, heated 
debates occurred in the 1960s and 1970s over 
whether homosexuality should be considered a 
mental disorder. Current debates exist on whether 
Internet addiction belongs in an official classifica-
tion. Presently, there is no consensus regarding the 
taxonomic principles for resolving these controver-
sies (Kamens et al., 2019).

This chapter provides an overview of some issues 
associated with the classification of psychopathol-
ogy in traditional nosologies. The next chapter 
(“Historical and Philosophical Considerations in 
Studying Psychopathology”) will address modern 
alternatives to the nosological approaches discussed 
in this chapter. In discussing these issues, the chap-
ter presents an overview of psychiatric classification 
from a historical perspective so that the reader can 
understand how these issues have arisen and who 
have been the central authors involved in discus-
sions of these issues.

Purpose of Classification
Classification involves creating and defin-

ing the boundaries of concepts (Sartorius, 1990). 
Through this process, diagnostic entities are defined 
(Kendell, 1975) and the boundaries of the disci-
pline are ultimately established. The reason that 
psychiatric classification has had such an impact is 
that it has defined the field of psychopathology. For 
example, should Alzheimer’s disease, alcoholism, 
or oppositional behavior in a child be considered 
mental disorders? Should they instead be considered 
medical disorders or just problems of everyday liv-
ing? A classification of mental disorders stipulates 
the range of problems to which mental health pro-
fessions lay claim.

Classifications serve several purposes with spe-
cific goals. The goals of a good classification scheme 
include (1) providing a nomenclature for practitio-
ners, (2) serving as a basis for organizing and retriev-
ing information, (3) describing the common patterns 
of symptom presentation, (4) providing the basis for 
prediction, (5) forming the basis for the development 
of theories, and (6) serving sociopolitical functions.

The first major function of a classification is the 
provision of a standard nomenclature that facilitates 
description and communication. A nomenclature is 
simply a list of names or terms within a classifica-
tion system. At its most basic level, a classification 

of psychopathology allows clinicians to talk to each 
other about the “things” in their world: the patients 
and clients who seek the care of mental health pro-
fessionals. Without a classification system, clini-
cians would be reduced to talking about clients one 
after another without any way of grouping these 
clients into similar types. A classification allows the 
clinician to have a set of nouns that can be used to 
provide an overview of the clinician’s world when 
talking to other clinicians, laypeople, insurance 
companies, or other professionals. Note that this 
purpose provides a shorthand and does not imply 
or require any scientific reality to the concepts.

Second, a classification structures information 
retrieval. Information in a science is organized 
around its major concepts. Knowing a diagnostic 
concept helps the clinician to retrieve information 
about such matters as etiology, treatment, and prog-
nosis. A classification shapes the way information 
is organized thereby influencing all aspects of clini-
cal practice and research. In the current world, in 
which information is easily retrieved by electronic 
searches on the Internet, classificatory concepts are 
useful devices by which professionals, family mem-
bers, clients, and interested laypeople can obtain 
information about the prognosis, treatment, and 
current research related to various mental disorders.

Third, by providing a nomenclature to describe 
all levels of psychopathology, a classification estab-
lishes the descriptive basis for a science of psycho-
pathology. Most sciences have their origins in 
description. Only when phenomena are systemati-
cally organized is a science in the position to trans-
form accounts of individual cases into principles 
and generalizations. Cases that are diagnosed with 
a particular disorder should be similar in important 
ways to other cases with that same diagnosis, and 
these cases should be different in important ways 
from cases belonging to other diagnoses.

The fourth goal of classification, prediction, is 
the most pragmatic from the perspective of clini-
cians. What a mental health professional typically 
wants from a diagnosis is information that is rel-
evant to the most effective treatment and manage-
ment of his or her patient. A classification that is 
useful for prediction is a system in which there is 
strong evidence that patients with different diagno-
ses respond differentially to a specific treatment or 
one that informs how to best manage the nature of 
that person’s condition. Classifications are also clini-
cally useful if the categories are associated with dif-
ferent clinical courses even when the disorders are 
not treated.
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Fifth, by providing systematic descriptions of 
phenomena, a classification establishes the founda-
tions for the development of theories. In the natural 
sciences, especially biology and chemistry, a satis-
factory classification was an important precursor 
for theoretical progress (Hull, 1988). The system-
atic classification of species by Linnaeus stimulated 
important questions about the nature of phenom-
ena or processes that accounted for the system— 
questions that ultimately led to the theory of 
evolution. For these reasons, classification occupies 
a central role in research. For example, the National 
Institute of Mental Health (NIMH) in the United 
States has instituted a large- scale project designed 
to identify common pathological mechanisms that 
could guide informed understanding of mental 
disorders (termed the Research Domain Criteria 
[RDoC] project; NIMH, 2012). The RDoC will be 
discussed at greater length in the next chapter as an 
alternative to traditional classifications.

Finally, no classification system exists in a vac-
uum. Rather, a classificatory system exists in a con-
text of groups and individuals that stand to benefit 
from the classification. For example, a classification 
of mental disorders can serve the social purpose of 
identifying a subset of the population that society 
has deemed need treatment. However, the sociopo-
litical functions of a classification are not always so 
altruistic. The American Psychiatric Association, 
through its production of the various editions of the 
DSM, has developed a lucrative printing business 
that serves as a major funding source for the organi-
zation (Frances, 2014). At a more individual level, 
some authors have argued that the classification of 
mental disorders serves the objective of maintaining 
the social power of the majority by marginalizing 
and stigmatizing those people who fall under the 
domain of “mental illness” (e.g., Kirk & Kutchins, 
1992; Kutchins & Kirk, 1997).

History of Classification
Although attempts to classify psychopathology 

date to ancient times, our intent is to provide only 
a brief overview of major developments, especially 
those occurring in the past century, as a context for 
understanding modern classifications. Examining 
previous classifications shows that many current 
issues have a long history. For example, writers in 
the eighteenth century, like many contemporary 
authorities, believed that the biological sciences had 
solved the problems of classification and that bio-
logical taxonomies could serve as a model for clas-
sifying psychopathology. The Edinburgh physician 

William Cullen, for example, applied Linnaeus’s 
principles for classifying species to illnesses. The 
result, published in 1769, was a complex struc-
ture involving classes, orders, genera, and spe-
cies of illness (cited by Kendell, 1990). One class 
was neurosis (Cullen introduced the concept as a 
general term for mental disorders) that was subdi-
vided into 4 orders, 27 genera, and more than 100 
species. Contemporaneous critics, who believed 
that there were far fewer diagnoses, dismissed 
Cullen as a “botanical nosologist” (Kendell, 1990). 
Nonetheless, interest in applying the principles of 
biological classification to abnormal behavior con-
tinues today, as does the debate over the number of 
diagnoses. “Splitters” seek to divide mental disor-
ders into increasingly narrowly defined categories, 
whereas “lumpers” maintain that a few broadly 
defined categories are adequate to represent psycho-
pathology (Havens, 1985). One compromise is to 
create a hierarchical solution (again, similar to biol-
ogy) in which there are a relatively small number 
of higher order groups divided into more specific 
varieties at lower levels of the hierarchy.

The features used to classify mental disor-
ders varied substantially across eighteenth-  and 
nineteenth- century classifications. Some diagnoses 
were little more than single symptoms, whereas 
others were broader descriptions resembling syn-
dromes. Yet other diagnoses were based on specu-
lative, early pre- psychology theories about how the 
mind worked. As a result, many classifications from 
the nineteenth century relied heavily on traditional 
philosophical analyses of the faculties or attempted 
to organize disorders around poorly articulated 
views of etiology.

Kraepelin
With the work of Emil Kraepelin, the structure of 

modern classification began to take shape. Kraepelin 
was born in 1856, the same year as Sigmund Freud, 
an ironic fact considering that they established two 
very different approaches to conceptualizing psy-
chopathology. Kraepelin was influenced by two 
traditions (Berrios & Hauser, 1988). The first was 
the scientific approach to medicine that dominated 
German medical schools in the late nineteenth cen-
tury. Many important medical breakthroughs, espe-
cially in bacteriology, occurred in Germany during 
that period. German psychiatrists of the time gener-
ally believed that mental disorders were biological 
and that psychiatry would gradually be replaced by 
neurology. Kraepelin was also influenced by early 
work in experimental psychology (Kahn, 1959). 
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During his medical training, he worked for a year 
in the laboratory of Wilhelm Wundt (1832– 1920), 
one of the first experimental psychologists. In early 
research, Kraepelin applied Wundt’s methods to the 
study of mental disorders.

Kraepelin’s reputation was based on his text-
books of psychiatry. Like most textbook authors, 
Kraepelin organized his volumes with chapters on 
each of the major groupings of mental disorders. 
What has become known as Kraepelin’s classifica-
tions (Menninger et al., 1963) are little more than 
the table of contents to the nine published editions 
of his textbooks. In the sixth edition, Kraepelin 
included two chapters that attracted consider-
able international attention. One chapter focused 
on the concept of dementia praecox (now called 
schizophrenia) which included hebephrenia, cata-
tonia, and paranoia as subtypes— descriptions that 
remained intact up through ICD- 10 and DSM- IV 
but were removed in the current editions. The other 
chapter discussed manic- depressive insanity— a 
revolutionary idea that combined mania and mel-
ancholia, two concepts that had been considered 
separate entities since the writings of Hippocrates. 
The two diagnoses, dementia praecox and manic- 
depressive psychosis, established a fundamental dis-
tinction between psychotic and mood disorders that 
forms a linchpin of contemporary classifications.

The Early Editions of the DSM and ICD
In medicine, the official classification of medi-

cal disorders is the ICD, published by the WHO. 
Historically, this classification began at the end of 
the nineteenth century when a group named the 
International Statistical Institute commissioned 
a committee headed by Jacques Bertillon (1851– 
1922) to generate a classification of causes of death. 
This classification, initially known as The Bertillon 
Classification of Causes of Death, was adopted as an 
official international classification of medical disor-
ders at a meeting of 26 countries in France in 1900. 
The name of the classification was slightly modified 
in the early 1900s to The International Classification 
of Causes of Death. This original version of ICD was 
revised at subsequent conferences held in 1909, 
1920, 1929, and 1938 (Reed et al., 2016).

After World War II, the WHO met to gener-
ate a sixth revision of this classification. A decision 
was made at that point to expand the classification 
beyond causes of death and to include all diseases 
regardless of whether those diseases led to death or 
not (i.e., morbidity as well as mortality). The name 
of the classification was revised accordingly to the 

International Statistical Classification of Diseases, 
Injuries, and Causes of Death, Sixth Revision (ICD- 
6; World Health Organization, 1948). Because 
it focused on all diseases, ICD- 6 added a section 
devoted to mental disorders.

The undertaking and consequent publication of 
the ICD- 6 by the WHO “marked the beginning 
of a new era in international vital and health sta-
tistics” (Reed et al., 2016). The WHO recognized 
the importance of agreed- upon international rules 
for mortality and morbidity data. An essential com-
ponent to ensure success was international coop-
eration by other countries, recommending that 
governments establish their own national commit-
tees to collect vital and health statistics. The national 
committees were to communicate with the WHO, 
which would serve as the central source and govern-
ing body for international health statistics.

Shortly after the publication of ICD- 6, the 
American Psychiatric Association published its first 
official classification of mental disorders (DSM- I; 
American Psychiatric Association [APA], 1952). 
The creation of this classification was justified 
because there were four different classifications of 
psychopathology in use in the United States during 
World War II, a situation that American psychiatry 
found embarrassing. Thus, the United States cre-
ated its own nomenclature that blended features of 
the previous four systems (Grob, 1991).

Generally, other countries in the world were 
like the United States in that, instead of adopting 
ICD- 6 as the official system, most decided to use 
locally created classificatory systems whose diagnos-
tic concepts did not have international acceptance. 
Only five countries adopted the ICD- 6 classifica-
tion of mental disorders: Finland, New Zealand, 
Peru, Thailand, and the United Kingdom. To 
understand why, the WHO asked British psychia-
trist Erwin Stengel to review the classifications of 
mental disorders used in various countries. Stengel’s 
review (1959) was very important because he care-
fully documented the widespread differences that 
existed in terminology from country to country 
(and even within countries). Stengel concluded 
that the variation in classifications from one coun-
try to another meant there was a failure for these 
systems to become useful nomenclatures. In addi-
tion, Stengel documented how different subsections 
of these classifications were organized according to 
quite variable beliefs about the etiologies of the dis-
orders being classified. Stengel suggested that the 
solution was to develop a classification that simply 
provided operational definitions of mental disorders 
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without reference to etiology. This suggestion led 
to the eighth revision of the mental disorders sec-
tion of ICD (World Health Organization, 1968), 
which was to include a glossary defining the various 
components of psychopathology to go with the list 
of diagnoses. Unfortunately, the glossary was not 
ultimately included. However, at the same time, 
American psychiatrists did publish a second edition 
of DSM (i.e., DSM- II; APA, 1968). DSM- II, unlike 
ICD- 8, contained short prose definitions of the 
basic categories in this system; however, the diag-
nostic terms and structure were otherwise almost 
identical.

Criticisms of Classifications Through the 1960s
During the 1950s and 1960s, concern about 

the reliability of psychiatric diagnoses surfaced. 
Problems with levels of diagnostic agreement 
had been noted in the 1930s. Masserman and 
Carmichael (1938), for example, reported that 
40% of diagnoses in a series of patients followed 
up 1 year later required major revision. Ash (1949) 
compared the diagnoses of three psychiatrists who 
jointly interviewed 52 individuals applying to work 
for the Central Intelligence Agency (CIA). These cli-
nicians agreed on the diagnosis for only 20% of the 
applicants, and, in 30% of the cases, all three psy-
chiatrists made a different diagnosis. Beck (1962) 
reviewed a series of reliability studies and reported 
that the highest level of interclinician agreement 
was 42% for DSM- I. The problem with reliability 
was further highlighted by the UK/ US Diagnostic 
Project, which found major differences in diagnos-
tic practice between Britain and the United States 
(Cooper et al., 1972; Kendell et al., 1971). These 
studies suggested that Americans had an overinclu-
sive concept of schizophrenia and tended to apply 
the diagnosis to any psychotic patient. British psy-
chiatrists, in contrast, were more specific in the use 
of schizophrenia as a diagnosis. These differences 
probably stemmed from both differences in the 
definition of schizophrenia as well as its application 
by individual psychiatrists.

Diagnostic unreliability creates major problems 
for clinical practice and research. For example, the 
results of studies on patients with schizophrenia as 
diagnosed in Britain cannot generalize to patients 
diagnosed as having schizophrenia in the United 
States if these results are based on different appli-
cations of the concept of schizophrenia. However, 
the problem was not confined to schizophrenia. 
The reliability studies of the 1960s and 1970s 
were interpreted as indicating that clinicians had 

problems achieving high levels of agreement for any 
area of psychopathology. More modern commenta-
tors on this literature have suggested, however, that 
the criticisms of diagnostic reliability during this era 
were overstated (Kirk & Kutchins, 1992).

Concurrent with the empirical studies ques-
tioning the reliability of psychiatric diagnosis, psy-
chiatry came under considerable attack from the 
antipsychiatry movement. Much of this criticism 
focused on the clinical activities of diagnosis and 
classification. Szasz (1961) went so far as to argue 
that mental illness was a myth.

By the late 1960s, three major criticisms of psy-
chiatric classification were popular. First, psychiat-
ric diagnosis was widely thought to be unreliable. 
Second, classification and diagnosis were considered 
fundamental components of the medical model that 
was questioned as the basis for understanding men-
tal disorders. This model clashed with other mod-
els, particularly those stemming from behavioral 
and humanistic perspectives that were influential 
in clinical and counseling psychology. The medi-
cal model of illness was viewed as both speculative 
and as demeaning of patients. Third, widespread 
concern was expressed, particularly among many 
sociologists and psychologists, about the label-
ing and stigmatizing effects of psychiatric diagno-
ses (Goffman, 1959, 1963; Scheff, 1966, 1975). 
Labeling theorists tended to view mental illness and 
other forms of deviant behavior as largely politically 
defined and reinforced by social factors and agen-
cies. Psychiatric diagnoses were considered to be 
self- fulfilling prophecies in which patients adopted 
the behaviors implied by the label. Their arguments 
were bolstered by philosophers such as Foucault 
(1988), who condemned psychiatry as little more 
than an agent of social control.

A demonstration of these issues was contained in 
a paper published in Science by Rosenhan (1973), 
titled “On Being Sane in Insane Places.” In this 
study, 8 normal persons sought admission to 12 
different inpatient psychiatry units. All accurately 
reported information about themselves except that 
they gave false names to avoid a mental hospital 
record, and they reported hearing an auditory hal-
lucination in which a voice said “thud,” “empty,” or 
“hollow.” In all instances, the pseudo- patients were 
admitted. Eleven of these admissions were diag-
nosed as schizophrenia, the other as mania. On dis-
charge, which occurred on average 20 days later, all 
received the diagnosis of schizophrenia in remission. 
Rosenhan concluded that mental health profession-
als were unable to distinguish between sanity and 

 



Foundat ions and PersPect ives8

insanity, an observation that was eagerly seized by the 
antipsychiatry movement. However, the Rosenhan 
study was not without its critics. Rosenhan’s paper 
resulted in an explosion of responses that challenged 
his research and claimed that psychiatric diagnosing 
is a valid and meaningful process. The majority of 
the criticisms focused on Rosenhan’s flawed meth-
odology and his unfounded interpretations that cli-
nicians are unable to distinguish between those who 
are sane and those who are insane (Farber, 1975; 
Millon, 1975; Spitzer, 1975; Weiner, 1975).

The Neo- Kraepelinians
During the 1970s, a small but effective group 

of researchers emerged in North American psy-
chiatry (Compton & Guze, 1995). These indi-
viduals influenced both academic psychiatry and 
practice. The movement, usually referred to as 
the neo- Kraepelinians (Klerman, 1978), sought to 
reaffirm psychiatry as a branch of medicine. The 
neo- Kraepelinians emphasized the importance of 
diagnosis and classification. The movement was a 
reaction to the antipsychiatrists and the psycho-
analytic dominance of North American psychiatry. 
Klerman’s assumptions of the neo- Kraepelinian 
positions included emphasizing the medical roots 
of psychiatry, such that psychiatry provides treat-
ment for people who are sick with mental illness. 
Klerman further highlighted that the biological 
aspect of mental illness should be the central focus, 
and any area of psychopathology that might repre-
sent a disease process (e.g., schizophrenia) belonged 
to psychiatry, whereas other areas could be assigned 
to ancillary professions such as psychology, social 
work, and nursing. The neo- Kraepelinians, in the 
attempt to medicalize psychiatric disorders, empha-
sized qualitative distinctions between normality and 
illness, a view criticized by writers such as Szasz, who 
considered mental disorders to be problems of liv-
ing that are on a continuum with normal behavior. 
Furthermore, the position of the neo- Kraepelinians 
suggested different forms of disorders, which laid 
the basis for the continued use of a categorical 
approach to classification.

The neo- Kraepelinians believed that psychiatry 
should be founded on scientific knowledge. This 
assumption insisted on a solid empirical founda-
tion to ensure psychiatry as a medical specialty. The 
neo- Kraepelinians placed additional emphasis on 
diagnosis and classification by proposing that diag-
nosis is the basis for treatment decisions and clinical 
care— a view that contrasted with that of psycho-
analysts, who believed that descriptive classification 

focused on superficial behavioral aspects of patients’ 
lives (Havens, 1981). Klerman stressed the impor-
tance the neo- Kraepelinians placed on improving 
the reliability and validity of diagnoses through the 
use of statistical techniques.

Reading these propositions more than 50 years 
later reveals the extent to which the neo- Kraepelinians 
felt the need to reaffirm the medical and biological 
aspects of psychiatry. They felt embattled and sur-
rounded by powerful influences that advocated a 
very different approach. These propositions now 
seem curiously dated, perhaps indicating the extent 
to which the neo- Kraepelinian movement was suc-
cessful in achieving its objectives. In many ways these 
propositions are now widely accepted within the 
profession, although most would probably express 
these positions less vehemently. Klerman’s state-
ments also indicated the importance that the neo- 
Kraepelinians placed on diagnosis and classification. 
The way to ensure that their views were adopted was 
to develop a new classification system. The antipsy-
chiatry movement’s concerns about labeling and 
other negative reactions to psychiatric diagnosis pro-
vided an important context that spawned DSM- III 
(APA, 1980), but the neo- Kraepelinian movement 
provided the agenda (Rogler, 1997).

DSM- III and Its Successors
DSM- III was the culmination of the neo- 

Kraepelinian efforts to reestablish psychiatry as a 
branch of medicine with diagnosis and classification 
as fundamental components. The classification took 
more than 5 years of extensive committee work and 
consultation to produce.

DSM- III differed from DSM- II in four major 
ways. First, DSM- III adopted more specific and 
detailed diagnostic criteria, as compared to DSM- 
II, in order to define the various categories of 
mental disorders. If a patient met the diagnos-
tic criteria, then the patient was said to belong to 
the category. Before DSM- III, most definitions of 
specific mental disorders were in prose format and 
implicitly referred to the “essence” of the disorder. 
Since the publication of DSM- III, the use of diag-
nostic criteria has reflected a shift to a prototype 
model whereby a category is defined not by a list 
of necessary and sufficient conditions but rather by 
a list of characteristics that any individual member 
may or may not have. Thus, two individuals may 
qualify for the same diagnosis even though they 
have few symptoms in common as long as each of 
them has enough of the listed symptoms to attain 
the specified threshold. The more characteristics 
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the individual evidences, the better fit that person 
is to the category (Cantor et al., 1980). The intent 
of using these diagnostic criteria was to make the 
diagnostic process more explicit and clear- cut, thus 
improving reliability. Second, DSM- III proposed a 
multiaxial system of classification. Thus, instead of 
assigning one diagnosis per patient, as was typical 
with DSM- I and DSM- II, clinicians were expected 
to categorize the patients along five axes: (I) symp-
tom picture, (II) personality style, (III) medical 
disorder, (IV) environmental stressors, and (V) 
role impairment. Third, DSM- III substantially 
reorganized the hierarchical arrangement of men-
tal disorder categories. In DSM- I and DSM- II, the 
hierarchical system of organization recognized two 
fundamental dichotomies: (1) organic versus non-
organic disorders and (2) psychotic versus neurotic 
disorders. DSM- III dropped these dichotomies and 
instead organized mental disorders under 17 major 
headings based on the phenomenology of the disor-
der (e.g., “mood disorder” or “psychotic disorder”). 
Fourth, DSM- III was a much larger document than 
its predecessors. DSM- I contained 108 categories 
and was 130 pages in length. In contrast, DSM- III 
had 256 categories and was 494 pages long.

By almost any standard, DSM- III was an 
astounding success. Financially, it sold very well. 
As a result of this success, the American Psychiatric 
Association developed a publication arm of the 
organization that began to publish a large number 
of DSM- related books and other psychiatric works. 
Although explicitly an American classification, 
DSM- III quickly became popular in Europe, over-
shadowing the ICD- 9 (1977), particularly among 
academics and researchers.

Another way of measuring the success of DSM- 
III is in terms of research. DSM- III stimulated a 
great deal of research, especially regarding the defi-
nitions of the categories proposed in this classifica-
tion. As a result of this research, DSM- III- R (APA, 
1987) was published with the explicit goal of revis-
ing the diagnostic criteria for the categories stem-
ming from new research findings. However, like 
most committee products, the changes from DSM- 
III to DSM- III- R were not limited to diagnostic cri-
teria. A number of new categories were introduced, 
including a group of diagnoses associated with the 
general category of “sleep disorders.” Additionally, 
many specific categories were revised (e.g., histri-
onic personality disorder), dropped (e.g., attention 
deficit disorder without hyperactivity), or added 
(e.g., premenstrual syndrome had its name changed 
and was added to an appendix of DSM- III- R).

Because of the revolutionary impact of DSM- 
III, the mental disorders section of ICD- 10 (World 
Health Organization, 1992) was substantially 
changed relative to earlier ICDs. ICD- 9, published 
in 1977, had been very similar to ICD- 8. Hence, 
ICD- 10 was published in two versions: a clinical 
version that contained prose descriptions of catego-
ries and a research version that contained diagnostic 
criteria. However, ICD- 10 did not adopt a multi-
axial system.

As work was progressing on ICD- 10, a decision 
was made to perform another revision of DSM- III 
that, it was hoped, would make it more similar to 
ICD- 10. Indeed, a special “harmonization” com-
mittee was established and work on the two manu-
als proceeded, to some degree, in parallel. The result 
was DSM- IV (APA, 1994). The committee work 
that went into the creation of DSM- IV was exten-
sive. The American Psychiatric Association even 
sponsored special research projects that attempted 
to empirically resolve important debates that had 
arisen around classificatory issues. One example of 
such a research project was the 1999 DSM Research 
Planning Conference sponsored by the American 
Psychiatric Association and the NIMH. This con-
ference established the research priorities for future 
DSM editions, which included addressing the con-
tinued dissatisfaction with the DSM nomenclature 
(Kupfer et al., 2002).

DSM- IV was larger than previous DSMs in 
terms of the sheer size of its publication and the 
number of categories. Interestingly, different com-
mentators have computed different numbers for 
the total diagnoses in DSM- IV, ranging from just 
under 300 to just under 400 (cf. Follette & Houts, 
1996; Kutchins & Kirk, 1997; Sarbin, 1997; 
Stone, 1997). Despite the intent of making DSM- 
IV more like ICD- 10, DSM- IV and ICD- 10 are 
quite different. Of 176 diagnostic categories that 
shared similar names, there were intentional con-
ceptual differences in 21% (First, 2009). However, 
there were unintentional nonconceptual differ-
ences in 78% of categories; only one disorder— 
transient tic disorder— was identical between the 
two systems (First, 2009). The most impactful dif-
ference between the two systems was the DSM- IV 
“clinical significance” criterion, which required the 
presence of distress and/ or functional impairment 
for diagnosis. ICD- 10 did not always consider the 
presence of distress and/ or functional impairment 
a requirement (Reed et al., 2016). Additionally, 
the ICD- 10 used diagnostic guidelines rather than 
criteria, which provided greater flexibility in their 
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interpretation and application than the DSM- IV 
descriptions.

In 2000, the American Psychiatric Association 
published a text revision of DSM- IV, titled DSM- 
IV- TR, which updated the prose sections of the 
manual but left the diagnostic criteria and num-
ber of diagnoses mostly the same. Two exceptions 
included dropping the clinical significance criterion 
from the tic disorders and adjusting it to account for 
nonconsenting victims of paraphilic disorders (First 
& Pincus, 2002).

The current editions of DSM and ICD have 
undergone yet another revision. DSM- 5 was pub-
lished in May 2013; ICD- 11 was approved in 2019. 
The co- chairs of DSM- 5 hoped to make DSM- 5 
as revolutionary as DSM- III had been. The major 
changes that they instituted with DSM- 5 were to 
add diagnostic spectra (e.g., the autism spectrum 
and the schizophrenia spectrum), offer dimensional 
alternatives or enhancements to categorical diagno-
sis (e.g., the five dimensions for describing personal-
ity disorder in Section III titled “Emerging Measures 
and Models”), improve the assessment of dysfunc-
tion as a result of psychopathology (the adop-
tion of the WHO Disability Assessment Schedule 
[WHODAS] in place of the Global Assessment of 
Functioning [GAF], also in Section III), and drop 
the multiaxial approach to diagnosis that appeared 
in DSM- III and DSM- IV (all diagnoses are now in a 
single section of the manual instead of spread across 
five axes; APA, 2012a; 2013).

Just as DSM- III was partially driven by the 
attempt to overcome the reliability issues with 
DSM- I and DSM- II, one goal of DSM- 5 was to 
address meta- structure issues that became promi-
nent with DSM- III- R and DSM- IV (Regier et al., 
2012). Specifically, the arrangement of disorders 
within the manual could be informed by empirical 
findings rather than based solely on phenomeno-
logical similarity or work group arrangement. An 
example is the dissolution of the childhood disor-
ders grouping of DSM- IV, whereby some disorders 
were placed under a neurodevelopmental heading 
(e.g., intellectual disability, attention deficit hyper-
activity disorder [ADHD], autism spectrum disor-
der) and others were placed with similar- appearing 
“adult” disorders (e.g., reactive attachment disorder 
in the trauma-  and stressor- related disorders group).

In its final form, DSM- 5 contained 584 diag-
nostic categories (compared to 357, by our count, 
in DSM- IV). The size of DSM- 5 also grew to 947 
pages from 886 pages in DSM- IV while the pur-
chase cost of the manual more than doubled. In 

contrast, the number of categories with diagnostic 
criteria was reduced from 201 in DSM- IV to 138 
in DSM- 5.

With respect to the development of the ICD- 11, 
the WHO focused on enhancing clinical utility and 
global applicability (Reed, 2010). They were dedi-
cated to addressing the global mental health gap 
between those who need services and those who 
receive them, and they sought to develop the ICD- 
11 as a mechanism for better identifying individu-
als with mental health needs. A three- step plan was 
developed to provide guidance for the structure of 
the Mental and Behavioral Disorders chapter in 
the ICD- 11. The first step involved evaluating the 
scientific evidence and information regarding the 
actual use of the ICD in clinical practice, including 
two major surveys of psychiatrists and psychologists 
(Evans et al., 2013; Reed et al., 2011). The second 
step consisted of two field studies that examined 
how clinicians from around the world concep-
tualize mental disorders and their relation to one 
another (Reed et al., 2013; Roberts et al., 2012). 
These findings were used to inform the structure 
(or table of contents) of the manual. The third step 
involved two sets of field studies designed to evalu-
ate the proposed diagnostic guidelines (Keeley et al., 
2016). One evaluated how global mental health cli-
nicians apply the guidelines to a set of case vignettes 
with the intent of identifying confusions or clari-
fications. The other examined reliability and feasi-
bility in clinical settings. The development process 
also involved an attempt to synchronize the ICD- 11 
and DSM- 5. It is important to note that any differ-
ences between the two systems were intentional. For 
example, there are distinct differences in regards to 
sleep disorders and sexual health and gender iden-
tity which ICD- 11 justifies as being more consistent 
with current evidence and clinical practice (Reed et 
al., 2016).

Taxonomic Issues
A number of controversies have arisen around 

the classification of psychopathology. The purpose 
of the following list is not to provide a compre-
hensive overview but simply to list the issues and 
controversies that are frequently raised about psy-
chiatric classification.

Classification of Syndromes, Disorders,  
or Diseases

The terms “syndrome,” “disorder,” and “dis-
ease” can (erroneously) be used interchangeably to 
describe mental health conditions. In fact, these 
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three terms refer to explicitly different assumptions 
about the nature of the category they describe. At 
the most basic level of description, a person experi-
ences symptoms (self- reported issues) and evidences 
signs (observed by others) of a problem. As men-
tioned before, if mental health professionals were 
forced to idiosyncratically describe the unique 
pattern of symptoms and signs for every patient, 
their work would be hopelessly stymied by trying 
to account for each patient. However, symptoms 
and signs often co- occur. When they co- occur with 
sufficient frequency, that condition is termed a syn-
drome. Note that the concept of a syndrome does 
not include any assumptions about the cause of the 
condition or why those symptoms belong together. 
It is a purely descriptive notion.

A disorder, on the other hand, provides an addi-
tional level of description beyond that of a syn-
drome. A disorder is a pattern of symptoms and 
signs that includes an implied impact on the func-
tioning of the individual. While some causal factors 
might be understood for a disorder, its etiology is 
still unclear or multiply determined. In contrast, a 
disease is a condition where the etiology is known, 
and the path from the causal agent to the symptoms 
and signs it causes is more or less clear.

By way of example, a condition known as gen-
eral paresis was the most common single disorder 
represented in mental asylums in the mid to late 
1800s. Initial investigations found that certain 
individuals exhibited similar symptoms: grandiose 
delusions and excitable behavior. At that point, the 
concept would properly be termed a syndrome. 
After further investigation, it became clear that 
these individuals followed a similar course. The 
problem began with excitable, grandiose behavior 
but progressed to degenerative muscle movements, 
paralysis, and eventually death. Once the course 
and outcome were known, general paresis was more 
properly termed a disorder. Many theories were pos-
ited about the cause of the disorder, varying from 
overindulgence in alcohol to inflammation of the 
meninges. However, eventually the discovery came 
that it was tertiary syphilis, having migrated from 
a genital infection through a long dormant phase 
to the central nervous system. When general paresis 
was understood as a syphilitic infection, the concept 
became a disease (Blashfield & Keeley, 2010).

The history of general paresis is important in clas-
sification because it was a mental disorder that was 
understood as a disease and eradicated with proper 
treatment (i.e., penicillin). Paresis was a major vic-
tory for the science of psychiatry, as the majority of 

asylum patients could be successfully (and simply) 
treated and sent home. Many individuals believed 
that all other mental health conditions (especially 
schizophrenia) would follow similar developments, 
eventually being “cured” once the proper cause was 
known. Unfortunately, no other conditions to date 
have enjoyed the scientific success of general paresis. 
Rather, nearly all mental health categories are more 
properly termed “disorders,” in that their cause and 
therefore treatment are much more ambiguous.

Classification of Disorders Versus Classification  
of Individuals

On the surface, this controversy appears to be 
a somewhat simple- minded issue of terminology. 
Individual patients are diagnosed with various 
mental disorders. A classification system contains 
the names of mental disorders that have been rec-
ognized or are officially sanctioned as diagnoses by 
some governing body. What difference does it make 
whether a classification system is said to classify dis-
orders or individuals?

Interestingly, however, the authors of DSM- 
IV- TR did think that this distinction made a dif-
ference. They adopted an explicit position relative 
to this issue.

A common misconception is that a classification of 
mental disorders classifies people, when actually what 
are being classified are disorders that people have. For 
this reason, the text of the DSM- IV (as did the text of 
DSM- III- R) avoids the use of expressions such as “a 
schizophrenic” or “an alcoholic” and instead uses the 
more accurate, but admittedly more cumbersome, 
“an individual with Schizophrenia” or “an individual 
with Alcohol Dependence.” (APA, 2000, p. xxxi)

The DSM- IV- TR adopted this position to try 
to avoid the problem of stigma. Mental disorders 
largely refer to undesirable aspects of the human 
condition. Most of us do not want to be diagnosed 
with a mental disorder. To call someone “schizo-
phrenic” is to imply that that individual is a mem-
ber of a diagnostic category that is immutable, 
unchanging, and destructive both to that person 
and to the significant others in that person’s life. 
The contrasting language of “an individual with 
schizophrenia” implies that the person is not inher-
ently schizophrenic, but that schizophrenia, being 
a disease of the brain, is something that happens to 
people without the occurrence of the disease being 
their fault. By saying that DSM is a classification of 
disorders, the authors were trying to emphasize the 
value of beneficence so that no or minimal harm 
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was done by assigning psychiatric diagnoses to indi-
vidual human beings.

On the other hand, as mentioned at the begin-
ning of this chapter, diagnosis is the process of 
assigning individuals to categories. Individual clini-
cians are concerned with the process of how best 
to characterize the individuals they see. The men-
tal disorder groups characterized in a classification 
would not exist without individuals who instanti-
ated those symptoms. Admittedly, the population of 
individuals with mental disorders is not permanent, 
as many mental disorders are time limited (a per-
son initially does not have the disorder, then does, 
and goes back to not having it). The conditions that 
define the presence or absence of the disorder state 
become crucial to understanding if the classification 
captures individuals, disorders, or both. Thus, the 
definition of mental disorder has profound conse-
quences for what the classification captures.

Definition of Mental Disorder
The definition of the domain to which a clas-

sification of mental disorders applies— that is, all 
mental disorders— is an important aspect of the 
classification. The early editions of the DSM and 
ICD did not provide any definition of a mental dis-
order. An attempt to define this concept was pro-
vided with DSM- III by the head of the task force 
that created this classification. Robert Spitzer’s view 
about how to define a mental disorder became con-
troversial when he claimed “mental disorders are a 
subset of medical disorders” (Spitzer et al., 1977, 
p. 4). Many viewed this statement as an attempt 
to secure exclusive rights to mental disorder treat-
ment for psychiatry, thereby excluding or marginal-
izing other disciplines such as psychology and social 
work. However, a psychologist on the DSM- III task 
force, Millon (1983), stated that this sentiment 
was never the official perspective of those creating 
DSM- III.

One year later, Spitzer and Endicott (1978) 
made an explicit attempt to define both mental dis-
order and medical disorder, with the former being 
a subset of the latter. It is worth reproducing their 
definitions in toto.

A medical disorder is a relatively distinct condition 
resulting from an organismic dysfunction which 
in its fully developed or extreme form is directly 
and intrinsically associated with distress, disability, 
or certain other types of disadvantage. The 
disadvantage may be of physical, perceptual, sexual, 
or interpersonal nature. Implicitly there is a call 

for action on the part of the person who has the 
condition, the medical or its allied professions,  
and society.

A mental disorder is a medical disorder whose 
manifestations are primarily signs or symptoms  
of a psychological (behavioral) nature, or if physical, 
can be understood only using psychological 
concepts. (p. 18)

Wakefield (1993) argued that Spitzer and 
Endicott’s definition of a mental disorder failed 
on many levels to successfully operationalize the 
role of dysfunction inherent to mental disorders. 
Consequently, Wakefield (1992a, 1992b, 1993) 
provided an alternative definition of mental dis-
orders, in which he placed dysfunction within an 
evolutionary framework to better distinguish dis-
orders from non- disorders. Wakefield’s approach 
to mental disorders, termed “harmful dysfunction,” 
considered mental disorders as “failures of internal 
mechanisms to perform naturally selected func-
tions” resulting in impairment (Wakefield, 1999, p. 
374). Wakefield appreciated the fact that defining 
a disorder must incorporate both value- based (the 
harm element) and scientific- based (the dysfunction 
element) criteria.

Wakefield and others have argued that both val-
ues and science are inherent components to the way 
in which DSM- III and its successors have defined 
individual mental disorders (see Sadler, 2005). 
Distress, or harm, is included either by definition 
(feelings of depression, anxiety, etc.) or through 
the criterion of clinical significance. Clinical signifi-
cance refers to the judgment made by the clinician 
that the severity of the dysfunction present in the 
disorder justifies treatment. Spitzer and Wakefield 
(1999) justified the inclusion of clinical significance 
in the DSMs as a means of limiting false- positive 
diagnoses (i.e., individuals who are symptomatic 
but do not qualify for a full diagnosis of a disor-
der). Note, however, that clinical significance is not 
an objectively defined concept but rather requires 
a subjective decision by a clinician regarding when 
a set of symptoms warrants clinical attention. For 
a classification system that has argued its strength 
is objectivity and freedom from clinical bias, the 
explicit inclusion of subjectivity in the definition of 
a mental disorder is a problem.

Wakefield’s harmful dysfunction approach has 
not been without its critics. Lilienfeld and Marino 
(1995) criticized Wakefield’s evolutionary basis of 
mental disorders, arguing that mental disorders do 
not have defined properties and are not necessarily 
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evolutionary dysfunctions. To use a medical exam-
ple, sickle- cell anemia is evolutionarily functional in 
malaria- prone regions but typically dysfunctional in 
malaria- free environments. Similar arguments can 
be made with specific phobias, such as snake pho-
bias, which could be quite functional when an indi-
vidual human lives near poisonous snakes; however, 
a snake phobia is of less functional use for the typi-
cal person living in a large city in which snakes are 
uncommon. Other critics (Fulford, 1999; Richters 
& Cicchetti, 1993; Sadler & Agich, 1995) have 
provided analyses and substitutes to Wakefield’s 
harmful dysfunction concept. For further discus-
sion on the debate centered on Wakefield’s harm-
ful dysfunction approach, we refer the reader to a 
recent review about how the debate is related to the 
DSM- 5 (Wakefield, 2016).

As mentioned briefly in the beginning of this 
chapter, lack of a consensual definition of mental 
disorders has important consequences. Definitions 
establish boundaries, in this case the boundary 
regarding what is and what is not a mental disor-
der and hence the boundaries of the mental health 
profession. The current definition posed in DSM- 5 
reflects the logic of Wakefield’s harmful dysfunction 
concept but is more lenient regarding the cause of 
the dysfunction. Furthermore, the DSM- 5 defini-
tion included the phrase “clinically significant dis-
turbance,” but the definition did not clarify the 
meaning of this phrase (APA, 2013, p. 20). The 
WHODAS, in Section III, was included to give 
clinicians more precision in the measurement of 
dysfunction.

Dimensions Versus Categories
Although the term “classification” traditionally 

applies to a system of classes or categories, a number 
of contemporary writers have suggested that dimen-
sional approaches to the classification of psychopa-
thology would be preferable (Widiger & Samuel, 
2005; Widiger et al., 2005).

The debate about categorical versus dimensional 
models is an old one. Advocates for each model 
tended to adopt particular theoretical and statistical 
approaches. Advocates of a dimensional model were 
often users of factor analysis, whereby advocates of 
a categorical model favored cluster analysis. Factor 
analysis is a multivariate statistical procedure pio-
neered in the 1930s by L. L. Thurstone (1934) and 
his colleagues.

The first known application of a dimensional 
approach to the classification of psychopathology 

was performed by a priest and psychiatrist named 
Thomas Moore. Moore (1930) gathered data on 
individuals with schizophrenia and subjected his 
descriptive information to a factor analysis. The 
result was five factors, which, in retrospect, were 
quite contemporary in their meaning. Using modern 
terms, these five factors could be named as follows:

 1. Positive symptoms of schizophrenia
 2. Negative symptoms of schizophrenia
 3. Manic symptoms
 4. Depressive symptoms
 5. Symptoms of cognitive decline (dementia)

Shortly after World War II, Eysenck (1947), 
a psychologist in Great Britain, became a strong 
advocate for a dimensional approach to all psycho-
pathology. He argued for three basic dimensions 
(Eysenck & Eysenck, 1976) that could be used to 
organize all descriptive information about mental 
disorders, which he called:

 1. Neuroticism
 2. Extroversion
 3. Psychoticism

He used neuroticism to refer to individuals who 
were anxious or prone to negative feelings ver-
sus those who were emotionally calm and steady. 
Extroversion referred to an individual’s proneness to 
be outgoing versus introverted. His description of 
psychoticism included a variety of other constructs, 
including constraint, impulsivity, sensation- seeking, 
and even creativity. Eysenck believed that high lev-
els of the personality trait psychoticism made one 
prone to schizophrenia or other psychotic disorders. 
These three dimensions have resurfaced in one form 
or another in many later models, although the same 
names are sometimes applied to slightly different 
constructs.

Eysenck was a protégé of Aubrey Lewis, a lead-
ing British psychiatrist of his time. Later Lewis and 
Eysenck split over Eysenck’s determined advocacy of 
a dimensional model. Lewis, a physician, believed 
that a categorical/ disease model of psychopathol-
ogy was more appropriate. Shortly after this split 
between Eysenck and Lewis in the late 1950s, a 
related debate appeared in the British literature 
about whether depression was best viewed from a 
dimensional perspective or from a categorical model 
(Kendell, 1968; see Klein, 2010, for a modern dis-
cussion of this issue).
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After Eysenck, other dimensional models of psy-
chopathology began to appear. Within child psy-
chopathology, Achenbach (1966, 1995) became a 
proponent of a dimensional model with two con-
structs: (1) an internalizing dimension and (2) an 
externalizing dimension. Internalizing referred to 
children who displayed internally expressed emo-
tional problems, like anxiety or depression, whereas 
externalizing referred to children who acted out 
through disruptive behavior. More recently, Krueger 
(1999; Krueger et al., 2005; Forbes et al., 2016) 
has shown that this two- dimensional approach can 
be generalized to account for a subset of common 
DSM diagnoses. Additionally, Eaton et al. (2012) 
replicated the internalizing- externalizing structural 
model which was found to be applicable to both 
men and women. Under that context, generalized 
anxiety disorder, major depressive disorder, and 
other anxiety disorders loaded onto a common fac-
tor, while antisocial personality disorder and sub-
stance use disorders loaded onto a second factor. 
However, that organization left many facets of psy-
chopathology unaccounted for (e.g., bipolar disor-
ders, psychotic disorders). Later work investigated a 
wider range of disorders and found a more compli-
cated structure, but the dimensions of internalizing 
and externalizing remained (Conway et al., 2020; 
Kotov et al., 2017). Studies of this kind formed the 
basis of the meta- structure of the DSM- 5 and, to 
a lesser degree, ICD- 11. Note that these structures 
are often hierarchical in nature, with higher- order 
factors corresponding to more general domains and 
lower- order factors referring to more specific mani-
festations. Similar to our earlier mention of lump-
ers and splitters, some advocates prefer description 
at the broader, higher level while others are more 
focused on the lower, narrower descriptors.

Another subset of psychopathology that has been 
a focus of dimensional investigation is the personal-
ity disorders. A variety of investigators such as James 
McKeen Cattell (1860– 1944), Joy Paul Guilford 
(1897– 1987), and Lewis Goldberg (1932– ) devel-
oped dimensional approaches to personality traits 
in normal human beings. McCrae and Costa (1990) 
expanded this earlier research into what has become 
known as the Five- Factor Model (FFM) of person-
ality with five dimensions:

 1. Neuroticism
 2. Extroversion
 3. Agreeableness
 4. Openness
 5. Conscientiousness

Clark (2007) expressed concern about the 
application of the FFM to personality disorders 
because the most commonly used measure of the 
FFM, known as the NEO- PI- R, was designed to 
measure normal- range personality. For example, 
the construct of openness, as measured in normal- 
range personality, does not seem to be meaningfully 
related to pathology, but a separate construct— 
oddity— does capture behaviors of interest like 
magical or obsessive thinking (Watson et al., 2008). 
Cicero et al. (2019) investigated how symptoms of 
schizophrenia and schizotypal traits align with the 
personality taxonomy, finding that positive symp-
toms were linked to psychoticism while negative 
symptoms linked to extraversion. Recent work has 
compared the domain overlap between common 
personality measures (Crego et al., 2018) and the 
large degree of overlap between normal and abnor-
mal personality presentations with respect to psy-
chopathology (Widiger & Crego, 2019).

Many models of normal and disordered person-
ality were considered by the DSM- 5 work group 
concerned with personality disorders. In the end, 
the work group developed its own distillation of 
these models that— when empirically tested— 
largely resembled the domains of the FFM (Krueger 
et al., 2012). Through an iterative process, they 
refined a list of 37 initial personality facets into a 
best- fitting model that contains 25 facets loading 
onto five higher- order domains (negative affect, 
detachment, antagonism, disinhibition, and psy-
choticism). While the structure resembles the FFM, 
it was intended to represent the more extreme and/ 
or pathological variants of those traits (Krueger et 
al., 2012).

The ICD- 11 approach to classifying personality 
disorder also moved toward a dimensional model, 
although it looks somewhat different from the 
DSM- 5 proposal (Tyrer et al., 2015). First, personal-
ity disorder is classified along a severity continuum, 
moving from severe to moderate to mild personality 
disorder, with an option to indicate a subthreshold 
personality difficulty that is not severe or impair-
ing enough to warrant a clinical diagnosis. Next, 
one may indicate the presence or absence of each 
of five personality trait domains (negative affectiv-
ity, dissocial, disinhibition, anankastic, and detach-
ment). Four of those domains overlap substantially 
with similar personality concepts in the DSM- 5 
model (negative affectivity, dissocial, disinhibition, 
and detachment); however, the ICD- 11 does not 
include a psychoticism domain. In the ICD tradi-
tion, schizotypal presentations are conceptualized as 
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a psychotic disorder and not a personality disorder. 
Instead, the ICD- 11 includes the domain of anan-
kastic features, which is characterized by rigidity, 
perfectionism, and overregulation of one’s own and 
other’s behavior.

Although statistical work on the categorical 
approach to the classification of psychopathology 
has not been as extensive, a number of studies have 
appeared. The most notable of these efforts were 
Maurice Lorr’s use of cluster analysis to study indi-
viduals with schizophrenia (Lorr, 1966) and Paul 
Meehl’s development of taxometrics— a set of tech-
niques aimed at discerning the latent categorical vs. 
dimensional status of specific psychopathological 
constructs (Meehl, 1995; cf. Schmidt et al., 2004). 
Interestingly, the majority of taxometric studies 
have supported dimensional structures for mental 
disorders rather than categorical, although some 
have favored distinct groups of disordered individu-
als (Haslam et al., 2012, 2020). An analysis that 
parallels the logic of factor analysis but is used to 
identify categories is called latent class analysis (for a 
single indicator variable) or latent profile analysis (for 
multiple indicator variables). In essence, the analysis 
helps the investigator identify the number of pos-
sible groups that exist in a sample of individuals. A 
relevant example is the debate surrounding whether 
posttraumatic stress disorder (PTSD) is best repre-
sented by a single group— and single diagnosis— 
differentiated only on severity or multiple groups 
that differ in symptom type. The DSM- 5 elected 
to expand the symptoms of PTSD to incorporate a 
wider range of presentations within a single diagno-
sis, whereas the ICD- 11 opted to split the diagno-
sis of PTSD into two: regular PTSD and complex 
PTSD (Elklit et al., 2013; Wolf et al., 2015).

A new analysis approach termed factor mixture 
analysis (Muthen, 2006; Muthen & Muthen, 2010) 
creates hybrid dimensional- categorical models, 
where the taxonicity and dimensionality of a set of 
measures can be examined simultaneously. This sort 
of model would represent distinct groups of indi-
viduals (taxa) that vary along some latent dimen-
sion (i.e., an ordering of the groups). Interestingly, 
when this sort of hybrid model is employed, some 
studies find that dimensional structures continue 
to be favored (Eaton et al., 2011, 2013; Wright et 
al., 2013), whereas others find taxons meaningfully 
differentiated by underlying dimensions (Bernstein 
et al., 2010; Lenzenweger et al.,2008; Picardi et 
al., 2012).

Most classifications of psychopathology employ 
categories because they offer certain advantages. In 

everyday life, categorical concepts are used because 
they are familiar and easy. Psychiatrists have been 
trained in a tradition associated with medical and 
biological classification, and this influence has col-
ored mental health classification. Both biological 
and medical classificatory systems are categorical; 
however, in regard to medical classification, cer-
tain portions can be viewed as dimensional (e.g., 
hypertension).

The tendency to think categorically should not 
be underestimated. Work in anthropology suggests 
that hierarchically organized categorical systems are 
the product of universal cognitive mechanisms that 
have evolved as adaptive ways of managing informa-
tion (Atran, 1990; Berlin, 1992). In his study of var-
ious indigenous cultures, Berlin (1992) found that 
these societies had hierarchical organizations for the 
living things they encounter in their environment, 
and the structure of these “folk taxonomies” tended 
to be universal— but not concordant with scientific 
classifications. Evidence from cognitive and devel-
opmental psychologists shows that children seem 
to learn about the natural world through category 
formation (Hatano & Inagaki, 1994; Hickling & 
Gelman, 1995; Kalish, 2007; Nguyen, 2008). It is 
not surprising, therefore, that people, including cli-
nicians, prefer to use concepts that are the products 
of these cognitive mechanisms that favor categorical 
concepts (Gelman, 2003; Yoon, 2009).

There are, however, substantial disadvantages to 
using categories. Categorical diagnoses often result 
in the loss of some information. Categorical systems 
also depend on nonarbitrary boundaries or at least 
on points of rarity between syndromes, as are seen 
in the valley between the two modes in a bimodal 
frequency histogram (Kendell, 1975, 1989).

Haslam (2002) outlined a taxonomy of “kinds 
of kinds,” or a model of category types ranging 
from true categories to true dimensions. The truest 
form of a category is what various philosophers have 
termed a “natural kind” (Kripke, 1980; Putnam, 
1982). A natural kind represents a group with a 
unitary etiology that leads to necessary outcomes 
and a discrete separation from other psychopatho-
logic syndromes. However, true natural kinds are 
rare or nonexistent in the realm of psychopathology 
(Zachar, 2000). It could be that certain groups are 
qualitatively separate from other entities but lack 
the underlying “essence” of a natural kind, which 
Haslam termed “discrete kinds.” An example would 
be the qualitative difference between regular and 
endogenous depression proposed by some (van Loo 
et al., 2012). Even though depression exists on a 
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severity dimension, these authors would claim that 
a qualitative shift occurs at a certain threshold, cre-
ating a truly different kind. However, categories of 
mental disorders are not always well demarcated. 
When a category does not have a clear boundary, 
Haslam terms it a “fuzzy kind.” A fuzzy kind exists 
when there is a definable group, but the character-
istics of that group blend into other groups. Next, 
there are phenomena, such as hypertension, that 
can be thought of existing along a dimension (mea-
sured by blood pressure), but for which there are 
functional reasons to categorically scale the dimen-
sion (i.e., a cut point above which the person is seen 
as needing medical intervention). The choice of the 
cut point may be debatable, but the presence of a 
cut point serves a pragmatic purpose. These sorts 
of groups are termed “practical kinds” (Haslam, 
2002; Zachar, 2000). The final entry in Haslam’s 
taxonomy consists of true dimensions, or continua 
of psychological characteristics that do not justify 
any cut point.

From this discussion, the selection of the type 
of theoretical concept to use in classification (i.e., 
dimensions vs. categories) is fundamental to the 
development of a classification. Jaspers (1963) sug-
gested that different classificatory models might be 
required for different forms of psychopathology. 
This idea has merit. Some conditions, especially 
those traditionally described as organic disorders, 
are similar to diagnoses in physical medicine. 
These could probably best be represented using a 
categorical model in which diagnoses are specified 
by diagnostic criteria. Other areas of psychopathol-
ogy, especially the affective disorders and personal-
ity disorders, might be better represented using a 
dimensional framework. However, the distinction 
between categories and dimensions is a human 
convenience that we force on the world. A better 
approach might be to think about how categories 
and dimensions can best be used to describe a given 
psychopathological phenomenon and how they 
each might be better for individual purposes, such 
as clinical diagnosis versus research.

Interestingly, the issue of dimensions versus cat-
egories became a focus of significant controversy 
within DSM- 5. The Personality and Personality 
Disorders Work Group for DSM- 5 was orchestrated 
in hopes of offering an alternative model that would 
address the shortcomings of the DSM- IV (Morey 
et al., 2015; Zachar et al., 2016). The categorical 
model led to a significant level of co- occurrences 
and heterogeneity among personality disorders. It is 
fairly common for an individual to meet the criteria 

for multiple personality disorders and for them to 
present differently than another person diagnosed 
with the same disorder. In fact, many individuals 
do not fall neatly into an arranged category, which 
has led personality disorder- not otherwise specified 
(PD- NOS) to be the most frequently diagnosed 
personality disorder. The work group proposed 
an empirically supported, hybrid model, termed 
the Alternative Model of Personality Disorders 
(AMPD), whereby some personality disorder cat-
egories would be retained while also including a 
dimensional model to describe individuals who 
did not fit neatly into a category (Skodol, 2012). 
Additionally, the proposed model mirrored the 
popular FFM of personality by mapping patho-
logical variants of the Big Five personality factors 
onto personality disorders as well as the lower- order 
personality facets. The creators of the AMPD con-
ceptualized personality disorders as a result of the 
interaction of personality functioning impairment 
and pathological personality traits. Within the work 
group, there was not unanimous agreement on the 
best approach involving dimensions and/ or cat-
egories (Zachar et al., 2016). This hybrid structure 
was a compromise that could capitalize on the ben-
efits of both categories and dimensions. However, 
the Board of Trustees of the American Psychiatric 
Association did not accept the proposal, electing to 
keep the same 10 categorical personality disorders 
found in DSM- IV. Instead, the work group pro-
posal was published as a separate chapter in Section 
III of the manual to foster further research, with the 
hope of adopting those portions of the model that 
achieve sufficient empirical support.

Atheoretical Approach to Classification
At the times that DSM- I and DSM- II were 

written, the dominant theory in psychiatry was 
psychoanalysis (Blashfield et al., 2014; Cooper & 
Blashfield, 2016). However, as the psychoanalytic 
perspective began to lose favor, a more biologi-
cal approach began to emerge as the force behind 
explaining and conceptualizing mental disorders. 
The committee members of DSM- III (headed by 
Spitzer) were sensitive to this division between the 
psychoanalytic and biological explanations of men-
tal disorders. Consequently, the determination was 
made that DSM- III would be theory- neutral in 
order for the classification to be more accessible to 
all mental health professionals. This approach has 
been preserved throughout the modern DSMs and 
mirrored in the ICD but has sparked a number 
of criticisms on the failure of specifying a theory 
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to guide the classification system (Castiglioni & 
Laudisa, 2014; Harkness et al., 2014). Most writ-
ers who have thought about the recent classification 
systems agree that the implicit theoretical model 
associated with these systems is the biological (med-
ical) approach (Harkness et al., 2014; Sedler, 2016). 
According to Harkness, Reynolds, and Lilienfeld 
(2014), the refusal by the authors of these classi-
fications to postulate a theory of psychopathology 
explicitly hinders scientific progress within the field 
and removes focus from the evolved adaptive sys-
tems which underlie pathology.

Though the authors of DSM- III denied having 
a theory, Sadler (2005) argued that certain values 
or assumptions are nonetheless embedded in the 
structure of the DSMs and ICDs that emerge with 
their application. Because these six values, as dis-
cussed by Sadler, do represent the beginning of a 
theory of psychopathology, each of them will be 
discussed next.

The first is the value of empiricism, which is the 
belief that the contents of psychiatric classification 
are based on scientific research, complete with test-
able hypotheses and controlled clinical trials. This 
empirical advancement discourages the exclusive 
use of expert opinions and clinical judgment when 
making nosological decisions, as was seen in early 
editions of the DSM and ICD.

Second, Sadler discussed how the classification 
is hypo- narrative, a term he coined to describe the 
manuals’ lack of storytelling qualities. Narrativity 
was especially lost during the transition from DSM- 
II to DSM- III, when disorder descriptions became 
symptom listings. Applying this language to diag-
nosing an individual loses the richness of the “bio-
graphical” explanation of the individual. However, 
Sadler argued that the role of classifications is not 
to capture necessarily the life story of each patient 
but to address the signs and symptoms associated 
with diagnosis. Hypo- narrativity leads the clini-
cian to focus exclusively on the symptoms of a 
patient, rather than on the interactions between 
the symptoms and the relationships, priorities, aspi-
rations, and daily functioning of the patient. It is 
these interactions that provide the plot line for the 
patient’s story.

A third assumption of modern classifications is 
individualism (La Roche et al., 2015; Poland, 2016). 
As expressed in the DSM definition of mental disor-
der, psychopathology resides within the individual 
and is not the manifestation of the interactions of 
the individual with others or with the social forces 
around that individual (APA, 2013). The DSM and 

ICD have notoriously ignored pathological processes 
that exist among individuals, like family systems or 
romantic partners, and a group of researchers have 
been petitioning to include diagnoses of relational 
processes for decades (Wambolt et al., 2015). For 
example, a married couple might be highly dys-
functional even though neither individual qualifies 
for an individual mental health disorder. Another 
example of the effect of focusing on individualism 
as a value can be seen with the removal of gender 
identity disorder as a mental disorder. Nonbinary, 
gender fluid, or non- cisgender identities should not 
be classified as mental disorders because the strug-
gles associated with such identities are induced by 
society and not something inherent within the indi-
vidual (Drescher et al., 2012).

Fourth, psychiatric disorders are assumed 
to have a natural essence. In other words, disor-
ders follow a natural order whereby etiologies are 
multifactorial— including biological, psychologi-
cal, and sociocultural influences. Sadler stated that 
this assumption is important to understanding 
the atheoretical approach of these classifications 
because they stipulate that multiple theories, not 
just one all- encompassing explanation, are essen-
tial to understanding mental disorders. According 
to Bueter (2019), the inherent pluralism of this 
approach allows the classifications to fill a mul-
titude of roles expected of them. Because the 
classifications— which possess influence and a spe-
cial power over public perception of mental health 
due to their required use in many contexts, such as 
healthcare reimbursement or research funding— 
are often expected to fit a one- size- fits- all purpose, 
a pluralistic nature allows them to fit a variety of 
contexts and has many advantages for describing 
the breadth of psychopathology. With its tenth 
edition, the ICD attempted to directly address the 
one- size- fits- all problem by publishing several ver-
sions of the classification: one for clinical use, one 
for research, and one specifically for use in primary 
care. Regardless, this pluralistic approach impedes 
monistic beliefs that a single theory (like evolution 
in biology) could account for the entire landscape, 
as might be the agenda of biologically oriented 
researchers (Bueter, 2019).

The fifth value, pragmatism, refers to the use of 
classifications as a means to help individuals with 
mental disorders. The DSM and ICD exist for a 
practical purpose: the desire to improve the condi-
tion of individuals who are suffering or impaired. 
This pragmatism creates a difference from scientific 
disciplines that are studied for their own sake, like 
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chemistry. The elements in the periodic table may 
change as new ones are discovered, but those addi-
tions do not vary over time as a function of soci-
ety’s demands. Because psychiatric classifications 
exist to serve a societal function, they can never be 
objectively separated from that function, meaning 
that societal values will always play a role in defin-
ing mental disorders. As the needs and priorities 
of a society changes, so will the conditions that are 
included in these manuals. For example, both DSM 
and ICD considered including a disorder intended 
to capture problematic (or addicted) Internet usage 
in their latest edition.

Finally, Sadler described the sixth implicit value 
of psychiatric classifications as traditionalism. The 
diagnostic concepts in the DSMs and ICDs have a 
history. The modern classifications have been built 
on past classifications. Trying to maintain continu-
ity over time is important both for psychiatry and 
for the other mental health professions. Sadler sug-
gested that the continuity of a classification system 
results in this system becoming familiar, being 
valued, and serving as the basis of a long- standing 
research and clinical infrastructure.

Organization of Recent Classifications by 
Work Groups

The process used to formulate and revise the 
DSMs and ICDs warrants comment. A lengthy 
consultation process with panels of experts and the 
profession at large was used to ensure the face or 
content validity of diagnoses and widespread accep-
tance of the resulting system. The consultation 
process was partly a scientific exercise designed to 
produce a classification based on the best available 
evidence and expertise and partly a social- political 
process designed to ensure the acceptability of the 
resulting product. Because scientific and political 
objectives often run counter to each other, compro-
mises were necessary.

With DSM- III, a task force handled the process 
and established advisory committees. These com-
mittees were composed of experts whose task was 
to identify and define diagnostic categories in their 
areas. Each committee also had a panel of consul-
tants to provide additional advice and information. 
As the process continued, drafts of DSM- III were 
circulated to the profession for review and com-
ment. Finally, field trials were conducted to evaluate 
the proposals and identify problems.

Although a similar process was used for DSM- III- 
R, DSM- IV went a step further. Work groups were 
established to address specific diagnostic classes, 

and each group followed a three- stage process. First, 
comprehensive literature reviews were conducted so 
that DSM- IV reflected current knowledge. Second, 
existing data sets were reanalyzed to evaluate diag-
nostic concepts and provide information on the 
performance of diagnostic criteria. Third, extensive 
field trials were conducted to address specific issues.

The DSM- 5 work group process appeared to be 
fairly different from the work group process of its 
predecessors. The work groups often had broader 
agenda, and their assignments were not just to one 
family of disorders. For example, the anxiety disor-
der work group of DSM- 5 had responsibility for the 
categories of separation anxiety disorder, body dys-
morphic disorder, social phobia, substance- induced 
obsessive- compulsive disorder, PTSD, and dissocia-
tive amnesia. In addition, from the rationales pre-
sented for changes in categories, there appeared to 
be obvious interaction across the work groups. For 
example, substance- induced obsessive- compulsive 
disorder, as mentioned earlier, involved interaction 
with the work group for substance use disorders. 
Under the family of schizophrenic disorders, the 
psychotic disorders work group and the personality 
disorders work group integrated their efforts.

The ICDs have followed a similar organiza-
tional structure. However, being an international 
manual, the selection of individuals also included 
international politics. The ICD- 10 was criticized 
for largely being a European product develop by 
European experts. In response, the ICD- 11 explic-
itly made attempts to include on every work group 
individuals from low-  and middle- income countries 
(International Advisory Group, 2011).

There are many laudable features to the process 
used to revise and develop each edition. Each work 
group faced a major undertaking that required care-
ful analysis of information as well as consultation 
with other experts in the field. This division of labor 
into work groups probably contributed to the accep-
tance of the resulting classifications. But there were 
also problems with the process. The initial structure 
for DSM- III was established when the work groups 
were identified. Each was given a defined area of 
psychopathology. The separation into committees 
along major topic areas led to both personal and 
conceptual conflicts. Psychopathology is not read-
ily divisible into discrete areas. Overlap occurred 
between various committees, leading to dispute. 
Once a committee was established with a given 
mandate, that committee was reluctant to relin-
quish domains of psychopathology that might have 
been better classified elsewhere. The superordinate 
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task force was responsible for resolving these dis-
putes and ensuring integration. Inevitably, political 
processes within and between work groups influ-
enced the solutions adopted. Additionally, who is 
selected to be a member of the work group is not 
without its own biases and limitations. Typically, 
those researchers with the most publications or 
most notable reputations are selected. To date, it 
is rare for clinicians to be selected, and never has 
an individual with the diagnoses in question been 
included, despite these individuals’ perspectives 
potentially being useful regarding the usability and 
acceptability of the resulting product (Kamens et 
al., 2019). The people selected to be on work groups 
tend to publish together, receive grants together, 
and otherwise have similar viewpoints, creating 
an ingroup that perpetuates a group- think process 
(Blashfield & Reynolds, 2012). Furthermore, the 
process of discussions among the work group is 
influenced by nonscientific processes. As noted by 
Frances and Widiger (2012), two of the develop-
ers of DSM- IV, experts tend to be very opinionated 
and assertive in their beliefs, leading to the person 
with the loudest voice being the most influential.

Measurement and Methodological Issues
The final section of this chapter addresses more 

practical concerns about the classification of mental 
disorders. While it is good to debate the ontologi-
cal status of the term “mental disorder” and con-
sider the political forces that impact classification 
schemes, at some point, practical decisions must 
be made regarding actual patients. Many of these 
practical concerns embody decisions about mea-
surement, or how one assesses the nature of the 
condition. We adopt some of the standard terms of 
psychological measurement theory, including con-
cepts like reliability and validity, to elucidate issues 
surrounding psychiatric diagnosis.

Reliability
The reliability of a classification of mental dis-

orders is the degree of diagnostic agreement among 
users. Reliability is clearly important; diagnoses 
have little value for communication or prediction 
if there are high levels of disagreement among cli-
nicians. As Kendell (1975) pointed out, the accu-
racy of clinical and prognostic decisions based on a 
diagnosis cannot be greater than the reliability with 
which the diagnosis is made, and most writers allege 
that reliability places an upper limit on the validity 
of a given diagnosis (Spitzer & Fleiss, 1975; Spitzer 
& Williams, 1980).

A variety of factors influence reliability esti-
mates. For instance, variations in patient charac-
teristics influence clinicians’ diagnostic decisions. 
Farmer and Chapman (2002) found that clinicians 
were much more consistent in providing a diagnosis 
of narcissistic personality disorder to men than to 
women. Some studies have examined the influence 
of variables such as race, age, and low socioeconomic 
status on diagnosis (Abreu, 1999; James & Haley, 
1995; Littlewood, 1992). Einfeld and Aman (1995) 
suggest that reliability in DSM diagnoses appears to 
deteriorate markedly as patient IQ scores decrease. 
Furthermore, it is important to note that reliability 
estimates based on well- controlled research studies 
are likely inflated relative to reliability in day- to- day 
practice in clinical settings.

History
As noted earlier in this chapter, reliability 

became a major focus of empirical criticisms of 
psychiatric diagnosis during the 1950s and 1960s. 
Generally, the impression from these studies was 
that psychiatrists and clinical psychologists, when 
independently diagnosing the same cases, did 
not agree on the diagnoses that they were assign-
ing to cases. Interestingly, as the methodology of 
these studies improved, the estimates of reliabil-
ity generally appeared more positive than in the 
early, rather hastily designed studies. One study in 
this series (Ward et al., 1962) made the additional 
conclusion that the reason for this relative lack of 
diagnostic agreement among clinicians (i.e., poor 
reliability) was that the definitions of the diagnos-
tic categories in DSM- I were too vague. Although 
the methodology of the Ward et al. study had seri-
ous limitations (Blashfield, 1984), this conclusion 
appealed to the field, and the Ward et al. (1962) 
paper was often cited prior to the publication 
of DSM- III, when diagnostic criteria were used 
to improve the precision of defining diagnostic 
categories.

Another source of variability in early research on 
reliability was the statistical procedure used to pro-
vide reliability estimates. In earlier years, this was a 
serious problem (Zubin, 1967). By the mid- 1970s, 
a statistic named kappa became the standard tech-
nique for estimating diagnostic reliability. Kappa 
corrects for chance levels of agreement between rat-
ers and thus is an improvement on a simple per-
centage of agreement. However, a limitation of this 
statistic is its instability when the base rate of a diag-
nosis within a sample is less than 5% (Spitznagel & 
Helzer, 1985).
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Assessing reliAbility
It is instructive to compare reliability as applied 

to psychiatric classification with reliability as 
applied to psychological tests. In test theory, “reli-
ability” refers to the consistency of scores obtained 
with the same test on different occasions or with 
different sets of equivalent items (Anastasi, 1982). 
If a test is reliable, parallel scales constructed from 
an equivalent pool of items will yield the same mea-
surement values. The extent to which this does not 
occur indicates the extent to which measurement is 
influenced by error. Traditionally, the reliability of 
psychological tests is assessed in three ways: (1) test- 
retest reliability, (2) alternative forms, and (3) inter-
nal consistency. A fourth method directly relevant 
to the clinical enterprise is interrater reliability, or 
the consistency of different diagnosticians regarding 
the same patient.

Test- Retest Reliability. The test- retest method 
assumes that the administration of the same scale 
at different points in time represents parallel tests. 
Memory for items is the most common confound 
with this approach. High test- retest reliability is to 
be expected only when measuring a variable assumed 
to be stable; some mental disorders are assumed to 
follow a relatively stable course (e.g., autism spec-
trum disorders), but many disorders (e.g., mood 
disorders) are assumed to fluctuate across time. In a 
multisite collaborative study of DSM- IV disorders, 
Zanarini et al. (2000) found that test- retest kappa 
coefficients ranged from 0.35 to 0.78 for a variety of 
clinical disorders and from 0.39 to 1.00 for person-
ality disorders. However, more recent research has 
questioned just how consistent personality disorder 
diagnoses are across time, finding substantial fluc-
tuation across categorical personality disorder types 
(Hopwood et al., 2013).

Alternative Forms. The alternative- form method 
uses equivalent or parallel measures of the same 
construct. Ideally, different sources of informa-
tion should converge on the same conclusions. 
Hilsenroth, Baity, Mooney, and Meyer (2004) 
examined three sources of information regarding 
depressive symptoms: in vivo interviews, video-
taped interviews, and chart reviews. Clinicians 
made reliable ratings of depressive symptoms across 
in vivo interviews and videotaped interviews, but 
chart reviews were not consistent with either. 
Similarly, Samuel and colleagues (2013) examined 
the convergence of clinician- assigned personality 
disorder diagnoses, self- report questionnaires, and 
semi- structured interviews. They found that the 
convergence of these methods was low, but they 

equally predicted clients’ functioning at a 5- year 
follow- up, suggesting that the difference in reli-
ability may not have much practical importance. 
Diagnostic disagreement can occur when clinicians 
have different kinds and amounts of information 
on which to base diagnosis. This problem may arise 
from differences in clinicians’ ability to elicit infor-
mation, the way patients respond to questions, and 
the availability of information from other sources. 
Thus, there are important sources of variance that 
can contribute to unreliability, including differ-
ences in clinical skill, patient responsiveness, and 
diagnostic setting.

Internal Consistency. Internal consistency mea-
sures (split- half techniques and coefficient alpha) 
assume each item on a scale is like a miniature scale. 
Thus, internal consistency estimates the extent to 
which the items in a scale are homogeneous. In psy-
chological testing, this estimate of reliability is the 
most common. Morey (1988) examined the inter-
nal consistency of diagnostic criteria for personality 
disorders and found low correlations among criteria 
used to diagnose the same disorder. Other studies 
have found higher estimates of internal consistency, 
but using logistic regression and calculations of sen-
sitivity and specificity have concluded that some 
criteria for certain personality disorders could be 
dropped because they do not form a cohesive diag-
nosis (Farmer & Chapman, 2002). These criticisms 
(among others) have led to some of the changes pro-
posed in DSM- 5’s Section III regarding personality 
disorder diagnosis. However, care should be taken 
with such conclusions. It is reasonable to posit het-
erogeneous symptom groupings for which internal 
consistency estimates are therefore inappropriate 
means of measurement, just as test- retest estimates 
are inappropriate for diagnoses expected to change 
over time.

Interrater Reliability. The three forms of reliabil-
ity just discussed focus on the construct underlying 
the diagnosis. However, discrepancies can also occur 
in the application of the diagnosis. Two clinicians, 
for example, may disagree about what diagnosis 
is best for the same case. In studies of interrater 
reliability, two or more clinicians interview each 
patient either conjointly in a single interview or in 
separate interviews close together in time. In DSM- I 
and DSM- II, consistency among clinicians was low, 
and the advent of diagnostic criteria in DSM- III was 
supposed to increase reliability. However, claims 
that reliability has increased seem to be overstated; 
diagnostic reliability does not seem to be substan-
tially different over time (Vanheule et al., 2014).
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The field trials for DSM- 5 utilized a method-
ology that gave a realistic estimate of how reliable 
diagnoses for these conditions are under natural 
clinical conditions versus the stricter standardiza-
tion present in research protocols (often through 
structured interviews). As might be expected, test- 
retest reliabilities were lower, with kappas ranging 
from 0 to 0.78, with some common diagnoses not 
faring as well as might be expected (e.g., major 
depressive disorder =  0.28; Regier et al., 2013). The 
ICD- 11 field trials used a methodology whereby the 
raters had access to the exact same information; as 
a result, reliability estimates were higher (Reed et 
al., 2018). Furthermore, a meta- analysis of diag-
nostic methods found that concordance between 
structured diagnostic interviews and standard clini-
cal evaluations varied widely, with some diagnostic 
areas having relatively good agreement (e.g., eating 
disorders kappa =  .70) and others relatively poor 
between the two methods (e.g., affective disorders 
kappa =  .14; Rettew et al., 2009). While structured 
interviews do typically result in higher reliability 
estimates, correcting for the interviewers accessing 
the same information versus conducting separate 
interviews seems to account for much of the dis-
crepancy in reliability (Chmielewski et al., 2015). 
Generally, the more training and structure provided 
in the diagnostic assessment, the higher the reliabil-
ity coefficients will be; however, one must consider 
whether the procedure used to obtain a high reli-
ability is feasible for implementation in daily clini-
cal use. With DSM- III, obtaining higher reliability 
was an explicit goal. Now, some have questioned if 
test- retest reliability should be a goal in and of itself 
(Kraemer et al., 2012).

Validity
The main impetus for the development of DSM- 

III was the perceived crisis surrounding diagnostic 
reliability. Many clinicians purported that a set of 
criteria could not be valid if it were not first reli-
able. Although this assumption is not necessarily 
true (Carey & Gottesman, 1978; Faust & Miner, 
1986), the creators of DSM- III saw the production 
of a reliable diagnostic system as their primary task. 
After establishing reliability, researchers could turn 
their attention to issues of validity.

“Validity” in common usage refers to the truth- 
value of a statement. However, it is important to 
note that using valid in that sense does not imply 
that there is only one valid conclusion for a given set 
of facts; rather, there are many possible valid con-
clusions based on one’s point of view.

History
The concept of validity is often discussed within 

the context of the classification of psychopathology, 
but, ironically, like many classificatory concepts 
themselves, finding a clearly specified, thoughtfully 
articulated definition of validity has proved elusive. 
Two major approaches to diagnostic validity have 
been discussed in the past 50 years. One is a rela-
tively common- sense, medicine- based approach 
that appeals to psychiatrists. The other, which often 
is discussed in more abstract, empirical contexts, is 
the view psychologists have about validity based on 
their experience with different forms of assessment.

A short paper published by Eli Robins 
(1921– 1994) and Samuel Guze (1923– 2000) of 
Washington University in 1970 contained the 
major discussion of validity from the medical per-
spective. Robins and Guze were leaders of the neo- 
Kraepelinian group whose views led to DSM- III. 
Robins and Guze discussed validity in the context 
of five phases of research that would demonstrate 
that a diagnostic concept represented a disease. 
These five phases were (1) clinical description (i.e., 
establishing that the disorder represents a “syn-
drome” of symptoms that can be empirically shown 
to co- occur at relatively high rate), (2) laboratory 
studies (which establish the biological substrate of 
the disorder), (3) delimitation from other disor-
ders (which would establish that the disorders are 
relatively, though not perfectly, divided into discrete 
categories), (4) follow- up studies (which show that 
the individuals with this disorder have a common 
course to their symptom patterns), and (5) fam-
ily studies (which establish the genetic basis of the 
biological phenomenon associated with the disor-
der). Robins and Guze believed that their approach 
to validity stemmed not only from the medi-
cal research of Thomas Sydenham (1624– 1689) 
but also was consistent with the views of validity 
adopted by German medical researchers of the late 
nineteenth century, when the latter resolved the eti-
ologies of many bacterial diseases (e.g., tuberculosis, 
smallpox, syphilis).

The other approach to the meaning of validity 
when applied to psychiatric classification has come 
from the work of psychologists who have drawn 
on discussions of validity in the context of psycho-
logical tests. Joseph Zubin at Columbia University 
was one of the first to promote the application of 
a psychological testing view of validity to psychi-
atric diagnosis. Zubin (1967) stated that the broad 
concept of validity should be subdivided into four 
subsidiary concepts: (1) concurrent validity, (2) 
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predictive validity, (3) construct validity, and (4) 
content validity.

In the past few years, a new development has 
occurred in the approach to diagnostic validity. 
This approach is represented by a concept titled 
clinical utility, which, like the views of Robins and 
Guze, has a pragmatic emphasis. In the words of 
First et al. (2004), clinical utility “is the extent to 
which the DSM assists clinical decision makers in 
fulfilling the various clinical functions of a psychi-
atric classification system” (p. 947). According to 
First (2010), the clinical functions of a psychiatric 
classification are (1) assisting clinicians in com-
municating clinical information; (2) assisting the 
selection of effective interventions; (3) predicting 
course, prognosis, and future management needs; 
and (4) differentiating disorder from non- disorder 
for the purpose of determining who might ben-
efit from treatment. Verheul (2005) argued that 
increased clinical utility (especially regarding 
communication and clinical decision- making) 
may provide the rationale for shifting from a cat-
egorical to dimensional model of personality dis-
order. Reed (2010) has argued that clinical utility 
should be the driving force for making classifica-
tory decisions when more convincing scientific 
information is equivocal or not available.

issues
The psychiatric approach to validity, embodied 

by the work of Robins and Guze (1970), is based on 
the medical concept of disease, which has proved elu-
sive in its own right (Aboraya et al., 2005; Jablensky, 
2016). Many, but not all, references to the concept 
of disease are making assumptions about essential-
ism. According to essentialism, a category is defined 
by something (an essence) that causes one to be a 
member of the category. For example, when syphi-
lis was found to be the cause of general paresis, the 
essence of the disease category became the presence 
of syphilis in the central nervous system. Thus, a 
valid category is one that has an identifiable etio-
logical agent. Schizophrenia is valid to the degree 
that something causes one to have schizophrenia.

Essentialism has proved problematic even in 
the realm of physical diseases (Lemoine, 2013). 
Even in the most archetypal cases of “disease,” for 
example— a bacterial infection— it is impossible 
to define the disease category in a way that corre-
sponds to the state of nature and is free of human 
value assumptions (Smith, 2001). The disease is not 
the presence of bacteria, as perfectly healthy indi-
viduals have the bacteria in their system. Rather, the 

disease is an interaction effect that emerges from 
the presence of the bacteria and an immunological 
weakness, among other factors. In short, diseases 
have multiple causes in even the simplest of cases; 
therefore, to define them as having simple, reified 
essences is inappropriate at best. The essentialist 
view of validity has proved even less effective in the 
case of psychiatric conditions, the causes of which 
are complex and multiply determined (Dekkers & 
Rikkert, 2006; Zachar, 2000). Alzheimer’s disease is 
another example of this phenomenon. While often 
termed a genetic disease, there is no singular genetic 
cause of Alzheimer’s, and the presence of a gene 
known to cause Alzheimer’s does not guarantee an 
individual will contract the disease. Instead, a host 
of genetic and environmental factors are known to 
influence the likelihood of contracting Alzheimer’s, 
which is only diagnosed when the associated symp-
tomology (i.e., the interaction of the factors within 
the individual) is present (Dekkers & Rikkert, 
2006). In fact, while defining the terms “disease” 
and “health” may be of philosophical importance 
to medicine, concrete definitions are still illusive 
(Lemoine, 2013).

In contrast, the psychological approach to valid-
ity has been based on psychometric test theory. A 
psychological test is considered valid to the extent to 
which its items and resultant scores reflect the con-
struct of interest. For instance, the items on a test 
should represent the entire domain of the construct, 
which is generally termed content validity.

For example, a test of depression should have 
items that sample all the relevant symptoms and 
expressions generally considered to be a part of 
depression. In the same fashion, the diagnostic 
criteria used to define a mental disorder category 
should represent the range of behaviors associated 
with that category.

Second, the test may be considered valid if it 
meets some predetermined criterion, that is, cri-
terion validity. To continue with the example of 
depression, a test of depression would be criterion 
valid if it consistently classified people in the same 
manner as a DSM- 5 diagnosis. The criterion is 
context- dependent. In one context, one might con-
sider a diagnosis from a structured interview (e.g., 
the Structured Clinical Interview for DSM [SCID]) 
the “gold standard,” whereas in another context, an 
unstructured interview might be the appropriate 
criterion.

The third and perhaps most important aspect of 
validity for psychological tests is construct validity— 
the degree to which the scores on the test measure 
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what they are expected to measure (Cronbach & 
Meehl, 1955; Smith & Combs, 2010). This defi-
nition has several implications. First, raters should 
respond consistently to items that are meant to tap 
into the same construct, assuming that the construct 
is meant to be stable across time and homogenous. 
In that sense, reliability is an integral part of validity 
in that a measure’s reliability should be consistent 
with the description of the construct. Second, the 
items on a test should correlate with each other. 
In the context of mental disorders, different items, 
which represent different symptoms, should co- 
occur (i.e., the construct is a syndrome). The degree 
to which the items correlate should be consistent 
with the supposed homogeneity or heterogeneity of 
the construct. Third, the test score should be related 
to measures of other constructs in an expected pat-
tern. For example, a test of depression should be 
negatively correlated with a measure of positive 
affect. Furthermore, test scores should be related to 
other measures of the same construct using differ-
ent measurement methods. This approach is usually 
evaluated using the classic multitrait- multimethod 
procedure described by Campbell and Fiske (1959).

A fourth concept of validity— structural 
validity— defines how closely a set of symptoms 
defined by the literature match how a disorder actu-
ally presents in reality (Jacobs & Krueger, 2015). 
A statistical procedure termed structural equa-
tion modeling (SEM) allows researchers to evalu-
ate structural validity. SEM is a correlational and 
regressional technique that models complex inter-
relationships in a multivariate format and allows 
one to test a variety of hypotheses regarding a con-
struct (Campbell- Sills & Brown, 2006; Bentler & 
Savalei, 2010). It involves testing reliability and 
factor structures of measures as well as the relation-
ships between measures. For example, Neumann, 
Johansson and Hare (2013) examined the interre-
lationships between clinical anxiety/ fearless ratings 
(LAF) and the factor structure of the Psychopathy 
Checklist Revised (PCL- R) in a sample of prisoners. 
Using SEM, Neumann, Johansson and Hare sought 
to determine to what degree the PCL- R accounted 
for LAF factors, which may be part of the psychopa-
thy construct and unaccounted for in the PCL- R 
model. Consistent with previous research, SEM 
analysis indicated that the PCL- R superordinate 
factor set was able to account for all LAF factors 
without changes to the PCL- R model. Put another 
way, if LAF factors are a part of the psychopathy 
construct, they are already accounted for by the 
PCL- R (Neumann et al., 2013).

Despite developments in psychological testing, 
substantial theoretical limitations to the psychologi-
cal test approach to validation exist in the context of 
mental disorders. The construct validation approach 
used in psychology assumes that the construct is 
already well- defined. If the concept of a construct 
changes, as is inherent in any empirical science, any 
test purporting to measure that construct must be 
revalidated. In a strange way, the psychological test 
approach puts the cart before the horse as the struc-
ture of the diagnostic construct must be assumed 
before it can be investigated.

Diagnostic Overlap
Another major problem with DSM is the degree 

of diagnostic overlap that occurs throughout the 
classification. For example, of those in the general 
population who meet criteria for a disorder, half 
meet criteria for two or more other mental disor-
ders (Kessler et al., 2005), a phenomenon termed 
comorbidity.

History
In 1984, Boyd and associates published a land-

mark empirical study that documented a surpris-
ingly high degree of overlap among mental disorders. 
The sample was taken from a large (nearly 12,000 
participants) multisite epidemiological study per-
formed after the publication of DSM- III. DSM- III 
included specific exclusionary criteria to prevent the 
overlap of certain diagnoses. However, Boyd et al. 
found that if the exclusionary criteria were ignored, 
instances in which an individual received more than 
one diagnosis were quite common. For instance, 
the diagnostic overlap between major depressive 
disorder and agoraphobia was 15 times what might 
be expected by chance. Boyd et al. also found that 
the diagnostic overlap among mental disorders for 
which no exclusionary criteria were given in DSM- 
III was also quite high (e.g., the co- occurrence of 
schizophrenia and alcohol abuse/ dependence was 
10 times greater than expected by chance).

Stimulated by the Boyd et al. (1984) finding, 
the NIMH sponsored a conference of prominent 
psychiatrists and psychologists, in the late 1980s, to 
discuss the implications of this finding, the results 
of which were later published (Maser & Cloninger, 
1990). Later, the NIMH funded a large- scale epi-
demiological analysis of the occurrence of mental 
disorders in the United States in two research stud-
ies known as the National Comorbidity Survey 
(Kessler et al., 1994) and the National Comorbidity 
Survey Replication (Kessler et al., 2005). The results 
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showed that virtually all mental disorders showed a 
high rate of diagnostic overlap with almost all other 
mental disorders.

Krueger and Markon (2006) have reviewed the 
resulting literature on the comorbidity of mental 
disorders. They noted that this term was rarely used 
before the mid- 1980s when the Boyd et al. study 
was published, but that, in the next two decades, 
approximately 8,500 journal articles appeared of 
relevance to the concept of comorbidity.

tHe MeAning of CoMorbidity
The issue of diagnostic overlap has been termed 

“comorbidity,” although there are those who con-
tend the term is a misnomer (Lilienfeld et al., 1994). 
Feinstein (1970) introduced the term “comorbid-
ity” in the context of medical epidemiology. Later, 
Lilienfeld (2003) reported that Feinstein had never 
intended for the term to refer to all cases of diag-
nostic overlap, as seems to be its current usage in 
the literature. In general, one would expect a certain 
degree of overlap simply by chance. However, when 
disorders co- occur at greater than chance levels, the 
overlap begins to have implications for the classifi-
cation system.

For example, a patient may present with a case of 
panic disorder and be concurrently depressed. On 
the other hand, a patient presenting with panic may 
have a comorbid diagnosis of ADHD. In these cases, 
it could be that depression and panic are meaning-
fully correlated; that is, the depression may cause 
the panic or vice versa, a third variable could cause 
both, or some alternative complex causal model 
could account for the relationship. However, when 
two co- occurring conditions are not meaningfully 
related but simply overlap by chance, as could be the 
case with panic and ADHD, that sort of comorbid-
ity is of decidedly less theoretical interest. Given the 
base rates of disorders in the population, one would 
expect a certain number of cases to present with 
overlap just by chance. Hypothetically, if there were 
a 10% chance of having panic disorder and a 15% 
chance of having ADHD, one would expect a 1.5% 
(10% × 15%) chance of having both conditions in 
the general population. However, epidemiological 
work on psychiatric disorders has shown that vari-
ous mental disorders co- occur at a rate in the popu-
lation much greater than that expected by chance 
(Boyd et al., 1984; Kessler et al., 1994, 2005).

When disorders co- occur at greater than chance 
levels, comorbidity begins to have implications 
for the classification system. As stated before, the 
authors of DSM- III and beyond have assumed that 

the categories in the classification are relatively dis-
crete. However, if there is significant covariance 
between these conditions, that assumption of dis-
creteness is untenable. For example, unipolar affec-
tive disorders and anxiety disorders co- occur at a 
very high rate. This finding has led some authors 
to contend that these disorders are not discrete con-
ditions but varied expressions of a single disorder 
(Wilamowska et al., 2010). If that is the case, the 
current diagnostic system is not accurately “carving 
nature at the joints.”

However, there are also artifactual reasons why 
disorders could co- occur at greater than chance lev-
els. For instance, Berksonian bias (Berkson, 1946) 
states that a person with comorbid disorders has 
twice the chance of seeking treatment as does a per-
son with a single disorder and so has a greater chance 
of being included in studies. Similarly, comorbid-
ity rates may be overestimated because of clinical 
selection bias or because individuals with multiple 
disorders may be more impaired and thus overrep-
resented in treatment studies. However, significant 
rates of comorbidity occur even in community- 
based samples (e.g., Kessler et al., 2005). Finally, it 
has been demonstrated that structured interviews 
generate much higher rates of diagnosis overall, 
and higher rates of comorbidity specifically, than 
do unstructured interviews (Verheul & Widiger, 
2004; Zimmerman et al., 2005). However, such 
differences in diagnostic method may not be arti-
factual because structured interviews ensure that 
the breadth of psychopathology is assessed, whereas 
unstructured interviews address only salient points, 
and legitimate disorders may be overlooked.

Recently, increased attention has been paid to 
developing statistical models of comorbidity (e.g., 
Borsboom et al., 2011; Kotov et al., 2017; Krueger 
& Markon, 2006). Using sophisticated multivari-
ate statistical methods, it is possible to test potential 
causal models of comorbidity, thereby elucidating 
the structure of the classification of mental disor-
ders and suggesting changes to the arrangement of 
the DSM. For example, there is increasing support 
for organizing both childhood and adult disorders 
along internalizing and externalizing spectra (Kotov 
et al., 2017; Krueger et al., 2005). Indeed, this 
approach led the creators of DSM- 5 and ICD- 11 to 
place internalizing groups of disorders (e.g., anxiety, 
depressive, and somatic disorders) and externalizing 
disorders (e.g., impulsive, disruptive conduct, and 
substance use disorders) sequentially next to each 
other in the organization of the manual (Krueger 
et al., 2011; Roberts et al., 2012).
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A similar approach has argued that all mental 
health disorders share a common liability. A com-
mon finding in the history of psychopathological 
research is that a factor analysis of symptoms, dis-
orders, or measurement scales will often result in 
a single factor— sometimes termed a “p- factor”— 
that seems to account for a substantial amount of 
the overlap in people’s presentations (Caspi et al., 
2014). There are multiple possible interpretations 
of this general factor, including but not limited to 
the distress felt by people with a mental disorder, a 
common genetic liability, and common social fac-
tors like stigma.

One approach to understanding comorbidity is 
that groups of disorders, diagnostic spectra, are more 
accurately classified together than as discrete disor-
ders. Criticisms of the structure and organization 
of previous versions led DSM- 5 and ICD- 11 work 
groups to reconceptualize many sections of the 
manual. One area of controversy in the literature 
regards the distinctions among pervasive develop-
mental disorders (i.e., Kamp- Becker et al., 2010; 
Klin & Volkmar, 2003). Pervasive developmental 
disorders have included diagnoses such as autistic 
disorder (AD), Asperger’s disorder (AS), childhood 
disintegrative disorder (CDD), Rhett’s syndrome, 
and miscellaneous categories. Since AD was first 
included in DSM- III- R (APA, 1987) and AS was 
first included in DSM- IV (APA, 1994), research-
ers have questioned the uniqueness of these diag-
noses. The distinction between AD and AS was 
popularized by Wing (1981) when she coined the 
phrase “Asperger’s disorder” to discuss symptoms 
first described by Hans Asperger (1944). Ironically, 
Wing (2000) later wrote that she did not intend 
to imply that AS and AD were distinct disorders. 
Regardless, varying conceptualizations of these 
diagnoses have been present since Asperger’s 1944 
description of what is now called Asperger’s disorder 
and Kanner’s 1943 description of autism.

Many researchers have since examined AS and 
AD to garner additional understanding of the eti-
ology, symptoms, and potential differences in pre-
sentation between these diagnoses. Although some 
studies have proclaimed differences between AD 
and AS (i.e., Ghaziuddan & Gerstein, 1996; Paul 
et al., 2009; Szatmari et al., 2009), many research-
ers have concluded that there are no distinguishable 
or useful differences beyond variations in sever-
ity (i.e., Ozonoff et al., 2000; Rogers & Ozonoff, 
2005; Szatmari et al., 1989). Subsequently, argu-
ments for the combination of AD and AS into 
one spectrum diagnosis are prevalent (i.e., Miller 

& Ozonoff, 2000; Via et al., 2011). The DSM- 5 
neurodevelopmental disorders work group created a 
new autism spectrum disorder (ASD) diagnosis that 
incorporates all individuals who previously held a 
pervasive developmental disorder diagnosis. Under 
this “umbrella” there will be a great deal of individu-
alization in symptom presentation and functioning 
level. The DSM- 5 work group anticipated these 
variations and stated that individuals who meet 
criteria for ASD should additionally be described 
based on intellectual level and language ability.

The variation present in this example reflects 
many areas of psychopathological classification. 
When differences between two disorders are dif-
ficult to identify, it is possible that the disor-
ders may actually be variable presentations of the 
same, broader diagnosis. Other spectra included in 
DSM- 5 and ICD- 11 include a disruptive behavior 
spectrum of impulse control disorders, conduct dis-
order, and oppositional defiant disorder; a spectrum 
of obsessive- compulsive disorders including things 
like body dysmorphic disorder and trichotilloma-
nia; and a psychotic spectrum including schizophre-
nia, schizoaffective disorder, delusional disorder, 
and schizotypal personality disorder. When the 
meta- structure of these disorders has been exam-
ined, externalizing and psychotic dimensions seem 
to emerge, supporting the notion of grouping these 
disorders (Wright et al., 2013). The relatedness 
within each of these potential spectra also repre-
sents the dimensionality of mental health disorders 
in general. Ultimately, the criteria for a clinical diag-
nosis are met at a cutoff that splits the dimension 
between normal functioning and each of the graded 
severities of the respective disorders (Bernstein et al., 
2010). The next chapter, on diagnostic alternatives, 
will go into greater detail about the background, 
rationale, and research support for large- scale mod-
els that attempt to represent this overlap.

Conclusion
This chapter starts with the sentence “Diagnosis 

is simple.” Approximately 17,000 words and 190 
references later, diagnosis does not seem so simple. 
This chapter has focused on a taxonomic view of 
modern psychiatric classification. The organization 
of this chapter, just by itself, was a complex act of 
classification into topics, history, discussion of con-
troversies, terminology, and reviews of the writings 
of others. We could have used quite different orga-
nizational principles to structure our chapter. For 
instance, we could have written the chapter with a 
chronological structure moving from one ICD and 
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DSM edition to another. We could have organized 
the chapter by professions— what psychiatrists have 
written about classification, what psychologists 
have said, what philosophers have written, etc. We 
could have focused on the prominent individuals in 
the classification literature: Kraepelin, Menninger, 
Spitzer, Zubin, Lorr, Frances, Robins, etc. We could 
have emphasized diagnostic concepts that have been 
controversial and why: dementia praecox, neurosis, 
homosexuality, premenstrual syndrome, narcissistic 
personality disorder, masochistic personality disor-
der, online gaming addiction, etc.

Like most “simple” topics, when thought 
about carefully, diagnosis becomes complex. Our 
organization of this chapter represented our view 
of a controversial but important area of concern 
regarding how knowledge about psychopathology 
is organized. It is important for the reader of this 
chapter to note that the problems and dilemmas 
enumerated here have no easy resolution, if a reso-
lution is even possible. No “perfect” approach to 
classification exists. Each attempt has its own flaws 
and limitations. The task of the mental health field 
is to determine which classificatory scheme best 
matches the values and goals of the discipline and 
would be the most useful for their purpose. But 
perhaps it is even more important to recognize the 
limitations of the system because it is all too easy to 
accept a classification system as “given.” We hope 
this chapter will not only inspire a healthy skepti-
cism regarding the traditional nosological systems 
but also help the reader to appreciate the necessity 
and importance of classification within the mental 
health field.
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Considerations in Studying 
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Introduction
In this chapter, our account of historical and 

philosophical considerations in studying psychopa-
thology emphasizes how, across the ages, psychopa-
thologists have grappled with whether a descriptive 
or hypothetical- conjectural approach best promotes 
the advancement of knowledge. To explain what we 
mean by this, let us explore a related but distinct 
contrast— that between syndromic versus causal/ 
etiological approaches.

The syndromic approach has typically relied on 
descriptions of surface- level phenomena (i.e., signs 
and symptoms) and is referred to as “descriptive” for 
that reason. Because the causes of psychiatric disor-
ders have been poorly understood (and continue to 
remain so due to the complex nature of these condi-
tions), the causal approach has been dominated by 
conjectural hypotheses for the most part. The con-
trast between syndromic and etiological approaches 
has therefore played out as a contrast between 
descriptive and conjectural approaches, but this is 
not always the case. Syndromic approaches can be 
conjectural (e.g., the syndromic entity of “hysteria” 
is widely contested), and etiological approaches can 
be descriptive (e.g., reporting that syphilis is the 
cause of general paresis).

In fact, whether we consider something a 
description or a conjecture is a theoretical issue 
that depends on background assumptions. 
Consider Galileo Galilei’s (1564– 1642) descrip-
tion of the four moons of Jupiter. What Galileo 
saw through his telescope were points of light near 
the planet Jupiter, which he initially considered to 
be distant stars. He soon realized, however, that 
the movements of these points of light did not 
match the movements of the stars. In his model of 

the galaxy, the stars do not move relative to each 
other because they are all very far away. Jupiter 
does move relative to the stars because it is a planet 
within our solar system and relatively close to us. 
These four points of light were also moving rela-
tive to the stars and remaining within proximity 
of Jupiter. In Galileo’s model of the solar system, 
as one planet orbiting the Sun— the Earth— has 
a moon, other planets could have moons as well. 
Galileo concluded that the four points of light are 
moons of Jupiter.

Some of Galileo’s contemporaries were not 
persuaded that these points of light could be 
described as moons— in part because they had 
doubts about using telescopes to view far dis-
tant events. Whether claims about the moons of 
Jupiter are considered more descriptive or more 
conjectural depend on various background theo-
ries about optics and the organization of the solar 
system and the galaxy. If you accept these theories, 
reports of moons orbiting Jupiter will be consid-
ered descriptions. The more agreement there is 
on the background theoretical assumptions, the 
less disagreement there is on “what” is being 
described. This suggests that what are considered 
“descriptive” approaches to psychopathology are 
approaches where there has been comparative 
agreement among multiple parties regarding the 
background assumptions.

One can also look to history to see how the lines 
have shifted. In the 1950s, the Freudian theory 
of the Oedipus complex was widely accepted and 
reporting that a patient has Oedipal conflicts would 
have been treated as a description. In one version 
of the Oedipal situation, a young boy has a strong 
attachment to his mother and may see his father as 
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a rival. According to the Oedipus complex theory, 
this tension is resolved if the boy forgoes a special 
relationship with his mother as something unob-
tainable and identifies with his father. Today, there 
are still men who desire a seemingly unobtainable 
relationship and lose interest in it if they ever do 
obtain it in favor of a new hard- to- obtain relation-
ship, but this is rarely described as an unresolved 
Oedipal conflict. The Freudian theoretical frame-
work is no longer a taken- for- granted background.

New descriptions can also make previously 
unnoticed things apparent if their background 
assumptions are also accepted. For example, in the 
late 1970s, the conditions of being a Holocaust 
survivor who isolates himself from interpersonal 
attachments, a rape victim having flashbacks, and a 
combat veteran who has panic attacks when exposed 
to sudden loud sounds were all classified as posttrau-
matic stress disorder (PTSD) (Scott, 1990; Zachar 
& McNally, 2017). Once a conjecture that there are 
chronic, trauma- produced disorders became a back-
ground assumption, it became apparent that these 
different conditions were all variations of the same 
phenomenon.

Others, however, believe that describing trauma 
as the cause of “PTSD” symptoms is an implausible 
conjecture. Instead, they argue that temperaments, 
personality traits, family history, and previous expe-
riences with psychiatric distress can produce a range 
of disorders such as depression, addiction, and 
personality disorders. In their view, these disorders 
can all be associated with nonspecific symptoms 
such as feeling estranged from others, diminished 
interest in pleasure, and sleep problems, which 
in many cases are incorrectly being described as 
PTSD and “explained” by a faddish assumption 
of how the mind deals with trauma (McHugh & 
Treisman, 2007).

Conjecture, importantly, can take us beyond 
what is readily apparent— with the goal being that 
the conjectures of today articulate the descriptions 
of tomorrow. Throughout the history of psycho-
pathology, however, when conjecture was seen as 
taking us too far beyond anything apparent in an 
agreed upon sense, there were calls to limit claims to 
what are more readily considered to be descriptions. 
When someone believes a conjecture is too tenuous, 
they may say “don’t speculate, just describe.”

In this chapter we will follow a tug of war 
between description and conjecture from the sev-
enteenth to the early twenty- first century. More 
recently, some opposition has arisen to the descrip-
tive psychopathology model of the DSM- III and its 

successors— with a renewed focus on discovering 
the hidden causes of disorders. This raises ques-
tions about the nature of causality and the relation-
ship between mind and body, which we will briefly 
explore. We conclude the chapter by looking at how 
more descriptive versus more conjectural commit-
ments continue to assert themselves in the study of 
psychopathology in the contrast between scientific 
realism and scientific anti- realism.

A Tug of War Between Description  
and Conjecture

Our account begins with what historians such 
as Porter (1987) call the “long eighteenth century,” 
which encompasses developments in the seven-
teenth century associated with the beginning of 
modern philosophy and the culmination of the 
Scientific Revolution. In England, the Scientific 
Revolution’s center of gravity was the Royal Society 
of London.

Medical knowledge was an important focus of 
the Royal Society (Porter, 1989). One of the most 
revered physicians of the day, Thomas Sydenham 
(1624– 1689), was never invited to join the Royal 
Society due to his cantankerous personality. He was, 
however, close to two Royal Society luminaries, the 
chemist Robert Boyle (1627– 1691) and the philos-
opher John Locke (1632– 1704). Locke was also a 
physician, and both he and Boyle joined Sydenham 
at the bedside of Sydenham’s patients (Anstey, 2011; 
Cunningham, 1989). These three thinkers mutually 
influenced each other and, as conveyed through the 
writings of Locke, introduced the philosophy of 
empiricism.

Empiricism is often defined as the view that all 
knowledge begins with experience and therefore 
there are no innate ideas, but this definition does 
not fully capture empiricism in the philosopher’s 
sense. Prior to making claims about the role of 
experience and observation, the empiricists were 
skeptical about hypothetical notions such as the 
Divine Right of Kings and Papal Infallibility. In 
the seventeenth century, people were killing each 
other over such notions. By emphasizing the impor-
tance of being verified in experience, the empiricists 
could relegate these conjectures to the domain of an 
unverifiable “metaphysics.”

Empiricism as a philosophy has evolved over the 
centuries (Quine, 1951; Sellars, 1956; van Fraassen, 
2002). This includes abandoning the view that our 
knowledge of the world is grounded in observa-
tion alone. Contemporary empiricism acknowl-
edges that observation occurs in cooperation with 
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background assumptions. Two features, however, 
are shared by empiricists across the ages, and these 
features should be kept in mind when we refer to 
empiricism throughout the rest of the chapter. 
These are:

 a. Experience is partial, so our knowledge about 
the world is provisional and potentially revisable.

 b. Our proclivity for making conjectures can result 
in the adoption of strong commitments to 
abstract concepts, such as immortal souls, spe-
cial life forces, and Oedipal conflicts, that are 
remote from any consideration of fact.

From Speculative to Descriptive Medicine 
(Seventeenth Century)

The Scientific Revolution dismantled the domi-
nance of Aristotelian philosophy in the scholarly 
community. Its target was not only Aristotle’s (384– 
322 bce) theories of motion used in astronomy and 
elsewhere but the speculative Aristotelian essential-
ism. For Aristotle, the essence (or nature) of a thing 
is what makes something be what it is. Aristotelians 
believed that human beings possess a specific intel-
lectual faculty for knowing essences.

In seventeenth- century medicine, the dominant 
perspective was called the Galenist tradition. The 
Galenists explained health and disease with respect 
to the theory of the four humors, specifically blood, 
phlegm, yellow bile, and black bile. According to 
this theory, having the right balance of humors was 
the essence of health, imbalance the essence of dis-
ease. For instance, excessive black bile was associ-
ated with melancholia, excessive blood and yellow 
bile with mania. Treatments such as bloodletting, 
purgatives, and emetics aimed at restoring balance.

The theory that diseases are due to humoral 
imbalances has been rejected by medical science. 
Furthermore, nothing in modern physiology cor-
responds to black bile. The notion that these con-
jectures about the essences of disease were mistaken 
and therefore not about anything real raises the 
question about the relation between scientific con-
jectures and reality in general. We return to this 
issue in the final section of the chapter.

In contrast to the conjectural approach of the 
Galenists, Sydenham favored using trial and error 
to discover which treatments work (Bynum, 1993; 

Cunningham, 1989). Much of Sydenham’s practice 
involved working with epidemics, such as smallpox. 
This gave him an opportunity to see large numbers 
of cases during outbreaks and describe what is called 
the natural history of diseases.1 In addition to symp-
tom presentation, these natural history descriptions 
included identifying precipitants and time courses. 
They also included noting the effects of interven-
tions and experiments.

The Galenist physicians of the day criticized 
Sydenham for adopting this nontheoretical, practi-
cal approach, accusing him of being aligned with 
the quack doctors who relied on their own experi-
ence to treat symptoms rather selecting treatments 
to counteract theoretically inferred humoral imbal-
ances (Wear, 1989). A common pejorative for these 
quack doctors was “empirics.”

Working closely with Sydenham, Locke (1689/ 
1997) famously introduced a distinction between 
real essences (hidden natures) and nominal essences 
(observable features we use to identify kinds) and 
argued that, for things like diseases, we do not know 
real essences, only nominal essences. For Locke, 
natural history descriptions did not eschew causes, 
only conjectures about ultimate causes and essences. 
Sydenham, for example, emphasized less speculative 
proximate causes. This is illustrated in Sydenham’s 
(1682) essay on hysteria, which he believed to be a 
family of different symptom presentations shared by 
women and men.

It would take up too much time to enumerate all the 
symptoms belonging to hysteric diseases; so much 
do they vary, and differ from each other. . . . Nor 
do they only differ so greatly, but are so irregular 
likewise, that they cannot be comprehended under 
any uniform appearance, as is usual in other diseases; 
but are a kind of disorderly train of symptoms, so 
that ‘tis a difficult task to write the history of this 
disease. The Procatarctic [i.e., predisposing], or 
external causes thereof are either violent motions of 
the body, or, more frequently some great commotion 
of mind . . . either of anger, grief, terror, or the like 
passions. (p. 223)

In addition to describing the relevant proximate 
causes of hysteria, this quote from Sydenham illus-
trates another important feature of seventeenth- 
century medicine: its awareness of what Porter 
(1987) called the protean nature of psychiatric 

1 As with most thinkers in this period, innovations were gradual and Sydenham held a mix of older and new ideas, including 
humoral notions.
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problems. By “protean” Porter meant that, for any 
one person, what symptoms he or she experiences 
can be continually changing and fluid. Melancholia, 
mania, hysteria, and hypochondriasis could merge 
into each other as the symptom picture shifted. 
Complicating the job of the historian, the con-
cepts of the seventeenth century had only passing 
resemblances to our current concepts. For example, 
hypochondriasis was the male version of hysteria. 
Jointly, hysteria and hypochondriasis encompassed 
many internalizing symptoms: depressions, anxiet-
ies, phobias, traumas, and somatic concerns.

From Immortal Souls and Disturbed Bodies to 
Disturbed Minds (Eighteenth Century)

The first half of the eighteenth century was not 
much different than the last half of the seventeenth. 
In these years, many new descriptions of diseases 
were articulated, but reliance on conjecture con-
tinued unabated in medicine (Ackerknecht, 1982). 
During this time period there were genuine advances 
in the natural sciences, but attempts to apply them 
to medicine, called iatro- physics and iatro- chemistry, 
consisted in conjectures about nerve vibrations and 
intestinal fermentations— shifting from humors to 
anatomy, but still mostly conjectural.

The eighteenth century also saw the rise of 
fashionable nervous diseases in works like George 
Cheyne’s (1672– 1743) monograph of 1733, The 
English Malady, the focus of which was hysteria, 
hypochondriasis, and melancholia. Cheyne did not 
work in a mental asylum; rather, he was a society 
physician or “spa doctor,” tending to the affluent 
(Shorter, 1997). These difficulties became fashion-
able in part because they were more likely to mani-
fest in those who were prosperous.

We cannot assume that the people living in past 
centuries shared the same background assumptions 
about the mind and its disorders that we do. Suzuki 
(1995) argued that the concept of mind that was 
dominant during the seventeenth and early eigh-
teenth century was intimately associated with the 
soul, which was considered to be immortal and 
therefore not subject to decay and disease. The body, 
however, as a window to the soul, was not immortal 
and could become diseased. This meant that mental 
faculties considered essential to human nature, such 
as reason and judgment, remained intact but could 
be indirectly affected by illusory sensory images 
produced by lower faculties such as imagination and 
memory which were directly affected by alterations 
in the body.

For hysterical complaints in women, one pop-
ular conjecture was that the womb gave off toxic 
vapors— indeed suffering from “the vapors” became 
a common diagnosis. Likewise, melancholic and 
hypochondriacal men were said to be suffering 
from “the spleen.” Various notions about the gas-
trointestinal nature of hysteria and hypochondria-
sis persisted even into the next century. In Charles 
Dicken’s (1812– 1870) novella A Christmas Carol, 
published in 1843, when Marley’s ghost asked 
Scrooge why he doubted his sense experience, 
which clearly indicated that Marely was sitting there 
before him, Scrooge replied,

Because . . . a little thing affects them. A slight 
disorder of the stomach makes them cheats. You may 
be an undigested bit of beef, a blot of mustard, a 
crumb of cheese, a fragment of an underdone potato. 
There’s more of gravy than of grave about you, 
whatever you are! (pp. 20– 21)

And later, Scrooge says,

You see this toothpick?” . . . I have but to swallow 
this, and be for the rest of my days persecuted by a 
legion of goblins, all of my own creation. Humbug, I 
tell you! Humbug! (p. 21)

The Enlightenment movement in the eighteenth 
century was a cultural phenomenon too diverse 
to be adequately described here. Besides spawn-
ing both the American and French Revolutions, 
the Enlightenment advocated for a thoroughgoing 
naturalism. By naturalism, we mean Enlightenment 
thinkers began banishing theological and super-
natural assumptions from science in a way that 
would have been shocking to seventeenth- century 
Christian thinkers such as Boyle and Locke.

During the Enlightenment, references to the 
soul became optional, even questionable, and an 
important change occurred in which the mind was 
no longer co- extensive with an incorruptible soul. 
The mind became naturalized. After this separa-
tion, it became theoretically possible for the mind 
itself to be directly diseased (i.e., a concept of actual 
psychopathology was introduced). Suzuki (1995) has 
suggested that in this new psychological model, 
rather than illusory sensory images being presented 
to an intact faculty of reason, a directly disturbed 
faculty of reason actively misperceived intact sen-
sory images.

With this new concept of mental disorder came 
the potential for specialization. As Porter (1987) 
argued, throughout eighteenth century, private asy-
lums were established with care varying from poor 
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to quite good and humane. Many physicians used 
their own homes to supplement their incomes and, 
over time, came to think of managing mental dis-
order as their area of expertise. As early as 1758, 
William Battie’s (1703– 1776) Treatise on Madness 
argued that hospitals for the insane should be asy-
lums that promote recovery, not warehouses where 
patients are locked away and chained up. This 
approach came to be known as “moral treatment,” 
where moral treatment primarily in this context 
meant humane and psychological.

Histories of psychopathology usually describe 
moral treatment as a revolutionary development 
introduced in the 1790s at the York Retreat in 
England and by Phillipe Pinel (1745– 1826) in 
Paris. Porter (1987), however, claimed that the 
York Retreat and Pinel’s reforms are better seen as 
banging the drum about an important change in 
outlook that had already been occurring for some 
time. Within the medical profession, this change 
was likely irreversible when, in 1788, the physi-
cians of King George III of England (1738– 1820) 
admitted that they had failed to cure his debilitating 
mental problems and turned his treatment over to 
private asylum physicians who specialized in mental 
disorder.

The Development of a Descriptive Clinical Science 
(Nineteenth Century)

In the first part of the nineteenth century, opti-
mism about the therapeutic value of the asylum 
resulted in new institutions being founded through-
out Europe. With the opportunity to observe large 
numbers of cases, many new descriptions of disor-
ders were articulated. These included descriptions 
of “partial insanity” conditions such as paranoia and 
obsessiveness that were not as severe as the cases of 
mania and dementia treated by the asylum doctors 
but were more serious than the hysteria and hypo-
chondriasis treated by the spa doctors. By mid- 
century, the asylums were asked to accommodate 
more patients than they could handle— especially 
patients with severe problems. As chronic cases 
increased, the asylums ceased to be therapeutic 
environments, and became warehouses.

The growth of asylums occurred at the same time 
that German and Austrian countries invented what 
we would recognize as the modern research univer-
sity. By modern research university we mean one that 
trains graduate students and postdoctoral students 
to be producers of knowledge. Prior to the Franco- 
Prussian war which resulted in the unification of 
Germany in 1871, the German Confederation 

was made up of more than 40 independent states, 
many of them with their own flagship university. 
Professorships were prestigious appointments, and 
the competition for them was stiff. To even teach as 
an adjunct (or privatdocent), one had to complete 
a habilitation thesis (i.e., sustained postdoctoral 
scholarship demonstrating one’s ability to make an 
independent contribution to the knowledge base). 
Due to this institutional structure, the German 
research universities became hotbeds of scholarly 
activity.

Several new departments of psychiatry were 
created at this time and, after mid- century, began 
establishing their own clinics— a trend initiated in 
1865 by the Berlin psychiatrist Wilhelm Griesinger 
(1817– 1868). After the unification of Germany, the 
leading research psychiatrist of his day was Theodor 
Meynert (1833– 1892) at the University of Vienna 
(and one of Sigmund Freud’s most admired men-
tors). University psychiatrists such as Meynert 
viewed asylum patients as incurable and had no 
interest in clinical practice or promulgating psy-
chological descriptions (Shorter, 1997). They were 
academics searching for the anatomical causes of 
diseases. As Meynert wrote,

The study of human anatomy in its current form has 
passed from a solely descriptive science to something 
higher, to a form of knowledge that attempts to 
explain. (quoted in Shorter, 1997, p. 77)

Asylum doctors opined that the researchers were 
interested in brain tissues, not people. The academ-
ics, an elite group, disparaged the scientific/ medical 
qualifications of the asylum doctors and saw them as 
standing in the way of progress (Harrington, 2019).

Meynert and his students’ search for the patho-
logical anatomy of mental disorders did not succeed. 
Thus, beginning in 1896, Emile Kraepelin (1856– 
1926) reemphasized natural history descriptions in 
contrast with what he considered the conjectural 
brain mythology of the Meynert school. Kraepelin 
studied with Wilhelm Wundt (1832– 1920), who 
is widely considered the founder of scientific psy-
chology (Engstrom & Kendler, 2015). The reason 
most of the credit for founding the discipline of 
psychology is attributed to Wundt is that he started 
a journal, founded a lab to train doctoral stu-
dents, and wrote textbooks. Kraepelin argued that 
Wundt’s new experimental psychology was natural 
science. Psychiatry, Kraepelin believed, was a clini-
cal science— a science of psychopathology. It should 
draw on the biological sciences but its descriptions 
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should also be consistent with the new science of 
psychology.

As noted above, during these years, hysteria 
and hypochondriasis referred to broad collections 
of depressions, fears, somatic concerns, emotional 
lability, and so on. In the asylum setting, the cat-
egory of mania, encompassing delusions, agita-
tions, paranoia, obsessions, and impulsivity, was 
also broader than it is today. In the 1860s, the pri-
vate asylum doctor Karl Kahlbaum (1828– 1899) 
claimed that these broad categories were merely 
symptom clusters— transient combinations of 
symptoms that are nonspecific and cut across dif-
ferent diseases (Kendler & Engstrom, 2017). The 
goal of psychiatrists, argued Kahlbaum, should 
be to delineate the natural disease forms in which 
symptoms manifest.

In this notion of natural disease forms we see 
conjecture, but conjecture that is grounded in a 
clinical description, specifically the description of 
general paresis of the insane. General paresis was the 
most prevalent mental disorder in late nineteenth- 
century asylums. Its symptoms included personal-
ity changes, mood disturbances, and delusions. 
Ninety- one years before general paresis was con-
firmed to be the result of untreated syphilis, it was 
demarcated as a distinct disease entity using natural 
history descriptions alone. Epilepsy, tuberculosis, 
and smallpox were also demarcated by natural his-
tory descriptions, not conjectures about causes.

Unlike other university psychiatrists, Kraepelin 
was not hostile to the asylum doctors, and his 
career- spanning goal was to describe natural disease 
entities (Heckers & Kendler, 2020). He also argued 
that symptoms are nonspecific but can be grouped 
with respect to shared course, treatment, and out-
come. This natural history approach resulted in 
the famous Kraepelinian dichotomy of dementia 
praecox (i.e., schizophrenia) featuring a deteriorat-
ing course, and manic depressive illness featuring a 
recurrent course (Kraepelin, 1907).

In Kraepelin’s view, natural disease entities 
continually manifest heterogeneity and lack of 
specificity at the symptom level, in part due to the 
randomizing influence of individuals’ reactions to 
distress (i.e., personality) (Hoff, 2003). To accu-
rately identify the disease entities, Kraepelin pro-
posed that clinical description needs to converge 
with etiology (e.g., head injury or extreme stress) 
and an underlying pathology (e.g., degenerating 
nerve cells).

Bentall (2003) called this Kraepelin’s “big idea.” 
Kraepelin believed that an accurate descriptive 

classification would lead the way to etiology and 
pathology, and vice versa. Each is like one part of 
the Rosetta Stone, upon which the very same mes-
sage was written in three different but still mutually 
translatable languages.

The Unity of Science Project and the 
Methodenstreit

Kraepelin’s notion of a convergence between 
description, etiology, and pathogenesis expresses 
another development in nineteenth- century phi-
losophy, called the unity of science project. The unity 
of science project is typically traced back to the 
Positivist movement as elaborated by its founder 
August Comte (1798– 1857) in the mid- nineteenth 
century (Comte, 1856; Kolakowski, 1969).

Comte proposed a hierarchy of scientific disci-
plines, ordered by decreasing generality and increas-
ing complexity. He began with mathematics at the 
base of the hierarchy, which deals with quantities 
only and is thus the most general and least com-
plex of the sciences. Second are disciplines focused 
on the inorganic world, such as astronomy, physics, 
and chemistry. Next are all the sciences investigat-
ing the living domain, such as biology and ecology. 
Finally, Comte placed sociology at the top of the 
hierarchy. Neither psychology nor psychopathol-
ogy was included in Comte’s list. We can speculate 
that both would have a foot in biology but, from 
this grounding, also have a hand raising up to grasp 
sociology.

Kolakowski (1969) called attention to the his-
torical dimension of Comte’s hierarchy in which it 
takes longer for more complex sciences to reach a 
mature, or “positive” stage of development, espe-
cially since they must depend on results achieved by 
their simpler predecessors. From this perspective, to 
describe psychiatry, psychology, or psychopathology 
as immature sciences implies that their subject mat-
ter is more complex than the subject matter of more 
mature sciences.

At roughly the same time that Comte developed 
his positive philosophy, John Stuart Mill (1806– 
1873) published A System of Logic (Mill, 1843/ 
2015). Firmly rooted in the tradition of British 
empiricism, Mill claimed that any genuinely scien-
tific claim must be based on the content provided 
by observation, which is extended by the method 
of induction. With induction, observations of par-
ticular events form the basis for inferring general 
maxims and laws. For instance, one can observe 
that a copper penny conducts electricity, that a cop-
per coil conducts electricity, and that a copper wire 
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conducts electricity and infer the law- like statement 
that all copper conducts electricity. Mill considered 
induction to be a universal method common to all 
genuine sciences.

According to Mill, the “moral sciences” could 
also become genuine inductive sciences even though 
what kinds of laws might explain such complex 
domains remained hidden. Similar to how moral 
treatment in the late eighteenth century meant 
“psychological” treatment, for Mill moral sciences 
meant “sciences of the mind.”

The European Methodenstreit
As noted above, one of the contributions of the 

Enlightenment was deemphasizing the importance 
of an incorruptible soul, thus making the notion of 
a diseased mind potentially less controversial. This, 
however, was not a sudden transition. Particularly 
in Germanic countries, in the early part of the nine-
teenth century the importance of soul, spirit, and a 
special life force persisted. In part, this persistence of 
the spirit was defended by a romanticist movement 
that resisted the notion of an all- encompassing sci-
entific method that brought everything under its 
scope. This led to a reaction in the middle part 
of the century in which the romanticist approach 
was criticized as too conjectural. A purely physical, 
natural science approach was promoted in its place.

In the latter part of the nineteenth century, some 
thinkers came to believe that the natural scientists 
who rejected romanticist attachments to the notion 
of spirit had thrown a baby out with the bath water. 
This led to yet another reaction, known as the 
Methodenstreit (methodological dispute). The goal 
of the Methodenstreit thinkers was not to preserve 
and defend romanticist notions of spirit and life 
forces but to justify some autonomy for the human 
sciences while still attributing to them a genuinely 
scientific form of rationality. For them, the human 
sciences included history but also cultural studies 
and psychology.

One important thinker in this tradition was the 
historian Wilhelm Dilthey (1833– 1911) who dis-
tinguished between the Naturwissenschaften (natural 
sciences) and Geisteswissenschaften (human sciences). 
These two distinct sciences, he believed, differed in 
terms of their subject matter, respectively, the physi-
cal versus the mental (subjective, lived experience). 
They also differed in terms of their proper methods, 
respectively, explanation (Erklären) based on causal, 
deterministic, and law- like connections for the natu-
ral sciences versus understanding (Verstehen) based on 
meanings, goals, and values for the human sciences. 

We will say more about this latter distinction shortly 
when we describe the work of Karl Jaspers.

A different approach was taken by Wilhelm 
Windelband (1848– 1915) who distinguished 
between nomothetic and the idiographic methods 
which can be used to study the same phenomena. 
To oversimplify, this distinction is mirrored in the 
contrast between a research study in which differ-
ent samples (of persons) are compared to each other 
and a case study of one person.

In adopting a nomothetic approach, one seeks to 
discover generalizations that apply to entire classes. 
For example, one factor that makes people in gen-
eral more vulnerable to alcoholism is a tendency 
to discount future rewards such as a promotion at 
work in favor of short- term rewards such a night of 
drinking with friends (Petry, 2006). Another gen-
eral theory of alcoholism is that the brain circuitry 
that mediates “liking” is different from the circuitry 
that mediates “wanting.” This explains why alco-
holics continue to drink, wanting and craving ever 
more, even when the drink no longer affords them 
pleasure (Berridge & Robinson, 2016).

In contrast, with an idiographic approach 
one studies particular entities in time and space. 
Idiographic accounts can be thought of as descrip-
tions in a natural history sense, but they are also 
potentially interpretive. An example of an idio-
graphic approach would be a case study of how 
someone named Walker developed alcoholism. It 
might include a natural history description of his 
family history, his history of increasing alcohol use, 
and the consequences his drinking has for him and 
his family. More interpretively, it could also assert 
that the men in the Walker family have been heavy 
drinkers going back to the 1800s, and our Walker 
has incorporated this into his identity, believing 
that drinking is what real Walker men do.

By the latter part of the nineteenth century, as 
John Stuart Mill foresaw, it had become indisput-
able that psychology and related disciplines should 
aspire to the status of sciences, but it was less clear 
which methodological approach should be adopted. 
The Methodenstreit constituted a background against 
which the new disciplines of psychology, psychiatry, 
and psychoanalysis attempted to justify their status 
as genuine sciences.

With respect to the influence of the Methodenstreit 
on the philosophy of psychopathology, Karl 
Jaspers (1883– 1969), through his book General 
Psychopathology, remains a dominant reference, 
especially in Europe. Let us briefly look at what 
Japsers had to say.

 



Foundat ions and PersPect ives40

Karl Jaspers: Methodological Pluralism for 
Psychopathology (Twentieth Century)

Jaspers (1968/ 1997a, 1968/ 1997b) hoped to 
integrate a scientific approach to psychiatry with the 
traditional humanities. Rather than limit psychopa-
thology to one methodological approach alone, he 
sought to make room for different perspectives (i.e., 
both the nomothetic and idiographic). Studying 
things from more than one perspective is called 
pluralism. Jasper’s precondition for being pluralis-
tic about methodological perspectives is that the 
employment of any method should be accompanied 
by a recognition of its background assumptions, 
justification, and proper domain.

The framework of methodological pluralism 
is important for thinking about Jaspers’ two most 
frequently discussed contributions to psychopathol-
ogy: the application of Dilthey’s Erklären (explana-
tion) versus Verstehen (understanding) distinction 
and the employment of the sociologist Max Weber’s 
notion of ideal types (Hoerl, 2013; Schwartz et al., 
1989; Wiggins & Schwartz, 1991).

The explanation versus understanding contrast 
calls attention to different kinds of connections 
that can manifest in clinical phenomena. The first 
are causal and ideally law- like connections. One 
example would be the connection between tangles 
and plaques in the brain and the manifestation of 
Alzheimer’s type dementia. Jaspers believed that 
these connections are revealed through an induc-
tive method founded on repeated experience with 
many cases. What is expressed by such connections 
is explanation.

The second kind of connections are meaning-
ful ones. Understanding meaningful connections 
depend on “empathy,” consisting of a reenactment 
in one’s imagination of the other person’s mental life. 
“We sink ourselves into the psychic situation,” as 
Jaspers (1968/ 1997a) said, “and understand geneti-
cally by empathy how one psychic event emerges 
from another” (p. 301). For example, returning to 
the example of Walker, we might understand how 
his failed business and the meaning of that fail-
ure for him, related to his father’s business failures 
many years earlier, are part of the context for his 
most recent episode of depression. Understanding 
refers to seeing connections that are more individu-
alist than the general connections of law- like causal 
explanations. For Jaspers, both ways of compre-
hending clinical phenomena are important.

Jaspers also thought that thinking in terms of 
ideal types could expand and enrich the concep-
tual repertoire of psychopathology. The ideal- type 

framework had been originally developed within 
sociology and was intended to express a kind of 
blended nomothetic- idiographic perspective, serv-
ing as a conceptual vehicle “for the scrutiny and 
systematic characterization of individual concrete 
patterns which are significant in their uniqueness.” 
(Weber, 1949, p. 100, emphases added).

An ideal type, be it historical, sociological, or 
psychopathological, is always rooted in observa-
tion of a particular phenomenon, which is then 
made abstract by leaving out some of the details. 
For Jaspers, the ideal type is different from the aver-
age or the general type in a statistical sense (Fulford, 
Thornton, & Graham, 2006). The ideal type con-
sists of those aspects of a particular phenomenon 
“that are the most striking . . . the most unique or 
interesting” (Ghaemi, 2003, p. 179, emphases 
added).

To illustrate, if borderline personality disorder 
(BPD) is thought of as an ideal type, it becomes a 
tool for thinking about a particular person that calls 
your attention to features of the case that are impor-
tant for your goals and purposes. In the DSM, bor-
derline personality disorder is a general diagnostic 
concept, but used as an ideal type it would also be 
an understanding of how a single person is border-
line without reducing that person to the diagnosis. 
An important feature of the ideal type framework is 
that even the most optimally chosen ideal type will 
never exhaust the infinite complexity and richness 
of the individual phenomenon (i.e., the person).

According to Jaspers, ideal types have a relatively 
limited application, being relevant for psychiatric 
disorders that cannot be conceptualized as disease 
entities or general clinical syndromes. This claim 
can be best understood in the context of Jasper’s 
notion that psychiatric conditions can be divided 
into three groups:

 1. Somatic entities, such as brain tumors and 
Alzheimer’s disease, that display mental 
symptoms

 2. Psychological and developmental syndromes cov-
ering easily recognizable major psychoses like 
bipolar disorder and schizophrenia

 3. Psychopathies (Psychopatien), referring more or 
less to personality disorders and neuroses (i.e., 
anxiety, depression, somatic concerns, etc.)

Jaspers (1968/ 1997b) conceived of these three 
classes as “essentially different from each other” 
without prospects for a “single unifying and 
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comprehensive viewpoint from which any system-
atic ordering . . . could emerge” (p. 610).

In Jaspers’s view, somatic entities did not pose 
methodological challenges because their etiology 
and underlying pathology had been identified and 
they seemed to form classes in which membership is 
clear. He considered the psychoses to be syndromes 
that, like general paresis before them, look like 
disease forms even though etiology and underly-
ing pathology have not been adequately identified. 
With respect to personality disorders and neuroses, 
Jaspers thought that it was better not to conceptual-
ize them as disease forms. Indeed, they may be so 
entwined with a person’s individuality that to label 
them as diseases might even be insulting. Instead, 
Jaspers recommended employing the framework of 
ideal types.

Freud and Psychoanalysis: A Different Reaction  
to the Methodenstreit

As noted above, thinkers such as Meynert 
believed that psychiatry should be an explanatory, 
natural science. Before he decided to take a degree 
in medicine, Sigmund Freud (1856– 1939) was a 
scientist in the physiological lab of Ernst Brucke 
(1819– 1892), who was one of the leading anti- 
romantic scientists of the mid- nineteenth century. 
During his medical training, Freud worked with 
Meynert. This pedigree was important to Freud, 
and he always contended that psychoanalysis was 
one of the natural sciences.

A few years before he introduced psychoanaly-
sis in his famous book the Interpretation of Dreams 
(1900/ 1953), Freud (1895/ 1965) wrote a manu-
script (published posthumously under the title of 
Project for a Scientific Psychology) in which he pro-
posed a clinical science founded in study of neu-
rology. However, as his actual clinical work evolved 
into psychoanalysis proper, he employed a more 
narrative- based, conjectural approach. For Freud 
and his followers, many of these conjectures became 
taken- for- granted background assumptions (e.g., 
the Oedipus complex and repressed unconscious 
mental processes).

Freud himself failed to acknowledge this tran-
sition and continued to describe psychoanalysis 
as an explanatory, natural science. This led to the 
criticism that psychoanalysis did not substanti-
ate its claim to being genuine science and instead 
rested on case studies and unsupported conjectures. 
The critics included Kraepelin and scholars in both 
psychology and the philosophy of science (Dalzell, 
2018; Gellner, 2008; Popper, 1963). Also a critic, 

Jaspers claimed that Freud mistook his understand-
ing of meaningful connection in his patients’ lives as 
general casual connections in the nomothetic sense 
(Kräupl Taylor, 1987).

An important feature of the early history of 
psychoanalysis was Freud’s belief that sexuality 
from infancy and beyond is the primary source of 
human motivation. By infantile sexuality, Freud 
meant pleasure based on the experience of the 
body in the first few years of life (Sulloway, 1979). 
For Freud the most important causes of behav-
ior were desires for pleasure that were not acces-
sible to consciousness but operated nevertheless. 
Freud saw sexuality as a biological phenomenon 
and believed that by rooting motivation in biol-
ogy, psychoanalysis could maintain its link with 
the medical sciences. Throughout his career, he 
resisted any attempts to deemphasize the impor-
tance of sexuality. After Freud died 1939, how-
ever, psychoanalysis evolved, especially in Britain 
and the United States. Two of the most important 
developments were ego psychology and object 
relations theory.

Ego psychology incorporated a model of healthy 
personality functioning, placing increased emphasis 
on conscious adaptation to reality but staying com-
mitted to the importance of biologically based drives 
for human motivation (Blanck & Blanck, 1974; 
Erikson, 1950; Hartmann, 1958). Psychoanalytic 
ideas about defense mechanisms such as projection 
and repression were elaborated on by ego psycholo-
gists. Object relations theorists, in contrast, rooted 
human motivation in the psychological need to 
establish relationships and emphasized how rep-
resentations of self and other develop (Fairbairn, 
1952; Klein, 1964; Winnicott, 1965). Attachment 
theory in developmental psychology originated in 
the object relations tradition (Ainsworth & Bowlby, 
1991; Bowlby, 1969).

Despite a shared willingness to extend Freudian 
ideas, ego psychological and object relation theorists 
were also keen to trace their ideas back to Freud him-
self, and the two camps battled over which of them 
were the more legitimate Freudians (Greenberg & 
Mitchell, 1983). Partly due to the ego psychological 
and object relations theorists continued commit-
ments to various Freudian background assump-
tions, critics continued to evaluate their clinical 
descriptions as too conjectural.

In the 1950s, psychoanalysis became the domi-
nant force in American psychiatry, with most 
major university psychiatry departments being 
led by psychoanalysts and training models being 
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psychoanalytically oriented. Rather than the pro-
fession operating under a shared psychoanalytic 
paradigm, however, theoretical disputes between 
warring camps continued.

In the next section we will see the beginning 
of a transition that occurred in US departments 
of psychiatry in which biologically oriented psy-
chiatrists assumed control of the institutional reins 
(Harrington, 2019; Luhrmann, 2000). Although 
the shift in institutional control happened suddenly, 
it would be a mistake to conclude that the psycho-
analysts’ influence disappeared.

For example, both borderline and narcissistic 
disorders as disturbances in the structure of the 
self were described as part of a détente between ego 
psychological and object relations theories in the 
late 1960s and early 1970s (Kernberg, 1969, 1975; 
Kohut, 1971). Borderline disturbances involve a 
failure to modulate strong positive and negative 
views of self and others. Narcissistic disturbances 
involve modulating negative emotions by adopting 
a grandiose view of the self.

Borderline and narcissistic disturbances were 
incorporated into the DSM- III in 1980 as specific 
personality disorders and have been included in 
each subsequent manual. In general, psychoanalytic 
perspectives tend to view all kinds of psychopathol-
ogy (including depression and schizophrenia) as 
expression of personality. In 2013, the Alternative 
DSM- 5 Model for Personality Disorders included 
disturbances in self and interpersonal functioning as 
one of the essential features of any personality dis-
order, drawing on research conducted from object 
relations perspectives (Bender et al., 2011).

Over time, as borderline and narcissist distur-
bances have become more detached from psycho-
analytic conjectures, they are increasingly viewed 
as descriptively valid (Beck et al., 2004; Linehan, 
1993; Millon et al., 2009). They have also been 
important targets of scientific research, espe-
cially borderline disturbances (McGlashan et al., 
2005; Pincus & Roche, 2011; Skodol et al., 2005; 
Zanarini et al., 2003).

Rethinking Causation in Psychopathology
Beginning in the early 1970s, a group of psy-

chiatrists at Washington University in St. Louis 
sought to replace the conjectures of the psycho-
analytic model with a more research- oriented and 
biomedical model. The challenge was that previ-
ous iterations of the biomedical approach to psy-
chiatry were mostly conjectural. Led by Eli Robins 
(1921– 1994) and Samuel Guze (1924– 2000), they 

argued that the reason psychiatry had not made 
progress in developing a biologically grounded 
nosology was because its psychoanalytically based 
descriptions were too conjectural and inadequate to 
the task. They began, therefore, with redescribing 
clinical syndromes based on observable signs and 
self- reported symptoms only, without making infer-
ences about unconscious processes (Feighner et al., 
1972; Robins & Guze, 1970).

Just as Kraepelin explicitly emphasized both the 
symptomatic/ descriptive level and the importance 
of etiology and underlying pathology, Robins and 
Guze (1970), labeled as neo- Kraepelinians, supple-
mented natural history descriptions with laboratory 
findings (endophenotypes and biomarkers) and 
family studies (i.e., genetics) with the hope that they 
could eventually explain disorders. Like Kraepelin, 
Robins, and Guze thought that description, etiol-
ogy, and underlying pathology should ultimately 
converge.

At about this same time, Robins began working 
with the psychiatrist Robert Spitzer (1932– 2015) 
and the psychologist Jean Endicott (b. 1936) to 
develop a set of diagnostic criteria for use in research 
(Spitzer et al., 1978). Spitzer was trained as a psy-
choanalyst, but his interest lay in developing ratings 
scales, and he worked closely with Endicott, who 
was trained in psychometrics (Decker, 2013).

Spitzer is best known for revolutionizing psy-
chiatric diagnosis when, as leader of the DSM- III 
revision, he oversaw the implementation of an 
operational definition approach to psychopathol-
ogy which used observable signs and self- reported 
symptoms as diagnostic criteria. This operational 
approach, which describes recognizable clinical fea-
tures and minimizes the need to make theoretical 
inferences, is often called descriptive psychopathology.

Despite an initial alliance with Spitzer, the 
Washington University psychiatrists thought that 
Spitzer paid too much attention to making the 
DSM- III useful for practicing clinicians by includ-
ing diagnoses such as borderline personality disor-
der (Decker, 2013). In their view, natural history 
descriptions could identify only 14 valid syndromes, 
and they believed that cases that could not be clas-
sified into one of these 14 categories should be 
coded as undiagnosed psychiatric illness (Feighner 
et al., 1972).

The diagnostic criteria and the list of disorders 
in the DSM were revised two more times before 
the end of the twentieth century (i.e., the DSM- 
III- R and the DSM- IV). By the beginning of the 
twenty- first century, doubts were building over the 
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DSM’s usefulness for promoting the advancement 
of knowledge.

The historian of psychiatry Berrios (2003) 
argued that the science of psychopathology is suffer-
ing because there is a mismatch between descriptive 
psychopathology and recent advances in neurosci-
ence, with the descriptive landscape being much 
the same as it was 100 years ago. There are, he 
argued, many more potentially relevant symptoms 
than those contained in the current classification, 
but the descriptive project has been foreclosed and 
largely limited to accounts offered in the nineteenth 
century. He also noted that, despite the age- old 
importance of natural history, the current descrip-
tive landscape is often cross- sectional, considering 
a single point and time rather than how symptoms 
develop, waxing and waning, over time.

Indeed, some psychiatrists argue that the DSM 
classifications have become barriers to progress. For 
example, Hyman (2010) reported that when he was 
director of the National Institute of Mental Health 
(NIMH), grant applications for studying the treat-
ment of cognitive symptoms of schizophrenia had a 
difficult time winning approval because those symp-
toms were not listed in the DSM and had not been 
given an indication for treatment by the US Food 
and Drug Administration. Hyman claimed that the 
DSM criteria have been inappropriately reified, by 
which he means that, rather than seeing diagnostic 
criteria as provisional indicators of revisable con-
cepts, they are treated like true identifying features 
of fixed entities.

Likewise, when he was the director of the NIMH, 
Insel (2013) argued that psychiatry cannot succeed 
in developing a classification based on biomarkers 
and cognitive deficits if the symptom- based diagno-
ses of the DSM remain the gold standard. According 
to Insel, scientists need to study not just how DSM 
symptoms cluster together, but also how genetic, 
imaging, physiological, and cognitive data cluster 
with symptoms as well. Insel here was responding 
to the premature closure of the symptom space on 
the part of grant reviewers after learning that grant 
applications for his new research domain criteria 
(RDoC) initiative had received low scores because 
they did not use DSM symptoms and/ or categories 
(Zachar et al., 2019).

RDoC is a framework that seeks to focus research 
efforts not on discrete disorders, such as major 
depression (present vs. absent) but on dimensions 
of psychological functioning, such as negative emo-
tionality, that span the normal and abnormal (from 
low to high). One criterion for a dimension to be 

included in RDoC is that it must have been shown 
to be implemented in a neural circuit. In fact, Insel 
specifically stated that mental disorders are biologi-
cal disorders involving brain circuits. This conjec-
ture, that mental disorders are brain disorders whose 
causes are to be discovered by neuroscientists, raises 
interesting philosophical issue about the nature of 
causation in psychopathology.

Two Approaches to Causation in Psychopathology
The philosophical literature on causality is exten-

sive and beyond the scope of our chapter. Pernu 
(2019) helpfully simplified the conceptualization of 
causality for psychopathology by distinguishing two 
broad clusters of philosophical views, which we will 
call production accounts and regularity accounts.

ProduCtion ACCounts
Production accounts understand causation in 

terms of specific physical processes. These processes 
are continuous, unbroken chains of events connect-
ing cause and effect, in which interactions between 
cause and effect involve energy transfer. The interac-
tion of billiard balls is a common example of energy 
transfer. When one ball hits another ball and causes 
it to move, kinetic energy from the first ball is trans-
ferred to the second.

In medicine, production accounts take the 
form of mechanistic models. According to Craver 
and Darden (2013), mechanisms are “entities 
and activities with spatial and temporal proper-
ties organized to produce, underlie, or maintain a 
phenomenon” (p. 11). Mechanistic models take a 
process, decompose it into components, and then 
describe how those components interact to pro-
duce the process.

How an action potential is produced in a neu-
ron is a common example of a mechanistic model. 
The components include sodium and potassium 
ions, gated protein channels, and a lipid membrane. 
These components interact to produce the action 
potential. This model is also an abstraction that 
ignores many particular features of neurons. For 
instance, although blood oxygen levels and mem-
brane turnover are important features of neurons, 
they can be ignored when our goal is to describe the 
actional potential (Craver, 2009).

In mechanistic neuroscientific models, the task 
is to show how different parts of the brain interact 
to produce or maintain the disorder. For example, 
if we want to understand how the death of a child 
caused someone to grieve, with cause involving 
some kind of energy transfer, the grief reaction has 
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to be decomposed into physical- neural parts that 
involve a transfer of energy.

regulArity ACCounts
Regularity accounts are derived from empiricist 

suspicions of conjectures about things not observed. 
According to the empiricist philosopher David 
Hume (1711– 1776), we observe that causes occur 
before effects, that causes and effects are conjoined 
in space and time, and that when the cause occurs, 
the effect follows (Hume, 1739/ 2000, 1748/ 2007). 
What we observe, says Hume, are regularities or 
dependencies between events— but we do not 
observe “causality” in terms of the cause making the 
effect happen.

One example of advocating for the Humean 
approach to causality in psychology can be seen 
in the work the behaviorist B. F. Skinner (1904– 
1990). As a commited philosophical empiricist, 
Skinner was suspicious about causation. He thus 
claimed that his work on operant conditioning only 
described the regularities that occur between behav-
iors and patterns of reinforcement (Skinner, 1953).

A more recent regularity account in the philoso-
phy of science is Woodward’s (2003, 2008) inter-
ventionist model. According to this view, if you 
make an intervention on X, and it is reliably fol-
lowed by a change in Y, then X is the cause of Y. 
In this account, the reliability of the change often 
depends on the appropriate background condi-
tions being present. For example, tackling someone 
to the ground will reliably be followed by a sud-
den increase in negative emotion if it occurs in the 
office, but not if it occurs on the football field.

For X to be the cause of Y, there also must be 
a contrast where an intervention on X changes 
Y, but, if the intervention had not occurred, and 
everything else stayed the same, then Y would not 
have changed. For example, let’s say that some-
one on average needs 4 or more weeks of exposure 
habituation therapy to achieve long- term reduction 
of obsessive- compulsive symptoms. In contrast, 1– 3 
weeks of therapy on average will not lead to long- 
term reductions of symptom.

If the person had 1 year of therapy, they would 
experience a reduction of symptoms as well, but it 
is not the case that, in contrast, less than 1 year of 
therapy would not lead to a reduction in symptoms. 
Three months of therapy on average would also lead 
to a reduction of symptoms. The 1 year of therapy is 
a cause, but not the kind of cause sought for in the 
interventionist model. It is too fine- grained and has 
no noncausal contrast. Although broader (or more 

coarse- grained), 4 or more weeks of therapy more 
accurately describes the cause.

This model has several attractive features with 
respect to the study of psychopathology. For one, 
it connects causation with the practical issue of 
interventions, making it relevant for thinking about 
causality in treatment settings. In fact, the prac-
tice of making an intervention and describing the 
results was an important part of the natural history 
approach.

Another attractive feature of the intervention-
ist account is that it places no a priori restrictions 
on which level of analysis can have genuine causal 
power. If intervening on X reliably leads to a change 
in Y, then X is a cause of Y.

For instance, in reductionist models, the causal 
power of psychosocial variables like social status is 
ultimately explained by how social status is imple-
mented in the brain. The causality is reduced to 
brain activity. In the interventionist account, how-
ever, top- down causation can also occur in which 
manipulation of upper- level psychosocial events can 
cause changes in lower- level brain events. For exam-
ple, Raleigh and colleagues (1984) have shown that 
you can intervene to raise a male monkey’s position 
in a social dominance hierarchy (X) by removing 
higher status monkeys from the troupe. When a 
lower ranking monkey gains higher social status, 
that change in status is reliably followed by a rise 
in serotonin levels in that monkey’s brain (Y). The 
intervention, however, was on social status so the 
change in social status was the cause of the change 
in serotonin levels.

A third attractive feature of the interventionist 
account is that a relatively coarse- grained event, 
such as giving an unemployed person a meaning-
ful job, might be a more preferable explanation for 
something like the remission of a depressive episode 
than would be theories about fine- grained events 
such as alterations in the connections between neu-
rons in the person’s brain. Although alterations in 
connections between neurons are reasonable causes 
of things like the remission of depressive episodes, 
on the interventionist account, the causal contrast 
is between giving the person a job versus the person 
remaining unemployed.

As noted above, if production accounts (mecha-
nistic models) incorporate an energy transfer notion 
of causation, then they are likely to promote under-
standing the mind as expressing physical brain 
functions. One feature of the interventionist model 
that people find attractive is that it does not push all 
the causal work down to the level of the brain.
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Put side by side, these alternative approaches 
raise important issues about the nature of the 
relationship between the mental and the physical. 
We briefly explore this relationship in the next 
section.

Psychopathology and the Mental: 
Nonreductive Approaches

The realm of psychopathology is complicated by 
the thorny questions of the relationship between 
the “mental” and the “physical.” Historically, two 
important solutions have been dualism and reduc-
tionism. In dualism, mind and brain are considered 
distinct. Traditionally dualists see mind and brain as 
separable entities. Others dualists believe that that 
minds do not exist apart from brains but the proper-
ties of the mind such as the feeling of distress are 
mental not physical properties. 2

Reductionism implies that if we knew everything 
there was to know about the biology of the brain, 
psychological explanations would be rendered 
superfluous because any explanation that utilizes 
psychological constructs could instead be reduced 
to an explanation that utilizes neurobiological con-
structs. This has also been termed “greedy reduc-
tionism” because the lower level of explanation is 
seen as capable of “eating up” the higher level of 
explanation (Dennett, 1995).

On the surface, the RDoC project would seem 
to be in the reductionist camp given its emphasis on 
brain circuits, but the story is more complex. RDoC 
does give priority to psychological constructs whose 
implementation in the brain has at least been ten-
tatively described, but RDoC is not seeking to 
replace descriptions of psychological functions with 
description of brain states (Cuthbert & Kozak, 
2013; Miller & Bartholomew, 2020). RDoC seeks 
to use information from neuroscience to redescribe 
the psychological functions (or symptoms) that are 
important in psychopathology and may even iden-
tify symptoms not yet recognized.

In this respect, RDoC is potentially consistent 
with philosophical work in recent decades that has 
developed accounts that rely on neither dualism 
nor greedy reductionism. The philosophical term 
of art is “nonreductionism.” To briefly illustrate the 
nonreductionist notion that mind and brain are not 
separate entities, but the mind is not fully reducible 

to the brain, let us look at what philosophers of 
mind refer to as the 4E framework.

The Embodied, Embedded, Enacted,  
and Extended Mind (4E Perspectives in 
Psychopathology)

Traditional approaches to cognitive science 
view cognition in terms of information processing 
and manipulation of abstract internal representa-
tions mediating between sensory input and motor 
outputs. The 4E framework refers to a family of 
disparate perspectives that were grouped together 
beginning around 2006 because of their shared 
opposition to viewing cognition as something that 
occurs completely within the confines of the brain 
(Drayson, 2009; Newen et al., 2018).

Although the 4E framework is primarily about 
cognitive science, it has also been applied to psycho-
pathology. As in the cognitive sciences, 4E philoso-
phy of psychopathology is best seen as an alliance of 
perspectives with some shared, overlapping features. 
Those who advocate for the 4E framework oppose 
the reduction of mental disorders to brain disor-
ders (de Haan, 2020a; Glackin et al., 2021; Maiese, 
2016; Nielsen & Ward, 2018). In their view, mental 
disorders cannot be localized to specific brain cir-
cuits and isolated from an individual’s social and 
cultural context. For example, Fuchs (2018) articu-
lates his perspective as follows:

[P] sychic processes may not be reduced to the brain 
or to localized neural activities; they are embodied, 
inherently intentional, and context related; and they 
are inseparable from the intersubjective world of 
shared meanings and interactions. . . . this applies to 
dysfunctional or disordered mental processes as well. 
(Fuchs, 2018, p. 253)

This may sound to readers like the return of 
the Geisteswissenschaften, and certainly some of 
the philosophical perspectives included in the 4E 
framework are historically rooted in the European 
human sciences tradition, but the 4E framework 
also draws on dynamical systems theory, which is 
historically rooted in mathematics and the natural 
sciences (Varela et al., 1991). Dynamical systems 
theory studies how complex systems develop over 
time and seeks to make complex sciences more 
mature in Comte’s sense.

2 A similar view that the concepts/ terms of psychology cannot not be replaced with the concepts of neuroscience is not called 
property dualism but nonreductive materialism. The latter view holds that the experience of distress cannot be fully explained by 
neuroscience, but it is not a special mental property.
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4E’s nonreductionist emphasis also calls to mind 
the biopsychosocial model of psychopathology, 
which for many years has been an important frame-
work for thinking about psychopathology in both 
psychiatry and psychology (Bolton & Gillett, 2019; 
Engel, 1977). Introduced as an extension of the 
medical model, the biopsychosocial model claims 
that although diseases and disorders are imple-
mented in biology, in many cases, understanding 
how they develop, are maintained, and resolved 
requires taking psychological and sociocultural fac-
tors into consideration.

The biopsychosocial model is so ingrained in the 
study of psychopathology that some features of the 
4E framework which are novel for cognitive science 
are already taken for granted in psychopathology. 
The 4E framework does, however, articulate some 
ideas that are left too vague in the biopsychoso-
cial model. More specifically, the 4E framework 
views the mind as embodied, embedded, enacted, 
and extended. Let us briefly explain each of these 
notions.

To say the mind is embodied emphasizes that 
mental functioning is entangled with biological 
functioning and cannot exist apart from it. One 
way to think about this is to see the entire nervous 
system as a single organ that inhabits the whole 
body— all of which is the substrate of the mind.

Lakoff and Johnson (1980) argued that our sub-
jective experience is entwined with our experience 
of having bodies. For example, we describe happi-
ness as “up” and sadness as “down” (i.e., “I’m feeling 
up” and “My spirits rose” vs. “I’m feeling down” and 
“My spirits sank”; Lakoff & Johnson, 1980, p. 15). 
According to the embodiment perspective, many 
taken- for- granted givens in our mental lives have 
bodily bases. Human bodies are vertically oriented, 
and positive and negative emotions alter our pos-
ture, so describing the experience of happiness with 
the physical metaphor being up and sadness with 
being down makes sense to us. In fact, “depression” 
is a description of bodily posture. In contrast, were 
a linguistically competent mammal to have a body 
oriented horizontally more like that of a dog, per-
haps an experience of happiness would be described 
as being “forward.”

To say that the mind is embedded stresses that the 
mind is not isolated from the world but dependent 
on the physical, social, and cultural environments 
we inhabit. In psychopathology, embeddedness is 
seen in the emphasis placed on stress and trauma in 
the etiology of some disorders. Embeddedness also 
emphasizes the importance of context. For example, 

Horwitz and Wakefield (2007) argued that experi-
encing symptoms of depression in the context of the 
loss of a loved one indicates normal grief, not a dis-
order. If, instead, those same symptoms appear out 
of the blue without any precipitants, they more like 
indicate a depressive disorder.

The enactive mind is best understood in contrast 
to a model in which the mind reacts to stimuli in 
reflex- like ways, often due to the triggering of brain 
circuits (Ellis, 2000). The enactive mind is consis-
tent with William James’s (1842– 1910) notion of 
the mind as an organ of adaptation that is shaped 
by the world and actively shapes the world (James, 
1890). This can be seen in a process called circular 
causality. In circular causality, changes in the envi-
ronment can influence the individual in ways that 
change brain activity. These changes in brain activity 
can result in changes in the individual’s interactions 
with the environment, which in turn can change 
the environment (thus completing the circle).

A more specific example of circular causality 
is the active gene– environment correlation (Scarr 
& McCartney, 1983). People with a vulnerabil-
ity to alcoholism may actively seek out and shape 
environments in which drinking occurs. Fellow 
drinkers jointly create an environment, encourag-
ing each other to drink excessively and excluding 
nondrinkers from the group. Rather than a genetic 
inheritance directly causing alcoholism, an inher-
ited disposition leads some people to occupy and 
actively shape environments that in turn enable 
heavy drinking. According to the enactive perspec-
tive, the explanation of alcoholism should not be 
limited to the brain and the individual’s internal 
psychological functioning but also include the indi-
vidual’s dynamic interaction with the world.

Psychopathology may also reflect deficient enac-
tivism. De Haan (2020b) and Nielsen (2021) suggest 
this possibility by writing about psychopathology as 
inflexible. For instance, one of the best predictors of 
a depressive episode is experiencing stress in the pre-
vious 6 months (Kendler, Karkowski, & Prescott, 
1998, 1999). In a depressive disorder though, this 
depressive reaction can settle into a stable state in 
which the depression symptoms are locked in and 
persist long after the stress that precipitated the epi-
sode has been resolved. In dynamic systems theory 
this is called hysteresis, referring to a change of state 
lagging behind changes in causation. It is a failure to 
adapt to changing conditions.

The extended mind, as Hoffman (2016) notes, is 
a stronger and more novel view for psychopathol-
ogy. According to this view, parts of the world are 
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parts of the mind: that is, the mind extends out into 
the world, such that it is not confined to the physi-
cal body of the organism and is partly constituted 
in world. To illustrate, for people with some kinds 
of brain injuries, their beliefs about how to navigate 
around their home city may be stored in notebooks, 
and recall is a process of checking the notebook. In 
this case, internal processes (such as the intention to 
visit the museum) and an external resource (tran-
scribed beliefs about where the museum is located) 
are coupled together to form an integrated cognitive 
system (Clark & Chalmers, 1998).

Consider, for instance, the process of self- 
regulating emotion. Some clinicians claim that, for 
young children, emotional regulation is normally 
accomplished externally through interactions with 
parents (Bowlby, 1969). For example, when chil-
dren are upset, their parents can soothe them. Over 
time, positive interactions with parents are internal-
ized and become an inner resource. As they mature, 
children can draw on such internalized resources to 
regulate emotion on their own (Mahler et al., 1975; 
Zachar, 2000).

Psychodynamic models of some personality dis-
orders view the internalization process as having 
been disrupted (Mahler, 1971). For example, part 
of the pathology of borderline personality disorder 
is an inability to regulate emotion internally, which 
manifests as intense and fluctuating positive and 
negative emotions. For some patients, analogous to 
the notebooks of patients with brain injury, draw-
ing on external sources of regulation can promote 
emotional stability. It may also be the case that regu-
lating emotion externally is not in itself a problem; 
rather, the external resources (relationships) that 
are available to the person are unreliable (Linehan, 
1993; Potter, 2009). Indeed, Bray (2008) suggests 
that the lack of interpersonal boundaries and con-
cerns about abandonment that are characteristic of 
patients with borderline personality disorder could 
be seen as a consequence of other people being an 
extended part of the borderline mind.

Conjecture, Scientific Realism, and 
Scientific Anti- Realism

Throughout this chapter we have explored a tug 
of war that has occurred between more descriptive 
and more conjectural approaches to psychopathol-
ogy. The chapter began with a brief description of 
the Galenist model of medicine and its reference to 
things that do not actually exist— such as black bile. 
We also saw Kraepelin referring to Meynert’s neu-
romythology. This referred, among other things, to 

a conjecture on Meynert’s part that mania is caused 
by an increased supply of blood in the cortex and 
depression by a decrease. The extent to which scien-
tific conjectures about things not directly observed 
refer to something real is the problem of scientific 
realism and anti- realism. It has been lurking in the 
background throughout our discussion, and, in this 
last section, we bring it into the foreground. This 
section includes some of the more difficult philo-
sophical ideas presented in the chapter.

Over the centuries, there have been many 
debates about scientific authority within society and 
culture. These cultural debates include

 • Galileo versus the Catholic Church on the 
Copernican theory

 • Evolutionists versus creationists on the origins of 
species

 • The scientific community versus the anti- 
vaccination movement

According to scientific realism, the proposition 
planets in our solar system revolve around the sun is 
true no matter what we happen to believe because 
reality is mind- independent. Successful science 
describes this mind- independent reality.

Some philosophers assert that because the oppo-
nents of the Copernican theory claimed that the 
Copernican model is useful for making predictions 
about the movements of planets but is not literally 
true, they were analogous to contemporary scien-
tific anti- realists (Massimi, 2008). Within the phi-
losophy of science, however, both scientific realists 
and anti- realists strongly support the authority of 
Galileo, evolutionists, and vaccine science in the 
cultural debates. Comparing the debate between 
scientific realists and anti- realist with the debates 
about scientific authority is deceptive.

What then is scientific anti- realism? More closely 
associated with the philosophy of empiricism, scien-
tific anti- realism is a doctrine of epistemic fallibilism, 
especially doubt that one can know with certainty 
about things that are at least partially beyond their 
appearances. According to scientific anti- realism, 
knowledge of such things is dependent on concepts 
and hence not mind- independent in a way that sci-
entific realism demands. It is a descendant of the 
more descriptive and anti- conjectural perspective 
described at the beginning of this chapter.

Throughout history, previously accepted scien-
tific theories such as the sun- centered model of the 
solar system and the theory that autism is caused 
by emotionally distant parenting have turned out to 
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be mistaken conjectures. According to the pessimistic 
induction, it is likely that some currently accepted 
scientific theories will also turn out to be mistaken 
conjectures as well (Laudan, 1981). Anti- realists are 
sympathetic to the pessimistic induction.

The disciplines in which scientific realism and 
anti- realism debates have most thrived are phys-
ics, psychology, and psychopathology. For instance, 
the idea of a hypothetical construct as set forth by 
MacCorquodale and Meehl (1948) and Cronbach 
and Meehl (1955) has a scientific realist tone. An 
example of a hypothetical construct is the personal-
ity trait of neuroticism. People who score high on 
the trait of neuroticism are more likely to experi-
ence negative emotions such as anger, fear, and 
sadness. According to realism about psychological 
constructs, neuroticism is a hidden attribute of a 
person that is causally reflected in behavior.

Another example of a hidden cause of behavior 
is major depressive disorder. According to the sci-
entific realist view, self- reported symptoms such as 
fatigue and concentration problems are correlated 
because they reflect an underlying depressive disor-
der. In developing diagnostic criteria for depression 
and/ or items on a depression scale, psychiatrists and 
psychologists seek to identify behaviors and self- 
reports of experiences that are observable indicators 
of this hidden construct.

There is common ground between by this real-
ist view and the mathematical model used in factor 
analysis (Borsboom et al., 2003). In factor analy-
sis, the hidden, common causes of the observable 
indicators are called latent variables. When adopting 
scientific realism, practitioners of factor analysis see 
the mathematical properties of their technique as 
having the power to detect hidden realities (latent 
variables), similar to how astrophysicists see their 
complex mathematic tools as enabling them to 
detect hidden realities (i.e., black holes and sub-
atomic particles).

One can also adopt a more anti- realist stance 
about causally important latent variables “dis-
covered” with factor analysis (van der Maas et al., 
2014). In a striking hypothesis, van der Maas et al. 
(2006) argued that as long as the observable indi-
cators are positively correlated, factor analysis will 
extract latent variables even if the positive correla-
tions are not the result of hidden, common causes 
but the result of direct causal connections between 
the observable indicators themselves. That is to say, 
rather than level of fatigue and concentration prob-
lems being correlated because they are both caused 
by the same underlying mood disturbance, they 

may instead have direct causal connections with 
each other; that is, being fatigued causes concen-
tration problems. In this view, a depressive disor-
der occurs if depression symptoms enter into causal 
relationship with each other, and, once established, 
this causal network maintains itself over time even 
after precipitating causes are no longer operating 
(i.e., hysteresis, as defined above). For these kind 
of conditions, latent variables discovered by factor 
analysis are not real.

Other mathematical models are inherently 
aligned with a more anti- realist view. One example 
is principal components analysis (Borsboom et 
al., 2003). In principal components analysis, the 
latent variable is a composite constructed out of the 
observable indicators. For example, the variable of 
socioeconomic status (SES) is constructed out of 
correlations between variables such as income, edu-
cation, and occupation. Variations in income, edu-
cation, and occupation are not caused by SES: they 
are parts of SES.

Let’s look at what scientific anti- realism would 
say about the hypothetical personality trait of neu-
roticism. According to the anti- realist, there is no 
hidden entity in the mind- brain called neuroticism 
that causes a person to experience fear, anger, and 
sadness. Various temperamental, affective, cogni-
tive, and perceptual processes in the context of one’s 
personal history combine to raise the probability of 
having these negative emotions, but the particular 
menu of processes that play causal roles for occur-
rences of these emotions is constantly changing. 
Behavioral consistency emerges, but it is not caused 
by a hidden trait called neuroticism any more than 
a person’s income and educational level are caused 
by his SES.

A Conditional and Partial Scientific Realism in the 
Philosophy of Science

Some philosophers of science have adopted a 
position that is harder to classify as scientific real-
ism or anti- realism (Fine, 1986; Schaffner, 1993; 
Zachar, 2014). One example of this view is the 
empiricist philosopher Rudolf Carnap’s (1956/ 
1991) distinction between questions internal to a 
linguistic framework and those external to it.

Let us use the example of schizophrenia. Carnap 
argued that, internal to a linguistic (or scientific) 
framework, there are norms for deciding if a hypo-
thetical construct such as schizophrenia can be con-
sidered real. These norms are stipulations such as (a) 
there are disorders of psychopathology, (b) schizo-
phrenia is a psychotic disorder, (c) schizophrenia 
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has a genetic component, and (d) schizophrenia 
requires 6 or more months of continuous symp-
toms. For complex sciences such as psychopathol-
ogy, many different norms have been proposed, and 
it is hard to keep them all straight or consistent— 
that is part of their complexity.

According to Carnap, discussions about what 
norms to accept are practical matters, focused on 
consequences.3 For example, those who reject the 
view that there are disorders of psychopathology 
often do so because they believe that the concept 
of psychopathology is harmful, contributing to 
stigmatization and blaming the person (Chapman, 
2019; Johnstone & Boyle, 2018; Rashed, 2019). 
Those who advocate for the study of psychopa-
thology tend to believe that rejecting the concept 
of psychopathology would lead to other negative 
consequences such as the minimizing of suffering 
(Frances, 2013; Roth & Kroll, 1986).

Carnap said that once there is agreement on vari-
ous stipulations and methodological and statistical 
norms, they become background assumptions, and, 
internal to the agreed- on framework, one can do 
the research and potentially learn if schizophrenia 
is real according to the norms one has adopted. 
For Carnap, however, no one can absolutely decide 
whether schizophrenia is real external to all possible 
frameworks whatsoever.

Independently of Carnap, the psychiatrist 
Kenneth Kendler (1990, 2020) came to similar 
conclusions. Kendler was involved in the DSM- III- 
R and DSM- IV revisions. During the early days of 
the DSM- IV revision he realized that which diag-
nostic criteria are best will partly be contingent 
on our concept for that disorder. Consider schizo-
phrenia. Assume that one set of criteria does bet-
ter at predicting that the disorder runs in families 
and another set does better at predicting long- term 
outcome. Each criterion set also demarcates differ-
ent groups: a broad group that includes paranoid 
and schizotypal personality types for the first set 
and a narrow group of early- onset psychosis for 
the second. Which criterion set is better? Are these 
different groups subtypes of one disorder or two dis-
orders? Answering such questions, Kendler realized, 
is not just a matter of doing more and better stud-
ies but contingent on prior assumptions about the 
nature of a valid schizophrenic disorder. For exam-
ple, if we assume that a real schizophrenic disorder 

would show improvement with antipsychotic medi-
cine, the second set of criteria would likely be better.

Another version of this view is the internal 
realism of the philosopher Hillary Putnam (1988, 
1990). By internal realism Putnam meant that 
we can describe a situation in different ways by 
using alternative conceptual frameworks. Once we 
adopt a framework with its own set of background 
assumptions, however, within that framework, there 
are facts that are independent of our preferences, 
statements that can be objectively true and false, 
and so on.

For example, if you adopt the DSM definition of 
schizophrenia as your framework and then hypoth-
esize that schizophrenia has a deteriorating course, 
you can empirically test that hypothesis. In fact, 
DSM- defined schizophrenia does not always have a 
deteriorating course. The most common outcome is 
remitting- improving (Morgan et al., 2021). Other 
common outcomes are persistent symptoms, late 
decline, and late improvement. Those outcomes 
are matters of fact, but such facts do not preclude 
potentially embracing an alternative concept of 
schizophrenia in which a deteriorating course is 
the most common outcome and labeling other 
outcomes as something different from schizophre-
nia (such as schizophreniform disorder, attenuated 
psychosis, and so on). As to which of these con-
cepts we should embrace, there are no determinate 
framework- free answers.

When someone asks if schizophrenia is real, they 
are typically looking for a settled, absolute answer. 
It either is or is not real independent of how we 
happen to think about it. For Carnap and Putnam, 
making claims about the reality of schizophrenia 
independent from a set of background concepts 
that we embrace would require being able to adopt 
a god’s- eye view. For philosophical empiricists, such 
an absolute view is beyond the reach of human 
understanding. In fact, agreeing that something is 
real internal to a framework but not absolutely real 
independent of our conceptions/ assumptions could 
be considered an anti- realist position— which is 
why we noted above that these perspectives can be 
hard to definitively classify as realist or anti- realist.

Conclusion
Looking back through the history of psychopa-

thology, we have emphasized a long- standing tug of 

3 Contemporary empiricists would allow that previous scientific findings can always potentially inform decisions about what 
norms/ concepts to accept.
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war between descriptions and conjectures. Although 
we began this story in the seventeenth century, the 
contrast likely reaches back into prehistory. Ages 
ago humans started to notice that some members of 
their clan experienced declines from previous levels 
of functioning with respect to adaptive skills that 
involve perception, cognition, emotion, and behav-
ior, although it is unlikely our ancestors articulated 
such insights using those specific psychological con-
cepts. Many of them would have noted that these 
changes were accompanied by increased levels of 
suffering. Quite likely, they also attended to what 
Sydenham, as quoted above, called the irregularity 
of the changes— and how the menu of problems 
shifted over time.

Given humans’ inherent predilection for explain-
ing “why,” from the very beginning they surely for-
mulated conjectures about what was happening. 
Conjectures seen as too speculative or as conflict-
ing would eventually initiate attempts to articulate 
descriptions that people could agree on. Indeed, 
once the process commenced, asking what came 
first, the conjecture or the description, would be a 
chicken- or- egg problem.

The distinction between what is considered 
more descriptive versus more conjectural could be 
seen as part of the conceptual history of psychosis, 
anxiety, depression, conduct problems, substance 
abuse, developmental disorders, and so on. One 
could even potentially distinguish psychodynamic, 
biological, cognitive- behavioral, and psychometric- 
quantitative conceptualizations with reference to 
what they consider descriptions, acceptable conjec-
tures, and unacceptable conjectures.

As we have suggested, the distinction between 
description and conjecture is fluid. Claims that are 
in conformity with accepted background assump-
tions tend to be considered descriptions, whereas 
claims that extend beyond current assumptions 
tend to be considered conjectures. As background 
assumptions are added and removed, what was seen 
as conjectural can be considered descriptive, and 
older descriptions start looking like conjectures.

Articulating background assumptions is a chal-
lenging task. These assumptions may be so taken 
for granted that they are not seen as assumptions 
or as having a theoretical character. One practical 
reason for attempting to articulate such assump-
tions is that when they are taken for granted, they 
may be seen as necessary and inevitable, but when 
seen as assumptions having a theoretical character, 
they may gain some contingency. A perception of 
contingency supports the empiricist belief that our 

knowledge of psychopathology is provisional and 
potentially revisable— which we believe is a histori-
cally entrenched, philosophical assumption of any 
scientific approach to the study of psychopathology.
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 3 
 The Hierarchical Taxonomy of 
Psychopathology

Christopher C. Conway and Grace N. Anderson

It is difficult to overstate how important a valid 
diagnostic system is to understanding psychopa-
thology. It structures research agendas, clinical vis-
its, and all manner of professional training. It is the 
lexicon professionals use to communicate with one 
another and to interface with other entities, such as 
insurance and legal systems.

Official nomenclatures are under continuous 
revision. Scholars are always searching for a more 
accurate map of mental health problems. This evo-
lution is evident in the periodic re- releases of offi-
cial diagnostic manuals (e.g., DSM- I, - II, - III, - IV, 
and, currently, - 5). Those updates tend to be con-
servative, akin to adding a handful of new chemi-
cal elements to the periodic table every decade or 
so. The purpose of this chapter is to describe a 
qualitatively different approach to diagnosis that 
accomplishes something more like systematically 
reshuffling the familiar layout of the periodic 
table. The new approach is called the Hierarchical 
Taxonomy of Psychopathology (HiTOP), and it 
differs from prevailing systems in that it was for-
mulated on the basis of findings from systematic 
research. We argue that it overcomes many of the 
conceptual problems associated with categorical 
diagnosis that have frustrated researchers and clini-
cians. We begin the chapter by reviewing the struc-
ture and limitations of categorical taxonomies, and 
we then describe the origins, format, and implica-
tions of empirically based diagnosis.

Categorical Classification Systems
The DSM and ICD are the dominant classifica-

tion systems, also called nosologies, in the United 
States and abroad, respectively. Their history, orga-
nization, and utility are described in detail elsewhere 
in this volume. In this section, we focus on the 
parts of these systems that motivated investigators 

to explore alternative classifications. For simplicity, 
we refer to the particulars of DSM, but the same 
considerations generally apply to ICD.

For our purposes, the key thing to know about 
DSM is that it was originally constructed on the 
basis of expert opinion. Specialists (mostly psychia-
trists) met to trade clinical observations and specu-
late about the mental dysfunctions causing their 
patients’ problems. These sorts of formulations were 
deduced primarily from clinical experiences rather 
than systematic research. In other words, expert 
consensus— or occasionally just the loudest voice 
in the room— shaped the diagnoses printed in early 
editions of DSM (Spiegel, 2005). Because of the 
conservative revision process, many of those same 
constructs persist in DSM- 5 today.

DSM portrays mental disorders as categorical 
entities. Generally, a person is either a member 
or nonmember of each category, although some 
finer gradations of pathology are possible for select 
diagnoses. Patients are sorted into these categories 

Abbreviations
 DBT dialectical behavior therapy
 fMRI functional magnetic resonance 

imaging
 GWAS genome-wide association study
 HiTOP Hierarchical Taxonomy of 

Psychopathology
 MDD major depressive disorder
 NESARC National Epidemiologic Survey on 

Alcohol and Related Conditions
 PD personality disorder
 PID- 5 Personality Inventory for DSM- 5
 SAD social anxiety disorder
 SSRI selective serotonin reuptake 

inhibitors   

 

 

 



tHe H ierarcHical  taxonomy oF  PsycHoPatHology 55

if they express enough of the diagnostic criteria, 
which represent our hypotheses about how men-
tal disorders manifest. A cutoff point, separating 
cases from noncases, is designated for each condi-
tion. Patients qualify for DSM- 5 major depressive 
disorder (MDD), for example, when they satisfy at 
least five of the nine total diagnostic criteria. Any 
fewer criteria, regardless of the severity of a patient’s 
depressed mood, and MDD is ruled out.

Problems with Categories
DSM’s categorical structure is the status quo. 

DSM diagnoses have been the basic units of mental 
health disciplines for many decades. As mentioned, 
quite a few have been conserved through iterations 
of DSM with little or no modification, despite years 
of research.

There have been complaints throughout DSM’s 
history regarding the validity of categorical diag-
noses and their utility in clinical practice. The list 
of criticisms, recorded in detail elsewhere (e.g., 
Widiger & Samuel, 2005), is long and compel-
ling. They became the catalyst for new systems, 
such as HiTOP, that are more closely based on sci-
entific data collected over the past 40 years or so 
since the publication of DSM- III. We catalog some 
of the main problems with categorical rubrics here 
to clarify, by comparison, the benefits of a system 
that does not assume mental disorders are binary 
categories.

Comorbidity
If mental disorders are in fact discrete entities, 

each with a distinctive etiology, pathophysiology, 
illness course, and so on, then disorders should not 
overlap substantially. However, large- scale stud-
ies document that disorders co- occur at rates well 
above what would be predicted by chance (e.g., 
Kessler et al., 2005). Indeed, in the community, a 
small percentage of the population is responsible for 
over half of the total number of diagnoses recorded 
(Caspi et al., 2020). In outpatient care, if a patient 
is diagnosed with a mental disorder, the odds are 
better than 50/ 50 that they will be diagnosed with 
two or more conditions (Brown et al., 2001). This 
effect is even more pronounced in inpatient hospital 
settings.

Comorbidity muddles the design and interpre-
tation of research projects. Imagine an investigator 
who is studying attentional bias in panic disorder. 
They hypothesize that people with panic disorder 
more readily direct attention to danger cues. They 
recruit a clinical sample and estimate the correlation 

between panic and this information- processing 
outcome. After wrapping up the study, they real-
ize there could be a potential confound: almost 
all panic disorder cases were also diagnosed with 
agoraphobia, so perhaps the observed correlation 
between panic and attentional bias was attributable 
to agoraphobia instead.

A possible solution is to recruit a “pure” sample 
of panic disorder cases— people diagnosed with 
panic disorder but no other conditions. This method 
would certainly minimize the chances of a spurious 
correlation. The only problem is that this sample is 
unrepresentative of the population of people with 
panic disorder. Panic is correlated with diverse other 
mental health problems, especially agoraphobia, so 
the observed effect in this “pure” group would be 
unlikely to generalize to populations of interest.

Clinicians face the same kind of dilemma. In 
ordinary practice, most patients qualify for multiple 
categorical diagnoses. Consider a patient who pres-
ents with attention deficit hyperactivity disorder, 
drug use disorder, and antisocial personality disor-
der (PD). A psychotherapist is confronted with a 
tough choice: Address the problems simultaneously 
or treat them sequentially? If simultaneously, what 
shared phenomenon or process among these condi-
tions should be in the foreground? If sequentially, in 
what order? There is virtually no empirical guidance 
for this type of decision.

Heterogeneity
Two patients with the same diagnostic label 

may look very different from one another. This is 
called within- category variability, and it character-
izes most DSM conditions. It occurs because (1) 
a diverse constellation of signs and symptoms can 
contribute to any diagnosis, and (2) only a subset of 
symptoms is needed to cross the diagnostic thresh-
old. Recall the case of MDD, where any five of nine 
symptoms could qualify a patient for the diagnosis. 
This implies that two patients could share a diagno-
sis but have only one depressive symptom in com-
mon. Investigators have used simple mathematics to 
quantify this problem, finding close to 1,000 dif-
ferent possible symptom presentations that fit the 
DSM- 5 MDD criteria (Fried & Nesse, 2015). The 
situation is worse for posttraumatic stress disorder 
(PTSD): there are more than 600,000 ways to qual-
ify PTSD (Galatzer- Levy & Bryant, 2013).

In research projects based on categorical diag-
noses, it is impossible to tell what disorder com-
ponents are responsible for a correlation with some 
outcome variable. DSM- 5 PTSD, for instance, is 
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characterized by several loosely related symptom 
domains: intrusions (e.g., flashbacks), avoidance 
(e.g., steering clear of trauma- related places), nega-
tive cognitions and moods (e.g., self- blame), and 
altered arousal and reactivity (e.g., hypervigilance). 
If a study finds that the PTSD syndrome is corre-
lated with some outcome, it is not obvious which 
symptom domains are responsible for the observed 
effect. Conceptualizing PTSD as a categorical 
entity— collapsing across the subunits— misses the 
opportunity to explore these nuances.

Diagnostic heterogeneity is problematic in treat-
ment arenas, too. Psychotherapies are typically 
geared toward categorical diagnoses. There is no 
guarantee, however, that they target all symptom 
components equally. If cognitive therapy for PTSD 
addresses, say, traumatic intrusions and negative 
cognitions, then people diagnosed with PTSD pri-
marily by virtue of other problems (e.g., avoidance 
and hyperarousal) would not be expected to benefit 
substantially from treatment.

Unreliability
The interpretability of diagnoses depends on 

some reasonable degree of consistency across raters 
and time. Disagreement among raters suggests that 
the constructs mean different things to different 
people. This type of inconsistency makes it difficult 
to be sure whether a sample of people with, say, con-
duct disorder in one clinic or study is really equiva-
lent to a sample of people with conduct disorder in 
another. Observations of limited consistency across 
time would contradict assumptions about the tem-
poral stability of most forms of psychopathology 
(e.g., PDs).

Findings in large- scale studies point to problem-
atic reliability for categorical conditions. In field tri-
als for DSM- 5, about 40% of the diagnoses studied 
did not reach acceptable levels of interrater agree-
ment in real- world practice settings (Regier et al., 
2013). Longitudinal studies that track patients over 
time also document instability in diagnostic sta-
tus over time. For instance, one prospective study 
of 160 patients diagnosed with borderline PD— 
an intractable condition, according to received 
wisdom— discovered that more than 10% of diag-
noses remitted within 6 months (Gunderson et 
al., 2003).

Fuzzy Boundary with Normality
Breaking a natural continuum into parts throws 

away information. For example, collapsing ambi-
ent temperature into two categories called “hot” 

and “cold” sacrifices precision. Say the cutpoint is 
60°F. Now a 59°F day is considered categorically 
different from a 61°F day, whereas 61°F and 100°F 
are considered equivalently hot. The same practical 
problem occurs when investigators dichotomize a 
dimension of, say, depression severity into cases ver-
sus noncases of MDD.

There is no empirical evidence to justify this 
practice for mental disorder. To the contrary, quan-
titative research shows that people differ by degree, 
not by kind, on virtually all mental health constructs 
studied so far (Haslam et al., 2020). According to 
the extensive literature on this topic (Haslam et al., 
2020; Krueger et al., 2018, Markon et al., 2011), 
the best way to summarize how people differ from 
one another with respect to any mental health con-
dition is to assume a dimension of severity— marked 
by nearly infinite gradations— rather than mutually 
exclusive classes.

Blind Spots in Coverage
There are well over 300 diagnoses codified in 

DSM- 5. It is ironic, then, that categorical nosolo-
gies are sometimes criticized for poor coverage, 
meaning they do not adequately capture the range 
of conditions that clinicians encounter in ordinary 
practice. A common scenario is that patients will 
present with symptoms representing an amalgam 
of features from various “official” disorders. This 
combination of problems, also called a syndrome, 
creates significant distress and impairment, lead-
ing the patient to seek out professional help. 
Nevertheless, it does not align with the profile 
of any single DSM diagnosis. These cases can fall 
through the cracks in the healthcare system, failing 
to qualify for services reserved for people whose 
complaints fit neatly into a particular diagnostic 
category. In several mental health domains (e.g., 
eating disorders, PDs), this has led to “other speci-
fied”— called “not otherwise specified” in DSM- 
IV— to be the most common diagnosis (e.g., 
Verheul, Bartak, & Widiger, 2007).

Multifinality
In medicine, a diagnosis implies a particular 

pathogenesis. Each illness can be traced to its own 
distinct causal mechanisms. This is decidedly not 
the case for psychopathology. Despite immense 
resources devoted to discovering the cause for vari-
ous DSM diagnoses, none has been established or 
appear forthcoming. With few exceptions, there is 
no one- to- one correspondence between a risk factor 
and any categorical mental health outcome.
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Instead, potent risk factors are virtually always 
related to multiple categorical disorders. This phe-
nomenon has been termed multifinality by devel-
opmentalists, who observed that adverse events 
early on in life conferred risk for an array of mental 
health outcomes (Cicchetti & Rogosch, 1996). It 
implies that when the architects of official nosolo-
gies divided mental health problems into mutually 
exclusive categories, they did not delineate disorders 
with meaningfully separate etiologies and correlates.

A Quantitative Nosology
This report card raises serious questions about 

the utility of categorical diagnoses for mental health 
research and practice. No matter how advanced 
the research technology, how large and representa-
tive the sample, how insightful the investigator, the 
findings built around DSM will be, to some extent, 
difficult to interpret. Perhaps we should not con-
tinue to anchor all of the field’s knowledge to these 
suboptimal representations of psychopathology.

Overhauling the diagnostic system would not 
necessarily mean starting over. Decades of clinical 
observation and empirical research into the basic 
features of mental disorder provide a palette to 
work with. The key proposed change is to bring sys-
tematic data analysis, and not just expert committees, 
to the foreground to find out how those building 
blocks tend to assort into meaningful clinical prob-
lems. This quantitative approach moves as far away 
as possible from the clinical opinion and political 
processes that have played such a major role in 
the development of categorical systems (see, e.g., 
Zachar et al., 2016).

Quantitative nosology’s mandate is to summa-
rize mental health problems according to observed 
patterns of covariation. This means that research-
ers use quantitative analysis to determine how psy-
chopathology signs and symptoms cluster together. 
These empirically derived clusters are the constructs 
(i.e., clinical phenomena) that comprise the new 
taxonomy.

We can loosely define quantitative analysis 
as examining correlations among mental health 
problems. Correlations reflect co- occurrence or 
clustering. We can identify diagnostic constructs 
by finding clinical phenomena that tend to cluster 
together. For instance, if sadness, insomnia, weight 
loss, and thoughts of dying co- occur, we might 
posit depression as a common thread through all 
of these experiences. We can infer constructs— 
unobservable characteristics (e.g., depression, 
extraversion, intelligence, humor)— that explain 

why the building blocks of psychopathology assort 
in systematic ways.

The principal method of quantitative analysis 
in this area is called factor analysis. To oversimplify, 
factor analysis establishes continuously distributed, 
unobserved traits (i.e., factors) that explain correla-
tions among a set of observed behaviors (for more 
information, see Brown, 2015). It was formu-
lated at the turn of the twentieth century to test 
the hypothesis that a general cognitive ability fac-
tor accounted for similarity in performance across 
several more specific cognitive tasks (e.g., working 
memory, processing speed, vocabulary). The factors 
are considered latent variables, meaning they are 
not observable; we infer their existence from pat-
terns of correlation among manifest, or observable, 
outcomes. To understand the difference between 
latent and manifest concepts, consider that a clini-
cian might directly observe tearfulness, tiredness, 
and weight loss (i.e., manifest phenomena), whereas 
the hypothesis “this patient is depressed”— where 
depression is a latent phenomenon— is inferred 
from those observations.

We will refer to the application of factor analysis 
and related methods as structural research, because 
they describe the way different components of psy-
chopathology fit together. Structural research has a 
long history in clinical psychology and psychiatry. 
Early studies examined the relations among symp-
toms reported by psychiatric patients in an attempt 
to discern patterns in their presenting problems 
(e.g., Moore, 1930). There were similar investiga-
tions into the coherence of affective experiences in 
community and clinical populations that spawned 
a robust line of work into the composition of anxi-
ety and depression (Mineka et al., 1998), which was 
perhaps the clearest forerunner of contemporary 
quantitative nosology.

Structural research caught on most quickly in 
the developmental psychopathology literature; this 
field has been conceptualizing mental health prob-
lems in terms of empirically derived dimensions for 
decades. Achenbach’s (1966) factor analytic research 
into youth mental health complaints was the main 
catalyst. He found that recognizable mental health 
problems like anxiety, depression, and somatic com-
plaints could be conceptualized as aspects of a broad 
internalizing dimension and delinquency, conduct 
problems, and aggression could be conceptualized 
as aspects of an externalizing dimension (Achenbach 
et al., 1991).

Subsequent research in adult populations 
detected similar patterns. Kreuger, Caspi, Moffitt, 
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and Silva (1998) found that internalizing and 
externalizing factors summarized the interrela-
tions among anxiety and depressive diagnoses, 
on the one hand, and substance use and antiso-
cial behavior diagnoses, on the other, in a New 
Zealand community sample. Krueger (1999) then 
analyzed US epidemiological data and found that 
the same two dimensions explained comorbidity 
among DSM- III- R diagnoses. This latter study 
made the case for a more elaborated, hierarchi-
cal structure in which the internalizing factor 
broke apart into two subordinate factors, which 
he labeled distress and fear. Distress accounted 
for especially high comorbidity among depression 
and generalized anxiety disorder (GAD), whereas 
fear represented the clustering between panic dis-
order and the phobias.

The investigations by Krueger and colleagues 
were a turning point for structural research and, 
more broadly, the quantitative nosology endeavor. 
They have inspired a tremendous amount of empir-
ical work over the past 20 years. These structural 
studies formed the evidence base for HiTOP, which 
we turn to in the next section.

Much of the ensuing research was oriented 
around comorbidity patterns among categorical 
diagnoses. Many large- scale datasets from epidemi-
ological and community- based research included a 
diverse roster of interviewer- rated diagnoses, and 
this was the perfect environment for making sense 
of comorbidity. A meta- analysis, now more than 
15 years old, of these efforts supported a model of 
diagnostic correlations that was anchored by fac-
tors that closely paralleled the internalizing and 
externalizing factors that had originally appeared 
in developmental research (Krueger & Markon, 
2006). Moreover, it again raised the possibility that 
there were discernable subdimensions within the 
internalizing spectrum; the internalizing factor in 
this meta- analytic model bifurcated into distress 
and fear subfactors, mirroring the factor analysis 
reported by Krueger (1999).

Later studies with even broader diagnostic cover-
age revealed other factors adjoining the internalizing 
and externalizing dimensions. Kotov et al. (2011) 
searched for clusters of diagnoses in a sample of 
about 3,000 outpatients who completed a compre-
hensive interview for DSM- IV clinical disorder and 
PD diagnoses. They described three other factors 
in this dataset: thought disorder (psychosis, mania, 
and cluster A PDs), somatoform (hypochondriasis, 
pain disorder, undifferentiated somatoform disor-
der), and antagonism (cluster B and paranoid PDs). 

Results in other samples converged with these new 
findings (e.g., Forbes et al., 2017; Sellbom, 2017).

We acknowledge that at first glance a research 
agenda based on DSM diagnoses does not seem 
likely to move us meaningfully beyond diagnostic 
categories. After all, the whole purpose of a quan-
titative nosology is to transcend the traditional 
categorical system. However, this line of research is 
valuable because it illustrates that structural research 
can uncover unobserved dimensions that in theory 
predispose to clinically recognizable mental health 
problems. These dimensions offer another way to 
conceptualize mental disorders. Nevertheless, there 
are certain constraints. DSM diagnoses may not be 
the optimal way to sort symptoms. As mentioned, 
categorical diagnoses most often reflect a hetero-
geneous symptom set. This means that structural 
research based on diagnoses cannot speak to the 
organization of fine- grained signs, symptoms, and 
maladaptive personality traits.

Structural research therefore increasingly has 
bypassed diagnoses to focus on more basic units of 
psychopathology. Markon’s (2010) analysis of more 
than 100 interviewer- rated symptoms in a British 
epidemiological study extended the evolving struc-
tural model “downward” in the sense of zooming 
in on the homogeneous components that compose 
psychological disorders. Factor analysis showed 
that the symptoms in this study clustered into 20 
tight- knit subordinate, or lower- order, dimensions. 
For instance, hazardous alcohol use, physiologi-
cal withdrawal, and social role failures secondary 
to alcohol use cohered into an “alcohol problems” 
dimension. In turn, Markon (2010) examined 
how these 20 lower- order dimensions assembled 
into higher- order factors. This process revealed 
the familiar internalizing and externalizing factors 
alongside thought disorder— marked by hallucina-
tions, paranoia, and eccentricity— and pathological 
introversion— marked by social anxiety, unassert-
iveness, and dependence.

Other research teams followed Markon’s (2010) 
lead. Symptom- based investigations generated 
insights into the intermediate factors that function 
as the connective tissue between manifest symp-
toms and higher- order factors like internalizing 
and externalizing. A study by Waszczuk, Kotov, 
Ruggero, Gamez, and Watson (2017) involv-
ing two treatment- seeking samples illustrates this 
point. They administered an interview measure of 
every symptom of DSM- IV anxiety and depressive 
disorders and found that these manifest variables 
reflected 31 fairly homogeneous latent factors, such 
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as irritability, dissociation, and anhedonia. These 
subordinate factors cohered into 8 intermediate fac-
tors called syndromes (e.g., vegetative symptoms, 
cognitive depression, mania); these were subsumed 
by even broader factors called distress, fear, and 
obsessive compulsive disorder (OCD)/ mania; and 
surmounting them all was a unifying internalizing 
factor.

Wazczuk et al.’s (2017) approach demonstrates 
that clinical phenomena can be organized hierarchi-
cally, with several tiers of recognizable constructs 
arrayed across very high levels of resolution (e.g., 
trouble eating in front of others) to very low levels 
(e.g., internalizing). Other research confirmed that 
this principle extended beyond the internalizing 
domain (e.g., Kotov et al., 2017).

As quantitative nosologists reviewed this litera-
ture, a picture of the higher- order dimensions of 
psychopathology began to emerge. The internalizing 
factor was defined by anxiety, depression, and sexual 
and eating problems; thought disorder by mania and 
psychotic experiences; detachment by emotional 
and social disengagement; and somatoform by pre-
occupation with medically unexplained somatic 
problems (Krueger et al., 2018). The broad exter-
nalizing dimension was differentiated into disinhib-
ited externalizing, identified by antisocial behavior 
and substance misuse, and antagonistic externaliz-
ing, marked by antisocial behavior and maladaptive 
personality traits like narcissism, attention- seeking, 
and manipulativeness. The evidence base was stron-
ger for some of these dimensions than others, partly 
because some of them were only evident in research 
with comprehensive psychopathology assessment. 
For example, it was clear that antagonistic external-
izing and detachment factors were rooted primarily 
in characteristics normally associated with PD (e.g., 
Wright & Simms, 2015).

This research program gained more traction as 
the main structural elements were replicated across 
diverse contexts. The hierarchical model of psycho-
pathological symptoms and diagnoses appeared 
fairly uniform across developmental stage, gender, 
nation, and clinical setting (Krueger et al., 2003). 
This generalizability supported the hypothesis that 
these empirically derived groupings of clinical phe-
nomena might have broad utility as diagnostic tools.

The Hierarchical Taxonomy of 
Psychopathology

Investigators recognized that this theoreti-
cal framework had the potential to improve on 
categorical diagnostic systems. In 2015, a group 

of quantitative nosologists founded the HiTOP 
consortium to synthesize the work that had been 
done already into a consensus quantitative model 
of psychopathology, mobilize continued structural 
research, and explore its applications (Kotov et al., 
2017). As an organization open to all sorts of pro-
fessionals interested in advancing mental disorder 
diagnosis, it has expanded steadily in recent years.

The HiTOP Model
One of the consortium’s first acts was to inte-

grate the available evidence to sketch a model of the 
major dimensions of psychopathology (Figure 3.1; 
reprinted from Conway et al., 2019). The HiTOP 
model is a proposal; it is a work in progress intended 
to evolve with new data. Figure 3.1 is a conceptual 
diagram, as opposed to a representation of results 
from a single empirical study. It pieces together evi-
dence from independent studies that have surveyed 
different sections of this landscape.

The diagram’s vertical axis represents breadth. 
Constructs higher up in the figure reflect character-
istics that explain the coherence of constructs situ-
ated at lower levels. We will start at the base at work 
our way up. The symptom components are tight- knit 
clusters of symptomatic behaviors. For instance, a 
tendency to scan the environment for threats and an 
exaggerated startle response are part of a symptom 
component called hyperarousal. Maladaptive per-
sonality traits occupy the same tier of the hierarchy 
as symptom components. These are homogeneous 
individual differences discovered in research on the 
building blocks of PD.

The symptom components and maladaptive 
traits assort into dimensional syndromes at the next 
level of the hierarchy. For example, we tend to sum-
marize the co- occurrence of sadness, anhedonia, 
insomnia, fatigue, and suicidality by referring to a 
depression syndrome. By definition, constructs at 
this level are more complex than symptom com-
ponents and maladaptive traits. Note that the 
term “syndrome” generally denotes a disease cat-
egory, and, indeed, many of the syndromes listed 
in Figure 3.1 are named after DSM diagnoses. 
However, here a syndrome is a continuous index of 
severity of a constellation of homogeneous symp-
toms and traits. The naming scheme is meant to 
illustrate the link with DSM symptoms; people 
can see that the familiar categorical constructs are 
represented, albeit with some reformatting, in the 
HiTOP framework.

The syndrome concepts presented in Figure 3.1 
are provisional pieces of the HiTOP system. To 

 

 

 



Se
xu

al
Pr

ob
le

m
s

Ea
ti

ng
Pr

ob
le

m
s

Fe
ar

D
is

tr
es

s
M

an
ia

An
ti

so
ci

al
B

eh
av

io
r

Su
bs

ta
nc

e
Ab

us
e

An
xi

et
y 

(G
AD

 s
ym

pt
om

s,
 w

or
ry

), 
Co

m
pu

ls
io

n 
(c

he
ck

in
g,

 c
le

an
in

g,
 r

it
ua

ls
);

D
ep

re
ss

io
n 

(a
gi

ta
ti

on
, a

nh
ed

on
ia

, a
pp

et
it

e,
 d

ys
ph

or
ia

, i
ns

om
ni

a,
 la

ss
it

ud
e,

lo
w

 w
el

l-b
ei

ng
, r

et
ar

da
ti

on
, s

ui
ci

da
lit

y)
, O

bs
es

si
on

, P
ho

bi
a 

 (a
ni

m
al

s,
bl

oo
d-

in
je

ct
io

n-
in

ju
ry

, e
nc

lo
se

d 
sp

ac
es

, p
er

fo
rm

an
ce

, p
ub

lic
 p

la
ce

s,
si

tu
at

io
ns

, s
oc

ia
l i

nt
er

ac
ti

on
s)

, P
an

ic
 (p

hy
si

ol
og

ic
al

, p
sy

ch
ol

og
ic

al
),

Po
st

ra
um

at
ic

 (a
vo

id
an

ce
, d

is
so

ci
at

io
n,

 h
yp

er
ar

ou
sa

l, 
ir

ri
ta

bi
lit

y,
 n

um
bi

ng
)  

   
   

 

Co
nv

er
si

on
,

H
ea

lt
h 

co
nc

er
ns

,
So

m
at

iz
at

io
n

An
xi

ou
sn

es
s,

 H
os

ti
lit

y,
 Id

en
ti

ty
 p

ro
bl

em
s,

 L
ab

ili
ty

, N
eg

at
iv

e 
re

la
ti

on
s,

Pe
rs

ev
er

at
io

n,
 S

ep
ar

at
io

n 
in

se
cu

ri
ty

, S
ub

m
is

si
ve

ne
ss

, U
nd

er
-r

es
tr

ic
te

d
em

ot
io

na
lit

y

At
te

nt
io

n 
se

ek
in

g,
 

Ca
llo

us
ne

ss
,

D
ec

ei
tf

ul
ne

ss
, 

D
om

in
an

ce
, 

Eg
oc

en
tr

ic
it

y,
 

Gr
an

di
os

it
y,

M
an

ip
ul

at
iv

en
es

s

An
he

do
ni

a,
 

D
ep

re
ss

iv
it

y,
In

ti
m

ac
y

av
oi

da
nc

e,
 

Su
sp

ic
io

us
ne

ss
,

W
it

hd
ra

w
al

Eu
ph

or
ic

 
ac

ti
va

ti
on

,
H

yp
er

-a
ct

iv
e

co
gn

it
io

n,
R

ec
kl

es
s 

ov
er

-
co

nfi
de

nc
e

Av
ol

it
io

n,
 

D
is

or
ga

ni
ze

d,
In

ex
pr

es
si

vi
ty

R
ea

lit
y

di
st

or
ti

on

Co
gn

it
iv

e 
an

d 
pe

rc
ep

tu
al

 d
ys

-
re

gu
la

ti
on

, 
Ec

ce
nt

ri
ci

ty
,

U
nu

su
al

 b
el

ie
fs

 
an

d 
ex

pe
ri

en
ce

s 

D
et

ac
hm

en
t

Th
ou

gh
t

D
is

or
de

r
In

te
rn

al
iz

in
g

So
m

at
of

or
m

Ex
te

rn
al

iz
in

g,
An

ta
go

ni
st

ic
Ex

te
rn

al
iz

in
g,

D
is

in
hi

bi
te

d

H
yp

oc
ho

nd
ri

as
is

Ill
ne

ss
 A

nx
ie

ty
So

m
at

ic
 S

ym
pt

om

Ar
ou

sa
l D

if
fi

cu
lt

ie
s

Lo
w

 D
es

ir
e

O
rg

as
m

ic
 F

un
ct

io
n

Se
xu

al
 P

ai
n

An
or

ex
ia

B
in

ge
 E

at
in

g
B

ul
im

ia

Ag
or

ap
ho

bi
a

O
CD

Pa
ni

c
SA

D
So

ci
al

 P
ho

bi
a

Sp
ec

ifi
c 

Ph
ob

ia

B
or

de
rl

in
e

D
ys

th
ym

ia
GA

D
M

D
D

PT
SD

B
PD

 I
B

PD
 II

M
D

D
 w

/P
sy

ch
os

is
Sc

hi
zo

pr
en

ia
 S

pe
c

Sc
hi

zo
id

Sc
hi

zo
ty

pa
l

Pa
ra

no
id

Su
bs

ta
nc

e

AD
H

D
An

ti
so

ci
al

Co
nd

uc
t

IE
D

O
D

D

B
or

de
rl

in
e

H
is

tr
io

ni
c

N
ar

ci
ss

is
ti

c
Pa

ra
no

id

Av
oi

da
nt

D
ep

en
de

nt
H

is
tr

io
ni

c
Sc

hi
zo

id

Ag
gr

es
si

on
 (p

ro
pe

rt
y,

 r
el

at
io

na
l),

Al
ie

na
ti

on
, B

la
m

e 
ex

te
rn

al
iz

at
io

n,
 

B
or

ed
om

 p
ro

ne
ne

ss
, E

xc
it

em
en

t
se

ek
in

g,
 L

ow
 (d

ep
en

da
bi

lit
y,

 e
m

pa
th

y,
ho

ne
st

y,
 p

la
n-

fu
ln

es
s)

, I
m

pa
ti

en
t

ur
ge

nc
y,

 I
m

pu
ls

iv
it

y,
 I

rr
es

po
ns

ib
ili

ty
,

R
eb

el
lio

us
ne

ss
, S

ub
st

an
ce

 (u
se

,
pr

ob
le

m
s)

, T
he

ft
   

   

D
is

tr
ac

ta
bi

lit
y,

 L
ow

 r
ig

id
 p

er
fe

ct
io

ni
sm

, 
Ri

sk
 ta

ki
ng

Ge
ne

ra
l P

sy
ch

op
at

ho
lo

gy

Fi
gu

re
 3

.1
 H

ie
ra

rc
hi

ca
l T

ax
on

om
y 

of
 P

sy
ch

op
at

ho
lo

gy
 (H

iT
O

P)
 c

on
so

rt
iu

m
 w

or
ki

ng
 m

od
el

. C
on

str
uc

ts 
hi

gh
er

 in
 th

e 
fig

ur
e 

ar
e 

br
oa

de
r a

nd
 m

or
e 

ge
ne

ra
l, 

w
he

re
as

 c
on

str
uc

ts 
lo

w
er

 in
 

th
e 

fig
ur

e 
ar

e 
na

rr
ow

er
 a

nd
 m

or
e 

sp
ec

ifi
c.

 S
ta

rt
in

g 
at

 th
e 

to
p 

an
d 

w
or

ki
ng

 d
ow

n,
 th

e 
le

ve
ls 

ar
e:

 su
pe

rs
pe

ct
ru

m
 (i

.e
., 

ge
ne

ra
l p

sy
ch

op
at

ho
lo

gy
), 

sp
ec

tr
um

 (e
.g

., 
in

te
rn

al
izi

ng
), 

su
bf

ac
to

r (
e.

g.
, 

di
str

es
s)

, s
yn

dr
om

e 
(e

.g
., 

de
pr

es
sio

n)
, a

nd
 sy

m
pt

om
 c

om
po

ne
nt

s (
e.

g.
, a

nh
ed

on
ia

) a
nd

 m
al

ad
ap

tiv
e 

tr
ai

ts 
(e

.g
., 

an
xi

ou
sn

es
s)

. D
as

he
d 

lin
es

 d
en

ot
e 

pr
ov

isi
on

al
 e

le
m

en
ts 

re
qu

iri
ng

 fu
rt

he
r s

tu
dy

. 
At

 th
e 

lo
w

es
t l

ev
el

 o
f t

he
 h

ie
ra

rc
hy

, s
ym

pt
om

 c
om

po
ne

nt
s a

re
 li

ste
d 

in
 th

e 
up

pe
r h

al
f o

f t
he

 b
ox

, a
nd

 m
al

ad
ap

tiv
e 

tr
ai

ts 
in

 th
e 

lo
w

er
 h

al
f; 

fo
r h

eu
ris

tic
 p

ur
po

se
s, 

co
nc

ep
tu

al
ly

 re
la

te
d 

sig
ns

 a
nd

 
sy

m
pt

om
s (

e.
g.

, P
ho

bi
a)

 a
re

 in
di

ca
te

d 
in

 b
ol

d,
 w

ith
 sp

ec
ifi

c 
m

an
ife

sta
tio

ns
 in

di
ca

te
d 

in
 p

ar
en

th
es

es
. 

AD
H

D
, a

tte
nt

io
n-

 de
fic

it/
 hy

pe
ra

ct
iv

ity
 d

iso
rd

er
; B

PD
, b

ip
ol

ar
 d

iso
rd

er
; G

AD
, g

en
er

al
ize

d 
an

xi
et

y 
di

so
rd

er
; H

iT
O

P, 
H

ie
ra

rc
hi

ca
l T

ax
on

om
y 

of
 P

sy
ch

op
at

ho
lo

gy
; I

ED
, i

nt
er

m
itt

en
t e

xp
lo

siv
e 

di
so

rd
er

; M
D

D
, m

aj
or

 d
ep

re
ss

iv
e 

di
so

rd
er

; O
C

D
, o

bs
es

siv
e-

 co
m

pu
lsi

ve
 d

iso
rd

er
; O

D
D

, o
pp

os
iti

on
al

 d
efi

an
t d

iso
rd

er
; S

AD
, 

se
pa

ra
tio

n 
an

xi
et

y 
di

so
rd

er
; P

D
, p

er
so

na
lit

y 
di

so
rd

er
; P

T
SD

, p
os

ttr
au

m
at

ic
 st

re
ss

 d
iso

rd
er

.



tHe H ierarcHical  taxonomy oF  PsycHoPatHology 61

date, there is limited research on how fine- grain 
symptom components and maladaptive traits tend 
to co- occur (cf. Forbes et al., in press; Waszczuk et 
al., 2017). This is reflected in the fact that symptom 
components and maladaptive traits are matched to 
groups of syndromes, rather than particular syn-
dromes, in Figure 3.1. Much more is known about 
the ways syndromes assemble into subfactors and 
spectra, in large part because of the availability of 
large community and epidemiologic studies that 
involve diagnosis- based assessments.

Features shared across syndromes are represented 
by subfactors. Recall the fear and distress constructs 
that summarized distinct patterns of internalizing 
problems. The fear dimension embodies the pro-
cesses that trigger pronounced defensive reactions 
(similar to the “fight or flight” response) to real or 
perceived immediate threats. This sort of psycho-
logical and physiological overreaction is evident in 
panic, for instance, where uncomfortable internal 
sensations are interpreted as signs of an imminent 
medical problem like a heart attack. At a similar 
level of breadth to fear and distress are substance 
use, antisocial behavior, eating problems, and sexual 
problem subfactors.

Spectrum constructs are at the next level up. 
These are often the focus of structural research, espe-
cially factor analyses of categorical diagnoses (e.g., 
Krueger & Markon, 2006). As mentioned earlier, 
there is solid evidence for thought disorder, internal-
izing, and externalizing— especially the latter two— 
as dimensions that explain patterns in manifest 
psychopathology. Based primarily on PD research 
distinguishing disinhibition and antagonism as sepa-
rate personality dimensions that underpin fairly dif-
ferent sets of clinical phenomena, the HiTOP model 
splits externalizing into two spectra: disinhibited and 
antagonistic (e.g., Krueger et al., 2012).

The somatoform spectrum is provisional. It is 
clear that DSM- 5 somatic symptom disorder and 
illness anxiety disorder often co- occur with anxi-
ety disorders and that anxiety is the predominant 
reaction to somatic issues in these conditions (APA, 
2013). Nevertheless, the available structural research 
suggests that somatoform and internalizing prob-
lems are meaningfully distinct (Kotov et al., 2011; 
Sellbom, 2017). The detachment spectrum has also 
attracted less attention, although structural analyses 
of PD data over the past couple decades consistently 
identify this dimension, which represents avoid-
ance of social and emotional engagement. Traces of 
detachment are evident in autism, as well as in PDs 

associated with suspiciousness, aloofness, and with-
drawal (e.g., avoidant, schizoid).

Surmounting all the spectra is a superspec-
trum called the general factor of psychopathology 
(Lahey et al., 2012). It is also known as the p- 
factor due to its conceptual similarity to intelli-
gence’s g- factor that is theorized to encompass all 
mental abilities (Caspi et al., 2014). It accounts 
for the correlations among the six spectra. For 
example, internalizing and externalizing dimen-
sions often are correlated around .50 (Krueger & 
Markon, 2006), hinting at a common substrate. 
There are many theories as to what this general 
factor might represent, but none has been seri-
ously tested (Caspi & Moffitt, 2018). The lead-
ing hypothesis is that it reflects general distress, 
demoralization, and/ or impairment that pervade 
all types of mental health conditions.

Implications of a Quantitative Approach
As mentioned, HiTOP involves the same basic 

units that make up the DSM, but it reshuffles them 
according to how they tend to cluster together 
empirically. We can think of HiTOP as a diagnostic 
tool— an alternative to DSM— that is distinguished 
by its emphasis on hierarchy and dimensions.

HierArCHy
Figure 3.1 clearly reflects HiTOP’s hierarchical 

view of clinical phenomena. From this perspec-
tive, there is no single, “optimal” level of resolution 
for mental health problems. Any condition can be 
conceptualized at varying levels of resolution. Clark 
and Watson (2019) provide an example involv-
ing insomnia. They start with sleep difficulties 
reported as “I woke up much earlier than usual.” 
This symptom could be conceptualized as part of 
a tight- knit symptom cluster representing problems 
with terminal insomnia (i.e., difficulty with early 
morning awakenings). Alternatively, it could also 
be considered a reflection of a broader insomnia 
construct, which encompasses trouble sleeping at 
early, middle, and late points of the sleep cycle. At 
an even broader level, there is evidence that it is part 
of a depression syndrome that involves sleep, weight, 
mood, and cognitive problems. Finally, a pattern 
of early awakenings also can be thought of as an 
internalizing problem; terminal insomnia and other 
sleep disruptions permeate various expressions of 
anxiety and depression.

To repeat, there is no optimal level of resolu-
tion, or frame of reference, for any mental health 
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problem. One can zoom in as far as possible to 
consider a manifest symptom in terms of its spe-
cific ecology or context. What biological pro-
cesses regulate difficulty returning to sleep after 
an unexpected awakening? How can the patient 
limit sunlight exposure during the early morn-
ing hours when they would like to be asleep? 
Alternately, one can just as easily zoom out and 
address the more general context in which the 
symptom is embedded. What biological factors 
predispose people to internalizing problems? 
What behavioral treatments are known to allevi-
ate internalizing distress?

The researcher or clinician can choose the level 
of abstraction that is best suited for their particu-
lar objective. If the question concerns a process that 
mental health problems have in common, they can 
focus on a higher- order dimension. This is how the 
HiTOP model copes with comorbidity among cat-
egorical diagnoses. Professionals can work directly 
with the construct(s) hypothesized to reflect psy-
chopathological processes that shape multiple 
conditions.

On the other hand, if the research or clinical 
question has to do with a very specific problem, 
such as anxiety in performance situations (e.g., pub-
lic speaking), one can bypass categorical diagnoses 
and zero in on the particular symptom component 
or trait of interest. This flexibility allows a bit more 
control over the problem of heterogeneity that is 
baked into diagnostic categories. Some people with 
DSM- 5 social anxiety disorder qualify for the diag-
nosis on the basis of significant performance anxi-
ety, but others struggle primarily with other forms 
of social interaction anxiety (e.g., difficulty talking 
to coworkers and authority figures). The syndrome 
(in DSM’s case, a categorical syndrome) collapses 
across these more specific features. HiTOP allows 
case conceptualization, diagnosis, research, and 
treatment to focus on these detailed, lower- order 
elements if need be.

HiTOP’s hierarchical format mirrors other indi-
vidual difference domains. Cognitive ability and 
personality are structured in much the same way. 
We alluded to the general intelligence factor (g) that 
purportedly explains why people who perform well 
on one IQ “subtest” (e.g., putting blocks together to 
make a pattern, remembering who wrote “Hamlet,” 
recalling a string of numbers) tend to do well on the 
others. There is also a range of intermediate abilities, 
akin to HiTOP spectra and subfactors, such as ver-
bal memory, visuospatial reasoning, and processing 
speed. Others are narrower still (e.g., vocabulary, 

matrix reasoning), mirroring symptom components 
and maladaptive traits.

diMensions
Using dimensions, it is much easier to consis-

tently rate people in terms of severity. There is much 
more room on a dimension to decide that person 
X has much more of a quality than person Y, but 
slightly less than person Z. This subtlety is impossi-
ble with binary diagnoses. A categorical depression 
diagnosis does not discriminate between the person 
who seemingly has never had a gloomy day in their 
life and the person who for the past 2 years has been 
actively suicidal, sad, sleeping poorly, and feeling 
worthless but is missing a fifth criterion that would 
cross the threshold for an MDD diagnosis.

This extra information in the dimensional sys-
tem fosters reliability. People’s relative position on 
a psychopathology dimension is stable over brief 
intervals. Clinicians have better agreement regard-
ing the severity of clinical phenomena (Markon et 
al., 2011). This is in large part because dimensions 
avoid the tricky business of deciding whether a 
patient falls just above or below a categorical thresh-
old. In other words, dimensions largely sidestep the 
problem of fuzzy boundaries between psychopa-
thology and normality. The dimensional hypothesis 
embraces that fuzziness; it assumes a continuum of 
clinical problems that applies to everyone from the 
most healthy to the most sick. Everyone is “on the 
spectrum” according to this model.

Research Utility
HiTOP is a descriptive system— another way 

of cataloging psychopathology— but it can do 
more than describe. In this section, we cover how 
HiTOP dimensions are applied to advance real- 
world research into the causes and consequences 
of psychopathology. That is, we examine associa-
tions between dimensional psychopathology con-
structs and variables outside the HiTOP system. 
These associations reflect the model’s research util-
ity. Whereas the structural research underpinning 
Figure 3.1 tells us what HiTOP “is,” studies focused 
on research utility tell us what the model “does.”

Siloed Research Literatures
The misconception that DSM diagnoses have 

distinctive ecosystems (e.g., separate causes) has 
generated a very decentralized literature. It makes 
sense, from that perspective, for investigators to 
study one disorder at a time. As a result, knowledge 
has accumulated in a piecemeal fashion.
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This applies not just to individual research proj-
ects but also to entire careers. Today it is still common 
for investigators to build a research program around 
one condition (e.g., “I am a borderline PD expert”), 
and this trend was even stronger in earlier genera-
tions. Researchers sometimes even screen out people 
with other diagnoses from data collection to mini-
mize “noise.” Perhaps at the most extreme, training 
environments can be explicitly structured around a 
single DSM condition, as is the case with some US 
Veterans Affairs sites that specialize in PTSD.

This norm creates information silos. Each study 
or each research program tells only part of the story 
relevant to a particular cause, correlate, or outcome. 
These often have a much more complex web of 
associations with psychopathology than we assume. 
Connecting the dots is rarely easy because there 
tends to be very little cross- talk among research 
teams that are working on different diagnoses.

The field is gradually coming to terms with this 
inefficiency. It helps when high- profile research 
findings raise awareness of the problem. The most 
prominent one in recent memory involves molecular 
genetics. When the human genome was sequenced, 
many investigators proclaimed that it was only a 
matter of time until the gene(s) that determined 
every DSM diagnosis were identified. After years of 
research and millions of funding dollars, it became 
apparent that there was no gene “for” any single 
diagnosis (Kendler, 2005). Quite the opposite 
was true: each disorder was related to many differ-
ent genes, and relevant genes were linked to many 
disorders. Genetic effects were crossing diagnostic 
boundaries. This observation has fundamentally 
changed the way psychiatric geneticists define the 
phenotypes they study, and they more rarely target 
DSM diagnoses (Waszczuk et al., 2020).

In sum, huge bodies of information have 
amassed around DSM diagnoses. This makes for a 
fractured, incomplete picture of how psychopathol-
ogy relates to important risks and outcomes. This is 
probably not the optimal way to set up a research 
agenda. HiTOP provides an outlet by offering an 
alternative research heuristic that proposes to com-
pletely restructure the design and interpretation of 
empirical studies.

An Integrative Approach
We introduce this heuristic with an example. 

Consider a study on psychophysiological responses 
to a social stressor. The investigator hypothesizes 
that people diagnosed with social anxiety disorder 
(SAD) will overreact— in terms of heart rate, sweat, 

and respiration— to a standard “evaluative” stressor. 
The research participants, a mix of people with and 
without SAD, undergo a common test in stress 
research: they are asked to deliver an impromptu 
speech in front of a small audience. Electrodes 
record physiological activity throughout the task.

The study design and conceptual hypothesis 
(SAD → hyperarousal) seem sound; they are what 
we are used to finding in journal articles. Consider 
how they might be reframed from a HiTOP per-
spective. First, social anxiety is conceived of as a 
dimension, as opposed to a dichotomy. A dimen-
sional operationalization makes it easier to iden-
tify the individual differences in anxiety among 
the research participants. Second, as illustrated in 
Figure 3.1, social anxiety can be conceptualized at 
multiple levels of analysis. It has both coarse and 
fine components, just as we mentioned that insom-
nia is reflected in higher-  and lower- level constructs 
in the internalizing domain.

What this means practically is that a researcher 
can empirically test, not just assume, which social 
anxiety constructs contribute to the outcome. This 
flexibility is not possible with categorical rubrics, 
where the syndrome is the preordained level of 
analysis. This obscures which part(s) of the clinical 
picture are “driving” the associations with the out-
come. A DSM diagnosis is therefore a little bit like 
a black box— a mix of unknowable components— 
that HiTOP can unpack.

Returning to the example, one can envision 
a number of different ways that social anxiety— 
conceptualized hierarchically— relates to physi-
ological arousal in the face of evaluative stress. (1) It 
might be that a very specific symptom component, 
such as performance anxiety, predicts hyperarousal. 
Or (2) hyperarousal could depend primarily on 
the broader constellation of symptom components 
that make up the SAD syndrome. Alternately (3) it 
could be that hyperarousal is a common feature of 
all fear- related disorders, shared by any condition 
marked by a very sensitive “fight or flight” response. 
Finally, (4) the key ingredient might be the general 
propensity to experience negative affect, represented 
by the internalizing spectrum. Still other scenarios 
are possible. The take- home message is that we need 
not assume categorical syndromes are “where the 
action is”; we can empirically test out all of the pos-
sible pathways.

This methodology can be applied to any substan-
tive research area— neuroscience, personality, social 
relationships, development, and so on. Indeed, 
this heuristic has generated new insights into how 
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mental disorders onset, develop, and shape impor-
tant life outcomes (reviewed in Conway et al., 
2019). To give a sense of HiTOP’s possible research 
applications, we selectively review this expanding 
body of evidence in the remainder of this section. 
For convenience, we group the literature into four 
topics: personality, genetics, neurobiology, and 
social environment. We concentrate on two prin-
cipal themes that cut across this work. First, think-
ing hierarchically can change the questions we ask 
about psychopathology. Instead of hypothesizing 
about the correlation between one syndrome and 
one outcome, we can inquire about the levels of 
analysis (e.g., maladaptive trait, syndrome, spec-
trum) in a particular psychopathology domain that 
are most relevant to the outcome.

Second, examining HiTOP’s criterion validity 
tells us a lot about its research utility. If empiri-
cally derived psychopathology dimensions relate 
in expected ways to external variables, then they 
have predictive and explanatory power. Therefore, 
the effects observed in these studies indicate how 
useful the heuristic might be going forward. If all 
effects are very small, or if syndrome constructs 
tend to have the most explanatory power, then it 
might make sense to continue to use (dimensional-
ized) DSM operational definitions of mental disor-
der to test substantive theories. But if meaningful 
effects are evident across multiple levels of analysis, 
then there is some evidence to support this model’s 
utility.

Personality
Just as is the case with psychopathology within 

the HiTOP framework, the most influential 
framework for understanding personality traits is 
hierarchical. Thus most students learn that person-
ality traits are often characterized in terms of five 
dimensions— neuroticism, extraversion, conscien-
tiousness, agreeableness, and openness— each of 
which can be broken down into more specific facets 
and even smaller “nuances” (Mõttus et al., 2017).

There is more than just architectural resemblance 
between the domains. Personality is thought to lay 
the foundation for mental disorder (Clark, 2005). 
Indeed, this overlap is reflected in the HiTOP 
model, which rests in part on maladaptive person-
ality traits at the base of the hierarchy. Moreover, 
several of HiTOP’s broader constructs, such as the 
detachment and antagonistic externalizing spectra, 
derive almost entirely from research on personality 
and PD (e.g., Wright & Simms, 2015).

We are beginning to learn about the empirical 
connections between the two hierarchical domains 
(Widiger et al., 2019). One early effort involved 
more than 1,000 middle- age participants in the 
Minnesota Twin and Family Study who completed 
diagnostic interviews and personality question-
naires (Krueger et al., 2001). Krueger et al. (2001) 
used factor analysis to model internalizing as the 
commonality among anxiety and depressive disor-
ders and externalizing as the commonality among 
antisocial behavior and substance use disorders. 
Individual differences on internalizing were signifi-
cantly correlated with neuroticism (mean r across 
gender =  .25), but not constraint (a near- neighbor 
of conscientiousness; mean r =  .03), which is the 
ability to keep impulses in check. Externalizing had 
the opposite pattern of associations (neuroticism r =  
.02, constraint r =  .24). Meanwhile, neither inter-
nalizing nor externalizing was linked substantially 
to extraversion (mean r =  −.04).

Among the traits Krueger et al. (2001) exam-
ined, neuroticism has perhaps attracted the most 
research attention. High neuroticism is associated 
with all manner of physical and mental health 
problems, especially anxiety and depression 
(Kotov et al., 2010). Psychologists have desig-
nated it as a serious public health problem (Lahey, 
2009). More recent personality research has found 
an even closer correspondence between neuroti-
cism and internalizing than what was reported in 
the Minnesota Twin and Family Study. In a large 
cohort of high schoolers enriched for risk of anxi-
ety and depression, Griffith et al. (2010) asked 
teens to make personality ratings, which included 
several self-  and peer- rated neuroticism scales, 
and administered standard diagnostic interviews 
to assess mental disorder. In this study, there was 
a near- perfect correlation between neuroticism 
and internalizing (r =  .98), whereas neuroticism 
was much more modestly related to externalizing 
(r =  .29).

Most applied work has involved the HiTOP 
spectrum- level constructs. To represent lower- 
level dimensions, factor analysis tends to require a 
wide variety of manifest symptom or disorder vari-
ables, and there are relatively few research projects 
with that sort of comprehensive psychopathology 
coverage. One such study involved a thorough 
diagnostic workup and personality assessment in 
an epidemiological sample of 6,000 adults who 
responded to the National Comorbidity Survey 
(Levin- Aspenson et al., 2019). Analysis of the cor-
relations among diagnoses yielded a four- tiered 
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structural model: the p- factor was at the summit, 
and, at a second level, it bifurcated into internal-
izing and externalizing. At the third level, inter-
nalizing divided into fear and distress, and, at 
the fourth, a thought disorder factor broke off of 
distress. The p- factor had medium (r ≈ .40) and 
small (r ≈ .10) correlations with neuroticism and 
extraversion, respectively. By examining effects 
of lower- level dimensions, the authors were able 
to determine that the p- factor’s correlation with 
neuroticism was driven by internalizing dimen-
sions and that its (inverse) correlation with extra-
version was attributable to the fear dimension in 
particular.

Sellbom and colleagues (2020) extended this 
approach (i.e., studying broad and specific psy-
chopathology phenotypes in relation to person-
ality) to a wider set of personality domains. They 
recruited 3,000 adults to respond to 29 self- report 
measures of psychopathology and one measure of 
maladaptive personality traits. These maladaptive 
traits came from a leading dimensional model of 
PD that includes negative affectivity, detachment, 
antagonism, disinhibition, and psychoticism. These 
five broad domains have close ties to the primary 
dimensions of the Five Factor Model of personal-
ity. Factor analysis reduced the psychopathology 
data to 10 factors, which represented syndromes 
like depression, panic, and psychosis. The interrela-
tionships of these 10 factors were themselves factor 
analyzed to produce even broader latent dimen-
sions. The factors representing anxiety and depres-
sion symptoms cohered into higher- order distress 
and fear subfactors, which, in turn, coalesced into 
an even broader internalizing spectrum. Alongside 
internalizing were thought disorder (encompass-
ing obsessive- compulsive and psychosis factors) 
and externalizing (inattention, alcohol, and drug 
problems) spectra. Finally, all three of these spec-
trum constructs were modeled as representations of 
a superordinate p- factor.

With the complex model of mental disorder 
symptoms set, Sellbom et al. (2020) tested the 
dimensional constructs’ associations with person-
ality traits. Nearly all of these effects were about 
as large as was expected, attesting to the robust, 
predictable relations between the personality and 
psychopathology domains. Noteworthy results 
included strong associations of negative affectivity 
with internalizing (r =  .84); psychoticism— a trait 
capturing eccentricity, unusual beliefs, and percep-
tual aberrations— with thought disorder (r =  .74); 
and disinhibition— an amalgam of impulsivity  

and irresponsibility, similar to (low) constraint— 
with externalizing (r =  .75). Also, negative affectiv-
ity (r =  .90), detachment (r =  .74), and psychoticism 
(r =  .78) were all intimately related to the general 
factor of psychopathology.

Together, these results demonstrate that many 
broad psychopathology dimensions have close ana-
logs in the personality literature, consistent with 
prominent theories of temperament and person-
ality as core factors in the development of mental 
disorder (Clark, 2005). Future research will focus 
on the best ways to overlay these two domains in 
evolving structural models of psychopathology 
(Widiger et al., 2019).

Genetics
Findings from the quantitative genetics literature 

strongly suggest that conditions that tend to cluster 
together phenotypically also tend to have a shared 
genetic substrate (Waszczuk et al., 2020). That is, 
the separable individual difference factors emerging 
from structural research on phenotypes (e.g., fear, 
distress, thought disorder) appear to line up with 
distinct genetic factors. This is evidence that the 
phenotypic dimensions compiled in HiTOP sum-
marize meaningfully distinct etiological pathways to 
mental illness (Lahey et al., 2017).

In an investigation of 2,000 Norwegian twins, 
the genetic correlations (i.e., indices of overlap 
among genes that predispose to different pheno-
types) among 22 clinical disorder and PD diag-
noses pointed to four underlying genetic factors, 
interpretable as internalizing, disinhibited external-
izing, antagonistic externalizing, and detachment 
(Kendler et al., 2011). Several other projects con-
firm the genetic coherence of individual spectra. For 
example, in the Minnesota Twin and Family Study 
(N ≈ 2,000), antisocial behavior, conduct disor-
der, and various forms of substance dependence 
were evaluated in a sample of biological and adop-
tive families (Hicks et al., 2013). The phenotypic 
correlations among these antisocial behavior and 
substance misuse conditions supported a unifying 
externalizing factor, which turned out to be highly 
heritable, such that 61% of the individual differ-
ences on the factor were attributable to genetic dif-
ferences among participants.

There is evidence for distinct genetic factors at 
lower levels of the HiTOP model, too, although 
the data are more limited. Studies find that more 
homogeneous clusters of conditions, such as symp-
tom components, have unique genetic causes. 
However, these sources of variation tend to be 
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smaller than those for higher- order dimensions 
(e.g., Kendler et al., 2013).

A constraint of quantitative genetic research is 
that it cannot pinpoint the parts of the genome that 
confer risk. It is based entirely on differences in relat-
edness among individuals, not direct measurement 
of genetic variation. This is where molecular genetic 
methods come in. As genomic technology grows 
increasingly easy to use, there has been an explo-
sion of research into the specific genetic sequences 
that contribute to psychopathology. Genome- wide 
association studies (GWASs) simultaneously exam-
ine thousands of genetic polymorphisms in relation 
to psychopathology phenotypes.

Despite the promise of new technologies, the 
yield in terms of credible breakthroughs has been 
limited. The signal associated with particular 
variants tends to be fairly weak and inconsistent 
across studies (Sullivan et al., 2018). Part of the 
problem appears to be the phenotyping, which 
has not kept pace with technological advance-
ment on the genetic side of the equation. There 
is concern that categorical disorders— some 
of which, as described at the outset, were for-
mulated a century ago on the basis of clinical 
intuition— might not systematically map onto 
human genetic differences.

There is growing interest in alternate phenotypic 
approaches that can advance molecular genetic 
research in psychopathology. HiTOP is a promis-
ing solution. It minimizes the problem of hetero-
geneous diagnostic categories, which attenuate the 
connection between genes and psychopathology 
when a variant is associated with part, but not 
all, of the diagnostic picture (e.g., cognitive, but 
not vegetative, components of depression). It also 
accommodates the significant multifinality— called 
“pleiotropy” in genetics— evident in the psychiat-
ric genetics literature. GWASs show that the genes 
implicated in one diagnostic category are typically 
related to various other conditions; a one- gene- to- 
many- conditions pattern rather than one- gene- 
to- one- condition relationship (e.g., Sullivan et al., 
2018). This makes it virtually impossible to create 
a distinctive etiological model for any categorical 
disorder.

To be more precise, HiTOP addresses the prob-
lems of heterogeneity and pleiotropy by explicitly 
disentangling the broad and specific phenotypes 
that compose a particular psychopathology domain. 
With a hierarchical structure, it should be pos-
sible to discover what genetic variants confer wide-
spread vulnerability to mental illness (e.g., at the 

superspectrum or spectrum level), as compared to 
variants that have a more specific influence at, say, 
the symptom component level (e.g., Waldman et 
al., 2020).

A number of large- scale investigations have now 
published linkages between genetic polymorphisms 
and broad psychopathology phenotypes, such as 
the p- factor, internalizing, and fear (reviewed in 
Waszczuk et al., 2020). These studies adopt the 
same structural research methods that illuminate 
the HiTOP constructs and use the resulting, con-
tinuously distributed factors, as opposed to catego-
ries, as targets in gene finding studies. This approach 
appears to be accelerating the hunt for replicable 
genetic risk factors, but research in this area is just 
beginning.

Neurobiology
Much like specific collections of genes are known 

to contribute to diverse mental health conditions, 
the same neural circuitry is implicated in vulnerabil-
ity to various categorical disorders. Psychiatry has 
long lamented this state of affairs. The refrain is that 
“there is no biological test for any mental disorder,” 
at least as portrayed in DSM. This desideratum is 
called a “pathognomonic” marker, a risk factor that 
has a one- to- one relationship with a disorder. This 
is a common feature of modern medical diagnoses 
that has not materialized for psychopathology; it is 
impossible to discern one category from another 
on the basis of some neurobiological signature. 
Multifinality is the rule, not the exception, in this 
area (Latzman et al., 2020).

Amygdala responsivity in the face of threat is a 
well- known example. When people are presented 
with threatening cues in the functional magnetic 
resonance imaging (fMRI) scanner, limbic regions 
such as the amygdala come online (Hariri et al., 
2003). Amygdala reactivity is stronger for some 
people than others, though. This variation is related 
to risk for depression, anxiety, posttraumatic dis-
tress, and substance misuse, among other clinical 
problems (for a meta- analysis, see McTeague et al., 
2020). Elevated activity in this region is a nonspe-
cific risk marker. This type of multifinality in fact 
characterizes many other indices of brain structure 
and function that show up in popular etiological 
accounts of psychopathology, especially anxiety and 
depression (Zald & Lahey, 2017).

HiTOP provides neurobiologists with a frame-
work that can help to make sense of these findings. 
One early study used factor analysis to create a hier-
archical model of externalizing problems in a group 
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of almost 2,000 European 14- year- olds recruited 
through their high schools (Castellanos- Ryan et al., 
2014). (This is a massive sample size by the stan-
dards of neuroimaging research, which is expen-
sive.) Their model consisted of substance abuse 
and antisocial behavior subfactors, plus a broader 
externalizing spectrum. Adolescents performed 
tasks in the fMRI scanner related to inhibition and 
reward sensitivity. For example, neural activity was 
monitored as adolescents anticipated the receipt of 
a monetary reward. The research team reported that 
the model’s three dimensions were associated with 
different patterns of task- related neural activity. 
Whereas the externalizing factor had its strongest 
connection with activity in the substantia nigra and 
subthalamic nucleus, individual differences in the 
antisocial behavior factor were linked with frontal 
cortex activation.

This result indicates that a hierarchical descrip-
tion of externalizing problems can identify new con-
nections between brain function and externalizing 
problems. They also found effects for these latent 
factors on behavioral and subjective report variables 
assessed during the brain scans. That is, the three 
psychopathology dimensions were differentially 
related to self- reported and task- based tendencies to 
make impulsive decisions and inhibit inappropriate 
responses (Castellanos- Ryan et al., 2014).

There has been substantial interest in the neural 
correlates of the p- factor. Several teams have found 
that brain activation patterns during popular neuro-
imaging tasks, such as when participants complete 
working memory tasks, show meaningful relation-
ships to p (e.g., Kaczkurkin et al., 2019). Studies 
have also examined structural brain differences as a 
function of p. For example, in one sample of chil-
dren (ages 6– 10), the p- factor was inversely associ-
ated with gray matter volume in prefrontal regions 
(Snyder, Hankin et al., 2017). In this same sample, 
the internalizing factor, but not p- factor, was related 
to gray matter reductions in limbic areas like the 
amygdala.

Social Environment
Psychopathology does not occur in a vacuum. 

The environmental context, and social milieu in 
particular, are intimately intertwined with the onset, 
severity, and time course of common mental health 
problems. Countless presentations, articles, and 
books have delved into the nature of this complex 
association. Yet, from a HiTOP perspective, most 
of this investigation has been incomplete, unneces-
sarily focused on DSM constructs that may not best 

represent how psychopathology manifests as a func-
tion of environmental exposures.

Childhood maltreatment is an especially power-
ful vulnerability factor; its effects endure long after 
the abuse or neglect stops. Moreover, it confers risk 
for virtually every known mental health condition. 
HiTOP is well- suited to handle this nonspecific-
ity. The framework recognizes all possible pathways 
from early adversity to psychopathology, ranging 
from the most general (e.g., impact on the p- factor) 
to the highly specific (e.g., impact on maladaptive 
personality traits).

Keyes et al. (2012) started a line of inquiry into 
this topic. They analyzed data from the National 
Epidemiologic Survey on Alcohol and Related 
Conditions (NESARC), a general population sam-
ple of more than 43,000 US adults who completed 
face- to- face diagnostic interviews. Keyes et al. 
(2012) found that various retrospectively reported 
maltreatment events, such as physical abuse and 
neglect, were robustly related with the full gamut of 
DSM- IV diagnoses. This result echoed those from 
many other studies. The advancement was that 
Keyes et al. discovered that maltreatment was not 
consistently associated with the parts of diagnoses 
that were unshared with related conditions. They 
observed that maltreatment predicted higher stand-
ing on the internalizing and externalizing factors, 
which represented the common elements among 
their constituent diagnoses, and that effects on indi-
vidual diagnoses were all mediated through these 
spectrum- level constructs.

A number of other longitudinal studies cor-
roborated the NESARC result (Caspi et al., 2014; 
Conway et al., 2018). Another study, which was 
technically cross- sectional, monitored 2,000 low- 
income children, half of whom had verified histo-
ries of maltreatment (e.g., confirmed by review of 
health department records) (Vachon et al., 2015). 
Structural analysis of symptom scales indicated that 
the various observed mental health problems (e.g., 
withdrawal, somatic complaints, rule- breaking) 
could be effectively summarized with the famil-
iar internalizing and externalizing dimensions. As 
in Keyes et al. (2012), maltreatment was linked 
to these spectrum- level constructs but not to the 
unique parts of each of the more homogeneous 
symptom dimensions.

None of these studies modeled the p- factor, but 
they hinted that stressor effects might transcend 
the spectra. This would explain why maltreatment 
seems have fairly uniform effects on all types of 
mental health problems. Other research on social 
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stressors in adolescence and adulthood has explic-
itly examined the p- factor (e.g., Snyder, Young, 
& Hankin, 2017). One investigation studied 
the impact of peer victimization, a strong predic-
tor of academic and social success in adolescence 
and beyond. The dataset included 3,000 14-  and 
15- year- olds who reported on victimization expe-
riences (e.g., verbal abuse, relational aggression) 
and psychological symptoms (Forbes et al., 2020). 
The authors represented the adolescents’ symptom 
scores with a hierarchical model capped by the p- 
factor. Peer victimization was reliably linked to all 
psychopathology dimensions in the model; a his-
tory of victimization corresponded to about a 1 
to 1.5 standard deviation increase in internalizing, 
externalizing, and p. Mediation analyses showed 
that almost all of victimization’s effects on internal-
izing and externalizing were attributable to its effect 
on p. The authors concluded that victimization con-
fers vulnerability to such a broad range of problems 
because of its relationship to the p- factor.

Summary
We can take away at least two lessons from the 

growing literature on HiTOP’s research utility. 
First, the data generally support psychopathology 
dimensions’ criterion validity (i.e., prediction of 
external variables). Not only do HiTOP constructs 
systematically relate to other variables within the 
model— as when an internalizing dimension 
accounts for the pattern of correlations among 
anxiety, depression, and somatic problems— but 
they also reliably predict variables outside the 
model, such as individual differences in brain 
function and personality. This type of information 
builds confidence in the interpretability and valid-
ity of the HiTOP constructs.

Second, HiTOP can unify literatures that until 
now have been developed in quasi- independent 
silos. For any given risk factor, enormous bodies 
of research have sprung up around the many indi-
vidual diagnostic categories. These data say noth-
ing, though, about whether risk is conveyed at 
the level of diagnoses (i.e., syndromes) or through 
higher-  or lower- level pathways. HiTOP lifts this 
constraint. Many of the findings so far indicate 
that risk factors operate primarily at the level of 
broader psychopathology dimensions. However, 
this need not be the case for every risk factor or in 
every population. The point is that HiTOP allows 
an empirical test of how risk factors act on psy-
chopathology instead of assuming it occurs at the 
syndrome level. This flexibility should improve the 

precision and power of etiological theories of men-
tal disorder.

Clinical Utility
Categorical diagnoses can be a headache for 

practitioners. Problems like rampant comorbid-
ity and marked heterogeneity complicate clinical 
judgments like what primary diagnosis to assign 
and what treatment is indicated. Surveys of clini-
cians suggest that more detailed characterization of 
patients— beyond a binary label— would improve 
their ability to make valid decisions about diagno-
sis, prognosis, and treatment (e.g., Maj, 2020). In 
this section, we describe how HiTOP can foster 
sound decision making in several aspects of ordi-
nary practice.

Assessment
diMensionAl AssessMent

In a dimensional system like HiTOP, assessment 
focuses on quantitative indices of severity. This 
perspective presumes that people differ in mental 
health as a matter of degree, not as a matter of kind. 
It implies that every patient can be scored on a psy-
chopathology variable, whereas in traditional evalu-
ations a clinician might “skip out” of a particular 
domain when a patient does not satisfy one or more 
cardinal requirements for the DSM diagnosis. Even 
if the assessor is focused on syndromes, these can be 
measured quantitatively (e.g., as a composite score), 
as when clinicians disregard “skip- out rules” to 
evaluate the severity of all disorder symptoms (e.g., 
Watson et al., 2012).

To be interpretable, dimensional scores require 
norms. Norms are summaries of scale scores drawn 
from a population of interest. A patient’s perfor-
mance is compared to the norms to figure out where 
they fall in relation to an appropriate comparison 
group. If a normative sample of prisoners scores on 
average a 50 (standard deviation =  5) on a measure 
of aggression, then when a primary care patient 
scores 62 on that same measure the physician can be 
assured that the examinee is highly aggressive. These 
norms allow more precision, relative to a binary 
diagnosis, in determining the amount or severity of 
psychopathological constructs (e.g., Stasik- O’Brien 
et al., 2019).

Although dimensions convey more information 
than dichotomies, it could be argued that binary 
diagnoses, at first glance, lend themselves better to 
clinical decision- making. So many practical deci-
sions are categorical: whether to treat, what treat-
ment to administer, whether to hospitalize, and so 
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on. Often when patients cross the threshold of a 
binary diagnosis, these other decisions follow closely 
on their heels without weighing much extra clinical 
data. After all, categorical diagnoses in medicine 
are intended to connote prognosis and treatment, 
not to mention etiology, pathophysiology, and time 
course.

When assessing dimensional HiTOP constructs, 
there are no such obvious thresholds. There has 
been increasing attention, therefore, to the idea of 
empirically based cutoffs to guide categorical deci-
sions. For a given dimension, it is possible to deter-
mine a range of scores that imply different actions. 
One can imagine different spans of a continuum 
that indicate different treatment intensities, such as 
“none,” “watchful waiting,” “outpatient care,” and 
“inpatient care.” This graded approach is consistent 
with the logic behind stepped care (also called staged 
care) that, in an effort to economically allocate 
scarce intervention resources, matches patients with 
the treatment intensity appropriate to their current 
status (e.g., Davison, 2000).

Dimensional assessment is not an entirely for-
eign concept. In medicine, characteristics like 
blood pressure, cholesterol, and weight are all 
natural continua, but cutoffs have been artificially 
imposed to help with decision- making. These 
cutoffs are usually based on empirical findings 
regarding ranges of the continuum that are asso-
ciated with morbidity or mortality. For example, 
the designations “overweight” and “obese” are 
two successive categories that have been super-
imposed on a continuum to identify people who 
might benefit from lifestyle change and/ or medi-
cal intervention.

In psychology, intelligence is the poster child 
for dimensional assessment. IQ is a natural gradi-
ent, but it is useful for clinical purposes to delimit 
regions of the continuum that imply a need for ser-
vices, such as an individualized education plan for 
school children. A cutoff based on empirical norms 
is incorporated into the DSM- 5 diagnosis of intel-
lectual disability, such that an IQ score that falls 
2 standard deviations below the population mean 
is necessary (albeit not sufficient) for a diagnosis. 
This integration of continuous psychometric infor-
mation with categorical decisions is an instructive 
model for dimensional assessment based on HiTOP 
constructs.

HierArCHiCAl AssessMent
A HiTOP- oriented assessment routine is highly 

flexible with respect to breadth. It allows clinical 

description at the various levels of resolution demar-
cated in Figure 3.1, as opposed to the syndrome- 
only approach implicit in DSM. The assessment 
protocol can “telescope” or unfold across different 
HiTOP strata depending on the task at hand.

The desired degree of specificity could depend on 
a number of factors. Most generally, it depends on 
the goal of the assessment. If a patient is referred for 
OCD, the assessor may choose to concentrate on 
the symptom components and maladaptive traits 
most strongly associated with this syndrome, such 
as checking, compulsions, and rituals. If instead the 
objective is to screen for risk of any mental disorder, 
the assessor may target broader dimensions like the 
p- factor.

Available assessment time might also constrain 
the areas of the HiTOP model an evaluator can 
reasonably cover. When time is short, it may make 
sense to briefly screen the severity of the six spec-
tra (Ruggero et al., 2019). If more time is allowed, 
an assessor may choose to probe a larger number 
of lower- order dimensions. In this same vein, inter-
viewers might take advantage of follow- up visits to 
drill down into a spectrum that was flagged during 
an intake evaluation. This more detailed coverage 
can help to develop a nuanced clinical picture that 
might be used to guide ongoing treatment or pre-
dict salient life outcomes.

The general idea is that scores on narrow symp-
tom dimensions (e.g., insomnia, appetite loss) rep-
resent the variation on broader dimensions (e.g., 
distress) in greater depth (Clark & Watson, 2019). 
Conversely, broader dimensions summarize the 
information conveyed by narrower ones at a higher 
level of abstraction and are, as a result, compara-
tively heterogeneous. The hierarchical perspective 
on psychopathology allows assessors to adjust their 
focus as a function of the clinical setting and pur-
pose of the evaluation.

CAse illustrAtion
What would HiTOP- informed assessment look 

like in the clinic? Imagine that a 30- year- old woman 
is referred to you complaining of depression, worry, 
and obsessive thoughts about contamination. As 
mentioned, the first step might be to screen for eleva-
tions across the higher- order aspects of the HiTOP 
model. The Personality Inventory for DSM- 5 (PID- 
5; Krueger et al., 2012), which has a 25- item brief 
version, might be a fairly quick way to document 
clinical problems at the spectrum level. That is, 
the PID- 5 has scales that map on to the internal-
izing (PID- 5 Negative Affectivity), disinhibited 
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externalizing (Disinhibition), antagonistic exter-
nalizing (Antagonism), detachment (Detachment), 
and thought disorder (Psychoticism) spectra.

The next step would be to conduct further assess-
ment of the most pressing problem areas, as iden-
tified by comparing the patient’s PID- 5 scores to 
normative data (see, e.g., Miller et al., 2022). In our 
case, the PID- 5 profile signaled a spike in internal-
izing problems and, to a much lesser extent, detach-
ment. Thus, you might choose to next administer 
the Inventory of Depression and Anxiety Symptoms 
(IDAS- II; Watson et al., 2012), an empirically 
derived measure of the general and specific com-
ponents of the internalizing spectrum. The specific 
dimensions, mapping on to the symptom compo-
nent level of the HiTOP model, include traumatic 
intrusions, insomnia, appetite loss, mania, suicidal-
ity, and more. Based on the presenting problems, 
we would expect elevations on Dysphoria, which is 
a broad scale that encompasses the general features 
of emotional disorders, such as depressed mood and 
worry; Well- being, a specific scale that taps into (the 
opposite pole of ) anhedonia, a common feature in 
depression; and Cleaning, a specific scale that mea-
sures contamination fears and compulsive cleaning 
behavior.

There are many other measures that capture the 
higher-  and lower- order features of internalizing, 
detachment, and other domains of the HiTOP 
framework. Kotov et al. (2017) presented a thor-
ough but nonexhaustive list, and more are cataloged 
on a website maintained by the HiTOP consortium 
(https:// psy chol ogy.unt.edu/ hitop). More informa-
tion on approaching clinical assessment through a 
HiTOP lens is available from Ruggero et al. (2019). 
Finally, it is worth mentioning that, as of this writ-
ing, an omnibus self- report questionnaire to survey 
the entirety of the psychopathology landscape, as 
mapped by the HiTOP consortium so far, is under 
development but not yet published (Simms et al., 
2022). Once this measure is available, it will repre-
sent a comprehensive tool for assessing dimensional 
psychopathology phenotypes. There are plans for 
interview forms and computerized adaptive tests, 
which should enable huge savings in administration 
time, to supplement the questionnaire version.

Prognosis
Patients are often interested in knowing about 

the natural course of an illness and the burden that 
they can expect it to impose over time. Practitioners 
are interested in monitoring naturalistic and 

treatment- mediated improvements in psychopa-
thology over time. Categorical diagnoses are not 
ideally suited for these tasks. They tend to be fairly 
unstable, and they provide the coarsest possible 
index of status change (i.e., a binary no vs. yes). 
In theory, then, dimensions are a superior way to 
conceptualize clinical change and render prognostic 
judgments.

A growing evidence base attests to HiTOP’s 
ability to predict clinical outcomes. A consistent 
finding is that HiTOP spectra show high temporal 
stability over short and long intervals. In a Dutch 
general population study, Vollebergh et al. (2001) 
found impressive continuity in distress, fear, and 
externalizing factors over a 1- year span (autocor-
relation range =  .85 to .96). Continuity does not 
decline much in studies with longer retest intervals 
(e.g., Krueger et al., 1998). These data suggest that 
empirically derived dimensions are better reflec-
tions, compared to categorical disorders, of the sta-
ble individual differences that contribute to mental 
disorder and shape clinical outcomes.

All mental health systems are concerned with 
risk of harm to self and others that can accom-
pany psychopathology. There are some data that 
indicate psychopathology dimensions might be a 
superior way to forecast risk of suicide than are cat-
egorical diagnoses. In the NESARC study, Eaton et 
al. (2013) found that the distress subfactor was a 
potent predictor of suicide attempts across a 3- year 
interval separating assessment waves. Individual 
differences in distress explained roughly one- third 
of the variation in suicidality. In contrast, each cat-
egorical mental disorder— including some of the 
usual suspects, such as major depression— in the 
study explained no more than 1% of outcome vari-
ance after adjusting for distress.

Other research in large samples has since rein-
forced this finding. For example, in a longitudi-
nal study of more than 30,000 children around 
10 years old, a p- factor reliably predicted suicide 
attempt history at age 18 (standardized effect =  .25), 
whereas lower- order factors representing inatten-
tion, impulsivity, opposition, and anxiety/ emotion 
domains had comparatively small effects (O’Reilly 
et al., 2020).

Often psychosocial functioning is as much a 
target of intervention as are mental disorder symp-
toms. Psychologists are eager to predict breakdowns 
in normative function that might derail symptom 
improvement or signal the need for more intensive 
care. Psychopathology dimensions generally seem to 
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do a better job at predicting such impairment over 
time. A decade- long study in a large cohort of PD 
patients showed that quantitative representations 
of mental disorders were more reliable markers of 
impairment across various intervals than categorical 
indices of the same constructs (Morey et al., 2012). 
Kotov et al. (2016) found that, in a group of 628 
first- admission psychosis patients, dimensions in 
the thought disorder spectrum predicted sizable 
proportions of variance in social functioning mea-
sures (e.g., residential independence) 20 years after 
their first clinical contact.

Treatment
Psychologists tend to design treatments that 

target one DSM diagnosis. Again, this makes per-
fect sense if those diagnoses truly represent natu-
ral kinds with distinct underlying psychological 
malfunctions. In this case, each diagnosis would 
seem to require its own unique intervention. The 
best- practice treatment guidelines published by 
professional bodies reflect this way of thinking 
(e.g., American Psychiatric Association, 2019; US 
Department of Veterans Affairs, 2019).

Earlier we reviewed many of the conceptual and 
practical problems with addressing each categorical 
disorder as a discrete problem in healthcare settings. 
But psychology training programs and professional 
organizations rarely acknowledge these dilemmas, 
so it is perhaps unsurprising that mental health 
professionals rarely follow categorically oriented 
treatment guidelines in ordinary practice. Instead 
of matching a categorical disorder to its indicated 
treatment, psychologists are apt to address the most 
salient patient characteristics, which inevitably 
cut across DSM entities (e.g., anger, worry) (e.g., 
Rodriguez- Seijas et al., 2017). Indeed, there is some 
empirical evidence that psychiatrists prescribe med-
ications more as a function of outstanding symp-
tom characteristics (e.g., suicidality, psychomotor 
retardation) than diagnoses (e.g., MDD) per se 
(Waszczuk et al., 2017). Thus, practitioners seem to 
be overriding practice guidelines to focus their ener-
gies on clinically recognizable symptom clusters, 
rather than DSM labels.

There is an alternative way to coordinate treat-
ment that is more compatible with the HiTOP 
approach. Just as an assessment routine can “tele-
scope” to address broader or narrower clinical 
problems depending on the context, so, too, can 
treatment expand or contract to address phenom-
ena that transcend DSM diagnoses. We spend the 

remainder of this section describing one such treat-
ment that has gained a strong foothold in the litera-
ture over the past decade and has developed hand in 
hand with the HiTOP framework.

unified ProtoCol for tHe trAnsdiAgnostiC 
treAtMent of eMotionAl disorders

The Unified Protocol for the Transdiagnostic 
Treatment of Emotional Disorders (UP) is a psy-
chological treatment intended to address the full 
array of emotional disorders (Barlow et al., 2017). 
The term “emotional disorder” is a bit difficult to 
pin down, but it refers loosely to mental disorders 
marked primarily by emotion dysregulation. In the 
literature this typically means anxiety and depres-
sion, but maladaptive reactions to negative emotion 
are implicated in numerous other DSM disorders, 
ranging from somatic symptom disorder to alcohol 
use disorder.

The UP targets ineffective reactions to nega-
tive emotion that end up prolonging emotional 
problems. Again, this process is not unique to any 
DSM diagnosis; one could argue it is part and par-
cel of countless mental health problems (Barlow 
et al., 2014). Despite reason to believe this is a 
shared underlying mechanism for an array of emo-
tional disorders, at least 50 separate psychological 
treatments have been developed and accredited 
(as evidence- based) for anxiety and depression 
(Cassiello- Robbins et al., 2020). Virtually all of 
these are geared toward a single disorder entity.

A comprehensive intervention that goes straight 
to the source of these different expressions of emo-
tion dysregulation could kill two (or more) birds 
with one stone. In theory, it would be effective 
regardless of the exact variety of emotion dysregula-
tion a patient manifests (e.g., illness anxiety, social 
withdrawal, panic) because the underlying problem 
is more or less the same. Moreover, its effects might 
be expected to percolate to any comorbid emotional 
disorders that are not the primary treatment target. 
Thus, while a patient’s nominal goal for a course of 
UP might be to overcome obsessions and compul-
sions, the information and skills they acquire might 
indirectly resolve co- occurring issues with depres-
sion and worry.

The UP is a cognitive- behavioral therapy (CBT), 
meaning that it concentrates on how people think 
about (e.g., forecast, interpret) emotions and what 
they do (e.g., avoid, lash out) in response to them. It 
differs from traditional CBT protocols, which tend 
to be tied to a specific disorder (e.g., CBT for panic 
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disorder) in that it tackles defensive reactions to a 
broad range of emotional experiences. That is, most 
CBTs limit themselves to the primary emotional 
processes implicated in a particular DSM diagnosis 
(e.g., sadness and anhedonia in depression). Also, 
the UP is modular. Its components can be deployed 
in an order tailor- made to address a particular pre-
senting problem. Paraphrasing Payne et al. (2014), 
its modules include (1) promoting emotional aware-
ness, (2) cognitive flexibility, (3) alternative ways to 
cope with emotion, (4) tolerating physical distress, 
and (5) deliberate exposure to intense emotion. The 
combination of all this instruction and experience is 
meant to change a patient’s relationship with their 
emotions. It intends to build greater awareness and 
flexibility in thinking about emotion and a belief 
that emotions— even intense ones— can be toler-
ated without sacrificing current goals.

The UP appears to work. In the largest trial so 
far, 223 patients with anxiety disorder diagnoses 
were randomly assigned to undergo either the UP 
or a single- disorder protocol (SDP) (Barlow et al., 
2017). There were four SDPs, one to match each of 
the primary anxiety disorder categories selected into 
the study (i.e., panic disorder, GAD, OCD, and 
SAD), and each was a gold- standard CBT for that 
condition. (Three of the four SDPs were developed 
by the same team responsible for the UP.) The point 
of the trial was to determine whether the UP, which 
can be applied to all emotional disorders, might be 
just as effective as the various SDPs, which each tar-
get only one emotional disorder. This is known as a 
non- inferiority trial.

Patients in the UP condition were engaged in 
treatment for 16 weeks, whereas the SDPs lasted 16 
to 21 weeks, depending on the primary diagnosis. 
Evaluators who were blind to patients’ treatment 
assignment rated the severity of anxiety problems 
at the end of treatment and at a 6- month follow- 
up appointment. The impact of the UP on clini-
cal severity was almost indistinguishable from that 
of the SDPs. The Hedges g value— a statistic that, 
much like Cohen’s d, represents a group difference 
in terms of standard deviation units— was −0.03 
immediately posttreatment and 0.03 6 months later.

Other empirical studies corroborate this result, 
although none has matched the size and rigor of 
Barlow et al.’s (2017) investigation. A meta- analysis 
of 15 trials indicated generally large gains in anxiety, 
depression, and quality- of- life domains after UP 
treatment (Sakiris & Berle, 2019). Recent reviews 
also highlight the UP’s “portability,” which is one 

of its main assets. Researchers are applying the UP 
to treat the full gamut of emotional disorders and 
neighboring diagnoses (Cassiello- Robbins et al., 
2020). Over 70 studies— a mix of case studies, open 
trials, and randomized trials— report examinations 
of the UP in the context of insomnia, eating disor-
ders, bipolar disorders, borderline PD, and more. 
It has even been modified to address conditions 
that are not formal DSM diagnoses, such as non-
suicidal self- injury and minority stress. This reflects 
an incredible degree of flexibility for a psychological 
treatment.

To tie this literature back to HiTOP, the les-
son is that DSM entities need not be the focus 
of psychological treatment. It is possible, even 
advantageous, to orient intervention around 
empirically derived constructs that transcend 
DSM categories. Indeed, this is how recent pre-
sentations of the UP have framed it (e.g., Barlow 
et al., 2020). The UP explicitly targets the com-
mon features of emotional disorders, such as mal-
adaptive responses to negative emotion, that are 
represented by HiTOP’s internalizing spectrum. 
By chipping away at this broad vulnerability, it 
may end up having an observable effect on many 
emotional problems that belong to the internal-
izing domain (Figure 3.1).

Some data from Barlow et al.’s (2017) study 
bear directly on this hypothesis. Sauer- Zavala et 
al. (2020) analyzed the effect of treatment condi-
tion on neuroticism, which, as reviewed earlier, is 
conceptually and empirically a close match to the 
internalizing spectrum. The authors found that, 
although there were no differences in neuroticism 
at treatment baseline (as would be expected if ran-
dom assignment went according to plan), patients 
in the UP condition reported lower neuroticism 
levels at the posttreatment assessment than those 
in the SDP condition (a standardized mean differ-
ence of 0.32). Thus, the UP, formulated to operate 
on the shared mechanisms of emotional disorders, 
seems to have an impact on neuroticism, a broad 
individual difference factor theorized to set the 
stage for, and maintain, a variety of emotional 
problems.

tHe future of trAnsdiAgnostiC treAtMents
The UP might be a template for other treatment 

protocols that target cross- cutting characteristics 
like those portrayed in Figure 3.1. Indeed, scholars 
have speculated that this tactic has utility beyond 
the internalizing spectrum (Hopwood et al., 2019; 
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Mullins- Sweatt et al., 2020; Ruggero et al., 2019). 
Much of the theorizing has concerned ways that 
treatment could address broad, spectrum- level con-
structs to achieve far- reaching impacts on clinically 
recognizable problems (including syndromes), just 
as the UP seems to have an effect on a variety of 
categorical anxiety and depressive disorders.

Most of these proposals are just untested rec-
ommendations at this point, but they seem to be a 
worthwhile area for research investment. Plus, there 
is evidence beyond the UP literature that treatments 
are able to confer transdiagnostic benefits, putting 
this enterprise on reasonably strong conceptual 
footing. The evolution of dialectical behavior ther-
apy (DBT) is a good case in point (Linehan, 1993). 
Originally developed to treat recurrent suicidality, 
it was first tested on people with borderline PD. It 
was perceived to be so effective with complex cases 
that clinicians successfully applied it to other often- 
intractable problems, such as eating disorders, sub-
stance dependence, and chronic depression (e.g., 
Lynch, Morse, Mendelson, & Robins, 2003). This 
wide range of effects hints that DBT may be alter-
ing processes at the source of multiple mental dis-
orders, perhaps those reflected in the internalizing 
and disinhibited externalizing spectra (e.g., Neacsiu 
et al., 2014).

A similar observation has been made about cer-
tain psychiatric medications that exert an influence 
on multiple diagnostic categories. Selective sero-
tonin reuptake inhibitors (SSRIs) clearly fit the bill. 
Psychiatrists prescribe SSRIs for any number of con-
ditions, ranging from depression to smoking cessa-
tion to sexual dysfunction (Bostic & Rho, 2006). The 
precise mechanisms of action of SSRIs remain uncer-
tain despite their widespread use. However, there is 
some evidence that, to the extent that SSRIs work, 
they intervene on broad characteristics like neuroti-
cism. For example, in a study of patients randomized 
to take an SSRI called paroxetine or an inert placebo, 
those in the SSRI condition experienced almost a 7- 
fold larger drop in neuroticism compared to those 
taking placebo (Tang et al., 2009).

These case examples (the UP, DBT, and SSRIs) 
arguably are “proof of concept” for a transdiagnos-
tic approach to mental health treatment. Broad, 
often modular, treatments that address a cluster of 
related problems theorized to share common psy-
chopathological processes appear to be feasible and 
effective. If others like the UP can be developed and 
empirically vetted, then mental healthcare delivery 
might become far more efficient and reach more of 
the people who need it. In principle, they overcome 

(or at least mitigate) practical barriers surrounding 
training and dissemination that today limit access 
to evidence- based care on a broad scale.

Summary
HiTOP has clinical value in a number of ways. 

For one thing, dimensional assessment provides a 
more detailed characterization of patient problems. 
Even a dimensional representation of DSM cat-
egories (e.g., a symptom count) is more informa-
tive than a binary label. This extra information is 
hypothesized to translate into a more nuanced clini-
cal picture and more prognostic power.

The hierarchical structure expands the possible 
targets for intervention beyond syndromes (see the 
vertical axis of Figure 3.1). Interventions can focus 
on processes, whether broad or narrow, that tran-
scend traditional disorder boundaries. Regarding 
broad constructs, there is reason to believe that 
targeting mechanisms common to many disor-
ders (e.g., cognitive styles, behavioral patterns) can 
have far- reaching therapeutic benefits. The HiTOP 
model can guide interventionists to these areas 
where they can get the most traction.

Conclusion
The problems with categorical diagnoses are as 

frustrating as ever, and now there is a viable alter-
native. HiTOP is based on objective data, enabling 
a more accurate representation of psychopathology 
than diagnoses rooted, to some degree, in clinical 
intuition. Its utility extends far beyond description, 
though. The model unlocks new research avenues and 
paves the way for more precise theory. It also promises 
to streamline clinical services, which could conserve 
scarce resources and extend mental healthcare to more 
people who desperately need it. Whereas the struc-
tural model is what HiTOP “is,” these research and 
clinical applications represent what HiTOP can “do.”

Work on this model is just now shifting into a 
high gear. The HiTOP consortium was founded in 
2015, and a new wave of empirical studies is testing 
the boundaries of how we can use the model. As 
the database grows, we will gain a better sense of if, 
when, and how HiTOP might reasonably supple-
ment, and perhaps supplant, categorical models on 
a broad scale.

References
Achenbach, T. M. (1966). The classification of children’s psy-

chiatric symptoms: A factor- analytic study. Psychological 
Monographs: General and Applied, 80(7), 1– 37. doi:10.1037/ 
h0093906

 

 

 



Foundat ions and PersPect ives74

Achenbach, T. M., Howell, C. T., Quay, H. C., Conners, C. K., 
& Bates, J. E. (1991). National survey of problems and com-
petencies among four- to sixteen- year- olds: Parents’ reports 
for normative and clinical samples. Monographs of the Society 
for Research in Child Development, 1– 131.

American Psychiatric Association (APA). (2019). Clinical prac-
tice guidelines. https:// www.psy chia try.org/ psychi atri sts/ 
pract ice/ clini cal- pract ice- gui deli nes

Barlow, D. H., Farchione, T. J., Bullis, J. R., Gallagher, M. W., 
Murray- Latin, H., Sauer- Zavala, S., Bentley, K. H., Thompson- 
Hollands, J., Conklin, L. R., & Boswell, J. F. (2017). The 
unified protocol for transdiagnostic treatment of emotional 
disorders compared with diagnosis- specific protocols for anxi-
ety disorders: A randomized clinical trial. JAMA Psychiatry, 
74(9), 875– 884. doi:10.1001/ jamapsychiatry.2017.2164

Barlow, D. H., Farchione, T. J., Fairholme, C. P., Ellard, K. K., 
Boisseau, C. L., Allen, L. B., & May, J. T. E. (2015). Unified 
protocol for transdiagnostic treatment of emotional disorders: 
Therapist guide. Oxford University Press.

Barlow, D. H., Harris, B. A., Eustis, E. H., & Farchione, T. J. 
(2020). The unified protocol for transdiagnostic treatment 
of emotional disorders. World Psychiatry, 19(2), 245– 246. 
doi:10.1002/ wps.20748

Barlow, D. H., Sauer- Zavala, S., Carl, J. R., Bullis, J. R., & 
Ellard, K. K. (2014). The nature, diagnosis, and treatment 
of neuroticism: Back to the future. Clinical Psychological 
Science, 2(3), 344– 365.

Bostic, J. Q., & Rho, Y. (2006). Target- symptom psychophar-
macology: Between the forest and the trees. Child and 
Adolescent Psychiatric Clinics, 15(1), 289– 302. doi:10.1016/ 
j.chc.2005.08.003

Brown, T. A. (2015). Confirmatory factor analysis for applied 
research. Guilford.

Brown, T. A., Campbell, L. A., Lehman, C. L., Grisham, J. R., 
& Mancill, R. B. (2001). Current and lifetime comorbidity 
of the DSM- IV anxiety and mood disorders in a large clini-
cal sample. Journal of Abnormal Psychology, 110(4), 585– 599. 
doi:10.1037// 0021- 843x.110.4.585

Caspi, A., Houts, R. M., Ambler, A., Danese, A., Elliott, M. 
L., Hariri, A., Harrington, H., Hogan, S., Poulton, R., & 
Ramrakha, S. (2020). Longitudinal assessment of men-
tal health disorders and comorbidities across 4 decades 
among participants in the Dunedin birth cohort study. 
JAMA Network Open, 3(4), e203221. doi:10.1001/ 
jamanetworkopen.2020.3221

Caspi, A., Houts, R. M., Belsky, D. W., Goldman- Mellor, S. 
J., Harrington, H., Israel, S., Meier, M. H., Ramrakha, S., 
Shalev, I., & Poulton, R. (2014). The p factor: One gen-
eral psychopathology factor in the structure of psychiatric 
disorders? Clinical Psychological Science, 2(2), 119– 137. 
doi:10.1177/ 2167702613497473

Caspi, A., & Moffitt, T. E. (2018). All for one and one for 
all: Mental disorders in one dimension. American Journal 
of Psychiatry, 175(9), 831– 844. doi:10.1176/ appi.
ajp.2018.17121383

Cassiello- Robbins, C., Southward, M. W., Tirpak, J. W., & 
Sauer- Zavala, S. (2020). A systematic review of Unified 
Protocol applications with adult populations: Facilitating 
widespread dissemination via adaptability. Clinical Psychology 
Review, 78, 101852. doi:10.1016/ j.cpr.2020.101852

Castellanos- Ryan, N., Struve, M., Whelan, R., Banaschewski, 
T., Barker, G. J., Bokde, A. L., Bromberg, U., Büchel, C., 
Flor, H., & Fauth- Bühler, M. (2014). Neural and cognitive 

correlates of the common and specific variance across exter-
nalizing problems in young adolescence. American Journal 
of Psychiatry, 171(12), 1310– 1319. doi:10.1176/ appi.
ajp.2014.13111499

Cicchetti, D., & Rogosch, F. A. (1996). Equifinality and multi-
finality in developmental psychopathology. Development and 
Psychopathology, 8(4), 597– 600.

Clark, L. A. (2005). Temperament as a unifying basis for person-
ality and psychopathology. Journal of Abnormal Psychology, 
114(4), 505– 521. doi:10.1037/ 0021- 843X.114.4.505

Clark, L. A., & Watson, D. (2019). Constructing validity: New devel-
opments in creating objective measuring instruments. Psychological 
Assessment, 31(12), 1412– 1427. doi:10.1037/ pas0000626

Conway, C. C., Forbes, M. K., Forbush, K. T., Fried, E. 
I., Hallquist, M. N., Kotov, R., Mullins- Sweatt, S. N., 
Shackman, A. J., Skodol, A. E., & South, S. C. (2019). A 
hierarchical taxonomy of psychopathology can transform 
mental health research. Perspectives on Psychological Science, 
14(3), 419– 436. doi:10.1177/ 1745691618810696

Conway, C. C., Raposa, E. B., Hammen, C., & Brennan, 
P. A. (2018). Transdiagnostic pathways from early social 
stress to psychopathology: A 20- year prospective study. 
Journal of Child Psychology and Psychiatry, 59(8), 855– 862. 
doi:10.1111/ jcpp.12862

Davison, G. C. (2000). Stepped care: doing more with less?. 
Journal of Consulting and Clinical Psychology, 68(4), 580.

Eaton, N. R., Krueger, R. F., Markon, K. E., Keyes, K. M., 
Skodol, A. E., Wall, M., . . . Grant, B. F. (2013). The struc-
ture and predictive validity of the internalizing disorders. 
Journal of Abnormal Psychology, 122(1), 86.

Forbes, M. K., Kotov, R., Ruggero, C. J., Watson, D., Zimmerman, 
M., & Krueger, R. F. (2017). Delineating the joint hierar-
chical structure of clinical and personality disorders in an 
outpatient psychiatric sample. Comprehensive Psychiatry, 79, 
19– 30. doi:10.1016/ j.comppsych.2017.04.006

Forbes, M. K., Magson, N. R., & Rapee, R. M. (2020). Evidence 
that different types of peer victimization have equivalent 
associations with transdiagnostic psychopathology in ado-
lescence. Journal of Youth and Adolescence, 49(3), 590– 604. 
doi:10.1007/ s10964- 020- 01202- 4

Forbes, M. K., Sunderland, M., Rapee, R. M., Batterham, P. J., 
Calear, A. L., . . . Krueger, R. F. (in press). A detailed hier-
archical model of psychopathology: From individual symp-
toms up to the general factor of psychopathology. Clinical 
Psychological Science.

Fried, E. I., & Nesse, R. M. (2015). Depression sum- scores 
don’t add up: Why analyzing specific depression symp-
toms is essential. BMC Medicine, 13(1), 72. doi:10.1186/ 
s12916- 015- 0325- 4

Galatzer- Levy, I. R., & Bryant, R. A. (2013). 636,120 ways to 
have posttraumatic stress disorder. Perspectives on Psychological 
Science, 8(6), 651– 662. doi:10.1177/ 1745691613504115

Griffith, J. W., Zinbarg, R. E., Craske, M. G., Mineka, S., Rose, 
R. D., Waters, A. M., & Sutton, J. M. (2010). Neuroticism 
as a common dimension in the internalizing disorders. 
Psychological Medicine, 40(7), 1125– 1136. doi:10.1017/ 
S0033291709991449

Gunderson, J. G., Bender, D., Sanislow, C., Yen, S., Rettew, J. 
B., Dolan- Sewell, R., Dyck, I., Morey, L. C., McGlashan, 
T. H., & Shea, M. T. (2003). Plausibility and possible 
determinants of sudden “remissions” in borderline patients. 
Psychiatry: Interpersonal and Biological Processes, 66(2), 111– 
119. doi:10.1521/ psyc.66.2.111.20614

https://www.psychiatry.org/psychiatrists/practice/clinical-practice-guidelines
https://www.psychiatry.org/psychiatrists/practice/clinical-practice-guidelines


tHe H ierarcHical  taxonomy oF  PsycHoPatHology 75

Hariri, A. R., Mattay, V. S., Tessitore, A., Fera, F., & Weinberger, D. 
R. (2003). Neocortical modulation of the amygdala response 
to fearful stimuli. Biological Psychiatry, 53(6), 494– 501.

Haslam, N., McGrath, M. J., Viechtbauer, W., & Kuppens, P. 
(2020). Dimensions over categories: A meta- analysis of taxo-
metric research. Psychological Medicine, 1– 15. doi:10.1017/ 
S003329172000183X

Hicks, B. M., Foster, K. T., Iacono, W. G., & McGue, M. (2013). 
Genetic and environmental influences on the familial trans-
mission of externalizing disorders in adoptive and twin off-
spring. JAMA Psychiatry, 70(10), 1076– 1083. doi:10.1001/ 
jamapsychiatry.2013.258

Hopwood, C. J., Bagby, R. M., Gralnick, T., Ro, E., Ruggero, 
C., Mullins- Sweatt, S., Kotov, R., Bach, B., Cicero, D. C., 
& Krueger, R. F. (2019). Integrating psychotherapy with the 
hierarchical taxonomy of psychopathology (HiTOP). Journal 
of Psychotherapy Integration.

Kaczkurkin, A. N., Moore, T. M., Sotiras, A., Xia, C. H., 
Shinohara, R. T., & Satterthwaite, T. D. (2019). Approaches 
to defining common and dissociable neurobiological defi-
cits associated with psychopathology in youth. Biological 
Psychiatry. doi:10.1016/ j.biopsych.2019.12.015

Kendler, K. S. (2005). “A gene for . . .”: The nature of gene action 
in psychiatric disorders. American Journal of Psychiatry, 
162(7), 1243– 1252. doi:10.1176/ appi.ajp.162.7.1243

Kendler, K. S., Aggen, S. H., Knudsen, G. P., Røysamb, E., 
Neale, M. C., & Reichborn- Kjennerud, T. (2011). The 
structure of genetic and environmental risk factors for syn-
dromal and subsyndromal common DSM- IV axis I and all 
axis II disorders. American Journal of Psychiatry, 168(1), 29– 
39. doi:10.1176/ appi.ajp.2010.10030340

Kendler, K. S., Aggen, S. H., & Neale, M. C. (2013). Evidence 
for multiple genetic factors underlying DSM- IV criteria 
for major depression. JAMA Psychiatry, 70(6), 599– 607. 
doi:10.1001/ jamapsychiatry.2013.751

Kendler, K. S., & First, M. B. (2010). Alternative futures for 
the DSM revision process: Iteration v. paradigm shift. The 
British Journal of Psychiatry, 197(4), 263– 265. doi:10.1192/ 
bjp.bp.109.076794

Kessler, R. C., Chiu, W. T., Demler, O., & Walters, E. E. (2005). 
Prevalence, severity, and comorbidity of 12- month DSM- 
IV disorders in the national comorbidity survey replication. 
Archives of General Psychiatry, 62(6), 617– 627. doi:10.1001/ 
archpsyc.62.6.617

Keyes, K. M., Eaton, N. R., Krueger, R. F., McLaughlin, K. A., 
Wall, M. M., Grant, B. F., & Hasin, D. S. (2012). Childhood 
maltreatment and the structure of common psychiatric dis-
orders. The British Journal of Psychiatry, 200(2), 107– 115. 
doi:10.1192/ bjp.bp.111.093062

Kotov, R., Foti, D., Li, K., Bromet, E. J., Hajcak, G., & Ruggero, 
C. J. (2016). Validating dimensions of psychosis symptom-
atology: Neural correlates and 20- year outcomes. Journal of 
Abnormal Psychology, 125(8), 1103.

Kotov, R., Gamez, W., Schmidt, F., & Watson, D. (2010). 
Linking “big” personality traits to anxiety, depressive, and 
substance use disorders: A meta- analysis. Psychological 
Bulletin, 136(5), 768– 821. doi:10.1037/ a0020327

Kotov, R., Krueger, R. F., Watson, D., Achenbach, T. M., 
Althoff, R. R., Bagby, R. M., Brown, T. A., Carpenter, W. T., 
Caspi, A., & Clark, L. A. (2017). The hierarchical taxonomy 
of psychopathology (HiTOP): A dimensional alternative 
to traditional nosologies. Journal of Abnormal Psychology, 
126(4), 454– 477. doi:10.1037/ abn0000258

Kotov, R., Ruggero, C. J., Krueger, R. F., Watson, D., Yuan, Q., & 
Zimmerman, M. (2011). New dimensions in the quantitative 
classification of mental illness. Archives of General Psychiatry, 
68(10), 1003– 1011. doi:10.1001/ archgenpsychiatry.2011.107

Krueger, R. F. (1999). The structure of common mental dis-
orders. Archives of General Psychiatry, 56(10), 921– 926. 
doi:10.1001/ archpsyc.56.10.921

Krueger, R. F., Caspi, A., Moffitt, T. E., & Silva, P. A. (1998). 
The structure and stability of common mental disorders 
(DSM- III- R): A longitudinal- epidemiological study. Journal 
of Abnormal Psychology, 107(2), 216– 227. doi:10.1037// 
0021- 843x.107.2.216

Krueger, R. F., Chentsova- Dutton, Y. E., Markon, K. E., 
Goldberg, D., & Ormel, J. (2003). A cross- cultural study of 
the structure of comorbidity among common psychopatho-
logical syndromes in the general health care setting. Journal 
of Abnormal Psychology, 112(3), 437– 447. doi:10.1037/ 
0021- 843x.112.3.437

Krueger, R. F., Derringer, J., Markon, K. E., Watson, D., & 
Skodol, A. E. (2012). Initial construction of a maladap-
tive personality trait model and inventory for DSM- 5. 
Psychological Medicine, 42(9), 1879– 1890. doi:10.1017/ 
S0033291711002674

Krueger, R. F., Kotov, R., Watson, D., Forbes, M. K., Eaton, N. 
R., Ruggero, C. J., Simms, L. J., Widiger, T. A., Achenbach, 
T. M., & Bach, B. (2018). Progress in achieving quantitative 
classification of psychopathology. World Psychiatry, 17(3), 
282– 293. doi:10.1002/ wps.20566

Krueger, R. F., & Markon, K. E. (2006). Reinterpreting 
comorbidity: A model- based approach to understanding 
and classifying psychopathology. Annual Review of Clinical 
Psychology. Psychol., 2, 111– 133. doi:10.1146/ annurev.
clinpsy.2.022305.095213

Krueger, R. F., McGue, M., & Iacono, W. G. (2001). The 
higher- order structure of common DSM mental disorders: 
Internalization, externalization, and their connections to 
personality. Personality and Individual Differences, 30(7), 
1245– 1259.

Lahey, B. B. (2009). Public health significance of neuroti-
cism. American Psychologist, 64(4), 241– 256. doi:10.1037/ 
a0015309

Lahey, B. B., Applegate, B., Hakes, J. K., Zald, D. H., Hariri, A. 
R., & Rathouz, P. J. (2012). Is there a general factor of preva-
lent psychopathology during adulthood? Journal of Abnormal 
Psychology, 121(4), 971– 977. doi:10.1037/ a0028355

Lahey, B. B., Krueger, R. F., Rathouz, P. J., Waldman, I. D., 
& Zald, D. H. (2017). A hierarchical causal taxonomy of 
psychopathology across the life span. Psychological Bulletin, 
143(2), 142– 186. doi:10.1037/ bul0000069

Latzman, R. D., DeYoung, C. G., & HiTop Neurobiology 
Workgroup. (2020). Using empirically- derived dimensional 
phenotypes to accelerate clinical neuroscience: The hierar-
chical taxonomy of psychopathology (HiTOP) framework. 
Neuropsychopharmacology, 45(7), 1083– 1085. doi:10.1038/ 
s41386- 020- 0639- 6

Levin- Aspenson, H. F., Khoo, S., & Kotelnikova, Y. (2019). 
Hierarchical taxonomy of psychopathology across develop-
ment: Associations with personality. Journal of Research in 
Personality, 81, 72– 78.

Linehan, M. M. (1993). Cognitive behavioural therapy of border-
line personality disorder. Guilford.

Lynch, T. R., Morse, J. Q., Mendelson, T., & Robins, C. J. 
(2003). Dialectical behavior therapy for depressed older 



Foundat ions and PersPect ives76

adults: A randomized pilot study. American Journal of 
Geriatric Psychiatry, 11(1), 33– 45.

Maj, M. (2020). Beyond diagnosis in psychiatric practice. 
Annals of General Psychiatry, 19(1), 27. doi:10.1186/ 
s12991- 020- 00279- 2

Markon, K. E. (2010). Modeling psychopathology structure: A 
symptom- level analysis of Axis I and II disorders. Psychological 
Medicine, 40(2), 273– 288. doi:10.1017/ S0033291709990183

Markon, K. E., Chmielewski, M., & Miller, C. J. (2011). The 
reliability and validity of discrete and continuous measures 
of psychopathology: A quantitative review. Psychological 
Bulletin, 137(5), 856– 879. doi:10.1037/ a0023678

Mattay, V. S., Goldberg, T. E., Fera, F., Hariri, A. R., Tessitore, A., 
Egan, M. F., Kolachana, B., Callicott, J. H., & Weinberger, 
D. R. (2003). Catechol o- methyltransferase val158- met 
genotype and individual variation in the brain response to 
amphetamine. Proceedings of the National Academy of Sciences, 
100(10), 6186– 6191. doi:10.1073/ pnas.0931309100

McTeague, L. M., Rosenberg, B. M., Lopez, J. W., Carreon, 
D. M., Huemer, J., Jiang, Y., Chick, C. F., Eickhoff, S. B., 
& Etkin, A. (2020). Identification of common neural cir-
cuit disruptions in emotional processing across psychiatric 
disorders. American Journal of Psychiatry, 177(5), 411– 421. 
doi:10.1176/ appi.ajp.2019.18111271

Miller, J. D., Bagby, R. M., Hopwood, C. J., Simms, L. J., & 
Lynam, D. R. (2022). Normative data for PID- 5 domains, 
facets, and personality disorder composites from a repre-
sentative sample and comparison to community and clini-
cal samples. Personality Disorders: Theory, Research, and 
Treatment.

Mineka, S., Watson, D., & Clark, L. A. (1998). Comorbidity 
of anxiety and unipolar mood disorders. Annual Review 
of Psychology, 49(1), 377– 412. doi:10.1146/ annurev.
psych.49.1.377

Moore, T. V. (1930). The empirical determination of certain syn-
dromes underlying praecox and manic- depressive psychoses. 
The American Journal of Psychiatry, 86, 719– 738. http:// 
dx.doi.org/ 10.1176/ ajp.86.4.719

Morey, L. C., Hopwood, C. J., Markowitz, J. C., Gunderson, 
J. G., Grilo, C. M., McGlashan, T. H., . . . Skodol, A. E. 
(2012). Comparison of alternative models for personal-
ity disorders, II: 6- , 8- and 10- year follow- up. Psychological 
Medicine, 42(8), 1705– 1713.

Mõttus, R., Kandler, C., Bleidorn, W., Riemann, R., & McCrae, 
R. R. (2017). Personality traits below facets: The consensual 
validity, longitudinal stability, heritability, and utility of per-
sonality nuances. Journal of Personality and Social Psychology, 
112(3), 474– 490. doi:10.1037/ pspp0000100

Mullins- Sweatt, S. N., Hopwood, C. J., Chmielewski, M., 
Meyer, N. A., Min, J., Helle, A. C., & Walgren, M. D. 
(2020). Treatment of personality pathology through the 
lens of the hierarchical taxonomy of psychopathology: 
Developing a research agenda. Personality and Mental Health, 
14(1), 123– 141. doi:10.1002/ pmh.1464

Neacsiu, A. D., Eberle, J. W., Kramer, R., Wiesmann, T., & 
Linehan, M. M. (2014). Dialectical behavior therapy skills 
for transdiagnostic emotion dysregulation: A pilot random-
ized controlled trial. Behaviour Research and Therapy, 59, 40– 
51. doi:10.1016/ j.brat.2014.05.005

O’Reilly, L. M., Pettersson, E., Quinn, P. D., Klonsky, E. D., 
Lundström, S., Larsson, H., . . . D’Onofrio, B. M. (2020). 
The association between general childhood psychopathology 
and adolescent suicide attempt and self- harm: A prospective, 

population- based twin study. Journal of Abnormal Psychology, 
129(4), 364.

Payne, L. A., Ellard, K. K., Farchione, T. J., Fairholme, C. P., 
& Barlow, D. H. (2014). Emotional disorders: A unified 
transdiagnostic protocol. In Clinical handbook of psychologi-
cal disorders: A step- by- step treatment manual, 5th ed. (pp. 
237– 274). Guilford.

Regier, D. A., Narrow, W. E., Clarke, D. E., Kraemer, H. C., 
Kuramoto, S. J., Kuhl, E. A., & Kupfer, D. J. (2013). DSM- 
5 field trials in the United States and Canada, part II: Test- 
retest reliability of selected categorical diagnoses. American 
Journal of Psychiatry, 170(1), 59– 70. doi:10.1176/ appi.
ajp.2012.12070999

Rodriguez- Seijas, C., Eaton, N. R., Stohl, M., Mauro, P. M., 
& Hasin, D. S. (2017). Mental disorder comorbidity and 
treatment utilization. Comprehensive Psychiatry, 79, 89– 97.

Ruggero, C. J., Kotov, R., Hopwood, C. J., First, M., Clark, L. 
A., Skodol, A. E., . . . Zimmermann, J. (2019). Integrating 
the Hierarchical Taxonomy of Psychopathology (HiTOP) 
into clinical practice. Journal of Consulting and Clinical 
Psychology, 87(12), 1069.

Sakiris, N., & Berle, D. (2019). A systematic review and meta- 
analysis of the unified protocol as a transdiagnostic emotion 
regulation based intervention. Clinical Psychology Review, 
101751. doi:10.1016/ j.cpr.2019.101751

Sauer- Zavala, S., Fournier, J. C., Steele, S. J., Woods, B. K., 
Wang, M., Farchione, T. J., & Barlow, D. H. (2020). Does 
the unified protocol really change neuroticism? Results 
from a randomized trial. Psychological Medicine, 1– 10. 
doi:10.1017/ S0033291720000975

Sellbom, M. (2017). Mapping the MMPI– 2– RF specific prob-
lems scales onto extant psychopathology structures. Journal 
of Personality Assessment, 99(4), 341– 350. doi:10.1080/ 
00223891.2016.1206909

Sellbom, M., Carragher, N., Sunderland, M., Calear, A. L., & 
Batterham, P. J. (2020). The role of maladaptive personal-
ity domains across multiple levels of the HiTOP structure. 
Personality and Mental Health, 14(1), 30– 50. doi:10.1002/ 
pmh.1461

Simms, L. J., Wright, A. G., Cicero, D., Kotov, R., Mullins- 
Sweatt, S. N., Sellbom, M., . . . Zimmermann, J. (2022). 
Development of measures for the Hierarchical Taxonomy of 
Psychopathology (HiTOP): A collaborative scale develop-
ment project. Assessment, 29(1), 3– 16.

Snyder, H. R., Hankin, B. L., Sandman, C. A., Head, K., & 
Davis, E. P. (2017). Distinct patterns of reduced prefrontal 
and limbic gray matter volume in childhood general and 
internalizing psychopathology. Clinical Psychological Science, 
5(6), 1001– 1013.

Snyder, H. R., Young, J. F., & Hankin, B. L. (2017). Strong 
homotypic continuity in common psychopathology- , 
 internalizing- , and externalizing- specific factors over time 
in adolescents. Clinical Psychological Science, 5(1), 98– 110. 
doi:10.1177/ 2167702616651076

Spiegel, A. (2005). The dictionary of disorder. The New Yorker, 
3, 56– 63.

Stasik- O’Brien, S. M., Brock, R. L., Chmielewski, M., Naragon- 
Gainey, K., Koffel, E., McDade- Montez, E., O’Hara, M. W., 
& Watson, D. (2019). Clinical utility of the inventory of 
depression and anxiety symptoms (IDAS). Assessment, 26(5), 
944– 960. doi:10.1177/ 1073191118790036

Sullivan, P. F., Agrawal, A., Bulik, C. M., Andreassen, O. A., 
Børglum, A. D., Breen, G., Cichon, S., Edenberg, H. J., 

http://dx.doi.org/10.1176/ajp.86.4.719
http://dx.doi.org/10.1176/ajp.86.4.719


tHe H ierarcHical  taxonomy oF  PsycHoPatHology 77

Faraone, S. V., & Gelernter, J. (2018). Psychiatric genom-
ics: An update and an agenda. American Journal of Psychiatry, 
175(1), 15– 27. doi:10.1176/ appi.ajp.2017.17030283

Tang, T. Z., DeRubeis, R. J., Hollon, S. D., Amsterdam, J., 
Shelton, R., & Schalet, B. (2009). Personality change dur-
ing depression treatment: A placebo- controlled trial. Archives 
of General Psychiatry, 66(12), 1322– 1330. doi:10.1001/ 
archgenpsychiatry.2009.166

US Department of Veterans Affairs. (2009, June 03). VA/ DoD 
Clinical Practice Guidelines. https:// www.health qual ity.
va.gov/ gui deli nes/ MH/ ptsd/ 

Vachon, D. D., Krueger, R. F., Rogosch, F. A., & Cicchetti, 
D. (2015). Assessment of the harmful psychiatric and 
behavioral effects of different forms of child maltreat-
ment. JAMA Psychiatry, 72(11), 1135– 1142. doi:10.1001/ 
jamapsychiatry.2015.1792

Verheul, R., Bartak, A., & Widiger, T. (2007). Prevalence and 
construct validity of personality disorder not otherwise speci-
fied (PDNOS). Journal of Personality Disorders, 21, 359– 370.

Vollebergh, W. A., Iedema, J., Bijl, R. V., de Graaf, R., Smit, F., 
& Ormel, J. (2001). The structure and stability of common 
mental disorders: the NEMESIS study. Archives of General 
Psychiatry, 58(6), 597– 603.

Waldman, I. D., Poore, H. E., Luningham, J. M., & Yang, J. 
(2020). Testing structural models of psychopathology at the 
genomic level. BioRxiv, 502039.

Waszczuk, M. A., Eaton, N. R., Krueger, R. F., Shackman, A. 
J., Waldman, I. D., Zald, D. H., Lahey, B. B., Patrick, C. J., 
Conway, C. C., & Ormel, J. (2020). Redefining phenotypes 
to advance psychiatric genetics: Implications from hierar-
chical taxonomy of psychopathology. Journal of Abnormal 
Psychology, 129(2), 143– 161. doi:10.1037/ abn0000486

Waszczuk, M. A., Kotov, R., Ruggero, C., Gamez, W., & Watson, 
D. (2017). Hierarchical structure of emotional disorders: From 
individual symptoms to the spectrum. Journal of Abnormal 
Psychology, 126(5), 613– 634. doi:10.1037/ abn0000264

Watson, D., O’Hara, M. W., Naragon- Gainey, K., Koffel, E., 
Chmielewski, M., Kotov, R., . . . Ruggero, C. J. (2012). 
Development and validation of new anxiety and bipolar 
symptom scales for an expanded version of the IDAS (the 
IDAS- II). Assessment, 19(4), 399– 420.

Widiger, T. A., & Samuel, D. B. (2005). Diagnostic catego-
ries or dimensions? A question for the Diagnostic and sta-
tistical manual of mental disorders— fifth edition. Journal 
of Abnormal Psychology, 114(4), 494– 504. doi:10.1037/ 
0021- 843X.114.4.494

Widiger, T. A., Sellbom, M., Chmielewski, M., Clark, L. A., 
DeYoung, C. G., Kotov, R., Krueger, R. F., Lynam, D. R., 
Miller, J. D., & Mullins- Sweatt, S. (2019). Personality in a 
hierarchical model of psychopathology. Clinical Psychological 
Science, 7(1), 77– 92.

Wright, A. G., & Simms, L. J. (2015). A metastructural model 
of mental disorders and pathological personality traits. 
Psychological Medicine, 45(11), 2309– 2319. doi:10.1017/ 
S0033291715000252

Zachar, P., Krueger, R. F., & Kendler, K. S. (2016). Personality 
disorder in DSM- 5: An oral history. Psychological Medicine, 
46(1), 1– 10. doi:10.1017/ S0033291715001543

Zald, D. H., & Lahey, B. B. (2017). Implications of the hierarchi-
cal structure of psychopathology for psychiatric neuroimaging. 
Biological Psychiatry: Cognitive Neuroscience and Neuroimaging, 
2(4), 310– 317. doi:10.1016/ j.bpsc.2017.02.003

https://www.healthquality.va.gov/guidelines/MH/ptsd/
https://www.healthquality.va.gov/guidelines/MH/ptsd/


C H A P T E R

78

 4 
 The Research Domain Criteria 
Project: Integrative Translation for 
Psychopathology

Bruce N. Cuthbert, Gregory A. Miller, Charles Sanislow,  
and Uma Vaidyanathan

Introduction
This is an exciting period in psychopathology. 

New methodologies such as magnetic resonance 
imaging (MRI) and computational modeling 
are maturing rapidly, conceptual ideas about the 
nature and structure of mental disorders continue 
to evolve, and the field is exploring new strate-
gies for research in order to improve diagnosis and 
treatment. At the same time, traditional methods 
continue to prevail in research and clinical practice. 
Current approaches to classification and diagnosis 
follow patterns that are well over a century old, rely-
ing almost entirely upon clinical interviews to assess 
presenting symptoms and signs. The persistent reli-
ance on these practices is striking given marked 
progress in many areas of science. The situation is 
understandable given the ingrained status of current 
diagnostic classes in all spheres of mental disorders. 
However, debates about these traditional attitudes 
are increasing as scientific advances permeate the 
field. This chapter about the Research Domain 
Criteria (RDoC) is one of several entries in this 
edition that feature novel ideas for conceptualizing 
and studying psychopathology. RDoC represents 
an example of a strategy for translational research, 
which can be defined as the attempt to “seek fun-
damental knowledge about the nature and behavior 
of living systems and the application of that knowl-
edge to enhance health, lengthen life, and reduce 
illness and disability” (Lauer, 2016, p. 1).

The RDoC initiative is distinct from other novel 
approaches in this volume in three ways. First, the 
project was initiated by a governmental funding 

agency, the US National Institute of Mental Health 
(NIMH, part of the National Institutes of Health 
[NIH]) in 2009 as a research framework for psycho-
pathology. Second, the RDoC framework is distin-
guished by the nature of its organization, attempting 
formally to meld into one schema disparate aspects 
of measurement classes and influences on mental 
health. Finally, RDoC is not intended to supplant 
current diagnostic manuals but rather to provide 
novel approaches for research. All three of these 
aspects revolve around a central aim: to promote 
studies that embody new ways of thinking about and 
studying psychopathology in terms of disruptions in 
basic functions, as manifested and analyzed by mea-
surements in multiple response systems. The long- 
term goal is to provide a literature that will facilitate 
changes in all aspects of mental health practice— 
assessment, treatment, and prevention.

Why implement a novel framework for transla-
tional research? The rationale is that while morbidity 
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and mortality have been reduced markedly for 
many conditions (e.g., cancer, heart disease) over 
the past several decades, the severe burden of men-
tal disorders persists unmitigated (Insel, 2009). A 
strong case can be made that the prevailing diagnos-
tic system is a significant part of the problem, par-
ticularly with respect to research and its translation 
into clinical practice. While it is difficult to change 
a system so entrenched in health systems, insurance 
billing, and government policies, a marked shift is 
necessary for progress to be made.

In this chapter, we discuss the rationale for 
RDoC, summarize its major elements, consider the 
philosophy of science issues that permeate it (and 
our field), and review examples of research designs 
and results that illustrate the framework for both 
adult and child/ adolescent disorders. Several articles 
have described in detail the original RDoC develop-
ment process and the components of the framework 
(e.g., Kozak & Cuthbert, 2016; Morris et al., 2021; 
Sanislow et al., 2010); this chapter is dedicated to 
explicating in more depth the principles and con-
cepts of the initiative.

Rationale
Beginnings of Psychiatric Nosology

A brief account of views about mental illness over 
the past two centuries provides context for why and 
how RDoC came about (see Kendler, 2020; Miller, 
2020; Chapter 2, this volume). The nineteenth cen-
tury was a time of marked advances in the field of 
medicine. Physicians continued to follow the age- 
old practice of describing and diagnosing illnesses 
in terms of their symptoms, with the assumption 
that underlying pathologies existed and that their 
causes would eventually be discovered. These hopes 
were gradually realized as scientific technologies and 
investigations progressed toward an understanding 
of physical etiology. For instance, edema was recog-
nized in ancient civilizations and known as “dropsy” 
(a contraction of “hydropsy,” i.e., water) due to its 
primary symptom as the accumulation of fluid in 
various parts of the body, but differentiation of the 
multiple causes of edema only began in the early 
1800s, when two English physicians reported dis-
tinct cardiac versus renal etiologies.

Early students of mental illness followed a similar 
approach to diagnosis. Individuals generally came 
to clinical attention when their condition neces-
sitated admission to insane asylums. Their symp-
toms, typically psychosis or severe depression, were 
so extreme that early psychiatrists became known as 

“alienists” (from aliéné, French for “insane”). It is 
little wonder that these debilitating conditions were 
regarded unquestionably as diseases that were not 
only qualitatively different from normal behavior, 
but from other mental diseases as well.

The care of mentally ill patients gradually 
improved during the nineteenth century. The 
patchwork system of private hospitals and religious 
institutions gave way to government- supported 
asylums in Europe and the United States, which in 
turn fostered a growing cadre of psychiatrists with 
formal training and a systematic approach to diag-
nosis. Those pioneers grappled with a number of 
fundamental issues regarding mental illnesses that 
still resonate today. These included the question as 
to whether mental disorders are better regarded as 
diseases of the “mind” (following the tradition of 
mental states established by Enlightenment philoso-
phers) or diseases of the brain (in line with other 
areas of contemporary medicine), and, if the latter, 
whether brain pathophysiology should be regarded 
as disorders of specific locations or of neural circuits 
(Stoyanov et al., 2019). Notably, psychiatrists such 
as Emil Kraepelin and Eugen Bleuler regarded men-
tal disorders as involving both mental and physio-
logical aspects (Bleuler, 1911/ 1950) and attempted 
to define and differentiate diseases through careful 
clinical observations of symptoms, severity, and 
course of illness. Kraepelin, in particular, saw men-
tal illnesses as “natural disease units” (natuerliche 
Krankheitseinheit; Heckers, 2008) even though he 
never conclusively decided whether dementia prae-
cox and manic- depressive illness (now schizophre-
nia and bipolar disorder, respectively) were separate 
diseases or not. Such viewpoints continue to reso-
nate in modern deliberations, not only about the list 
of mental disorders but about assumptions (often 
implicit) regarding the nature of psychopathology.

The failure to establish definitive findings regard-
ing the nature and causes of mental illness (with 
rare exceptions such as neurosyphilis) resulted in 
an impasse that was partly responsible for the rise 
of psychoanalytic psychiatry in the late nineteenth 
century and its dominance throughout most of 
the twentieth century, led by such legendary fig-
ures as Freud, Jung, and Horney. Initial hopes that 
psychoanalytic theories could lay the basis for sci-
entific progress were dashed as the various schools 
of thought failed to develop consensus about the 
nature of clinical phenomena. Etiological theories 
and diagnostic practices depended more on the par-
ticular school in which therapists were trained than 
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on scientific rigor, resulting in a lack of a coherent 
set of diagnostic and clinical practices (Lieberman 
& Ogas, 2015).

In response to the diagnostic quandary, an initial 
psychodynamic nomenclature issued by the US War 
Department in 1943 was adapted in the early1950s 
to generate early versions of the DSM that pro-
vided lists of specific disorders and brief diagnostic 
descriptions and criteria (i.e., DSM- I in 1952 and 
DSM- II in 1968); however, these largely retained 
psychodynamic theories not based on scientific 
data. As a result, the early manuals made little prog-
ress to address the issues of interclinician reliability 
and scientific validity (Spitzer & Fleiss, 1974).

The Modern Era of Nosology with the DSM: 
Successes and Problems

Small cadres of research psychiatrists, notably 
including a group at Washington University in Saint 
Louis, began working on more systematic descrip-
tions of disorders in hopes of overcoming the reli-
ability and validity problems that were so severe that 
they threatened psychiatry as a medical discipline 
(Lieberman & Ogas, 2015). The first widely noted 
manuscript to address this concern became a foun-
dational document for modern psychiatry, listing 
five criteria for validating mental disorders: clinical 
description, laboratory studies (largely aspirational 
at that time), delimitation from other disorders, 
course and outcome, and familial incidence (Robins 
& Guze, 1970). This paper was followed by another 
landmark article that outlined observational stud-
ies of patients to demonstrate for a small number 
of putative disorders the potential use of descriptive 
criteria for diagnosis (Feighner et al., 1972).

These seminal papers were formative for the 
Research Diagnostic Criteria (RDC), intended 
explicitly to “enable research investigators to apply a 
consistent set of criteria for the description or selec-
tion of samples of subjects with functional psychi-
atric illnesses” that would “enable investigators to 
select relatively homogeneous groups of subjects 
who meet specific diagnostic criteria.” (Spitzer et 
al., 1978, pp. 773 and 774, respectively). The RDC 
provided an extensive list of disorders, each with 
detailed diagnostic criteria, but did not attempt to 
cover all psychiatric phenomena. It was designed 
to foster research where it seemed ripe for pursuit 
rather than to serve as a handbook for routine clini-
cal use: “The choice of which diagnostic categories 
to include in the RDC . . . was based on our judg-
ment of the major problems of current psychiatric 
research” (Spitzer et al., 1978, p. 775).

The climax of the effort to rescue the problem-
atic diagnostic standards of the DSM- I and DSM- II 
manuals ensued shortly thereafter with the pub-
lication of the third edition of the DSM, adher-
ing closely to the ideas and criteria (and often the 
exact language) of the RDC. The DSM- III was a 
paradigm shift, fundamental to the development of 
modern psychiatric nosology and affecting not only 
clinical practice but also research grant applications, 
scientific journals, and regulatory agencies such as 
the US Food and Drug Administration (FDA). Its 
polythetic diagnostic system (requiring a certain 
number of symptoms from a longer list; e.g., five 
of nine symptoms for a major depressive episode) 
provided quasi- quantitative criteria for making a 
diagnosis, and its atheoretical stance enabled inves-
tigators of all clinical perspectives to employ the 
manual. (The other prominent diagnostic manual in 
recent decades is the mental and behavioral section 
of the ICD, the international standard published by 
the World Health Organization. The ICD employs 
brief descriptions of disorders rather than polythetic 
criteria, but the listing of disorders is generally quite 
similar to that of the DSM.)

This summary of the history that eventuated in 
the current diagnostic system is intended to help the 
reader appreciate two essential points in the DSM- 
III architecture that, for all its influence, had partic-
ular reverberations for the future. First, the framers 
of the DSM- III, in no small part due to the welter 
of competing theories and schools with divergent 
etiological hypotheses, continued to depend on 
the nineteenth- century practice of defining disor-
ders by descriptive signs and symptoms (Engstrom 
& Kendler, 2015; see also Scull, 2021, p. 5: “To 
attempt to diagnose illness using patient symp-
toms resembles the approach of the eighteenth, 
not twenty- first century medicine.”). Furthermore, 
they continued the practice of earlier psychiatrists 
in assuming that careful clinical descriptions would 
define specific diseases (earning the sobriquet of 
“neo- Kraepelinians”).

Second, the disorder definitions were developed 
to promote reliability rather than validity (Hyman, 
2010). As explained in the DSM- III regarding the 
pre- release field trials, “Perhaps the most impor-
tant part of the study was the evaluation of diag-
nostic reliability“ (American Psychiatric Association 
[APA], 1980, p. 5); and a few pages later, “. . . for 
most of the categories the diagnostic criteria are 
based on clinical judgment, and have not yet been 
fully validated by data about such important cor-
relates as clinical course, outcome, family history, 
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and treatment response” (APA, 1980, p. 8): that is, 
the Robins and Guze criteria (1970). In other words, 
validity was explicitly deferred in favor of reliability, 
with the aspirational assumption that the former 
could eventually be addressed once the latter was 
sufficiently improved.

Although revisions have occurred periodically 
(the current version is DSM- 5, released in 2013), the 
basic DSM/ ICD architecture has persisted across the 
40- plus years since DSM- III’s publication. Despite 
its pervasive influence, scientific reservations about 
the system began relatively early (e.g., “the existence 
of an official taxonomy also has become an unin-
tended straitjacket, as more researchers have limited 
themselves to the DSM criteria rather than investi-
gating different sets of criteria” (Clark et al., 1995, 
p. 123). Unfortunately, “the focus on reliability 
came at a time when the scientific understanding 
of mental disorders was embryonic and could not 
yield valid disease definitions” (Hyman, 2010, p. 
155). As methodologies in areas such as genetics, 
psychophysiology (including neuroimaging, large- 
array evoked response potentials [ERPs], and other 
techniques), and psychometrically sound behavioral 
measures have evolved from experimental demon-
strations to commonplace methods, the practice of 
studying disorders defined in the absence of any eti-
ological factors has become increasingly untenable.

New Directions for Research
The keen awareness of the need to move in new 

directions is exemplified by a comment from one 
of the groups considering revisions for the DSM- 5 
revision process: “Although a move to an etiologi-
cally and pathophysiologically based diagnostic 
system for psychiatry will be extraordinarily dif-
ficult, it is nevertheless essential, based on the 
increasing belief that many, and perhaps most, 
of the current symptom clusters of DSM will 
ultimately not map onto distinct disease states” 
(Charney et al., 2002, p. 34).

Investigators also had suggestions about some 
of the specific directions that new research should 
take, as expressed by the well- respected genetics 
group at Cardiff, Wales.

[S] tudies would benefit from a focus on specific 
symptoms as well as cognitive and neurocognitive 
endophenotypes with the confounding effects of 
diagnostic practices removed. . . . This work will 
need to take a developmental perspective since it is 
likely that the manifestations of these phenotypes 
will vary with age, and longitudinal studies will 

certainly be required. Aetiological research . . . 
should now end its exclusive love affair with DSM 
and ICD categories. The goal must now be to relate 
research on aetiology and pathogenesis to specific 
psychopathological syndromes and phenotypes 
defined by studies of cognition and neuroimaging. 
(Owen et al., 2011, p. 174)

As these viewpoints indicate, the problem was 
not that scientists were unaware of the issues with 
the diagnostic system, nor lacking in new ideas for 
conducting research. Rather, a significant impedi-
ment concerned the custom that study sections 
(National Institutes of Health peer review commit-
tees convened to evaluate and score grant applica-
tions) for mental disorders research traditionally 
prioritized study designs limited to single DSM 
disorders, typically as compared to healthy controls. 
This was due in no small part to the fact that the 
various disorders listed in the DSM- III became rei-
fied relatively quickly after its release (and persisted 
in subsequent editions). A former NIMH director 
noted that “The problematic effects of diagnostic 
reification were revealed repeatedly in genetic stud-
ies, imaging studies, clinical trials, and types of 
studies where the rigid, operationalized criteria of 
the DSM- IV defined the goals of the investigation 
despite the fact that they appeared to be poor mir-
rors of nature” (Hyman, 2010, p. 158). It is reason-
able to infer that such a situation was facilitated by 
the bequeathed concept of “natural disease units” 
stemming from the strong Kraepelinian core of the 
DSM- III and its successors; the neo- Kraepelinian 
view promoted adherence to an essentialist view of 
disorders (i.e., the notion that there must be some 
essence that categorically defined and distinguished 
a disease; Astle & Fletcher- Watson, 2020). It was 
thereby understandable that study sections would 
regard the DSM diagnostic classes as a high priority 
for both diagnosis and treatment despite the grow-
ing evidence of poor discriminability of such classes.

Another related problem affected the grant 
review process. Science generally depends on a con-
sensus paradigm for its deliberations to provide a 
common basis for discussion, a core element at the 
heart of study section evaluations. Reified DSM 
disorders constituted a hegemonic architecture for 
consensus in grant reviews (dubbed an “epistemic 
prison” by Hyman, 2010) that was difficult to tran-
scend. Investigators (as well as the authors of DSM 
editions) were generally aware that disorders as 
listed in the manuals were heuristic rather than nat-
ural kinds, and individual scientists might well have 
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diverse alternative hypotheses, but, in the forum of 
a review committee, there was little basis for decid-
ing on the merits of alternative research approaches.

NIMH experienced this phenomenon directly 
with a 2001 funding set- aside (a Request for 
Applications [RFA]) termed “Modular Phenotyping 
for Major Mental Disorders,” a sort of RDoC proto-
type. Citing heterogeneity and mechanisms that cut 
across disorders, the aim of the announcement was 
to support research that would “dissect currently 
defined mental disorder syndromes into component 
symptom clusters or dimensions” and “select a spe-
cific symptom cluster or dimension (i.e., an illness 
module) for intensive analysis.” The announcement 
further called for “hypothesis- driven, experimen-
tal methods to discern and map the biobehavioral 
mechanisms and neurobiological systems that 
account for disturbed behavior” (NIMH, 2001, p. 
3). Although the announcement was well received 
by the field (as evidenced by an ample number of 
applications), not one received a fundable score; 
there was simply insufficient consensus among 
applicants and reviewers regarding criteria for such 
aspects as the specific topics of study, the number 
and types of measures to include, or the kinds of 
analyses to be employed.

As one might imagine, this issue occurs across 
many areas of science. For instance, as of this writ-
ing, there is spirited debate regarding the long- 
standing focus on beta- amyloid and tau proteins 
as primary etiological factors in Alzheimer’s dis-
ease (Hascup & Hascup, 2020). As one researcher 
commented,

Despite billions of dollars spent, there are still no 
effective pharmacotherapies for Alzheimer’s Disease 
(AD). The problem plaguing AD research may 
well lie at the level of study design/ data collection. 
Because we depend on a peer- reviewed system for 
funding, in order to get a fundable grant in AD, we 
all have to meet pre- conceived criteria for appropriate 
methodology, which has led us all to essentially 
propose similar study designs and collect essentially 
the same data. So not shockingly, we are all finding 
the same thing. And our evidence based approach for 
determining treatments is leading to the same path of 
failed clinical trial studies. . . . When we start studying 
dementia/ AD outside the boundaries of what is 
presumed to be known about the disease is when we 
will fully start to characterize it. (Au, 2019, pp. 1– 2)

These comments aptly relate to the situation that 
existed for peer reviews of mental disorder grant 

applications. The challenge for NIMH was not 
so much to exhort investigators to devise innova-
tive ideas regarding mental disorders. Rather, the 
imperative was to devise a set of criteria that are 
mutually understood by applicants and reviewers 
and thus could enable study designs and research 
methodologies that diverge from traditional DSM 
approaches to be peer- reviewed in consistent fash-
ion. In essence, the problem was how to implement 
an ecosystem for grant review that allows applica-
tions from diverse perspectives and areas of psycho-
pathology to be considered on an equal footing and 
for the best to emerge with strong scores.

In short, the need was to craft a research archi-
tecture for diagnostic approaches which transcend 
symptom- based syndromes by incorporating data 
that include behavioral/ psychological functions, 
implementing biological systems, developmental 
trajectories, and environmental effects. Movement 
in this direction required that these aspects were well 
established and contributing steadily to cumulative 
literatures on measurement and classification; how-
ever, such literatures could not be created as long 
as clinical research was conducted solely within the 
current diagnostic system. This paradox provided 
the rationale for a new framework for experimental 
psychopathology research.

The RDoC Project
The NIMH released a major update of its 

Strategic Plan in 2008. As part of this plan, two of 
the four major Strategic Objectives contained lan-
guage referring to new initiatives that would link 
behavioral and physiological measures in order 
study dimensions of functioning related to mental 
disorders.

The key statement was contained in Strategy 
1.4 of the plan: “Develop, for research purposes, 
new ways of classifying mental disorders based on 
dimensions of observable behavior and neurobio-
logical measures” (NIMH, 2008). The phrase “new 
ways of classifying mental disorders” denotes the 
intent to devise novel criteria for forming groups 
or dimensions to serve as independent variables in 
experimental studies (e.g., on the basis of behavioral 
and/ or biological measures rather than traditional 
disorder categories). (Some observers mistakenly 
construed the phrase as implying an attempt to pro-
pose an alternative to the DSM- 5, but that was not 
the purpose). RDoC is formally agnostic regarding 
DSM/ ICD categories, based on the stance that any 
potential changes to DSM categories (or its overall 
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architecture) can only be evaluated on the basis of 
data from various alternative scientific approaches.

The elaboration of this strategy directly addressed 
the two salient obstacles to research progress sum-
marized above: viz., the reliance on symptoms in 
defining disorders and the lack of validity in current 
diagnostic classes.

[T] he way that mental disorders are defined in the 
present diagnostic system does not incorporate 
current information from integrative neuroscience 
research, and thus is not optimal for making 
scientific gains through neuroscience approaches. . . .  
Many mental disorders may be considered as falling 
along multiple dimensions (e.g., cognition, mood, 
social interactions), with traits that exist on a 
continuum ranging from normal to extreme. . . . To 
clarify the underlying causes of mental disorders, it 
will be necessary to define, measure, and link basic 
biological and behavioral components of normal and 
abnormal functioning. . . . By linking basic biological 
and behavioral components, it will become possible 
to construct valid, reliable phenotypes (measurable 
traits or characteristics) for mental disorders. 
(NIMH, 2008, p. 10)

The language in the second Strategic Objective 
specifically acknowledged the importance of devel-
opmental and environmental influences. This 
objective included a directive to “define the devel-
opmental trajectories of mental disorders,” with a 
related aim to “Link studies of brain development 
with behavioral development to understand how 
brain regions critical for mental disorders are asso-
ciated with typical and atypical behavioral func-
tioning” (NIMH, 2008, p. 13). The importance of 
environmental factors was recognized in both objec-
tives, as these interact with developmental trajecto-
ries and genetic variation.

These ideas fall under the purview of psycho-
physiology, a discipline that is central to this under-
taking given its long- standing status as a field that 
focuses (both philosophically and empirically) on 
the relationships between behavioral/ cognitive 
constructs and physiological phenomena (Miller 
et al., 2016). An editorial in the initial issue of the 
field’s eponymous journal succinctly expresses the 
relevance for RDoC: “Psychophysiology provides 
a method for bringing both physiological and psy-
chological aspects of behavior into a single field of 
discourse by which truly organismic constructs may 
be created” (Ax, 1964, p. 1). The principle expressed 
in that statement is notable in that advances 
from new technologies such as neuroimaging or 

computational modeling of behavior fit readily 
under the aegis of “organismic constructs.”

The RDoC Framework
The RDoC framework represents the organizing 

principles of the project and includes four major 
elements (Figure 4.1; see Cuthbert & Insel, 2013, 
for a concise summary). First, the various “dimen-
sions of observable behavior and neurobiological 
measures” noted above are grouped in superordi-
nate domains of functioning, such as Cognitive 
and Social Processes domains, each with multiple 
dimensions (e.g., dimensions of Attention and 
Working Memory in the Cognitive Domain). 
Second, the dimensions can be measured by mul-
tiple classes of variables (such as brain activity 
recordings, behaviors, and self- report instruments), 
which are referred to in the framework as “Units of 
Analysis.” Third, developmental trajectories as stud-
ied across the lifespan have a high priority in exam-
ining normative development and the transitions to 
psychopathology. Fourth, environmental influences 
of all types, both negative and positive, are critically 
important factors in studying the etiology of psy-
chopathology. These principles are detailed below. 
Strategy 1.4 (the defining statement of the new 
goal) included four specific aims that add further 
provisos regarding the domains and units of analy-
sis; these are accordingly addressed first, followed by 
a discussion of the development and environmental 
factors.

Aim 1
“Initiate a process for bringing together experts 

in clinical and basic sciences to jointly identify 
the fundamental behavioral components that may 
span multiple disorders (e.g., executive functioning 
. . .) and that are more amenable to neuroscience 
approaches” (NIMH, 2008).

A working group of NIMH staff convened in 
early 2009 to determine the various aspects of the 
framework and devise a process for generating the 
set of “fundamental components” that comprise 
the central core of the RDoC concept. The com-
ponents are conceived in terms of psychological 
constructs as used in the traditional sense (e.g., 
MacCorquodale & Meehl, 1948; Kozak & Miller, 
1982) but with a psychophysiological orienta-
tion. RDoC constructs are jointly defined by (1) 
evidence for a basic psychological or behavioral 
function and (2) evidence for a neural circuit or 
system that plays a major role in implementing 
the given function (along with guidance that the 
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construct should have relevance to mental disor-
ders). Basically, RDoC calls for studies that explore 
various aspects of psychopathology in terms of 
these constructs, which will in most cases be nar-
rower and more focused than current diagnostic 
classes and yet will often be transdiagnostic.

At present, the constructs included in RDoC 
are grouped into six broad domains as determined 
by the working group: Negative Valence Systems 
(responses to aversive situations), Positive Valence 
Systems (responses to appetitive situations), 
Cognitive Systems, Social Processes, Arousal/ 
Regulatory Systems, and Sensorimotor Systems 
(NIMH, 2020). The constructs were defined in a 
series of workshops beginning in 2011 by groups of 
scientists with specialized expertise in the respective 
domains (one meeting for each domain; see Kozak 
& Cuthbert, 2016, for procedural details and the 
RDoC website for the proceedings, NIMH, 2020).

Starting with a set of candidate constructs based 
on the working group’s literature review and pre- 
workshop survey responses from the field, the 
experts evaluated the strength of data for both 
psychological functions and implementing neural 
systems. The participants accepted some candidate 
constructs (often with varying degrees of modifica-
tion), declined others, and created new constructs 
in keeping with the guidelines; a definition was 
written for each approved construct. As an example 
of the workshop process, the mirror neuron system 
(initially nominated) was not included because 
the experts at the workshop reported that it was as 
yet not clear what the function of the system was, 
and so it did not meet the criterion for “evidence 
for a basic psychological or behavioral function.” 
Note that this decision only reflects the stringency 
of the criteria for vetting constructs that can serve 
as exemplars of the RDoC framework, rather than 

Figure 4.1 Major elements of the Research Domain Criteria (RDoC) framework. Domains are superordinate groupings that contain 
the various dimensional RDoC constructs, with each domain containing three to six related constructs. The Units of Analysis depict 
examples of the various classes of measurement that could be used to study constructs, such as genetics, molecular/ cellular recordings, 
brain circuit activity, self- report instruments, and behavior. Developmental trajectories are viewed from a life span perspective. The 
Environment represents the wide range of potentially relevant aspects, such as the built environment, cultural factors, neighborhoods, 
and social factors (often referred to collectively as the exposome). Inclusion of the Development and/ or Environment elements is 
encouraged in experimental designs in order to study the effects of the contexts in which domains and constructs are studied. The 
overlaps among the four circles are intended to connote the importance of studying interactions among the four elements. 
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signifying that the mirror neuron system is con-
sidered unworthy for further studies; in fact, this 
would suggest continuing the research to under-
stand such a potentially important construct for 
social interactions.

The constructs that emerged from the workshops 
were regarded as strong examples of a main princi-
ple: to study psychopathology via psychophysiolog-
ical constructs that are more specific in nature than 
are broad diagnostic syndromes. Some constructs 
and domains were given relatively new names to 
avoid carry- over implications from related terms 
that could be misleading; for instance, the term 
“fear” has a long history with many different shades 
of meaning (and science), so the term “acute threat” 
was adopted to represent a more specific meaning. 
(See the workshop proceedings for insight into the 
various perspectives and considerations that had to 
be discussed; NIMH, 2020.)

As these points imply, the intention from the 
beginning was that the set of constructs should not 
be a fixed grouping. As befits a research framework, 
constructs were anticipated to undergo continual 
change on the basis of new data— whether new, 
revised, merged with others, or deleted. Moreover, 
the initial constructs were seen as exemplars that 
could guide investigators in proposing and validat-
ing new constructs through research. In this man-
ner, the framework could grow with the progress of 
psychological science and neuroscience. Changes 
that have occurred since the project’s inception 
include a revision of constructs in the Positive 
Valence domain, the addition of the Sensorimotor 
Systems domain, and ongoing discussions of revi-
sions to Negative Valence constructs.

These alterations highlight one of the most 
important (and often misunderstood) points to be 
emphasized: the central purpose of RDoC is not 
to curate a list of domains and constructs per se 
(important as they are for actual research). Rather, 
the core is a set of principles by which the constructs 
and hypotheses are derived in order to foster research 
that diverges from studies of traditional disorder 
categories. Ongoing research progress depends on a 
flexible framework that can accommodate the pace 
of scientific advances over time.

Aim 2
“Integrate the fundamental genetic, neurobio-

logical, behavioral, environmental, and experiential 
components that comprise these disorders.”

One of the major complications in our field con-
cerns the various ways of construing and assessing 

mental illness. These include various data sources; 
for example, behavior (in structured behavioral tasks 
or observations of behavior in various contexts), 
measurements of brain structure and/ or activity, 
and phenomenology (the patient’s reports or other 
manifestations of his or her subjective experiences). 
Although opinions differ as to which of these kinds 
of data are most informative, it may be most fruitful 
not to choose one to the exclusion of others or even 
to privilege one over the others. As per the classic 
“blind men and the elephant” metaphor, what is 
important is to figure out how these various classes 
of measurement relate in order to reach a compre-
hensive understanding. From a scientific perspec-
tive, a difficult methodological challenge concerns 
the frequent modest- to- low relations among various 
measurement classes in studies of mental disorders 
or indeed normal behavioral/ psychological con-
cepts (Kozak & Miller, 1982; Lang, 2010; Miller & 
Bartholomew, 2020). This is a long- standing prob-
lem in many areas of psychological science, not only 
in psychopathology (Campbell & Fiske, 1959). In 
the mental disorders arena, one obvious example is 
the low correspondence between symptom- based 
diagnostic classes and biological measures.

It is sometimes assumed that these issues simply 
reflect measurement error and that improved meth-
odologies will solve the problem, but this premise 
greatly underestimates the complexity of the vari-
ous systems involved in functional behavior. As a 
pioneering group of psychophysiologists noted, 
“Somatic responses are often discussed and some-
times experimented on because they are thought 
to be the flesh- and- blood embodiments of certain 
immaterial realities which psychological analy-
sis seems to discover: psychological concepts such 
as emotion, anxiety, stress, inner tension, [etc.] . . 
. . [But] rather than being hopeful of homologies 
between the somatic responses and psychological 
concepts built from other materials, we should be 
surprised by their discovery and rather astonished at 
the simplicity of the universe” (Davis et al., 1955, p. 
1). This is an explicit reason that RDoC constructs 
are unlikely to be considered as direct equivalents 
of those stemming from psychological concepts 
derived mostly from self- reports or common words 
(e.g., “enjoyment” or “negative affect”).

Accordingly, a significant aim of RDoC is to 
foster studies that examine the complex relations 
among different classes of measurement (i.e., the 
units of analysis). Investigators are encouraged (but 
not required) to include multiple units of analysis 
in their studies, choosing a subset appropriate to the 
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research question. As one way to assist investigators 
in understanding and applying RDoC principles to 
their research, a two- dimensional RDoC matrix was 
cumulated as the workshops progressed. The rows 
of the matrix contain the domains and constructs, 
and the columns denote the units of analysis. The 
latter currently include genes, molecules, cells, 
measures of circuit activity (e.g., functional MRI 
[fMRI] or large- array ERPs), peripheral physiol-
ogy (e.g., cortisol or heart rate), behavior (e.g., 
performance on psychological tasks or quantitative 
assessments of behavior in various contexts), and 
self- reports (including paper/ pencil instruments 
or quantified interviews) (see Kozak & Cuthbert, 
2016, for details). For each cell representing the 
intersection of a construct and a unit of analysis, 
workshop participants generated a provisional list 
of variables reported in the literature as measures 
of the construct (see the online matrix for further 
information; NIMH, 2019).

Like domains and constructs, the units of analy-
sis and variable lists are intended as a heuristic set of 
exemplars for investigators to become familiar with 
the RDoC organization and principles rather than 
as an exhaustive and static compendium. It should 
be noted that the units of analysis pertain to data 
acquired from individuals, whereas developmental 
time periods and/ or environmental influences rep-
resent important contexts that affect individuals; in 
other words, it is important to study the effects of 
development and the environment on individuals, 
as assessed by selected units of analysis.

Aim 3
“Determine the full range of variation, for nor-

mal to abnormal, among the fundamental compo-
nents to improve understanding of what is typical 
versus pathological.”

As mentioned earlier, the beginnings of orga-
nized psychiatric practice originated with patients 
who were so impaired that alienists understand-
ably concluded that they were observing a severe 
disease that was distinct from normality, a position 
particularly associated with Kraepelin and other 
early nosologists. Although outside the scope of this 
chapter, it should be noted that dimensional theo-
ries also date back to the beginnings of psychopa-
thology (e.g., Bleuler, 1911/ 1950) and have been 
extensively studied since that time (e.g., Clark et al., 
1995). However, the neo- Kraepelinian renaissance, 
starting with the Feighner criteria in 1972 and cul-
minating in the DSM- III in 1980, established the 
contemporary precedent for considering psychiatric 

disorders as specific disease entities. Well over a cen-
tury after Kraepelin’s time, this assumption— having 
generalized to almost all other disorders— continues 
to drive research as well as clinical services: both the 
DSM and ICD manuals depend on dichotomous, 
ill/ not ill diagnostic practices.

The continued reliance on binary catego-
ries remains one of the most constraining aspects 
that nineteenth- century psychiatric perspectives 
bequeathed to contemporary research. Modern 
medicine matured when scientists were gradually 
able to discover basic mechanisms and functions 
and then determine the malfunctions in those sys-
tems that eventuated in disorders. To the extent 
possible, such mechanisms, rather than just their 
downstream symptoms, became the target of inter-
vention or prevention. These developments were 
followed by the acquisition of population- level dis-
tributions of relevant measurements, and it became 
feasible to gauge increasing levels of risk (or early 
pathology) over time with dimensional quantita-
tive measures (such as glucose tolerance for diabe-
tes risk). Furthermore, clinical researchers could 
establish cut points on dimensional distributions to 
demarcate different ranges of risk or disorder, which 
may be revised periodically on the basis of new data 
(e.g., American Heart Association News, 2018). 
From this perspective, it is not surprising that 
attempts to apply continuous biological or behav-
ioral measures to symptom- based dichotomies of 
mental illness versus health have been unsuccessful 
(Kapur et al., 2012).

Organizing the framework around fundamen-
tal dimensions of behavior, as viewed in terms of 
population- level distributions, enables RDoC to 
foster a research perspective aligned with other con-
temporary areas of health research. RDoC inverts 
the usual paradigm for conceptualizing psycho-
pathology: Rather than defining illnesses on the 
basis of presenting signs and symptoms and then 
searching for a disease- related problem, RDoC 
treats psychopathology in terms of varying degrees 
of dysregulation in normal- range functioning, con-
sidered from a relatively specific, construct- oriented 
focus. This approach has important ramifications 
for translational research in that studies of basic pro-
cesses (in humans and nonhuman animals) can be 
applied much more directly to clinically significant 
issues (Anderzhanova, Kirmeier, & Wotiak, 2017). 
Moreover, following the course of basic functions 
across developmental trajectories may provide 
advantages for research projects that examine risk 
factors over time or implement prevention strategies 
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employing dimensionally oriented research designs 
(Zalta & Shankman, 2016).

Aim 4
“Develop reliable and valid measures of these 

fundamental components of mental disorders for 
use in basic studies and in more clinical settings.”

Measurement represents a critical component of 
the RDoC program and particularly for the develop-
ment of behavioral tasks or self- report instruments 
specifically conceived in terms of RDoC or similar 
constructs. Although evidence for a psychological 
function is a necessary criterion for any RDoC con-
struct, the particular tasks or measures generating 
that evidence may vary in strength and specificity. 
For instance, a number of tasks align closely with 
the cognitive control construct (Braver et al., 2021); 
on the other hand, tasks across the Social Domain 
are generally less well- developed and there are fewer, 
and less well- validated, measures (although progress 
is under way; e.g., Gur & Gur, 2016; Hawco et al., 
2019). This situation is related to the history of vari-
ous constructs and particularly the progress made 
in studying relevant neural systems and in develop-
ing tasks that were generated for testing theoretical 
models. For example, brain structures involved with 
working memory were first identified in the 1930s, 
and the development of generative models in the 
early 1970s (Baddeley, 2003) contributed to the 
localization of relevant neural systems (D’Esposito 
& Postle, 2015). Developing and clarifying func-
tional constructs from both psychological and neu-
rophysiological perspectives accordingly represents 
a high priority (a challenge that confronts the field 
as a whole, not confined to RDoC).

The binary, disease/ no- disease legacy of the 
DSM/ ICD system represents another issue. Many 
instruments have been devised to assess either 
psychopathology (ranging from mild to severe) or 
normal behavior (e.g., personality and other traits). 
Such dichotomized distinctions often occur for 
self- report instruments but can also be a concern 
for behavioral tasks not designed to accommodate 
psychometric characteristics observed across the 
span from high- performing healthy individuals 
to severely impaired patients (e.g., Chapman & 
Chapman, 1978). Accordingly, another priority 
concerns the creation of tasks that span the entire 
range of functioning both for behavioral tasks and 
self- report instruments (e.g., a self- report scale for 
aggression, Krueger et al., 2007).

Priorities for developing behavioral tasks are 
changing rapidly due to the accelerating pace of 

computational models for studying behavior– brain 
relationships (Ferrante et al., 2019; Sanislow et al., 
2019), an area whose varied origins crystallized as 
computational neuroscience in a seminal volume in 
1990 (Schwartz, 1990). These methods have been 
increasingly applied to mental disorders, inspired 
in part by the nascent RDoC framework that called 
for psychophysiological constructs rather than 
symptom- based syndromes as the fundamental unit 
of analysis (Adams et al., 2016). Broadly speaking, 
there are two main computational approaches rel-
evant to psychopathology (Huys, 2018). The first 
concerns the use of machine learning tools (also 
referred to as data- driven approaches) to “utilize 
large data sets and sophisticated mathematical 
techniques to characterize either the latent organi-
zation of the data (i.e., unsupervised learning), or 
multivariate relationships between specified groups 
of variables (i.e., supervised learning)” (Ferrante et 
al., 2018, p. 480). As one example, Kernbach et 
al. (2018) applied a sophisticated machine- learning 
algorithm to resting- state brain connectivity data 
gathered from a large sample of three groups of 
youth aged 7– 21 (attention deficit hyperactiv-
ity disorder [ADHD], autism spectrum disorder 
[ASD], or typically developing), which returned 
three factors of network connections whose com-
bined effects were related dimensionally to both 
ADHD and ASD.

The second approach involves the testing of 
mathematical models of brain– behavior relation-
ships, and it is this aspect that most pertains to 
task development. The essence of the strategy is to 
specify models involving multiple parameters rel-
evant to particular tasks and then test how closely 
sets of specific parameter values match observed 
data; this enables quantitative tests of the model 
and revisions as needed to the parameter set. 
(Often, multiple models are compared to deter-
mine which most closely accounts for real- world 
results.) For instance, a working memory task 
might involve both behavioral and neurophysi-
ological parameters such as the number of items to 
store, the extent of decay in memory across time, 
ERPs, and fMRI (Lemaire & Portrat, 2018). This 
approach is well- suited for evaluating the kinds 
of brain– behavior relationships involved with 
RDoC constructs and has prompted considerable 
attention regarding both the advantages and the 
cautions as the field proceeds (Teufel & Fletcher, 
2016). A detailed discussion of this growing area is 
beyond the scope of this chapter (e.g., see Mujica- 
Parodi & Strey, 2020).
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Development and Environment
The field of developmental psychopathol-

ogy has a well- established history, and research 
on developmental trajectories is a critical area for 
understanding the processes that occur during tran-
sitions from normal- range functioning to dysregu-
lation (Chapter 6, this volume; Rutter & Sroufe, 
2000). For some time, child- onset and adult- onset 
behaviors generally were regarded as mostly dis-
tinct. However, developmental psychopathology’s 
emphasis on a life span approach helped move the 
field toward a continuous perspective on trajecto-
ries. Even for disorders that typically have onsets 
in adulthood, many symptoms of mental disorders 
are evident by adolescence (Casey et al., 2014). The 
relationship between the risk for childhood- onset 
and adult- onset disorders has long been established 
for mental disorders such as depression and anxi-
ety (Rutter & Sroufe, 2000). Data from genetics 
and other fields indicate that similar patterns hold 
for psychotic- spectrum conditions: “There is now 
a need to focus upon the relationships among the 
neurodevelopmental syndromes that typically pres-
ent in childhood and between these and the disor-
ders that typically present in adulthood” (Owen  
et al., 2011, p. 174).

RDoC aligns with many of the components of 
developmental psychopathology, such as full- range 
dimensional aspects and the use of multiple mea-
surement classes. The framework adds such aspects 
as constructs jointly defined by behavior and biology 
and an emphasis on functional dimensions rather 
than symptom- based disorders (Astle & Fletcher- 
Watson, 2020). While the field has shown consid-
erable interest in RDoC research (e.g., Beauchaine 
& Hinshaw, 2020; Mittal & Wakschlag, 2017), 
it is clear that growth trajectories bring additional 
complexities: functional constructs emerge at vary-
ing points across development, their characteristics 
change over time (Posner & Rothbart, 2000), and 
the neural systems that implement various func-
tions can shift as the brain develops (Sullivan, 
2005). The result has been an ongoing outreach 
to communicate with the field in various ways to 
provide more guidance for investigators in elucidat-
ing these important developmental aspects (e.g., 
Garvey et al., 2016; Pacheco et al., 2022; NIMH, 
2020). Overall, it is important to bear in mind 
that the framework is a set of principles intended 
to enable maximum flexibility in creating research 
designs that address the investigator’s theories and 
hypotheses. As recently pointed out, “Interpreting 
the RDoC matrix as a starting point rather than 

definitive, future research may reveal developmental 
variations that are not currently captured” (Casey et 
al., 2014, p. 351).

The influence of the environment (encom-
passing, for these purposes, all social and physical 
aspects) is an equally important etiological factor 
(and also included in Strategic Objective 2). Such 
influences have often been perceived as situations 
that begin when babies begin to acquire behavioral 
repertoires and interact with family members (e.g., 
attachment, Rutter & Sroufe, 2000). However, 
research has more recently reported that prenatal 
effects, such as maternal stress or diet, can result in 
epigenetic modifications that result in lifelong sus-
ceptibility to mental and physical disorders (Bale et 
al., 2010). Clearly, the number and scope of envi-
ronmental factors are not only vast, but also depend 
on the particular stage of the life span being stud-
ied. The pervasiveness of environmental effects is 
daunting yet, at the same time, indicates the need 
for new measurement and analytic methods (Smith 
& Pollak, 2021).

In sum, developmental and environmental 
factors (and their interactions) represent critical 
components of the RDoC framework. They exert 
significant effects on the various dimensional con-
structs described above and, as such, are overarch-
ing concepts that are infused throughout all aspects 
of RDoC.

Philosophy of Science Fundamentals 
in RDoC

The nature of the relationship between mind 
and body is a topic that has occupied philosophers 
and scientists since the time of Descartes and con-
tinues to pose difficult challenges both for concep-
tualizations of disorder and for practical issues of 
study design and interpretation. RDoC adopts a 
novel stance toward this issue in several respects, 
which are summarized in this section. The mostly 
implicit perspective of current nosologies serves as a 
jumping- off point for discussing the various aspects 
of RDoC’s philosophy.

Mind– Body Considerations
A number of observers have recently discussed 

the paradoxical relationship that has developed 
between the essentialist, categorical approach 
of the DSM/ ICD tradition discussed above and 
the growing expectation (as accentuated by such 
efforts as the “Decade of the Brain” in the 1990s) 
that biological explanations of mental illness were 
nearly within reach and that they would resolve 
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the aforementioned scientific and clinical prob-
lems. DSM and ICD diagnostic criteria are almost 
exclusively psychological in that they cite self- 
reports and behavioral symptoms with little or no 
biological measures, yet those diagnostic catego-
ries were used to drive research priorities that were 
increasingly focused on biological phenomena 
(Scull, 2021). As DSM/ ICD criteria are generally 
remote at best from biological mechanisms, they 
have proved an unproductive guide to research 
intended to identify those mechanisms (Kapur  
et al., 2012).

From a contemporary perspective, such a clinical 
research strategy was almost certain to be unsuccess-
ful with respect to progress on mental illness. This is 
due to issues discussed above: first, that diagnostic 
practice continues to follow a nineteenth- century 
model in which symptoms and signs are necessary 
and sufficient to define particular “natural disease 
units” and, second, that each disease will be asso-
ciated on a one- to- one basis with a specific patho-
physiology. However, these assumptions have been 
shown to be unworkable due to the nature of men-
tal illness and its characteristically divergent mani-
festations in expressive language, overt functional 
behavior, and central and peripheral physiology 
(Lang, 1968; Miller, 2010; Miller & Bartholomew, 
2020; Miller & Keller, 2000).

Toward Alternative Paradigms to Reconcile Mind 
and Body

Given that overt impairments in mental ill-
nesses are fundamentally problems of functioning 
and mental states, the field is increasingly realizing 
that an approach to accounting for mental disor-
ders that treats them as primarily biological is not 
likely to succeed (Belluck & Carey, 2013). Miller 
(2010) provided numerous examples of the wide-
spread adoption of, and faith in, the premise that a 
focus on biology will suffice and discussed its logical 
and public policy shortcomings. Conversely, given 
that biological phenomena instantiate and support 
psychological phenomena, and given that there is 
no question that biologically framed interventions 
can alter psychological function (and vice versa; 
Miller, 2010; Yee et al., 2015), neglect of biological 
phenomena (genes, cellular mechanisms, neural sys-
tems) in a diagnostic system attending almost exclu-
sively to psychological signs and symptoms also 
surely has to fail as a path toward discovering the 
relevant biology. This realization is a major reason 
for the emphasis on studies that include measures 
from multiple response systems.

However, it is not sufficient to declare, diplo-
matically, that we must incorporate all of the pos-
sible types of data that are available simply because 
they exist as aspects of psychopathology. Merely 
adding social and environmental phenomena does 
not suffice either. The oft- cited “biopsychosocial 
model” (Engel, 1977) is not a formal model; it is 
just a list of three realms of phenomena (biology, 
psychology in the sense of phenomena about a 
single person, and social processes), typically han-
dled distinctly and originally proposed simply as a 
guide for clinicians in interactions with patients. 
In contrast, a model specifies mechanisms connect-
ing the elements of such a list. We must develop 
an approach that feasibly connects various domains 
of observable phenomena and also connects the 
unobserved and the observed. The RDoC frame-
work is not a specific model per se, but instead calls 
for formal analyses of relationships between the 
elements of the RDoC framework (Adams et al., 
2016). Crucially, a way is needed to relate the bio-
logical and the psychological, not just as enumer-
ated neighbors but as coherently linked features of 
the research enterprise and of the very concept of 
mental health and mental illness.

The Role of Public Data in Psychopathology 
Research and Theory

From its inception, the RDoC initiative has 
been especially attentive to philosophy of science 
issues that are central to conceptualizations of 
mental health and mental illness. The very term 
“mental,” referring to private events that only an 
individual can access, challenges the desire of mod-
ern Western science to rely as much as possible on 
public phenomena— events that, in principle, any 
observer can detect and measure. It is not that 
science cannot accommodate unobserved events 
or laws about which one makes inferences from 
observed events; that is in fact routine in the sci-
ences. MacCorquodale & Meehl (1948) provided 
guidelines for psychological science to make infer-
ences from one or more public events to hypo-
thetical constructs (Kozak & Miller, 1982): public 
data are aggregated into intervening variables, and 
bridge principles “indicate how the processes envis-
aged by the theory are related to empirical [i.e., 
observed] phenomena” (Hempel, 1966, p. 72). 
Hempel (1966, p. 74) went on to explain that 
“Without bridge principles . . . a theory would have 
no explanatory power [and] would be incapable of 
test.” But there has been no consensus about the 
constructs to use in understanding mental illness 
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and about the bridge principles to use in making 
inferences from public data to mental health and 
mental illness constructs.

It helps to clarify the nature of scientific data 
by considering how the concept has evolved. In 
historical perspective, the common modern term 
“empirical science” is incoherent. A central contri-
bution of the British Empiricist school to modern 
Western philosophy was an emphasis on distin-
guishing between public events and an individual’s 
experience of those events (that which is “empiri-
cal” in the traditional sense, going back to ancient 
Greek philosophy). “Empirical” knowledge came to 
be understood as fundamentally unscientific, even 
contrary to science, for which only public data are 
data. But, by the twentieth century, the common 
meaning of “empirical” had evolved to refer to the 
portion of one’s private experience that is directly 
driven by the public events one observes. Modern 
science relies on the assumption that any typical 
observer will see the water level in a glass rising as 
the ice melts. Each observer has direct access only 
to their own perception of that phenomenon, but 
we assume that any attentive observer will have the 
same perception.

The role of subjective experience (conscious or 
unconscious) in modern science thus must be con-
sidered carefully (Lang, 1984). What one feels is 
not scientific, empirical data, in the modern sense 
of publicly observable phenomena, though for 
many in our field and most laypeople such feel-
ings are assumed to be what is most important in 
mental health and mental illness. Early behaviorists 
sought to leave subjective experience out of science 
entirely, though this attempt failed along with their 
larger effort to avoid hypothetical constructs alto-
gether. At present it is widely recognized that we can 
make inferences about subjective experience from 
public data (self- report, overt behavior, biological 
measures), but the question of what role subjective 
experience should have in studying, understanding, 
preventing, and treating psychopathology and how 
to include it in rigorous science is not settled.

An Integrative Approach
The 2008 NIMH Strategic Plan that gave birth 

to the RDoC initiative shifted from a primary 
reliance on biological reductionism and instead 
emphasized an integrative approach in which psy-
chological phenomena and biological phenomena 
have equal status (Kozak & Cuthbert, 2016; Lake 
et al., 2017). RDoC did not turn away from heavy 
reliance on biological constructs and observations, 

but it restored equally heavy reliance on psychologi-
cal constructs and observations— not those derived 
from the Freudian tradition, as the pre- 1980 DSMs 
did, but those that have emerged in modern psy-
chological science. It consistently champions the 
inclusion of psychological and biological constructs 
and observations on an equal footing.

As discussed earlier, the RDoC framework 
provides guidelines for inclusion of psychophysi-
ological constructs (the rows of the evolving RDoC 
matrix). The initial selection of those constructs and 
their ongoing evolution relied primarily on how 
strong a basis the human and nonhuman animal 
literatures provide for characterizing the construct 
and grounding it in available psychological and bio-
logical data. The current set of constructs does not 
attempt to cover all of mental health and mental 
illness because not everything that is of interest to 
clinicians and clinical researchers is well studied 
nor is there good evidence of relevant neural cir-
cuits or other biological mechanisms. As a research 
framework intended to demonstrate how functions 
defined by brain– behavior relationships can be 
applied to psychopathology, it has been acknowl-
edged that some clinical phenomena may not (for 
the foreseeable future, at least) be represented as 
RDoC constructs.

Some have found the RDoC initiative still too 
biologically oriented (e.g., Lilienfeld, 2014). While 
it is true that some presentations of RDoC posed 
the ideas in reductionistic terms, there was a con-
comitant emphasis on psychological and behavioral 
aspects. For example, although an early RDoC 
paper contained the statement “mental disorders 
can be addressed as disorders of brain circuits,” an 
ensuing elaboration pointed out the importance of 
integrative connections between functional behav-
ior and brain: “Examples where clinically relevant 
models of circuitry- behavior relationships augur 
future clinical use include fear/ extinction, reward, 
executive function, and impulse control” (Insel 
et al., 2010, p. 749). Others have cast RDoC as 
not sufficiently biological (e.g., Ross & Margolis, 
2019). Criticisms of RDoC as too biological or too 
psychological reflect assumptions about the primacy 
of one or the other that have not been productive, 
as well as a misreading of RDoC as foregrounding 
one over the other.

Causation in Biology– Psychology Relationships
The degree of biological reductionism implicit 

and sometimes explicit in psychopathology 
research in recent decades embodies premises that 
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such reduction is desirable and feasible (Miller, 
2010; Miller & Bartholomew, 2020). The notion 
is often that biology is the level of analysis where 
the real action is— the point at which the true 
causes of mental illness lie and where the most 
effective measures to prevent and treat it should 
be directed; thus, that reducing psychological con-
structs to biological constructs and understanding 
psychological interventions entirely in terms of 
their biological effects are appropriate steps as a 
matter of both good science and effective public 
health.

However, the philosophy of science literature 
has repeatedly shown those premises to be unten-
able even in principle across decades of evaluation. 
As is often the case for relationships among vari-
ous areas of science, important aspects of psycho-
logical science cannot be represented adequately 
in biological science. For instance, with respect 
to various levels of psychological and biological 
mechanisms, “macro findings are indispensable to 
explanations of phenomena of interest by (a) pro-
viding information regarding higher levels of orga-
nization in mechanisms, (b) including information 
not contained within certain micro explanations 
and (c) providing more general and stable causal 
explanations relative to micro explanations in cer-
tain situations” (Sharp & Miller, 2019, p. 18; see 
also Miller, 2010, for extended critique, and Miller 
& Bartholomew, 2020, for suggestions of further 
reading on this point).

A relatively recent approach in that literature 
has been developed by a group of philosophers of 
science known as the “new mechanists,” who are 
developing fundamental changes in the way we 
understand relationships among different types 
of phenomena, including causal relationships. For 
instance, Bechtel (2020) distinguished produc-
tion mechanisms from control mechanisms. To 
simplify, one can imagine production mechanisms 
arranged in linear order: we feed materials into 
a machine that heats them, blends them, bends 
them, and produces a new material. In contrast, 
control mechanisms typically involve both local 
feedback and a hierarchical relationship among 
a larger set of control mechanisms. The relation-
ships among them may be what Bechtel called 
“heterarchical,” meaning not just top- down con-
trol but a mix of top- down and bottom- up con-
trol mechanisms that can even make the “up” and 
“down” metaphors inadequate. For instance, the 
control mechanisms by which we maintain blood 
pressure (and in fact quite different pressures in 

different arteries) are many and complex in their 
interrelationships.

Thomas and Sharp (2019) interpreted and 
extended the new mechanist approach for psycholo-
gists and neuroscientists with a proposal for inte-
grating biological and psychological constructs and 
phenomena. They discussed a strategy for develop-
ing a nonreductionist understanding of the ways in 
which psychological functions are implemented in 
biological structures. In turn, this strategy draws on 
a construal of the relationship between biology and 
psychology developed by earlier philosophers (e.g., 
Fodor, 1968, 1974). “The biological monism that 
has dominated American psychiatry for 40 years 
and more has been unable to solve questions of cau-
sation. That should not come as a surprise. There 
is mounting evidence for the importance of social 
factors in the genesis of major mental disturbance” 
(Scull, 2021, p. 4). Those social factors are not read-
ily reducible to biology. Bolton (2013) similarly 
argued that some aspects of mental illness can be 
understood in biological terms, while other aspects 
will be better understood (and treated) using psy-
chological constructs, phenomena, and methods.

The state of the art with respect to causation 
between biological and psychological events is such 
that there is not a single instance in which we have 
worked out the full causal chain. Furthermore, for 
logical as well as practical reasons, it is not at all 
apparent that we will ever be able to do so. Claims 
such as that mental illness is a brain disease, and 
goals such as the pursuit of the genes or circuits that 
explain mental illness, are not only untenable but 
misleading with respect to causation. It is at best 
premature to view biological mechanisms as “under-
lying” psychological phenomena or psychological 
mechanisms “underlying” biological phenomena. 
We do not know how biology/ psychology causation 
works, and we should not pretend that we do in 
designing or revising a diagnostic system, develop-
ing research funding priorities, or talking with our 
patients. The hope offered some years ago that cast-
ing mental illness as merely physical illness would 
destigmatize mental illness has proved unsuccess-
ful (Miller, 2010) and has fostered overreliance on 
pharmaceutical interventions.

Levels Versus Units of Analysis
A feature of RDoC that is very intentional is 

its use of the term “units” rather than “levels” of 
analysis. Woodward (2020) provided a critique 
of the many ways that the “levels” metaphor has 
been used. As discussed by Borsboom and Cramer 
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(2013), Kendler (2012), Miller (2010), and Miller 
and Bartholomew (2020), the “levels” metaphor 
carries undesirable baggage.

Traditionally, researchers tend to think of these levels 
as being intrinsically ordered, in the sense that genes 
cause brains and brains cause behaviors. However, in 
our view it is extremely likely that once researchers 
start taking the dynamics of symptomatology 
seriously, they will find feedback loops that cross the 
borders of traditional thinking. Naturally, genetic 
differences may predispose to the development of 
disorders, but persistent symptomatology (e.g., 
insomnia or loss of appetite) may cause differential 
gene expression just as well; in turn, such changes 
may affect a person’s brain state and ultimately feed 
back into the environment [in] extended feedback 
loops. (Borsboom & Cramer, 2013, pp. 116– 117)

Given such an understanding of the relation-
ships among different facets of and mechanisms in 
mental illness, the implication of some reductive or 
causal ordering of “levels” is inappropriate, and the 
reductionism that the “levels of analysis” metaphor 
encourages is counterproductive. The RDoC initia-
tive chose to characterize the columns of its initial 
matrix as “units of analysis” rather than “levels of 
analysis” specifically to avoid implying any causal 
ordering among those elements. RDoC is explicitly 
agnostic about what may be optimal ways of think-
ing about the relationships among them. This is an 
inherently nonreductionist stance while remaining 
open to scientific (and philosophical) advances that 
may point to reductionist or other relationships 
among them.

Designing and Conducting RDoC 
Research

The background discussed above provides a basis 
for addressing how RDoC principles can be applied 
for research. The criteria emphasize psychophysio-
logical constructs, dimensional approaches to func-
tions, research designs that integrate multiple units 
of analysis, and inclusion of developmental aspects 
and environmental influences. There have been 
many misperceptions of the framework and how it 
is to be used, so it may be helpful at the outset to 
clarify some important aspects.

Context: Scientific Funding Policies
The unique status of a psychopathology frame-

work generated by a funding agency necessitates 
some explanation as to why its architecture is 
designed as it is and how that relates to devising 

research designs. Although this section may be of 
particular interest to readers in the United States, 
the application of RDoC principles concerns all 
investigators interested in utilizing the matrix for 
RDoC- oriented studies.

The goal of most grant- funding solicitations 
emanating from governmental agencies is to 
encourage applications in a specified scientific area 
or methodology, minimizing constraints on the 
“what” or “how” in order to encourage innovative 
ideas. As the experience with the NIMH “modular 
phenotyping” RFA showed, some guidance is neces-
sary to communicate the high- level strategic goals 
for a particular area of research; however, it is always 
a desideratum for applicants to be as free as possible 
in choosing the particular research question, specific 
aims, and methods. Accordingly, while the current 
RDoC domains and constructs are considered as 
promising subjects for exploring psychopathology, 
an equally (or more) important role concerns their 
status as exemplars that illustrate the principles of 
dimensional functions for investigators interested in 
developing other aspects of dysregulated behavior.

There have been at least two kinds of misun-
derstandings about these policies (see Lake et al., 
2017, for discussion of other common misunder-
standings of RDoC). First are misapprehensions of 
NIH funding policies. Grant applications for RFAs 
can be returned by an Institute if the application 
is judged to be nonresponsive to the RFA criteria, 
while almost all other applications submitted by 
scientists (“investigator- initiated applications” in 
NIH- speak) are accepted for review in order to pro-
mote new ideas. Also, funding decisions are based 
heavily on scores in peer review, such that reviewers’ 
perspectives play a major role in receiving a grant 
award (cf. the Alzheimer example mentioned ear-
lier; Au, 2019).

In this context, the early RDoC RFAs (NIMH, 
2012) prompted complaints that investigators 
could not use RDoC for their research because the 
particular construct that they wished to study was 
not listed in the matrix. This was not so. Although 
the RFAs specified that only constructs emerging 
from the original workshops could be included in 
research designs (in order to evaluate the grant appli-
cation/ peer review process for the new approach), 
they also stated that researchers were encouraged to 
submit ideas for new constructs via the investigator- 
initiated process. Others objected that NIMH no 
longer accepted applications focused on DSM dis-
orders, which was also not true. The RFAs stated 
that applications focusing on DSM disorders per se 
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would not be accepted given the intent to solicit 
RDoC- oriented studies. However, DSM- based 
applications have always been accepted through the 
investigator- initiated process and continue to rep-
resent a majority of the clinical research grants at 
NIMH. At present, as planned from the beginning, 
RDoC-  and DSM- oriented grant submissions are 
all reviewed as investigator- initiated applications. 
In fact, because of the DSM hegemony that had 
existed in peer review, RDoC has likely provided an 
example to open the way for other types of non- 
DSM applications to be given equal consideration 
in study sections.

The second misunderstanding has come about 
due to the distinction between the aims of fund-
ing agencies, as described above, and the practices of 
academic research for formal theory construction. 
Some critiques have asserted that RDoC omits vari-
ous important specifications and hypotheses. For 
instance, a recent review commented that “RDoC 
does not explicitly promote theory building or the 
generation of falsifiable mechanistic explanations” 
(Haeffel et al., 2021, p. 12). However, developing 
and testing theories is a task for investigators to pro-
pose in grant applications. In contrast, the role of 
RDoC is to specify a new set of criteria for trans-
lational research (i.e., relationships among mul-
tiple measures of dimensional constructs relevant 
to psychopathology); these standards apply to all 
RDoC- oriented research, whether they involve tests 
of theories, data- driven studies of new phenotypes, 
or other aims.

RDoC- Oriented Constructs and Experimental 
Designs

We consider in this section some of the con-
siderations involved in devising RDoC- oriented 
research designs. The focus here is particularly on 
new or revised constructs, which are at the heart of 
progress for RDoC’s translational goals. In keep-
ing with the emphasis on particular constructs and 
specific aspects of psychopathology, RDoC studies 
typically have a narrower purview compared to the 
broad syndromes represented by DSM disorders. 
This approach facilitates transdiagnostic explora-
tions of specific functions and basic- to- abnormal 
dimensional studies. For instance, in carrying out 
a transdiagnostic study of mood and anxiety dis-
orders, the focus might be on reward valuation or 
reward learning rather than clinical instruments 
used to diagnose a particular disorder.

The initial set of considerations outlines three 
aspects regarding RDoC- like constructs in research 

designs. One issue concerns the appropriate level of 
granularity for studying new constructs, a common 
problem in studying brain– behavior relationships 
(Poeppel & Adolfi, 2020). Broad constructs may be 
too ambiguous and vague for the RDoC context, as 
in concepts such as positive affect or internalizing, 
and may well subsume multiple circuits or func-
tions (Sanislow, 2016). On the other hand, overly 
detailed constructs (e.g., proposing a construct for 
each nucleus related to threat in the amygdala) are 
likely to be too numerous and complex to be use-
ful. Subconstructs were included in several instances 
where clearly appropriate, such as the RDoC con-
cept of perception (with subconstructs of vision, 
audition, etc.), which provides examples of appro-
priately finer granularity.

A second, related consideration concerns the 
variety of psychological concepts and constructs that 
are similar, but not identical, to RDoC constructs. 
For instance, the RDoC construct of Cognitive 
Control has a substantial history in the literature, 
but there are many related psychological constructs 
(e.g., effortful control, self- regulation, and impulse 
control, to name but a few). While these concepts 
overlap to varying degrees, there are also multiple 
distinctions that are further complicated by differ-
ing levels of granularity (Nigg, 2017). Adding to the 
complexity, data suggest that self- report and behav-
ioral measures may not entirely possess the same 
conceptual factor structures (Enkavi & Poldrack, 
2020; Sharma et al., 2013). RDoC aligns with the 
cognitive neuroscience field in supporting ongoing 
research that continues to unravel and clarify the 
nature of concepts that share such knotty relation-
ships and thus welcomes related constructs that are 
compatible with the RDoC approach.

A third design consideration concerns the exami-
nation of complex behavior in an RDoC context. 
Adaptive behavior requires effective interactions 
among multiple brain/ behavior systems (motiva-
tional, perceptual, motoric, etc.), the precise combi-
nations depending on environmental circumstances 
and the current state of the organism. While it is 
reasonable to conduct studies of particular func-
tional systems (e.g., RDoC constructs) in relative 
isolation, ultimately there is a pressing need to 
examine interactions among systems— both for a 
fundamental understanding of basic behavior based 
on human and animal experiments (Anderzhanova 
et al., 2017) and for the unpacking of complex 
psychopathological phenomena such as hallucina-
tions (Ford, 2016). Accordingly, studies examining 
research questions that involve multiple constructs 
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are strongly encouraged (e.g., Cohen et al., 2017; 
Gibb et al., 2016).

To summarize, the preceding considerations 
highlight various aspects of the need for a flexible 
approach to implementing RDoC- oriented research 
questions. Classifications have been defined as “cog-
nitive structures imposed on data to make them 
more intelligible and useful for specific human 
purposes” (Hyman, 2021, p. 24). This comment 
applies to RDoC constructs (as with traditional 
psychological constructs) even though they do not 
comprise a formal system like the DSM. They repre-
sent well- replicated findings about the current state 
of the science with respect to various functions; 
however, there is no claim that RDoC constructs are 
definitive or “correct” in any way or an exhaustive 
list of functions. In fact, a major goal is for RDoC 
constructs to be refined by new data, often resulting 
in revised perspectives or multiple novel constructs 
that clarify our knowledge. For instance, the con-
cept of a straightforward brain “reward circuit” was 
exciting news nearly 70 years ago (Olds & Milner, 
1954); since then, science has revealed multiple 
aspects of mammalian reward systems (Berridge & 
Kringelbach, 2015)— including unexpected rela-
tionships between appetitive and aversive functions 
in what were traditionally regarded as “reward” cir-
cuits (Kutlu et al., 2021).

Accordingly, in considering research questions 
for an RDoC- oriented application, it is important 
to create study designs that incorporate RDoC 
principles rather than utilize a construct from the 
extant RDoC matrix simply because it is one of the 
listed entries. The essential point is to consider care-
fully the posited relationship between the function 
embodied in the research question and its imple-
menting neural system, and to develop a program-
matic line of research that explores the hypothesized 
relationships and their import for psychopathology.

A different set of ideas for research designs con-
cerns how RDoC constructs are related to DSM 
categories because the latter have been involved 
in the majority of RDoC- themed studies to date. 
There are two broad themes in this respect. First, 
an increasing number of studies examine relations 
among various measures (e.g., genetics, functioning, 
neural systems, symptoms) across different disorder 
classes, such as schizophrenia and bipolar disorder 
or mood and anxiety disorders, that can contribute 
to an understanding of the prevalent comorbid-
ity of disorders. The growing realization that such 
overlaps are common contributed to the inception 
of the RDoC project, and, in turn, transdiagnostic 

studies have increased over the past decade since 
RDoC began (Dalgleish et al., 2020).

Transdiagnostic studies implement a variety of 
research designs. One approach is to form trans-
diagnostic groups (i.e., the independent variable) 
on the basis of particular measures. For example, 
one ongoing research program explored effects in 
large samples that included patients with a variety 
of primary diagnoses from various mood, anxiety, 
and posttraumatic stress disorders (Lang et al., 
2016). In a representative study, psychophysiologi-
cal measures were recorded while patients imagined 
short narrative scripts depicting their own person-
ally threatening material (e.g., encountering a large 
spider, being trapped during a car accident) and 
other standard scripts describing neutral situations. 
Patients were grouped into five quintiles (i.e., the 
independent variable), independent of diagnosis, 
according to a composite physiological reactivity 
measure— heart rate response and the startle blink 
magnitude elicited by an intense noise burst during 
imagery— calculated by the differences in magni-
tude between threatening and neutral scenes (both 
measures typically larger for emotionally evocative 
scenes). The dependent variables, a composite nega-
tive affectivity score (self- report measures of anxiety 
and depression) and a functional impairment scale, 
might be expected to be positively related to physi-
ological responsiveness under the usual assumption 
that higher reactions to threat are associated with 
greater avoidance and distress. However, the results 
showed an inverse linear relationship across quin-
tiles: higher reactivity was associated with less nega-
tive affectivity and lower functional impairment.

The investigators noted that the proportion 
of patients with a principal diagnosis of anxious- 
misery disorders (e.g., generalized anxiety disorders 
or depression) was progressively larger across the 
highest to lowest quintile of physiological reactivity; 
in contrast, the opposite trend occurred for patients 
with circumscribed fear (e.g., specific phobia or 
circumscribed social phobia). Still, approximately 
30% of the most reactive quintile were patients with 
anxious- misery disorders, with a similar percentage 
for patients with circumscribed fear disorders in the 
least reactive quintile. These data are consistent with 
prior DSM- oriented studies from the same group. 
For instance, patients with PTSD showed widely 
varying physiological responsivity to personal 
anxiogenic images, with high reactivity for single- 
trauma patients and blunted responsiveness with a 
multiple or chronic traumatic history (McTeague 
et al., 2010). Similarly, McTeague et al. (2009) 
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reported that patients with specific social pho-
bia responded most strongly to their personal fear 
scenes, while those with generalized social phobia 
showed attenuated physiological reactivity. Overall, 
these results indicate that it may be useful to focus 
on response mechanisms rather than diagnoses in 
order to consider treatments that could be targeted 
to the individual patient’s particular dysfunction.

Somewhat more common designs involve analy-
ses that group participants into clusters based on 
combinations of variables, often in data- driven 
computational analyses. An excellent example of 
this type is the Bipolar- Schizophrenia Network for 
Intermediate Phenotypes (B- SNIP) study, which 
involved two large cohorts— one initial sample 
and a replication sample, each with more than 
700 patients and 200 or more controls— enrolling 
patients with either schizophrenia, schizoaffective 
disorder, or bipolar disorder (Clementz et al., 2021). 
A large number of behavioral and psychophysi-
ological measures were obtained, with principal 
components analyses used to reduce 44 individual 
variables into nine factors comprising cognitive and 
stop- signal tasks, anti- saccade measures, and ERPs 
related to auditory stimuli. In turn, a cluster analysis 
of these factors was used to derive three “biotypes” 
(clusters) from the total patient sample. The DSM 
diagnostic categories were distributed across the 
three biotypes in both the original and replication 
samples. Schizophrenia probands were somewhat 
more numerous in Biotype 1 and bipolar probands 
more numerous in Biotype 3; however, all three bio-
types included at least 20% of each DSM category. 
Two clusters were comprised of participants with 
very impaired cognitive performance, one cluster 
with blunted ERP reactivity, and the other with 
hyperreactive ERPs, while the third cluster scored 
close to control subjects on both cognitive perfor-
mance and ERP reactivity. The second sample repli-
cated the initial cohort closely. Importantly, in both 
studies a number of external validators were dif-
ferentiated more precisely by the biotypes than by 
DSM diagnoses, including cortical thinning as mea-
sured by structural MRI, social functioning, and 
similar but less marked patterns of response in close 
relatives (Clementz et al., 2016). Once again, these 
data suggest that measures combining behavior and 
psychophysiological responses may provide more 
distinction in terms of pathological mechanisms 
and potential treatment targets than traditional dis-
order classes (Clementz et al., 2021).

A second theme involves explorations of the 
dimensional aspects of RDoC constructs, whether 

a severity range within diagnosed patients or the 
broader normal- to- abnormal spectrum. These often 
relate to the usual inclusion of DSM diagnoses in 
research designs, but with analyses of a single large 
sample including both patient and control groups 
in order to study the dimensionality of various 
response measures that extend from normal- range 
to variably abnormal. As one example from a recent 
RDoC- oriented study, fMRI data were acquired 
from participants in two groups (schizophrenia 
spectrum disorder [SSD] and healthy controls) 
while they observed facial expressions (fearful, 
happy, etc.) in one session and imitated the expres-
sions in a separate session (Hawco et al., 2019). A 
cluster analysis of fMRI reactivity scores (defined 
by the difference in fMRI activation between the 
“imitate” and “observe” conditions in a canonical 
“simulation circuit” of frontoparietal areas) was 
used to divide the sample into three groups of high, 
medium, and low reactivity. Notably, membership 
in the three groups was not related to diagnosis, nor 
to education or clinical ratings in the SSD group. 
Analyses relating reactivity to a principal compo-
nent representing social cognition and neurocog-
nitive scores showed that reactivity was inversely 
related to functional measures in both patients and 
controls, although functional scores for controls 
were much higher than that of SSD patients. High 
reactivity participants showed increased activation 
not only in the canonical simulation circuit but 
also in more diffuse patterns that extended to other 
cortical areas, prompting the inference that these 
individuals activated a more extensive network to 
compensate for local deficiencies. In contrast, low- 
reactivity participants inferentially suppressed activ-
ity in task- irrelevant areas to optimize performance.

Data for a replication sample that included 
euthymic bipolar patients in addition to SSD 
patients and controls demonstrated the same three 
patterns across groups (cf. similar distributions of 
patients across the three clusters in the B- SNIP 
study; Clementz et al., 2021). The investigators 
concluded by emphasizing the importance of exam-
ining dimensional measures across controls and 
patients: “participants showed greater similarity to 
members of their own cluster than to other mem-
bers of their diagnostic group. This result calls into 
question the implicit assumption in case- control 
designs that groups are homogeneous but distinct 
from each other. Our results are more consistent 
with the RDoC framework, as we have demon-
strated a gradient of neural efficiency to inefficiency 
mirroring better to poorer cognitive performance, 
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respectively” (Hawco et al., 2019, p. 529). The 
results also provide another instance of the diver-
gence between different response measures: there 
was no difference in average neural efficiency dur-
ing social processing tasks between patients and 
controls but functional differences in performance 
were highly significant, highlighting the need to 
relate dimensional aspects of data across measures 
to understand the nature of impaired functioning 
and neural circuit activity.

Development and Environment in RDoC Designs
Work that is aligned with RDoC principles in 

studying developmental processes in youth and 
their relationship to psychopathology generally 
exemplifies one of two modes. The first examines 
cross- sectional similarities and distinctions within 
and across various disorders. Similar to findings in 
adult participants, such studies have found far more 
overlap among various forms of psychopathology 
with respect to both biology and behavior as com-
pared to results that align with specific disorders. 
For example, in a transdiagnostic sample of youth 
diagnosed with various disorders such as bipolar 
spectrum disorder, ADHD, and disruptive behav-
ior disorders, Bebko et al. (2014) found that, across 
diagnostic groups, scores on a measure of behav-
ioral and emotional dysregulation were positively 
associated with left middle prefrontal activity to the 
“win” condition of a reward paradigm. The authors 
concluded that “elevated left prefrontal activity may 
reflect heightened sensitivity to reward- related cues 
and may be a biomarker of pathophysiologic pro-
cesses associated with behavioral and emotional 
dysregulation and heightened reward sensitivity 
across different diagnoses in youth” (Bebko et al., 
2014, p. 78).

As a second example, Kaczkurkin et al. (2020) 
examined structural brain similarities and differ-
ences in a large sample of youth who met criteria 
for an anxiety/ depressive disorder or those with no 
psychiatric diagnoses. Analyses of structural brain 
measures in the internalizing sample, using a semi- 
supervised machine learning tool, returned two 
transdiagnostic subtypes. Subtype 1 had smaller 
brain volumes as well as reduced cortical thick-
ness, resting state activity, and white matter integ-
rity; furthermore, cognitive tests were associated 
with poorer functioning across multiple domains 
including executive function, social cognition, and 
episodic memory. Subtype 2, on the other hand, 
showed intact cognitive functioning, brain struc-
ture, and brain function while still demonstrating 

clinically significant levels of psychopathology. 
Both of these studies represent the increasing trend 
toward transdiagnostic analyses in developmental 
samples (Astle & Fletcher- Watson, 2020).

The second line of studies focuses on examin-
ing trajectories of development and inferring what 
processes potentially go awry in psychopathology. 
For example, Cropley et al. (2021) used a normative 
model of brain morphology from structural MRI 
data to predict symptom ratings for seven indepen-
dent dimensions from more than 1,000 participants 
in the Philadelphia Neurodevelopmental Cohort 
(PNC); they found that deviation of brain- predicted 
age from true chronological age was associated with 
psychosis, obsessive compulsive symptoms, and gen-
eral psychopathology. Older than predicted brain 
morphology was associated with greater symptom 
severity along these dimensions, especially in frontal 
cortical and subcortical nuclei.

The transdiagnostic and developmental trajec-
tory threads are complementary and provide the 
warp and weft of the tapestry of mental disorders. 
They depict the normative development of brain 
structure and function; assess when, how, and where 
potential deviations occur; and explore how such 
discrepancies are related to dimensions of clinical 
phenomena beyond diagnostic categories. Layered 
on top of this complex picture of development and 
its trajectories is the crucial factor of environment. 
Environment, as defined in the RDoC framework, 
is used in the broadest sense of the word and can 
include varying factors such as neighborhoods, 
schools, family, and events that occur to an indi-
vidual (e.g., traumatic incidents). Every type of 
environment can also interact with the point in 
development at which it occurs and influence vari-
ous aspects of behavior and biology.

For example, in a meta- analysis of 109 studies, 
McLaughlin and colleagues (2019) examined the 
impact of exposure to threat or violence in children 
and found that reductions in amygdala volume, 
increased amygdala reactivity to threat cues, and 
greater threat- related activation in the anterior insula 
were observed across studies. In contrast, children 
exposed to deprivation showed reduced volume and 
thickness of the dorsolateral prefrontal cortex and 
superior parietal cortex. These results suggest that 
different types of developmental and environmental 
insults are associated with distinct patterns of altered 
brain measures. As another example from an ongo-
ing longitudinal study, resting- state functional con-
nectivity (rsFC) measures were acquired from youth 
who had experienced maltreatment at two points 
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in late adolescence (ages 16 and 19). Maltreatment 
was associated with increases in rsFC from age 16 
to 19 among default mode, dorsal attention, and 
frontoparietal systems; furthermore, the increases 
in rsFC mediated the relationship among maltreat-
ment and depressive symptoms at age 19 (Rakesh et 
al., 2021). Similar to the McLaughlin et al. (2019) 
results, the investigators noted the importance of 
attending to the potential differences resulting from 
different types of maltreatment— a problem that is 
noted in many studies and has received increasing 
attention with respect to concepts and methodolo-
gies (e.g., Smith & Pollak, 2021).

An individual’s temperament and predisposition 
represent another factor in the Rubik’s cube of inter-
actions regarding development and environment. 
The significance of temperament for both normal- 
range and disordered behavior of many kinds has 
been recognized for some time (Clark, 2005). 
Studies of temperament trajectories that include 
an RDoC perspective have increasingly highlighted 
their role for risk across all areas of psychopathology 
(e.g., Wakschlag et al., 2018), and systematic ideas 
about integrating temperament and development 
with the RDoC framework have been proposed 
(Ostlund et al., 2021).

The few studies reviewed here are representative 
of the larger literature indicating that development 
is equally important for disorders traditionally dis-
tinguished as “childhood- onset” and “adult- onset” 
conditions. The gradual onset of aberrant function-
ing suggests opportunities for early intervention, 
and many strategies for prevention research in men-
tal disorders have been developed (Arango et al., 
2018). However, the current diagnostic system is not 
well- designed for prevention studies. The use of a 
symptom- based diagnostic nosology means that psy-
chopathological processes are, by definition, already 
well- established by the time of diagnosis (Insel, 2009); 
the binary diagnostic system also hampers the use of 
dimensional outcome measures. Furthermore, the 
heterogeneity and comorbidity of disorders, related 
to issues of multifinality and equifinality (Cicchetti 
& Rogosch, 1996), make it difficult to decide on the 
particular intervention or groups to be included in 
any given trial. As prevention experts have noted, 
“Risk or protective factors do not seem to be spe-
cific for particular mental disorders. . . . Although 
some interventions could be more specific, . . . public 
health interventions, whether population- wide or in 
a high- risk subgroup, might have low specificity and 
reduce incidence or improve outcomes across disor-
ders” (Arango et al., 2018, p. 596).

The RDoC framework fosters research designs 
that contribute to mitigating these problems. 
Studies can be focused on particular constructs 
(e.g., fearful behavior, self- regulation) that are 
defined in terms of both psychological and bio-
logical aspects, and dimensional approaches enable 
quantitative dependent variables in both respects. 
Due to methodological advances in various areas, 
it is also increasingly possible to identify dimen-
sions of early problems before they are clinically 
overt (Gur et al., 2014; Wakschlag et al., 2018). 
Experimental designs to implement RDoC preven-
tion studies of various types have already been delin-
eated in detail (Zalta & Shankman, 2016), notably 
including a “prevention- mechanism” trial paradigm 
designed to focus on proximal mechanisms related 
to RDoC constructs that are free of the constraints 
and heterogeneity of categorial diagnostic systems 
(Goldstein & Morris, 2016).

Conclusion and Future Directions
The RDoC initiative is an experimental psycho-

pathology program that provides a framework for 
research intended to foster alternative approaches 
to conceptualizing and studying mental illness. 
Prefaced by a review outlining the historical trends 
in psychiatric nosology that eventuated in the need 
for such a project, this chapter has summarized the 
major elements of the RDoC framework, important 
ideas in the philosophy of science that permeate its 
concepts, and issues and considerations involved in 
designing RDoC- oriented studies.

Seen in retrospect, psychiatric diagnosis is in 
many respects a case of history repeating itself, 
and an understanding of the factors that have con-
tributed to this pattern is important for consider-
ing future research. Modern psychiatric nosology 
had its roots in the nineteenth century, following 
other areas of medical research in attempting to 
define diseases on the basis of symptom patterns 
that were expected over time to reveal underlying 
pathologies. The inability to establish definitive 
diagnostic classes due to multiple difficulties of sci-
ence and philosophy were partly responsible for the 
rise of psychoanalytic theories that also were unable 
to reach consensus regarding etiology or diagnosis 
(Lang, 1984). The imperative to provide a com-
prehensive diagnostic manual as medicine became 
more systematized in the mid- twentieth century 
resulted in a reversion to the use of symptoms and 
signs for diagnosis (“neo- Kraepelinians”), albeit 
with more precise criteria; unfortunately, despite 
caveats in the DSM- III manual, its disorders quickly 
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became reified and thus viewed by many as natural 
disease entities.

The consequence was that the listed disorders 
rapidly became the sine qua non for various pur-
poses such as research grant applications, jour-
nal articles, regulatory approvals, and insurance 
coverage. Ironically, just as twenty- first- century 
scientific methodologies (e.g., fMRI, psychometri-
cally sophisticated behavioral tasks) matured suf-
ficiently to resume the paradigms and practices of 
nineteenth- century medical research— that is, seek-
ing to understand disorders in terms of departures 
from normal functioning in such aspects as behav-
ioral performance or brain structure and activity— 
the diagnostic system had become so entrenched 
as to daunt any efforts at fundamental revisions 
to scientific and clinical approaches. Furthermore, 
various disciplines in the mental illness arena dif-
ferentially focused on psychology, biology, or phe-
nomenology, often to the exclusion of other data 
sources. Clearly, no one class of information offers 
the sole answer, and ignoring mind– body challenges 
hampers efforts at integration.

Given this context, RDoC is necessarily a 
research program— one intended to provide com-
ponents that emphasize systematic and long- term 
change rather than promoting a shift to a prema-
turely developed compendium of psychopathol-
ogy or clinical nosology. A key aspect of the RDoC 
framework is concisely expressed in a recent com-
mentary (as contrasted to categorical approaches): 
“Clinical description, laboratory studies, and fam-
ily (now genetic) studies do not converge at all on 
distinct categories. Rather, modern studies are con-
sistent with psychiatric disorders as heterogeneous 
quantitative deviations from health” (Hyman, 
2021, p. 6). These various “quantitative deviations” 
are implemented in RDoC as psychophysiological 
constructs, and multisystem measurement and anal-
ysis are encouraged to address directly the knotty 
problems of mind– body issues and modest covaria-
tion among measures that have impeded progress 
in understanding mental illness. A strong emphasis 
is placed on the study of constructs and measures 
within the context of developmental trajectories 
and their interactions with all manner of environ-
mental effects. Finally, a high priority is given to 
devising age- appropriate measures that span the 
range from normal functioning to varying degrees 
of abnormality.

With respect to the next steps for RDoC, one 
important direction is to continue the rapidly 
expanding application of computational analyses, 

both for more precise definition of model- based 
constructs and for new clinical phenotypes (e.g., 
B- SNIP biotypes; Clementz et al., 2021) based on 
data- driven analyses (Huys, 2018). New technolo-
gies also have promise for providing novel infor-
mation, such as digital measurements that acquire 
data from mobile devices regarding various aspects 
of behavior and cognitive processes (Torous et al., 
2017) and natural- language analyses that provide 
RDoC- oriented dimensional phenotypes from elec-
tronic health records (McCoy et al., 2018). One 
important topic, related ultimately to granularity, 
is the oft- asked question of whether observed simi-
larities across diagnostic groups in transdiagnostic 
studies are due to the same mechanisms or involve 
differences at other levels of analysis that would 
suggest divergent mechanisms. A related topic con-
cerns the differing patterns of abnormality among 
various types of measurement that are found across 
distinct groups (e.g., Lang et al., 2016; Hawco et 
al., 2019). These kinds of challenges reflect the dif-
ficult scientific terrain that will be encountered as 
investigators engage with the complexity of trying 
to understand normal processes and their relation-
ships to psychopathology.

At the outset, we referred to the current period 
as an exciting time for psychopathology, and RDoC 
has been a salient part of the ongoing scientific fer-
ment. It is important to acknowledge that RDoC 
is one of a number of projects pursuing innovative 
approaches to diagnosis and clinical practice, includ-
ing three examples noted here. The Hierarchical 
Taxonomy of Psychopathology (HiTOP) project 
includes dimensional and hierarchical components 
(as does RDoC) (see Chapter 3, this volume). A sec-
ond research program explores disorders in terms of 
symptom networks that are causally connected and 
interact in multiple ways; formal modeling tech-
niques are applied to construct the networks and 
analyze the complex relationships among the nodes 
(Borsboom & Cramer, 2013). Finally, clinical stag-
ing is a transdiagnostic approach that employs 
quasi- dimensional measurements to follow the 
evolution of psychopathology over time, delineat-
ing successive illness stages in terms of symptom 
domains such as psychosis or mood rather than tra-
ditional disorders (McGorry & Hickie, 2019).

While these other projects are more oriented 
toward nosological and clinical use in the relatively 
proximal future as compared to RDoC, they share 
a transdiagnostic approach and research flexibil-
ity. It augurs well for the future that after so many 
decades constrained to a single diagnostic paradigm, 
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multiple innovative efforts toward change are simul-
taneously under way. It can be hoped that all of 
these projects will share some central concepts while 
at the same time contributing divergent methodolo-
gies and data that continually stimulate progress. To 
this end, RDoC will continue its role with a per-
spective on viewing psychopathology in terms of 
quantitative deviations from normal functioning 
and the importance of integrative analyses across 
multiple measures. In the near term, advances in 
all of these areas are likely to be incremental and 
largely oriented around current DSM/ ICD diagnos-
tic classes— whether considered singly or in transdi-
agnostic cohorts. However, the first steps of a long 
journey are under way. Those in the early stages of 
their careers can anticipate many promising oppor-
tunities in the coming decades to reduce the bur-
den of suffering from mental disorders through 
improved understanding, assessment, treatment, 
and prevention of psychopathology.
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Introduction
Science is permeated by complexity. In biology, 

systems such as insect colonies, flocks of birds, or 
ecosystems exhibit extremely complex behavior. For 
example, ant colonies construct large and elabo-
rately structured nests, without any central control 
or leader ant, but rather through the intricate inter-
actions of thousands of individual ants (Mitchell, 
2009; Richardson et al., 2014). The human brain 
is a paradigmatic complex system, consisting of a 
vast number of interconnected neurons that are 
constantly interacting with each other. The Internet 
is a complex human- made system of intercon-
nected servers, computers, and other elements. As 
well, social systems, such as economies or the stock 
market, are complex systems (Newman, 2018). 
Complexity thus occurs in (nearly) all scientific 
disciplines.

Clinical psychologists and psychiatrists also 
encounter complexity in their research and daily 
practice. Mental disorders, such as major depres-
sive disorder, are the result of complex interactions 
at multiple levels, from the genes to maladaptive 
behavior and social influences (Freeman, 1992; 
Orsucci, 2006). In recent years, we have witnessed 
a sharp increase in studies that approach psychopa-
thology from the perspective of complex systems. 
However, the idea that psychological and social 
processes are dynamical and complex is far from 
new; it goes back at least to the 1930s (Lewin, 
1936; Richardson et al., 2014). Elaborate models 
of mental disorders based on complex systems the-
ory were introduced already in the 1970s (Zeeman, 
1976; see also von Bertalanffy, 1967) and further 
developed especially in the 1990s (Tschacher et 
al., 1992; van der Maas & Molenaar, 1992). One 
of the key challenges has been, and continues to 

be, how to translate these theoretical models into 
practical applications.

In this chapter, we provide an introduction 
to those complex systems approaches that have 
received the most attention in psychopathology. 
We start by discussing the general idea of com-
plexity and complex systems and what those terms 
entail. We then turn to the framework of complex 
dynamic system models and how they have been 
applied to psychopathology. After this, we discuss 
early warning signals (EWSs), which hold the 
promise of providing a clinically useful applica-
tion of the theoretical ideas of complex dynamic 
systems models. Finally, we go through the recent 
popular network approach to psychopathology 
and how it is related to the broader framework of 
complex systems. In all of these sections, we dis-
cuss both the promises and possible applications 
as well as the challenges and limitations of these 
approaches.

Complex Dynamic Systems
Although complex systems studied in different 

disciplines are highly diverse (e.g., ant colonies, the 
Internet, or the human brain), it is thought that 
they share some common features and can there-
fore be studied with similar techniques. For this rea-
son, the study of complex systems has emerged as a 
meta- paradigm or interdisciplinary field of its own 
(Orsucci, 2006). However, even among complexity 

Abbreviations
 EMA ecological momentary assessment
 ESM experience sampling method
 EWS early warning signal
 OCD obsessive- compulsive disorder
 VAR vector autoregressive  
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researchers, there is no agreement on what complex-
ity or a complex system is precisely. The different 
definitions in the literature strongly diverge. For 
example, Orsucci writes, “Complexity science can 
be regarded as a scientific toolbox, containing some 
tools to deal, empirically and theoretically, with 
complex dynamical systems (i.e., many variables 
[in] systems changing in time)” (Orsucci, 2006, 
p. 390). On the other hand, Weng and colleagues 
characterize complexity based on our capabilities to 
understand a system.

In a general sense, the adjective “complex” describes  
a system or component that by design or function  
or both is difficult to understand and verify. . . .  
In physical systems, complexity is determined by 
such factors as the number of components and  
the intricacy of the interfaces between them, the 
number and intricacy of conditional branches, the 
degree of nesting, and the types of data structures. 
(Weng et al., 1999, p. 92)

Foote (2007), in contrast, lists several key fea-
tures of complex systems.

In recent years the scientific community has coined 
the rubric “complex system” to describe phenomena, 
structures, aggregates, organisms, or problems 
that share some common themes: (i) They are 
inherently complicated or intricate, in that they have 
factors such as the number of parameters affecting 
the system or the rules governing interactions 
of components of the system; (ii) they are rarely 
completely deterministic, and state parameters or 
measurement data may only be known in terms 
of probabilities; (iii) mathematical models of the 
system are usually complex and involve nonlinear, 
ill- posed, or chaotic behavior; and (iv) the systems 
are predisposed to unexpected outcomes (so- called 
“emergent behavior”). (Foote, 2007, p. 410)

In sum, researchers define complexity or com-
plex systems in wildly different ways.

One key and oft- noted characteristic of com-
plex systems is nonlinearity. In nonlinear systems, 
changes in the input do not result in proportional 
changes in the output. Mathematically, a linear 
function can be plotted as a straight line, whereas a 
nonlinear function will have a more complex shape, 
such as a u-  or s- shape (Salvatore & Tschacher, 
2012), which can be described, for instance, with 
higher- order polynomial functions. For example, 
when gradually reducing the medication of individ-
uals suffering from depression, the effect on mood is 
usually not linear but often results in sudden shifts 

in mood (Helmich et al., 2020). In general, nonlin-
earity “comes closer than does a straight line to ther-
apists’ and clients’ clinical experience” (Barkham et 
al., 1993, p. 676). However, it is important to note 
that nonlinearity is a very general and common fea-
ture. In nature, nonlinearity is the rule rather than 
the exception: “calling a science ‘nonlinear’ is like 
calling zoology the ‘study of non- human animals’ ” 
Stanislaw Ulam, quoted in (Orsucci, 2006, p. 390). 
However, modeling the behavior of nonlinear sys-
tems does not always require nonlinear functions 
because complex nonlinear behavior can also arise 
from linear interactions of simple components. For 
example, in an ant colony, even if the behavior of 
individual ants is linear and based on simple rules, 
the result is complex nonlinear overall behavior 
(Bonabeau et al., 1997).

In addition to nonlinearity, a typical feature of 
a complex system is that its behavior is the result 
of self- organization: there is no central controller or 
external designer, just many individual components 
interacting (Richardson et al., 2014; van Geert, 
2019). For example, in a flock of starlings, there is 
no leading bird that decides where the flock goes, 
but rather individual birds whose interactions with 
their neighbors result in the behavior of the flock. 
Often, this behavior of a complex system, where the 
system- level behavior is difficult to anticipate or pre-
dict based on the individual components, is called 
emergence (Richardson et al., 2014). Such interact-
ing components can also be seen as a network, an 
approach recently introduced into psychopathol-
ogy research and something we will come back to 
in later sections. Sometimes complex systems can 
result in unpredictable emergent behavior, even 
when they consist of relatively simple components, 
which is referred to as chaotic behavior. In chaotic 
systems, tiny variations in the initial conditions can 
result in vastly different overall outcomes, making 
prediction difficult or impossible (Richardson et al., 
2014). For example, tiny differences in the locations 
of individual birds can completely change the direc-
tion in which the flock is flying.

An essential feature of complex systems is that 
they are dynamic, which is why they are often 
referred to as complex dynamic(al) systems (Thelen & 
Smith, 1994). That is, the behavior of the system 
changes or evolves and unfolds over time in such a 
way that the current state of the system is dependent 
on its past states (van Geert, 2019). Thus, in order 
to study and model the system, time must be taken 
into account (Voelkle et al., 2018). The dynamic 
behavior of psychological processes becomes clear 
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from examples such as emotions. Feelings of positive 
affect generally fluctuate throughout the day, from 
hour to hour or even minute to minute (Kuppens 
et al., 2010).

The importance of such changes is also apparent 
in symptoms of mental disorders. Mental disorders 
are usually not trait- like phenomena but dynami-
cal processes, in which during some weeks one has 
more symptoms while at other times the symptoms 
seem to wane. This is clearly illustrated by Caspi  
et al.’s (2020) study of more than 1,000 individu-
als from New Zealand, followed from ages of 11 to 
45. They found that mental disorders not only ebb 
and flow over years and decades, but that individu-
als also often experience several different mental 
disorders in their lifetimes. Finally, it is important 
to emphasize that change is also central to clini-
cal practice, as one of the main aims of therapy is 
to instigate change (e.g., from an episode of major 
depression to no longer having a depression).

Traditionally, researchers have studied psycho-
pathology as a trait- like phenomenon (Hamaker, 
2012; see also Chapter 6, this volume). Following 
this paradigm, it is natural to just measure individu-
als once, for example with questionnaires concern-
ing their symptoms, at a single time point. Such 
questionnaires mostly include retrospective items 
referring to a period of several weeks or even a whole 
life span (Kruijshaar et al., 2005). These measures 
and the statistical methods associated with them are 
meaningful and useful in their own right, such as 
when the goal is to compare two groups to find out 
which form of medication works better, informa-
tion that is important for therapists and policymak-
ers (Lichtwarck- Aschoff et al., 2008).

In contrast, when researchers want to study psy-
chopathology as a process, the dynamic approach 
becomes important. The first step is to capture 
the process over time, for which time series or 
(intensive) longitudinal data are needed. Such 
data consist of many measurements, for example 
over days, weeks, or months, sometimes also mul-
tiple times per day, typically gathered using meth-
ods known as the experience sampling method 
(ESM), ecological momentary assessment (EMA), 
or ambulatory assessment (aan het Rot et al., 2012; 
Csikszentmihalyi & Larson, 1987; Ebner- Priemer 
et al., 2009). Although these methods have differ-
ent historical backgrounds, they are overlapping, 
and the terms are increasingly used interchange-
ably. These methods are focused on the individual 
and describe the individual in context, taking the 
dynamics of and variability in emotions, cognition, 

and behavior into account (Devries, 1987; Myin- 
Germeys et al., 2009). In this way, biases of more 
traditional methods are reduced, such as retro-
spective recall bias. Take as an example a study by 
Mokros (1993), in which patients were asked to 
report their symptoms during the week and also 
to recall the symptoms they had experienced at the 
end of the week. This study vividly showed that the 
symptoms that were reported in the moment during 
the week were strikingly different from the symp-
toms that were recalled at the end of the week (see 
also aan het Rot et al., 2012).

The change processes in complex dynamic sys-
tems can also occur at several different time scales, 
even within one system. For example, changes in 
affect may take place over several minutes or even 
hours, whereas changes in the underlying neural 
circuits of the brain occur much faster, at the time 
scale of 10– 100 ms, and the firing of a neuron takes 
only around 1 ms (Bertenthal, 2007).

These differences in time scale can make it dif-
ficult to determine whether a process should be 
studied with state-  or trait- like measures: sometimes 
a process seems to be trait- like until it is examined 
on a different time scale, when one can see that 
it is actually a succession of different states. For 
example, an individual with obsessive- compulsive 
disorder (OCD; see also Chapter 6) may be charac-
terized by repetitive behaviors such as hand washing 
according to specific rules. When OCD is thus fully 
developed, it may seem like a stable trait- like char-
acteristic of an individual that can be captured with 
a retrospective questionnaire at a single time point. 
However, taking a different perspective and measur-
ing the symptoms of OCD at a more fine- grained 
timescale, one could actually capture the process in 
which such rituals develop and become established. 
In the latter case, a mental disorder such as OCD 
can be seen as a process that needs to be studied 
dynamically in order to understand and perhaps 
even prevent it. Thus, depending on the time scale, 
one can perceive a phenomenon, such as a mental 
disorder, as either trait- like or state- like.

Notably, these different time scales in complex 
dynamic systems are typically not distinct but hier-
archically related (Bertenthal, 2007; Eronen, 2021). 
For example, an episode of depression unfolds over 
a time scale of weeks or months. However, the 
episode of depression itself consists of symptoms, 
such as insomnia, pessimistic thoughts, or rumina-
tion, which take place at a faster time scale of weeks 
or days. These symptoms, in turn, can be seen as 
consisting of moment- to- moment changes and 
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interactions among affect states (Wichers, 2014). 
Specifically, experiences of negative affect may not 
be disabling if they occur every now and then, but 
become problematic and disabling when they occur 
repeatedly or are constantly present, turning into 
a symptom of depression. Thus, studying mood 
in daily life at the time scale of minutes or hours 
can give a more fine- grained picture of the develop-
ment of symptoms related to depression (Wichers, 
Wigman, & Myin- Germeys, 2015).

In this way, complex dynamic systems can be seen 
as having a hierarchical structure, forming multiple 
levels at different time scales (see also Jeronimus, 
2019). Moreover, whether a level is (higher) macro- 
level or (lower) micro- level depends on the context: 
if the starting point is disorders or diagnostic cate-
gories, individual symptoms can be seen as forming 
a micro- level from which disorders arise, but from 
the perspective of daily life at the time scale of min-
utes or hours, symptoms themselves can be seen as 
a higher macro- level. In general, none of these levels 
should be seen as a priori good or bad; instead, their 
suitability and importance should depend on the 
question at hand (Bertenthal, 2007; Eronen, 2021; 
Lichtwarck- Aschoff et al., 2008).

Complex Dynamic System Models
Dynamic system models can be understood very 

broadly as mathematical descriptions of how a sys-
tem changes or evolves over time and how the state 
of a system depends on its past states (Laurenceau 
et al., 2007; Richardson et al., 2014). Formally, the 
state of a system is defined as the current value of the 
variable(s) that describes the system (Richardson et 
al., 2014). A dynamic system model is then a set of 
mathematical equations (e.g., differential equations, 
see below) that specify how the state of the system 
changes from one moment to the next as a func-
tion of the past (Granic, 2005). In contrast, static 
models, such as mixed- effect or multilevel models 
(Snijders & Bosker, 2011) or (latent) growth curve 
models (McArdle, 2009), are far more dominant 
in clinical psychology, especially in longitudinal 
research (Voelkle & Oud, 2015). However, unlike 
dynamic models, static models do not capture 
how the state of a system depends on its state at 
a previous moment (Laurenceau et al., 2007). In 
other words, static models often resort to explain-
ing changes by the mere passage of time, whereas 
dynamic models use past behavior to explain future 
behavior (Voelkle et al., 2018).

Commonly used static models also have further 
limitations when applied to mental disorders. For 

example, a standard linear growth function assumes 
that there is unbounded increase or decrease ad infi-
nitum when extrapolating into the future or past. 
This is not realistic when studying an individual 
with, for example, major depressive disorder. The 
symptoms of depression do not just increase indefi-
nitely, but rather fluctuate around an equilibrium, 
also known as an attractor in the dynamic systems 
literature (Johnson & Nowak, 2002). One can have 
more symptoms one day and fewer symptoms on 
another day as the system is influenced by (external) 
factors such as stressful (e.g., a fight with one’s part-
ner) or positive (e.g., getting a promotion) events 
(Laurenceau et al., 2007). These fluctuations can 
then occur either around a nondepressed attractor, 
when the person tends to return to a nondepressed 
state after perturbations, or an attractor correspond-
ing to depressed state, when the person tends to 
return to a depressed state after perturbations. The 
goal of treatment can be seen as helping the indi-
vidual to shift from one attractor (a depressed state) 
to another (a nondepressed state).

In the dynamical systems literature, a common 
approach has been to use sets of differential equa-
tions, which have a long tradition in physics where 
they were originally used to model the dynamics 
in systems such as pendulums or planetary systems 
(Richardson et al., 2014). Today, differential equa-
tions are also increasingly used in psychological 
research (Boker & Wenger, 2007; van Montfort et 
al., 2018; Ryan et al., 2018). As they specify the 
amount of change occurring in a variable at a spe-
cific moment (i.e., over an infinitesimally small 
time interval), they are particularly well suited for 
modeling change processes in psychology (Boker et 
al., 2016).

Importantly, differential equation models can 
indicate that there are specific attractors toward 
which the system tends to move over time (Wood et 
al., 2018). Thus, internal factors or external stress-
ors can “push” the system away from its stable state, 
and it will take a certain amount of time for the 
system to return to a stable state, depending on how 
strong the attractor is. By observing the variables 
of the system for a period of time, these fluctua-
tions around a stable state can be mapped in such 
a way that they visually describe the “landscape” of 
the system (Richardson et al., 2014). One central 
aim in dynamic systems modeling is to capture and 
study this stability landscape and its attractors in the 
system of interest.

Figure 5.1 provides a simplified visualization 
of such a stability landscape, which represents the 
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person as a psychological system. The basins repre-
sent attractors in the system (e.g., a depressed and 
nondepressed state) and the ball symbolizes the 
individual’s psychological state at a given time (e.g., 
current emotions). The shape of the landscape and 
the depth of the basins, in particular, reveal how 
resilient a person is to external shocks or stressors 
(e.g., psychologically influential events): they are 
likely to recover more quickly when the basin is 
“deep” and the ball is less likely to move far away 
from the bottom of the basin.

For example, in a landscape with one deep attrac-
tor, shown in Figure 5.1c, the system has a single 
stable resting point around which it varies and to 
which it returns over time. However, a system may 
also be bistable, having two attractors in the stabil-
ity landscape (e.g., a depressed and nondepressed 
state), as in Figure 5.1a and 5.1b, or have multiple 
attractors between which it can switch. Not only 
can there be several attractors in a dynamic system, 

but the number and type of attractors in the system 
can also change in response to internal or external 
factors (Richardson et al., 2014). For instance, a 
bistable landscape with two attractors (depressed 
and nondepressed state; Figure 5.1b) may develop 
into a landscape with just one attractor (depressed 
state; Figure 5.1c).

A particular focus of interest has been cases where 
gradual change in external variables results in a sud-
den dramatic change in the stability landscape and 
thus the behavior of the system (Chow et al., 2015; 
Richardson et al., 2014). These are called catastro-
phes, and a mathematical framework to describe 
them is provided by catastrophe theory (Chow et al., 
2015; van der Maas & Molenaar, 1992; Zeeman, 
1977).1 There are several different types of catas-
trophe models in the literature, of which a specific 
model called the cusp catastrophe model has been the 
most popular one, also in psychology (Chow, 2019; 
Richardson et al., 2014). The cusp model is one of 

A

B

C

Figure 5.1 Visual representation of alternative stability landscapes. The stability landscape represents a person’s psychological system, 
where the shape of the system reflects how resilient a person is to external shocks (e.g., psychologically impactful events). The ball 
represents the current state of the system (e.g., current emotion) and the attractors the possible stable states that the system can be in 
(e.g., depressed state). A. The system shows a strong (“deep”) attractor. B. The system is destabilizing and the attractor has weakened. 
C. The ball has “tipped over” into the new attractor, and the old attractor disappears. Adapted from Helmich, M. A. (2021). Early warning 
signals and critical transitions in psychopathology: challenges and recommendations. Current Opinion in Psychology, 41, 51– 58. Copyright 2021 by 
Marieke Helmich. Adapted with permission.

1 A similar approach coming from a different theoretical background is the synergetics approach building on the theory of 
Hermann Haken (Tschacher et al., 1992).
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the simplest catastrophe models, and it describes 
how the interplay of just two independent variables 
(called control parameters) results in sudden changes 
in the behavior of the system (represented by one 
dependent variable).

One of the earliest applications of catastrophe 
theory to clinical psychology was Zeeman’s model 
of anorexia nervosa (Scott, 1985; Zeeman, 1976). 
According to this model (which comes from Zeeman 
and does not necessarily reflect current knowledge 
about anorexia nervosa), sudden changes in eating 
behavior occur even though the underlying fac-
tors, namely hunger and abnormal attitude toward 
food, change only gradually (Nelson et al., 2017; 
Zeeman, 1976). As abnormal attitude toward food 
increases and diets become more restrictive, hun-
ger also steadily increases. At some point, behavior 
may then switch abruptly from fasting to the other 
extreme, binge eating.

In dynamic systems terms, the control param-
eters in this catastrophe model are abnormal atti-
tude toward food and hunger, and the dependent 
variable is eating behavior. Initially, there is only one 
attractor in the system— namely, fasting— meaning 
that the person tends to return to fasting behavior 
after perturbations, such as attempts to normalize 
eating behavior. However, as the control param-
eters (abnormal attitude toward food and hunger) 
steadily increase, the stability landscape of the sys-
tem changes in a sudden and catastrophic way. A 
new landscape emerges, now with two attractors: 
fasting and binging. Eating behavior will then jump 
between these two extremes, fasting and binging. 
Thus, with the catastrophe model, these interac-
tions between the abnormal attitudes toward food 
and hunger (the control parameters) and eating 
behavior (the attractors; fasting and binging) can be 
mathematically described.

Although catastrophe theory provides an elegant 
mathematical framework, in practice it is often very 
difficult to fit a catastrophe model to (clinical) data 
(Chow, 2019; Chow et al., 2015). Therefore, in 
psychology, the focus has been on so- called catas-
trophe flags, which are specific features that can indi-
cate that the system exhibits catastrophic behavior 
(Gilmore, 1981; Kunnen & van Geert, 2012). Of 
most interest for clinical psychology have been 
flags that can be observed right before or during a 
sudden change or transition: anomalous variance, 
divergence of response, and critical slowing down 
(van der Maas & Hopkins, 1998). First, anomalous 
variance refers to the phenomenon that the vari-
ance of the key variable (e.g., eating behavior in the 

anorexia example) increases markedly before a tran-
sition occurs, meaning that the spread of the values 
of the variable becomes wider. Second, divergence of 
response means that, before a transition occurs, even 
small external stressors result in large fluctuations in 
the behavior of the system. Finally, a closely related 
flag is critical slowing down, meaning that when it is 
close to a transition, the system takes more time to 
recover and returns more slowly to its stable state 
when perturbed.

These flags can be detected from time series data 
(e.g., ESM/ EMA data). As fitting a (cusp) catas-
trophe model can be very challenging, a common 
solution is to, for example, detect anomalous vari-
ance by checking if there is a sudden change in the 
data (e.g., with change point analysis; Wichers, 
Schreuder, Goekoop, & Groen, 2019). These flags 
are not only indicators of catastrophic behavior of 
the system in general, but also central candidates 
for EWSs, which we will discuss in more detail in 
the next section. Importantly, while a given flag 
may suggest that the system exhibits catastrophic 
behavior, taken alone it cannot sustain the conclu-
sion that a (cusp) catastrophe model applies (van 
der Maas & Molenaar, 1992). Furthermore, there 
is a large translational step from the dynamic (catas-
trophe) models to time series models, and many 
assumptions and choices have to be made regarding, 
for example, time scale, number of measurements, 
and relevant variables measured, which can all influ-
ence the outcomes (Haslbeck & Ryan, 2021). These 
issues will be also touched upon in the next section.

Early Warning Signals
EWSs are the part of complex dynamic systems 

modeling that has drawn the most attention in psy-
chopathological research. EWSs occur when the 
stability landscape is slowly changing as the system 
approaches a tipping point, it becomes less resilient 
to shocks, and a sudden “critical transition” to a 
new state may be imminent (Scheffer et al., 2009). 
To explain this, we return to Figure 5.1. In Figure 
5.1a, the system appears relatively stable, the basin 
is “deep”— the attractor is strong— and even though 
the ball will move around in response to external 
stressors, with time, the ball will be pulled back to 
the bottom of the basin. Note that, while a poten-
tial alternative attractor appears on the right side of 
Figure 5.1a, only a very strong impulse would cause 
the ball to be pushed into that basin.

Translated to psychology: if we view the left side 
of the figure as an individual’s mental state, which 
is currently relatively stable and healthy, it would 
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require a strong trigger— like losing a loved one— for 
the system to switch to the right side, which can be 
understood as a more negative, possibly depressed, 
stable state. In Figure 5.1b, the system has lost resil-
ience and the current attractor has become weaker 
and the basin shallower. As a result of this change 
in the stability landscape, the system in Figure 5.1b 
is more vulnerable to “tip over” with a sudden shift 
to the alternative attractor on the right side of the 
figure: no longer does the ball need a large impulse 
to be pushed over the edge of the left- hand basin; 
even a small push could effectively cause a critical 
transition to a depressed state or another psycho-
pathological state.

As complex dynamical systems are composed 
of interacting variables that can change at differ-
ent rates, zooming in on the moment- to- moment 
changes in one variable can be informative of an 
upcoming change in another, slower changing vari-
able. In the context of psychopathology, this had 
led to the hypothesis that EWSs may be detectable 
in momentary affective states before a sudden shift 
in symptoms, such as a depressive relapse (Wichers 
et al., 2016, 2020) or sudden improvements in the 
context of therapy (Olthof et al., 2020).

The clinical promise of EWSs is that clinically 
important symptom changes could be anticipated 
by monitoring individuals’ moment- to- moment 
(affective) experiences in the course of daily life 
(e.g., based on ESM/ EMA data). The idea that 
EWSs could be used as “generic” indicators of 
future symptoms shifts has led researchers to specu-
late about the potential of monitoring individual 
patients or at- risk individuals and using EWSs to 
make personalized prediction and timely interven-
tion possible. For instance, if EWSs are found to 
be consistently effective at predicting impending 
changes in individuals, their application in clinical 
practice could include early detection of episodes of 
mental illness (Kuppens et al., 2012; Wichers et al., 
2019), thus identifying sensitive periods in which 
psychological treatment may be more likely to effec-
tuate positive symptom change (Hayes & Yasinski, 
2015; Schiepek, 2003), as well as improving timely 
intervention in cases of depressive relapse and sui-
cide attempts (Bryan & Rudd, 2018; Wichers et al., 
2016, 2020).

Examples of Early Warning Signals
Many different possible EWSs have been dis-

cussed in the literature; here we focus on those 
that have received the most attention in psychol-
ogy: critical slowing down, flickering, and critical 

fluctuations (similar to anomalous variance). The 
latter is a notion developed in recent years in ecol-
ogy, a field in which many other EWSs also have 
been described (e.g., spatial variance and spatial 
skewness; Scheffer et al., 2009). Further EWSs have 
also been explored in simulations studies (e.g., dom-
inant eigenvalue of the covariance matrix; Chen et 
al., 2019). However, these have not been tested in 
clinical data yet.

The first one, critical slowing down, was already 
briefly mentioned as a catastrophe flag in the previ-
ous section. In the context of EWSs, critical slowing 
down can be inferred from changes in the temporal 
dynamics of the system’s variables, which then serve 
as an EWS. This “critical slowing” of the system 
means that the current attractor becomes weaker 
(the basin in Figure 5.1a changes to that in Figure 
5.1b), and this changing landscape can be inferred 
from how the system recovers (returns to its stable 
state) from perturbations. Thus, in the landscape in 
Figure 5.1b, the ball tends to go farther away from 
the stable state and takes longer to return than in 
the landscape in Figure 5.1a. In other words, it takes 
longer for the system to recover after perturbations.

In statistical terms, this has been taken to imply 
an increase in autocorrelation. In brief, autocorrela-
tion indicates how well the value of a variable (e.g., 
an emotion) at a given point in time predicts the 
value of the same variable at the next point in time 
(e.g., the same emotion at the next time point). 
Thus, as the ball spends more time away from its 
stable position (the mean), consecutive states are 
more similar and more highly correlated with previ-
ous states, which results in higher autocorrelation. 
Moreover, as the distance from the stable position 
also increases, critical slowing down is expected to 
correspond to a higher variance (i.e., more spread in 
the values of the variable) over time. Translated to 
the individual’s psychological viewpoint, and spe-
cifically to momentary affect, the effect of critical 
slowing down would show as emotions that become 
increasingly volatile as the system is destabilizing 
(increased variance), and, once something triggers 
an emotional reaction, this feeling is likely to linger 
longer over time (increased autocorrelation).

A second possible EWS that has been studied in 
psychology is a phenomenon known as flickering, 
where the system moves back and forth between 
two alternative attractors (Scheffer et al., 2009). 
This can happen when the landscape changes in a 
way that makes it easier for the ball to roll from one 
basin (attractor) to another, as in Figure 5.1b. This, 
too, can be considered an EWS because the system 
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may end up being shifted permanently to the alter-
native state and restabilize into a new (single) stable 
state. When statistically analyzing the changes in 
the system based on time series (ESM/ EMA) data, 
flickering can be observed as bimodality or skew-
ness in the distribution of the variables measured 
and can also be indicated by increases in variance 
(Scheffer et al., 2009). In psychopathology, bimo-
dality has been observed in the (frequency) distri-
bution of symptoms of major depressive disorder 
(Hosenfeld et al., 2015) and has been hypothesized 
to be of particular interest for patients with bipo-
lar disorder, where the manic and depressed state 
may represent alternative stable states of the system 
(Goldbeter, 2011; Johnson & Nowak, 2002).

Finally, as the system is destabilizing, but has not 
yet settled into a new attractor, EWSs in the form 
of critical fluctuations may occur (Hayes et al., 2007; 
Olthof et al., 2020). With the stability landscape 
losing resilience and the current attractor losing 
strength— or even disappearing— the system starts 
moving between many different alternative states. 
These critical fluctuations occur over more dimen-
sions than can be shown in Figure 5.1, and, in 
contrast to flickering, where the ball is rolling back 
and forth between two basins (i.e., attractors), in 
critical fluctuations the ball is rolling wildly around 
a destabilized landscape until it settles into a new 
stable attractor (Hayes et al., 2007). This behavior 
of jumping around in the destabilized landscape 
appears as large fluctuations and can be statistically 
observed as increases in indicators such as variance 
(or entropy; Olthof et al., 2020).

In general, what holds for all these EWSs is that 
if the “normal,” dynamically stable state of the sys-
tem is known, for example through studying the 
system over a long period of time, the EWSs can 
be identified as deviations from what would be 
expected if the system was stable. For instance, if 
the autocorrelation or variance of the system no 
longer fluctuates around the expected stable value 
but starts to increase, these increasing trends can 
function as EWSs.

Early Warning Signals in Psychopathological 
Research

EWSs have been studied in psychopathology at 
both the group (nomothetic) and individual (idio-
graphic) levels, mostly focusing on major depressive 
disorder. Group- level studies have examined, based 

on time series (ESM/ EMA) data, whether indica-
tions of instability and destabilization on average 
relate to stronger concurrent symptoms (Koval 
et al., 2013; Sperry et al., 2020) or later symp-
tom change (Curtiss et al., 2019; Kuppens et al., 
2012; Kuranova et al., 2020; Olthof et al., 2020; 
Schreuder, Hartman, et al., 2020; van de Leemput 
et al., 2014). These studies show that, on average, 
persons with higher levels of autocorrelation and 
variance in their daily affective experiences are 
more likely to have a psychopathological diagnosis 
or experience a change in symptoms later in time. 
While this provides some evidence for the hypoth-
esis that (developing) psychopathology is related to 
the temporal dynamics associated with EWSs, this 
group- level evidence is indirect, and a true test of 
this hypothesis requires studies at the individual 
level (see also Bos & de Jonge, 2014).

Indeed, because EWSs hold the promise of 
informing person- specific predictions, they should 
also be studied and tested at the individual level. 
This requires examining the temporal dynamics in 
time series of individual subjects as they experience 
changes in symptoms. Because such an intensive 
longitudinal design is not (yet) common in psycho-
pathology research, only a few studies have been 
able to test empirically whether sudden symptom 
transitions were indeed preceded by EWSs in indi-
vidual time series data (Olthof et al., 2020; Wichers 
et al., 2016, 2020).

For instance, Wichers and colleagues (2016) 
monitored one individual with a history of major 
depressive episodes while he was tapering his anti-
depressant medication. The participant completed 
10 ESM questionnaires each day, which were sent 
at semi- randomly determined times across the day, 
and his depressive symptoms were assessed every 
week, over a period of about 8 months (239 days).2 
While the participant’s symptoms were stable at the 
start of the study period, reducing medication dos-
age increased the risk of a depressive relapse, and the 
participant did relapse after 18 weeks. Upon exami-
nation of the temporal dynamics in the data, the 
researchers found that EWSs in the form of auto-
correlation and variance rose significantly in the 
weeks preceding the symptom transition. This study 
was the first to show empirical evidence of EWSs 
for a specific individual in the context of psychopa-
thology. Since then, the same researchers have rep-
licated this result in one more participant, finding 

2 The data are openly available here: https:// ope npsy chol ogyd ata.meta jnl.com/ artic les/ 10.5334/ jopd.29/ 
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that autocorrelation and variance started rising a 
month before a transition in symptoms— again, a 
depressive relapse— occurred (Wichers et al., 2020).

Moreover, F. M. Bos and colleagues (2021) 
conducted an exploratory study of whether EWSs 
(again, rises in autocorrelation and variance) in 
EMA- measured affective time series preceded tran-
sitions to depression and mania in a sample of 20 
bipolar I/ II patients. Eleven patients experienced 
one or more transitions to depression or mania dur-
ing the 4- month observation period, but the results 
regarding the added predictive value of EWSs were 
mixed both between and within persons.

In sum, these first empirical studies provide ten-
tative evidence that a rise in autocorrelation and 
variance preceded a transition in depressive symp-
toms and could therefore function as an EWS. 
However, much more research and consistent evi-
dence is required to substantiate the utility of these 
EWSs for personalized predictions.

Promises and Problems
Although the focus in studies of EWSs in psy-

chopathology has been on rises in autocorrelation 
and variance, there is no consensus on how to best 
search for EWSs in clinical research and practice. 
Here we discuss some important challenges and 
open questions, as well as possible solutions.

The first challenge is in collecting data that are 
suited for detecting EWSs and testing the hypoth-
esis that EWSs serve as indicators for symptom 
changes (Helmich, Snippe et al., 2021; Schreuder, 
Groen, Wigman, Hartman, & Wichers, 2020). For 
optimal chances of detecting EWSs, individual time 
series of several patients, consisting of many (sev-
eral hundred) observations per patient, are needed 
to ensure that the EWSs can be calculated reliably. 
A key question is deciding which variables are the 
most suitable for detecting EWSs (e.g., mood, 
affect, or symptom variables) and therefore should 
be measured. It has also been suggested that it may 
be worthwhile to consider combining several vari-
ables, or combining different EWSs (Dablander et 
al., 2020), to improve the power to detect an effect.

An additional challenge is that, in order to test 
the hypothesis that EWSs precede transitions, 
the data also have to include such a transition. 
Therefore, the data collection should cover a period 
in which transitions are more likely to occur (e.g., 
during psychological therapy, while tapering anti-
depressant medication, or in a group of patients 
who are prone to showing sudden symptom shifts, 
such as bipolar patients). Relatedly, the data should 

include a baseline period to be able to determine 
if the potential EWSs (e.g., autocorrelation or vari-
ance) are really changing relative to what is “nor-
mal” for that person.

Regarding transitions, because psychopathology 
is notoriously heterogeneous in how it is expressed 
in different individuals, it is important to consider 
what constitutes a “transition” for a specific indi-
vidual (Helmich, Olthof et al., 2021). The relative 
speed, magnitude, and frequency at which symp-
tom shifts occur may strongly vary between persons, 
disorders, and direction of change (i.e., symptom 
improvement vs. deterioration). Thus, for one 
individual a certain increase in depressive symp-
toms might be an exceptional change, whereas for 
another individual the same increase may be just 
usual day- to- day fluctuation. Currently, there is 
insufficient knowledge of how to generally or spe-
cifically identify “critical transitions” in psychopa-
thology, and it is an important and challenging task 
to explore which change patterns EWSs can actually 
warn us about.

Finally, an important limitation when focusing 
on autocorrelation and variance is that increases 
in them can occur for many different reasons. 
Therefore, although an increase in autocorrelation 
or variance can be an indicator of critical slowing 
down, it can also precede more gradual transitions, 
or autocorrelation or variance can go up and then 
down without any transition occurring. It is also 
possible that critical transitions sometimes occur 
in a system without being preceded by an EWS 
(Dablander et al., 2020). Furthermore, an issue that 
has been recently raised is that it is not clear how 
much predictive value autocorrelation has over and 
above the mean (Dejonckheere et al., 2019), as the 
mean is a function of the intercept and the auto-
correlation (see Bringmann et al., 2017, for more 
details).

In conclusion, although EWSs provide a promis-
ing opportunity to apply complexity and dynami-
cal systems theory to improve clinical predictions 
of changes, many challenges and open questions 
remain. Several studies are expected to be com-
pleted in the coming years that will provide further 
indications of whether EWSs will deliver on their 
promise.

Psychopathological Networks
In the past decade, the network approach to psy-

chopathology has become increasingly popular in 
clinical research and is also finding its way to clinical 
practice (Robinaugh et al., 2020; von Klipstein et 
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al., 2020). In this section, we describe this approach 
and also explain how it is related to the other com-
plex systems approaches discussed above.

The network approach focuses on psychological 
symptoms and their interrelations, the central idea 
being that these symptoms causally influence each 
other in a way that eventually results in a mental 
disorder (Borsboom & Cramer, 2013). For exam-
ple, sleeping problems can lead to fatigue, which in 
turn leads to concentration problems and feelings 
of sadness, and these latter two then lead to even 
more sleeping problems (Cramer et al., 2016). As 
symptoms keep causing and sustaining other symp-
toms in this way, the result is an episode of depres-
sion. Thus, mental disorders are conceptualized as 
networks of interacting symptoms.

A network can be understood, in the most gen-
eral terms, as a representation that describes how 
elements in a system are connected (Bringmann & 
Eronen, 2018). In network terminology, the ele-
ments are called nodes and the connections between 
them are called edges (Newman, 2018). For exam-
ple, if we look at a railway network, the nodes are 
cities or stations, and the edges are the railways 
connecting them. Other examples of networks are 
the Internet, networks connecting brain regions, or 
social networks (e.g., representing the friendship 
relations between people). In psychopathological 
networks, the nodes are symptoms, and the edges 
are (causal) connections between the symptoms.

By placing the focus on symptoms and their 
interactions, the network approach provides an 
alternative to the medical disease model (Cramer et 
al., 2010). According to this model, the symptoms 
of mental disorders have a clear (biological) root 
cause, analogous to how viruses cause flu symptoms 
or tumors cause cancer symptoms (Borsboom et al., 
2019). The proponents of the network approach 
argue that no such root causes have been found for 
mental disorders and that they are likely not to exist: 
instead, mental disorders simply are networks of 
interacting symptoms. Therefore, they should also 
be treated and studied at the level of psychological 
symptoms. This also fits well with traditional ideas 
in cognitive behavioral therapy, where interactions 
between mental states (e.g., Beck’s negative triad; 
Beck, 1979) are seen as central for treating mental 
disorders (Bringmann et al., 2022).

Constructing a Psychological Network
Networks such as railway networks or social net-

works can be constructed by simply observing the 
nodes and connections (e.g., by looking whether 

there is a railway between two cities or asking 
whether individuals are friends with each other). 
These raw data can then be immediately visualized 
as a network, such as a friendship network that illus-
trates which children in a school class are friends 
with each other. However, in psychopathological 
networks, the edges (i.e., the connections between 
the symptoms, such as causal relationships) are 
not visible in the raw data but have to be inferred 
(Bringmann et al. 2019). Therefore, several exist-
ing modeling techniques have been applied to infer 
psychopathological networks. We focus here on 
two modeling approaches that have been the most 
widely used so far.

In the first approach, the edges (or connections) 
between symptoms are inferred from correlational 
analyses of data obtained from large groups of per-
sons (Borsboom & Cramer, 2013). In such net-
works, the nodes are symptoms that are measured 
once per individual, and the edges are (partial) cor-
relations between symptoms. This results in a symp-
tom network with undirected edges, meaning that 
the edges do not give information on the direction 
of the causal influence between the nodes over time 
(see also the networks in Figure 5.2). Estimating 
direct (causal) relationships between symptoms is in 
principle possible but requires strong assumptions 
(Malinsky & Danks, 2018) and is, in practice, rarely 
done for psychopathological networks. One short-
coming of cross- sectional networks is that because 
they are based on aggregating data from many 
individuals, it is unclear to what extent they reflect 
within- person processes and thus whether they give 
information on the network of any specific individ-
ual (Hamaker, 2012). Moreover, as cross- sectional 
networks are based on one measurement occasion, 
they cannot give information about how psycho-
pathological processes evolve over time (see the ear-
lier section on “Complex Dynamic Systems”).

The second modeling approach is based on time 
series or intensive longitudinal (ESM/ EMA) data. 
As described in the section “Complex Dynamic 
Systems”, these data consist of repeated measure-
ments over time, where, for example, often mea-
surements at 60 time points or more per person 
are collected. The most widely used method at 
the moment to infer networks from such data is 
the vector autoregressive (VAR) model, in which 
an individual network for each person is inferred 
(Bringmann et al., 2013). A VAR- based network is 
a directed network where an edge between symp-
toms A and B reflects the extent to which variance 
in symptom B can be predicted based on variance 
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in symptom A while controlling for all other nodes 
in the network (Bringmann et al., 2022). Therefore, 
in contrast to cross- sectional networks, VAR- based 
networks are person- specific, directional, and 
explicitly represent relationships over time. VAR- 
based networks can also include self- loops (i.e., an 
edge from a symptom to itself, reflecting the extent 
to which variance in the symptom at one point 
predicts variance in the same symptom at the next 
time point) and can also be used to infer contem-
poraneous effects (e.g., the concurrent [partial] cor-
relations between symptoms within an individual; 
Epskamp, van Borkulo, et al., 2018).

Importantly, however, VAR- based networks rep-
resent just predictive relationships over time, which 
do not automatically translate to causal relationships 
(Bringmann, 2021). Indeed, in a recent simulation 
study, Haslbeck and Ryan (2021) tested how well 
current VAR- methods recover the causal relation-
ships of a relatively simple system. They concluded 
that, due to problems such as insufficient frequency 
of measurements, VAR- based models in most 

circumstances cannot be used to reliably infer the 
causal structure of symptom interactions (Haslbeck 
& Ryan, 2021).

In addition to these modeling techniques, psy-
chopathological networks have also been con-
structed based on perceived causal relationships 
(Frewen et al., 2013). The idea behind this approach 
is that clinicians (or patients) are asked about how 
they think that symptoms are related to each other, 
and then networks are constructed based on these 
expert judgments (Deserno et al., 2020). Thus, the 
edges in the networks still represent the strength of 
the (causal) relationship between two symptoms, 
but instead of being derived from data, they are 
now based on the estimates of clinical experts or 
patients. These networks can be person- specific, 
describing the network of one individual, or general 
expert estimates on how the symptoms of a disorder 
are expected to relate to one another. For example, 
Deserno and colleagues (2020) asked experienced 
clinicians to rate the relationships between pairs of 
symptoms of autism spectrum disorder, and then 
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Figure 5.2 Symptom network structure and vulnerability for psychopathological change in a complex dynamical system. This figure 
shows how the network structure and stability landscape of an individual are expected to differ depending on how vulnerable the 
system is. The left panel (A) represents a symptom network in a system with low vulnerability: the six symptom nodes (S1– 6) are 
sparsely connected, and the connections are weak, as represented by thinner lines. The right side of A reflects the stability landscape 
in which such a network may be observed: stressors (the lightning bolt) may push the ball away from its stable point, but the basin 
is deep and the system will recover rapidly. Moreover, if any of the symptoms are triggered, the other symptoms are not likely to be 
triggered as well. In B, the left panel displays a more densely connected symptom network in a system with high vulnerability. The 
stability landscape in the right panel shows that the system is currently still resting in a healthy state but the basin of attraction is 
weaker (shallower). Here, a stressor is more likely to cause the system to tip over into the “disordered” attractor, and, furthermore, the 
densely connected symptom network makes it more likely that the individual will remain in this state, as the connections between 
symptoms reinforce each other. 
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constructed a network based on the average of these 
ratings. Such perceived causal networks can be seen 
as hypotheses about the causal symptom structure 
of patients and can provide a good starting point for 
further research.

Another possibility is to construct networks based 
on diagnostic manuals such as the DSM or ICD, for 
example by looking at how symptoms of different 
disorders overlap. Borsboom and colleagues (2011) 
used this approach to study the symptoms structure 
of the DSM- IV by taking the symptoms as nodes 
and drawing an edge between two symptoms when-
ever they appear in the same disorder. This resulted 
in a network illustrating the symptom overlap in the 
DSM- IV, showing, for example, that there is con-
siderable overlap among the symptoms of mood, 
anxiety, and substance abuse disorders. Tio and col-
leagues (2016) used the same approach to compare 
the symptom structure of DSM- IV and ICD- 10 and 
found clear structural differences between the two 
diagnostic systems (e.g., that there was more symp-
tom overlap in ICD- 10 than in DSM- IV).

Perceived causal networks and diagnostic man-
ual networks are promising approaches but have 
received relatively little attention in the psychologi-
cal network literature so far. Note that although the 
ways that these networks are constructed are very 
different from cross- sectional or VAR- based net-
works, they have nevertheless been analyzed using 
the same network techniques (described in the next 
section).

Density and Centrality
Once a network has been constructed, it can 

be further analyzed with a whole toolbox of tech-
niques stemming from network science. We focus 
here on density and centrality, which have been the 
most commonly used network measures in psycho-
pathology. The density (also known as connectivity 
in the psychopathological network literature) of a 
network refers to the relative number of edges in 
the network: a network with many edges and there-
fore many connections between the nodes is said to 
be dense, whereas a network with few edges is said 
to be sparse (Newman, 2018). In the psychological 
network literature, density is also used to refer to the 
mean strength of the edges: a network with stronger 
connections is denser than a network with weaker 
connections, even if they have the same number of 
edges (Pe et al., 2015).

One hypothesis is that individuals suffering from 
depression have a denser symptom or emotion net-
work than do nondepressed people and are therefore 

more resistant to change (Pe et al., 2015). In a dense 
network, the symptoms or negative emotions can 
easily strengthen each other, making it more diffi-
cult to get out of a state of depression or a spiral of 
negative mood. This hypothesis has been studied in 
cross- sectional setups, but the results are inconclu-
sive (Robinaugh et al., 2020), and it is also unclear 
to what extent cross- sectional studies can give infor-
mation about the density of individual networks 
(Bos & Wanders, 2016). Time series analyses based 
on the VAR- model have found some evidence for 
denser networks in depressed individuals but have 
focused more on emotion or affect networks than 
on symptom networks.

For instance, Pe and colleagues (2015) conducted 
an ESM study comparing a healthy control group 
(n =  53) with participants diagnosed with major 
depression (n =  53). Over the course of 7 days, 
participants were prompted eight times per day 
to assess their negative (seven items) and positive 
(four items) affect using a 4- point scale. Networks 
were then inferred using a multilevel version of the 
VAR model. Density was calculated based on the 
absolute values of the connection strengths between 
the affect variables (i.e., the slope coefficients of 
the multilevel VAR model). When comparing the 
networks of the depressed and healthy individu-
als, the results indicated that depressed individuals 
had a denser network of (negative) emotions than 
did healthy individuals. Using the same method, 
Wigman and colleagues (2015) also found evidence 
for a more strongly connected network of thoughts 
and affect states in individuals with a diagnosis of 
depression than in healthy individuals.

However, results of density studies may be sensi-
tive to specific methodological or modeling choices, 
such as whether the estimated parameters are penal-
ized to limit the complexity of the model (de Vos 
et al., 2017). Ideally, the density hypothesis should 
also be studied within an individual. For example, 
in the study described in section “Early Warning 
Signals in Psychopathological Research,” Wichers 
and colleagues (2016) also followed the network 
density in a person who first was in a healthy state 
and then transitioned abruptly to an episode of 
depression. Indeed, results seem to indicate that the 
network density of affect states increased over time 
for this specific individual, but replication studies 
are still needed before any conclusions can be drawn 
(see also Wichers et al., 2020).

Perhaps the most widely used network measures 
in psychopathology are centrality measures. These 
measures are intended to indicate which nodes in 
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the network are important. The underlying idea is 
that nodes with a high centrality have strong con-
nections to other symptoms and therefore play an 
important role in the network (Newman, 2018). 
In psychopathological network theory, an impor-
tant hypothesis has been that the highly central 
symptoms can spread the activation of symptoms 
in the network and therefore intervening on such 
symptoms would be an important goal for clini-
cal practice (Borsboom & Cramer, 2013). In this 
way, the focus is shifted from the state of the over-
all network to individual symptoms (Robinaugh et 
al., 2020). Following these theoretical ideas, many 
empirical studies have aimed at finding the most 
central symptoms in psychopathological networks 
(Boschloo et al., 2016; Rodebaugh et al., 2018).

There are many centrality measures, but those 
most widely used in this field have been degree and 
betweenness centrality (Bringmann et al., 2019). 
Degree centrality is calculated simply by taking 
the sum of the edges that a node has. Therefore, 
nodes that are connected to many other nodes have 
a higher degree centrality than nodes that are con-
nected to only a few other nodes. For example, in 
a network representing the friendship relationships 
in a school class, the child with the most friends 
would have the highest number of edges and there-
fore the highest degree centrality. If the network 
is weighted— that is, the edges can have different 
weights— the sum of the (absolute) weights is taken, 
and the measure is called strength centrality.

Betweenness centrality is a more complex mea-
sure and is calculated based on the shortest paths 
between nodes (Freeman, 1977). A node that lies 
on many shortest paths between other nodes has a 
higher betweenness centrality than a node that lies 
on only a few shortest paths. For example, if a city 
in a railroad network lies on many shortest paths 
between other pairs of cities, then that city has a 
high betweenness centrality.

Translating these measures to psychopathologi-
cal symptom networks is not always straightforward 
(Dablander & Hinne, 2019; Hallquist et al., 2021). 
It may at first blush seem intuitively plausible that 
a symptom with many connections to other symp-
toms (i.e., degree centrality) or a symptom that is on 
many shortest paths between other symptoms (i.e., 
betweenness centrality) plays an important role in 
the symptom network. However, the centrality mea-
sures were originally developed with social networks 
in mind, and, as we have mentioned earlier, there 
are important differences between social networks 
and psychopathological networks (Bringmann et 

al., 2019). For instance, in psychopathological 
networks the edges are often negative (represent-
ing, e.g., a negative partial correlation), whereas in 
the kind of networks for which the measures were 
developed, there are only positive edges (e.g., there 
cannot be a negative railroad path: there is either a 
path or there is not). Researchers using psychologi-
cal networks deal with this generally by using abso-
lute values of the edges when calculating centrality 
measures, making the negative edges positive. The 
result is that crucial information (e.g., that the par-
tial correlation was negative) is lost. Due to this and 
many other issues (Bringmann et al., 2019), some 
experts on psychological networks have refrained 
from using centrality measures in their network 
analyses (e.g., Epskamp, van Borkulo, et al., 2018).

Networks and Complex Systems
In its early days, the network approach was not 

connected to complex systems theory (Borsboom, 
2008), or the nature of the connection between 
the two was not explicitly spelled out (Cramer et 
al., 2010). However, there is considerable overlap 
between the two approaches, and, in recent years, 
the connection between them has also been clarified 
and discussed (Borsboom, 2017).

A starting point for connecting the complex 
dynamic systems and network approaches is net-
work density (see section “Density and Centrality” 
above). Following Borsboom (2017), a network of 
symptoms can be seen as a complex dynamic system 
that can be in different stable states. These different 
stable states correspond to attractors in the system: 
for instance, a depressed and a healthy state. The 
idea is then that the density of the network partly 
determines how many attractors there are and 
whether a system transitions easily from one attrac-
tor (e.g., healthy state) to another (e.g., depressed 
state).

First, let us consider a network with low density, 
illustrated in the left panel of Figure 5.2a. Because 
the connections between symptoms are weak (indi-
cated by thinner lines), external stressors do not 
easily result in symptoms activating each other. The 
stability landscape associated with this network is 
shown in the right panel of Figure 5.2a: there is just 
one attractor (the deep basin) in the system, corre-
sponding to the stable healthy state, and the system 
tends to return to this attractor after perturbations 
(Borsboom, 2017).

However, in a dense symptom network, illus-
trated in the left panel of Figure 5.2b, the edges 
between symptoms are strong, and the activation of 
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a symptom after an external stressor easily leads to 
symptom spread throughout the network. In com-
plex systems terms, there are two attractors in the 
stability landscape of the system: one corresponding 
to a stable healthy state and one to a stable depressed 
state (Borsboom, 2017). The stability landscape in 
the right panel of Figure 5.2b illustrates how the 
system is currently still resting in a healthy state, 
but the attractor (the basin) is weaker (shallower) 
than the attractor corresponding to the depressed 
state (the deeper basin on the right). Between these 
attractors is a tipping point (the ridge), and, when 
this tipping point is reached (through perturbation 
and symptom activation), the system transitions 
from a healthy to a depressed state (Borsboom, 
2017). Thus, stressors may cause the system to tip 
over into the “depressed” attractor, and further-
more, the densely connected symptom network 
makes it more likely that the individual will remain 
in this state (the deeper basin) because the connec-
tions between symptoms reinforce each other. Based 
on this conceptual framework, Borsboom (2017) 
defines mental health as “the stable state of a weakly 
connected symptom network” and mental disor-
ders as “alternative stable states of highly connected 
(sub)networks of symptoms.”

This theoretical framework has direct connec-
tions to the EWS literature discussed in the previous 
section. In addition to measures such as autocor-
relation, network density also can be interpreted 
as an EWS, the idea being that the density of the 
network increases before the transition is reached. 
In other words, close to a transition, the variables 
of the system start to behave more similarly and 
are thus more highly correlated. In fact, these two 
measures, autocorrelation and density, are closely 
linked: autocorrelation is represented as self- loops 
in the VAR- based network, and therefore network 
density also partly reflects the strength of the auto-
correlation of symptoms (Pe et al., 2015). Indeed, as 
discussed above in section “Density and Centrality,” 
preliminary research suggests that the density of the 
network also is increasing before a transition into a 
depressed state (Wichers et al., 2016, 2020).

Challenges and Future Outlooks
Although these theoretical ideas are promising, 

there are still important unresolved issues. To start 
with, in the current network literature we often 
observe networks that not only contain symptoms 
and negative affect states, but also positive affect 
states as “happy” or “excited” (Pe et al., 2015). 
However, the original network theory as described 

above is based on symptom networks, and the idea 
that a dense network is associated with psychopa-
thology crucially relies on the assumption that the 
nodes are symptoms or negative variables, which 
then keep easily activating each other. In a net-
work with nodes representing positive affect states 
included (i.e., positive nodes), the reasoning does 
not work in the same way. In a dense network, these 
positive nodes also are more easily activated, which 
can lead toward a more positive overall state as posi-
tive nodes keep activating each other. Therefore, the 
link between density and psychopathology is con-
ceptually unclear in networks where positive nodes 
are included.

The same holds for autocorrelation or self- loops: 
with positive nodes such as “happy,” a high auto-
correlation is unlikely to function as an EWS for 
depression. Moreover, not only the strength of the 
autocorrelation (and whether the node is positive or 
negative) but also the mean level of the node is cru-
cial. If the mean level is low, a high autocorrelation 
actually implies that the node will tend to stay at a 
low mean level. Thus, even in symptom or negative 
affect networks, a high autocorrelation is unlikely to 
be an EWS if the mean symptom levels are very low. 
This highlights that although the edges are often the 
focus of interest in networks and complex dynamic 
systems, the simple mean should not be forgotten 
when studying psychopathology (Bringmann & 
Eronen, 2018).

Another way to connect network theory and 
complex systems theory is via formal theories using 
differential equations, which have recently received 
much attention (Burger et al., 2020; Robinaugh et 
al., 2021; see also Goldbeter, 2011). In the formal 
theory approach, a model is constructed where the 
nodes and the relationships between them are speci-
fied in a mathematically precise way, typically with 
differential equations that describe how each vari-
able changes over time as a function of the other 
variables. Thus, in contrast to a data- driven model 
such as the VAR model, where the edges are purely 
determined by the data, the formal approach starts 
from theory, from which testable models are then 
derived.

Robinaugh and colleagues (2019), for example, 
used this approach to develop a model of panic dis-
order, including variables such as arousal, perceived 
threat, and escape behavior. Based on theoretical 
considerations, they formulated a set of differential 
equations that represent the presumed relationships 
between these variables. At the core of this model is 
a bidirectional causal relationship between perceived 
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threat and arousal, which is moderated by a context 
variable (representing the presence or absence of an 
anxiety- inducing context) and arousal schema (rep-
resenting beliefs and learned associations regarding 
arousal).

By means of computational modeling (simula-
tions), Robinaugh and colleagues (2019) studied 
the behavior of their proposed model and evalu-
ated its ability to produce common features of 
panic attacks and panic disorders. According to the 
authors, the model successfully reproduces some 
key features of panic disorder, such as the rapid 
onset of panic attacks. It also makes predictions 
that can be tested: for example, the model initially 
did not reproduce the phenomenon of nonclinical 
panic attacks because, in the simulations, occur-
rence of panic attacks always resulted in develop-
ing a full- blown panic disorder. This led the authors 
to add an “escape schema” variable to the model, 
representing beliefs concerning the effectiveness of 
escape behavior as a way to respond to perceived 
threat. However, a shortcoming of the model is that 
it remains highly theoretical: the parameter values 
and functions are not based on empirical data, but 
on their theoretical plausibility and ability to pro-
duce the relevant behavior (Robinaugh et al., 2019).

More generally, Burger and colleagues (2020) 
propose to use these kinds of theory- driven mod-
els based on differential equations to model mental 
disorders and also argue that they can be useful to 
inform case conceptualization in clinical practice. 
Overall, there seem to be relevant links between 
networks and complex dynamic systems models 
and ways in which they can be fruitfully combined 
to model and understand psychopathology.

Conclusion
In this chapter, we have shown that there are 

many different approaches to studying psychopa-
thology in terms of complex systems. We started 
out by discussing what complexity means and what 
complex systems are. After this, we turned to com-
plex dynamic models that appear in the psychologi-
cal literature and how these models are currently 
used in the field of psychopathology in the form of 
EWSs and psychological networks.

An important point to emphasize is that there 
are many different definitions of complexity or 
complex systems and that, even focusing just on the 
psychological literature, there is no exact definition 
for these terms that would be currently agreed upon. 
Even more so, the translation of the theoretical con-
cepts and ideas associated with complex systems to 

actual models and applications is challenging and 
has taken place in very heterogeneous ways. For 
instance, nonlinearity and self- organization are 
central to theories of complex dynamic systems, 
the idea being that complex nonlinear behavior 
emerges from the interactions of many components. 
However, in practice, when applying a complex sys-
tems approach in clinical psychology, researchers are 
often just looking at increases in autocorrelation or 
variance in one variable (e.g., negative affect), which 
does not reflect the idea of complex behavior emerg-
ing from the interactions of many components.

Similarly, approaches that focus on individual 
symptoms, such as centrality measures, may not 
capture or reflect the complexity of mental disorders 
(Bringmann et al., 2019). It is hard to understand 
the behavior of a complex system by studying indi-
vidual components (Cramer et al., 2010); instead, 
a more promising approach is to focus on the 
dynamics of the system as a whole (Bringmann et 
al., 2019). Furthermore, standard network models 
such as partial correlations or VAR models are linear 
models, and, even more so, partial correlation mod-
els are static, not dynamic, models. A promising 
approach that can help in translating the ideas of 
complex dynamic systems theory to psychological 
models is the recent turn in the network approach 
to formal models based on differential equations.

A further open question that needs to be empha-
sized is: What is the “system” when we talk about 
complex dynamic systems in psychopathology? 
Depending on the context and the author, it can 
be the person (as in most examples in this chap-
ter), the mental disorder (Kossakowski et al., 2019), 
a network of symptoms (Nuijten et al., 2016), or 
many other things. This question is important, not 
only because it determines the focus of research, but 
also because variables that belong to the internal 
dynamics of the system are treated differently than 
external influences when modeling the behavior of 
the system.

In conclusion, complex systems approaches 
have become an integral part of psychopathologi-
cal research, and many different pathways of imple-
menting these approaches have evolved in the past 
decades. It is up to future research to disentangle 
the conceptual landscape of complexity and develop 
further ways of applying the theoretical ideas to the 
field of psychopathology.
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 6  Developmental Psychopathology

Dante Cicchetti

  
Etiological and teleological questions have been 

two of the primary issues that have captured the 
attention of developmentalists. The term “devel-
opmental” is not merely a synonym for the study 
of youngsters or the field of developmental science 
(Werner, 1948; Werner & Kaplan, 1963). Instead, 
a developmental orientation is best depicted as a 
“world view” (Pepper, 1942). Thus, it follows that 
one can take an adevelopmental approach to the 
study of children, or a developmental approach to 
any unit of behavior, discipline, culture, or person 
across the life span, either “normal” or atypical in 
some capacity or capacities. Developmental con-
tributions to virtually every scientific discipline 
have been with us since the inception of Western 
thought (Kaplan, 1967). Eisenberg (1977) urged 
his psychiatric brethren to adopt a developmental 
framework, presenting it as a unifying perspective 
that would enable clinical investigators to frame 
the difficulties they encounter in studying and 
treating psychopathology. Eisenberg believed that 
the concept of development could serve as “the 
crucial link between genetic determinants and 
environmental variables, between . . . psychology 
and sociology, and between physiogenic and psy-
chogenic causes” (p. 225). Furthermore, he pro-
posed that the term development should be used 
in a broad sense and felt that it should include “not 
only the roots of behavior in prior maturation as 
well as the residual of earlier stimulation, both 
internal and external, but also the modulation of 
that behavior by the social fields of the experienced 
present” (p. 225).

What Is Developmental Psychopathology?
Developmental psychopathology is an integra-

tive scientific discipline that is focused on indi-
vidual biological and psychological adaptation 
and maladaption in the context of developmental 

change (Cicchetti, 1984b; Cicchetti & Cohen, 
1995b; Rutter & Garmezy, 1983; Sroufe & 
Rutter, 1984). Before developmental psycho-
pathology could emerge as a discipline with its 
own integrity, the efforts of those in related fields 
(e.g., embryology, philosophy, clinical and devel-
opmental psychology, and psychobiology) had 
been separate and distinct (Cicchetti, 1984b; 
Santostefano & Baker, 1972). The lack of inte-
gration across disciplines stemmed, in part, from 
long- standing tensions between the philosophical 
traditions underlying academic training and clini-
cal practice and between basic and applied research 
(Santostefano, 1978).

Since its inception, developmental psychopa-
thology has strived to unify contributions from 
multiple fields of inquiry, including epidemiology, 
developmental and clinical psychology, psychiatry, 
behavioral and molecular genetics, neuroscience, 
immunology, pediatrics, and sociology. Instead 
of espousing a singular unitary theory that could 
account for all developmental phenomena, a major 
goal of developmental psychopathology is to inte-
grate knowledge across disciplines at multiple lev-
els of analysis and in multiple domains (Cicchetti 
& Cohen, 1995b; Cicchetti & Dawson, 2002; 
Cicchetti & Valentino, 2007; Gottlieb, 1992; 
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Rutter & Sroufe, 2000). The main goal of develop-
mental psychopathology is to understand the ori-
gins and course of disordered behavior. The focus 
is on comprehending the processes underlying both 
continuity and change in patterns of adaptation. 
Major questions include: How does prior adapta-
tion leave the individual vulnerable to, or buffered 
against, certain types of stresses? And, how do par-
ticular patterns of adaptation, at different develop-
mental periods, interact with a changing internal 
or external environment or physiology to produce 
subsequent adaptation (Cicchetti, 1993; Sroufe & 
Rutter, 1984)?

Historically, a number of eminent theorists 
from diverse disciplines have asserted that we can 
understand more about normal developmental 
functioning by investigating its pathology and, 
likewise, more about pathology by examining its 
normal condition (Cicchetti, 1990). Indeed, for 
many theorists, the distinctiveness and uniqueness 
of a developmental psychopathology approach lie 
in its focus on both the normal and abnormal, 
adaptive and maladaptive, developmental pro-
cesses (Cicchetti, 1984b; Rutter, 1986; Sroufe, 
1990). Although traditional perspectives concep-
tualize maladaption and disorder as inherent to 
the individual, the developmental psychopathol-
ogy framework places them in a dynamic rela-
tion between the individual and external contexts 
(Sameroff, 2000).

What Is a Developmental Analysis?
Because psychopathology unfolds over time 

in a dynamically developing organism, it is criti-
cal to adapt a developmental viewpoint in order 
to understand the processes underlying individual 
pathways to adaptive and maladaptive outcomes 
(Rutter, 1986; Sroufe, 2007). The undergirding 
developmental orientation impels researchers to 
pose new questions about the phenomena they 
study. For example, with regard to bipolar disorder, 
it becomes necessary to move beyond identifying 
features that differentiate children, adolescents, 
and adults who have and who do not have bipolar 
disorder (e.g., emotion dysregulation; attributional 
distortions) to articulating how such differences 
have evolved developmentally. Likewise, rather 
than being concerned with merely describing the 
symptoms of bipolar disorder in children, adoles-
cents, and adults (as is the focus of DSM- V), the 
emphasis shifts to ascertaining how similar and 
different biological and psychological organiza-
tions contribute to the expression of depressive, 

hypomanic, or manic outcomes at each specific 
developmental level.

A developmental analysis presupposes change 
and novelty, highlights the important role of timing 
in the organization of behavior, underscores mul-
tiple determinants, and cautions against expecting 
invariant relations between causes and outcomes. 
Moreover, a developmental analysis is as applicable 
to the study of the gene or cell as it is to the individ-
ual, family, or society. Moreover, a developmental 
analysis is important for tracing the roots, etiology, 
and nature of maladaptation so that interventions 
may be timed and guided, as well as developmen-
tally and culturally appropriate (Causadias, 2013; 
Toth et al., 2013). Furthermore, a developmental 
analysis is useful for discovering the compensatory 
mechanisms— biological, psychological, and social- 
contextual— that may promote resilient function-
ing despite the experience of significant adversity 
(Denckla et al., 2020; Masten, 2014).

A developmental analysis also seeks to examine 
the prior sequences of adaptation or maladaptation 
that have contributed to a given outcome. Because 
developmental psychopathology adheres to a life 
span view of developmental processes and strives 
to delineate how early development influences later 
development, a major issue in the discipline is how 
to determine continuity in the quality of adapta-
tion across developmental time. The same behaviors 
in different developmental periods may represent 
quite different levels of adaptation. For example, 
behaviors that indicate competence within a devel-
opmental level may indicate incompetence within 
subsequent developmental periods. Normative 
behaviors manifested early in development may 
denote maladaptation when exhibited at a later 
time. The manifestation of competence in different 
developmental periods is rarely indicated by iso-
morphism in behavior presentation.

Historical Roots of Developmental 
Psychopathology

Developmental psychopathology owes the emer-
gence and coalescence of its framework to many 
historically based endeavors (see Cicchetti, 1990). 
The publication of Achenbach’s textbook (1974/ 
1982); Rutter and Garmezy’s (1983) chapter in 
the Handbook of Child Psychology (Mussen, 1983); 
the Special Issue of Child Development devoted to 
developmental psychopathology (Cicchetti 1984a); 
the Rochester Symposium on Development and 
Psychopathology (Cicchetti, 1989); a journal devoted 
exclusively to the discipline, Development and 
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Psychopathology (1989); and the three large volumes 
entitled Developmental Psychopathology (Cicchetti, 
2016a; Cicchetti & Cohen, 1995a; Cicchetti & 
Cohen, 2006) are among its landmark works; how-
ever, the field of developmental psychopathology 
has historical roots within a variety of disciplines 
(Cicchetti, 1990).

One of the basic themes in the writings of the 
earlier thinkers was that if one aims to comprehend 
pathology more fully, then one must understand the 
normal functioning against which psychopathology 
is compared. Without a sophisticated understand-
ing of the range of diversity in normal development, 
we would be severely hampered in our attempts to 
elucidate the pathways to adaptation and malad-
aptation in high- risk and disordered individuals of 
varying backgrounds. Although some definitional 
divergence exists, it is generally agreed that devel-
opmental psychopathologists should investigate 
functioning through the examination of multiple 
biological and psychological domains and levels of 
analysis (Cicchetti & Dawson, 2002; Cicchetti & 
Valentino, 2007, Masten, 2007).

The eminent psychiatrist Adolf Meyer put 
forth a psychobiological orientation. For Meyer, 
the psychobiological approach depicted humans 
as integrated organisms such that their thoughts 
and emotions could affect the functioning all the 
way down to the cellular and biochemical level, 
and, conversely, that occurrences at these lower 
biological levels could influence thinking and feel-
ing (Meyer, 1950– 1952; Rutter, 1988). Gilbert 
Gottlieb (1991) depicted individual normal devel-
opment as characterized by “an increase of com-
plexity of organization at all levels of analysis as a 
consequence of horizontal and vertical coactions, 
including organism- environment coactions” (p. 
7). For Gottlieb (1992), horizontal coactions were 
thought to take place at the same level of analysis 
(e.g., gene– gene, cell– cell, person– person), whereas 
vertical coactions occurred at a different level of 
analysis (e.g., cell– tissue, organism– environment, 
behavioral activity– nervous system) and are recip-
rocal in nature. Consequently, vertical coactions are 
capable of influencing developmental organization 
from either lower to higher or higher to lower levels 
of the developing system. Accordingly, epigenesis is 
viewed as probabilistic rather than predetermined, 
with the bidirectional nature of genetic, neural, 
behavioral, and environmental influence over the 
course of individual development capturing the 
essence of Gottlieb’s (1992) conception of probabi-
listic epigenesis (Gottlieb, 2007).

The Organizational Perspective
Developmental psychopathology is not char-

acterized by the acceptance of any theoretical 
approach; however, the organizational perspective 
on development has proved to be a powerful theo-
retical framework for conceptualizing the intricacies 
of the life span perspective on risk and psychopathol-
ogy, as well as on normal development (Cicchetti, 
1993; Cicchetti & Sroufe, 1978; Sroufe & Rutter, 
1984). The organizational perspective focuses on 
the quality of integration both within and among 
the behavioral and biological systems of the indi-
vidual. Furthermore, the organizational perspective 
specifies how development proceeds. Development 
occurs as a progression of qualitative reorganization 
within and among the biological, socioemotional, 
cognitive, representational and linguistic systems 
proceeding through differentiation and subsequent 
hierarchic integration and organization. The ortho-
genic principle (Werner, 1948; Werner & Kaplan, 
1963) specifies that the developing individual 
moves from a state of relatively diffuse, undifferen-
tiated organization to states of greater articulation 
and complexity by differentiation and consolidation 
of the separate systems, followed by hierarchic inte-
gration within and between systems

At each juncture of reorganization in develop-
ment, the concept of hierarchic motility specifies that 
prior developmental structures are incorporated into 
later ones by means of hierarchic integration. In this 
way, early experience and its effects on the organi-
zation of the individual are carried forward within 
the individual’s organization of systems rather than 
having reorganizations override previous organiza-
tions. Accordingly, hierarchic motility suggests that 
previous areas of vulnerability or strength within 
the organizational structure may remain present 
although not prominent in the current organiza-
tional structure. Nonetheless, the presence of prior 
structures within the current organization allows for 
possible future access by way of regressive activation 
of those previous structures in times of stress or cri-
sis. Thus, for example, a behavioral or symptomatic 
presentation of a depressed individual may appear 
discrepant with recently evidenced adaptations but, 
in effect, indicates the activation of prior maladap-
tive structures that were retained in the organiza-
tional structure through hierarchic integration.

Organizational theorists contend that each stage 
of development confronts individuals with new 
challenges to which they must adapt. At each period 
of reorganization, successful adaptation or compe-
tence is signified by an adaptive integration within 
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and among the emotional, social, cognitive, rep-
resentational, and biological domains as the indi-
vidual masters current biological and psychological 
developmental challenges. Because earlier structures 
of the individual’s organization are incorporated 
into later structures in the successful process of 
hierarchical integration, early competence tends to 
promote later competence. An individual who has 
adaptively met the developmental challenges of the 
particular stage will be better equipped to meet suc-
cessful new challenges in development. This is not 
to say that early adaptation ensures successful later 
adaptation; major changes or stresses in the inter-
nal and external environment may tax subsequent 
adaptational capacities. However, early compe-
tence does provide a more optimal organization of 
behavioral and biological systems thus offering, in a 
probabilistic manner, a greater likelihood that adap-
tive resources are available to encounter and cope 
with new developmental demands (Cicchetti, 1993; 
Sroufe et al., 2005).

In contrast, incompetence in development is 
fostered by difficulties or maladaptive efforts to 
resolve the challenges of a developmental period. 
Accordingly, incompetence in development can be 
conceived as a problematic integration of patholog-
ical structures. Over time, as hierarchical integra-
tion between the separate systems occurs, difficulty 
in the organization of one biological or behavioral 
system may tend to promote difficulty in which 
other systems are organized. The organization of the 
individual may then appear to consist of an integra-
tion of poorly integrated component systems. Early 
incompetence tends to promote later incompetence 
because the individual arrives at successive develop-
mental stages with less than optimal resources avail-
able for responding to the challenges of that period. 
Again, however, this progression is probabilistic, 
not inevitable.

Although many theoreticians and researchers in 
developmental psychopathology have focused their 
efforts on childhood and adolescent disorders, a life 
span perspective is necessary because it is only by 
examining a range of conditions and populations 
from infancy through adulthood and into old age 
that developmental continuities and discontinuities 
can be elucidated. Moreover, since all periods of the 
life span usher in new biological and psychological 
challenges, strengths, and vulnerabilities (Erikson, 
1950), the process of development may embark on 
an unfortunate turn at any point in the life span 
(Bell, 1968; Zigler & Glick, 1986). Whereas change 
in functioning remains possible at each transitional 

turning point in development, prior adaptation does 
place constraints on subsequent adaptation. The 
longer an individual continues along a maladap-
tive ontogenic pathway, the more difficult it is to 
reclaim a normal developmental trajectory (Sroufe 
et al., 1990). Furthermore, recovery of function to 
an adaptive level of developmental organization is 
more likely to occur following a period of pathol-
ogy if the level of organization prior to the break-
down was a competent and adaptive one (Sroufe et 
al., 1990).

Within developmental psychopathology, disor-
ders in childhood, adolescence, and adulthood are 
viewed from within the broader context of knowl-
edge that has been accrued about normal biologi-
cal and psychological processes (Cicchetti & Aber, 
1998; Sameroff, 2000; Sroufe, 1990). In practice, 
this requires an understanding of the biological and 
psychological developmental transformations and 
reorganizations that occur over time; an analysis 
and appropriate weighting of the risk factors and 
mechanisms operating in the individual and his 
or her environment throughout the life course; an 
investigation of how emergent functions, compe-
tencies, and developmental tasks modify the expres-
sion of risk conditions or disorders or lead to new 
symptoms and difficulties; and a recognition that 
a specific stress or underlying mechanism may, at 
different times in the developmental process and 
in varied contexts, lead to different behavioral dif-
ficulties. Accordingly, individuals may experience 
similar events differently depending on their level of 
functioning across all domains of biological and psy-
chological development. Thus, various occurrences 
will have different meanings for individuals because 
of the nature and timing of their experience. This 
interpretation of the experience, in turn, will affect 
the adaptation or maladaptation that ensues.

Zigler and Glick (1986), stated that a central 
tenet of developmental psychopathology is that 
persons may move between pathological and non-
pathological forms of functioning. In addition, 
developmental psychopathology underscores that, 
even in the midst of pathology, individuals may dis-
play adaptive coping mechanisms (see also Ellis et 
al., 2020). Furthermore, depending on contextual 
constraints the definition of normality may vary. For 
example, affective inhibition may be adaptive for a 
child with maltreating parents, but it may result in 
victimization by peers (Cicchetti & Toth, 2016). 
This life span perspective on psychopathology 
enables developmental considerations to be brought 
into harmony with clinical concepts used to define 
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the natural history of disorder, such as prodrome, 
onset, course, offset, remission, and residual states. 
Rather than competing with existing theories and 
facts, the developmental psychopathology perspec-
tive provides a broad integrative framework within 
which the contributions of separate disciplines can 
be fully realized in the broader context of under-
standing individual functioning and development.

Developmental Psychopathology 
Principles
The Interface of Normal and Atypical Development

As mentioned earlier, throughout the course of 
history, prominent theoreticians, researchers, and 
clinicians have adapted the premise that knowledge 
about normal and atypical development is recipro-
cally informative (Cicchetti, 1984b, 1990; Sroufe, 
1990). These systematizers have underscored that 
research on the typical and atypical must proceed in 
tandem if we are to produce an integrative theory of 
development that can account for normal as well as 
deviant forms of ontogenesis to emerge.

Embryological research has made significant 
contributions to developmental theory (Gottlieb, 
1976, 1983; Waddington, 1957). From their 
empirical efforts to unravel the mysteries of nor-
mal embryological functioning through isolation, 
defect, and recombination experiments and their 
investigation of surgically altered and transplanted 
embryos, embryologists derived the principles of dif-
ferentiation, of a dynamically active organism, and 
of a hierarchically integrated system (Waddington, 
1966; Weiss, 1969). Moreover, experiments con-
ducted on genetic mutations have enhanced the 
understanding of normal functioning by magnify-
ing the processes involved in normal ontogenesis 
(Fishbien, 1976). As Weiss (1961) stated, “even the 
greatest deformity is produced by the same rigor-
ously lawful molecular and cellular interactions 
that govern normal development” (p. 150). Weiss 
(1961) articulated, that “no doubt that understand-
ing of development has been furthered by the study 
of abnormalities” (p. 150).

In view of the contributions that the study of 
psychopathological phenomena and extreme risk 
conditions have made to theory development and 
refinement in other disciplines, it is curious that 
there was such a great reluctance to apply the 
knowledge derived from atypical populations of 
human participants in work in developmental and 
clinical psychology to normal developmental theory 
and research. Similar to cross- cultural research, the 
study of psychopathology can affirm, broaden, and 

challenge extant theories of normal and abnormal 
development by elucidating what developmental 
sequences are logically necessary, discovering pos-
sible alternate pathways to adaptive and maladap-
tive outcomes, and proffering evidence on which 
processes are most important for mental growth 
(Causadias, 2013; Cicchetti & Wagner, 1990; 
Garcia- Coll et al., 2000).

Often the investigation of a system in its smoothly 
operating normal or healthy state does not afford 
the opportunity to comprehend the interrelations 
among its component subsystems. Chomsky (1968) 
reflected on this state of affairs when he asserted that 
“One difficulty in the psychological sciences lies in 
the familiarity of the phenomena with which they 
deal. . . . One is inclined to take them for granted 
as necessary or somehow natural” (p. 21). Because 
pathological conditions such as brain damage or 
growing up in malignant environments enable us 
to isolate the components of the integrated sys-
tem, their investigation sheds light on the normal 
structure of the system and prevents us from falling 
prey to the problem identified by Chomsky. Hence, 
empirical examinations of psychopathological pop-
ulations and developmental extremes must be con-
ducted (see Rutter, 1989). If we ignore the study of 
these atypical phenomena, then the eventual result 
is likely to be the construction of theories that are 
contradicted by the revelation of critical facts in 
psychopathology (Lenneberg, 1967).

When extrapolating from abnormal populations 
with the goal of informing developmental theory, it 
is important that a range of populations and condi-
tions be considered. The study of a single psycho-
pathological or risk process may result in spurious 
conclusions if generalizations are made based solely 
on that condition or disorder. However, if we view 
a given behavioral pattern in the light of an entire 
spectrum of diseased and disordered modifications, 
then we may be able to attain significant insight into 
the processes of development not generally achieved 
through sole reliance on studies of relatively more 
homogeneous nondisordered populations.

Developmental Pathways: Diversity in Process and 
Outcome

Diversity in process and outcome is conceived as 
among the hallmarks of the developmental psycho-
pathology perspective (Cicchetti & Rogosch, 1996; 
Sameroff, 2000; Sroufe, 1989). Developmental 
psychopathologists have articulated the expecta-
tion that there are multiple contributors to adap-
tive or maladaptive outcomes in any individual, 
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that these factors and other relevant contributions 
vary among persons, and that there are myriad 
pathways to any particular manifestation of adap-
tive or disordered behavior (Richters & Cicchetti, 
1993; Sroufe & Jacobvitz, 1989). Additionally, it is 
thought that there is heterogeneity among individu-
als who develop a specific disorder with respect to 
the features of their disturbance, as well as among 
persons who evidence maladaptation but who do 
not develop a disorder.

Equifinality refers to the observation that, in 
any open system, a diversity of pathways including 
chance events— or what biologists refer to as nonlin-
ear epigenesis— may lead to the same outcome (Mayr, 
1964, 1988). Stated differently, in an open system 
the same end state may be reached from a variety 
of different initial conditions and through different 
processes. In contrast, in a closed system the end 
state is inextricably linked to and determined by the 
initial conditions; if either the conditions change or 
the processes are modified, then the end state will 
also be modified (von Bertalanffy, 1968).

The principle of multifinality suggests that any one 
component may function differently depending on 
the organization of the system in which it operates. 
Multifinality states that the effect on functioning of 
any one component’s value may vary in different sys-
tems. Actual effects will depend on the conditions 
set by the values of additional components with 
which it is structurally linked. Thus, a particular 
adverse event should not necessarily be seen as lead-
ing to the same psychological or nonpsychological 
outcome in every individual. Likewise, persons may 
begin on the same major pathway and, as a function 
of their subsequent “choices,” exhibit very different 
patterns of adaptation or maladaptation (Cicchetti 
& Tucker, 1994; Egeland et al., 1996; Rutter, 1989; 
Sroufe, 1989; Sroufe et al., 1990).

Developmental Cascades
Developmental cascades refer to the cumulative 

consequences of the many interactions and trans-
actions occurring in developing systems that result 
in spreading effects across levels, among domains at 
the same level, and across different systems or gen-
erations (Masten & Cicchetti, 2010). Theoretically, 
these effects may be direct and unidirectional, direct 
and bidirectional, or indirect through various path-
ways; however, these consequences are not transient: 
developmental cascades alter the course of devel-
opment. Cascade effects could explain why some 
problems that arose in childhood are predictive of 
widespread difficulties in adolescence and emerging 

adulthood whereas others are not. Given effects that 
spread over time for some kinds of psychopathol-
ogy, well- timed and targeted interventions could 
interrupt negative or promote positive cascades. 
Moreover, if developmental cascades are common 
and often begin with adaptive behavior in early 
childhood, then this would explain why the evi-
dence in prevention science indicates a high return 
on investment in early childhood interventions, 
such as high- quality preschool programs (Heckman, 
2006; Reynolds & Temple, 2006). These effects 
may work by counteracting negative cascades, by 
reducing problems in domains that often cascade to 
cause other problems, or by improving competence 
in domains that increase the probability of better 
function in other domains.

Cascade effects encompass a broad array of 
phenomena investigated in developmental science 
within and across multiple levels of influence, from 
the molecular to the macro. Such cascade models 
may account for the pathways by which gene– 
environment interplay unfolds over time in epigen-
esis to shape development, linking genes to brain 
function to behavior to social experience (Cicchetti 
2016a, b; Gottlieb, 2007; Hanson & Gottesman, 
2007; Szyf & Bick, 2013). The processes by which 
genetic disorders result in the development of 
behavioral anomalies have been described as cas-
cades. Biological embedding of experience, as could 
happen when traumatic or negative experiences 
alter gene expression of the stress response systems 
of a developing child, may begin as a downward 
cascade (e.g., experience alters functional systems in 
the child) and then subsequently these altered sys-
tems may begin cascading upward consequences for 
brain development, stress reactivity, and symptoms 
of psychopathology through a complex sequences 
of processes (Cicchetti, 2002; Cicchetti & Cannon, 
1999; Gunnar & Quevedo, 2007; Meaney, 2010; 
Shonkoff et al., 2009).

Multiple Levels of Analysis
Over the past several decades, the advances that 

have accrued in scientific knowledge reveal that, in 
order to grasp the complexity inherent to the exami-
nation of the normal and abnormal human mind, it is 
important that a multiple levels of analysis approach 
and an interdisciplinary perspective be incorporated 
into the research armamentarium of developmen-
talists (Cacioppo et al., 2000; Cicchetti & Dawson, 
2002; Masten, 2007; Pellmar & Eisenberg, 2000). 
Many of the psychopathological disorders that 
confront individuals today are not as effectively 
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investigated by a single scientist or through a single 
disciplinary model. These scientific questions can 
be best addressed through an integrative interdis-
ciplinary framework (Pellmar & Eisenberg, 2000; 
Staudinger, 2015). As Miller (1995) asserted “all of 
the different specialties— ranging from the basic to 
the applied and from the biological to the social and 
cultural— are needed to advance our common goal 
of better understanding human behavior” (p. 910). 
The more comprehensive portrayals of adaptation 
and maladaptation that ensue will serve not only to 
advance scientific understanding, but also to inform 
efforts to prevent and ameliorate psychopathology 
across the life span.

An interdisciplinary approach to research 
ensures that multiple levels are well represented 
and that the resulting theoretical advances are con-
sistent with insights from other levels. Influences 
are conceived to flow bidirectionally between 
levels, so that no single level can be attributed 
causal privilege. Biology is thus not seen as the 
root cause of behavior, but rather as one strand 
of reciprocal influence in the developing system, 
both giving rise to and regulated by behavioral 
and environmental phenomena. Although biolog-
ical and genetic factors are not accorded privileged 
causal status in developmental systems approaches 
(Cicchetti & Cannon, 1999; Thelen & Smith, 
1998), theory and research cannot afford to over-
look the contributions that genetic and neurode-
velopmental processes can make to typical and 
atypical outcomes (Cicchetti & Walker, 2003; 
Romer & Walker, 2007).

The gains in scientific knowledge have led to 
remarkable advances in multilevel research. For exam-
ple, genetic variation, known as gene– environment 
interaction and gene– environment interplay, has been 
shown to influence the effects of environmental expe-
rience on adaptive and maladaptive outcome. More 
recently, some developmental theorists have pro-
posed a more general phenomenon of biological sen-
sitivity to context (Boyce & Ellis, 2005). According 
to Belsky’s influential theory of differential suscepti-
bility, genetic variation affects an individual’s suscep-
tibility to environmental influences, be they positive 
or negative (Belsky, 2013). Belsky hypothesized that 
high susceptibility is dangerous in an adverse envi-
ronment, but adaptive in a benign or enriched envi-
ronment. Belsky’s model underscores the ongoing 
coaction of multiple levels in determining functional 
outcomes and may help to guide future efforts to 
identify targets, timing, and types of efficacious inter-
vention (Belsky & Van IJzendoorn, 2015).

Epigenetics, the environmental regulation of genetic  
activity, is another field in which breakthroughs have 
occurred (Cicchetti, 2016a; Hackman et al., 2010; 
O’Donnell & Meaney, 2020; Szyf & Bick, 2013). 
Epigenetics broadly refers to the way the environ-
ment impacts gene expression. Epigenetic modi-
fications (e.g., methylation) change the way genes 
are expressed. Like a light switch, epigenetic modi-
fication can turn genes on or off or act as a dim-
mer switch to increase or decrease the way genes 
are expressed. Animal and human studies have pro-
vided a growing body of research that demonstrates 
that early experience affects long- term physical and 
mental health by regulating the expression of genes 
related to neural development (Cicchetti et al., 
2016a, 2016b; Meaney, 2010; O’Donnell & Meaney, 
2020), immune function, and stress regulation (Szyf 
& Bick, 2013), with downstream effects on adaptive 
and maladaptive behavior. Because DNA methyla-
tion is reversible, efficacious interventions may serve 
to reprogram adaptive systems, targeting biological 
processes (e.g., stress reactivity) through behavioral 
changes (Szyf & Bick, 2013).

Resilience
The discipline of developmental psychopathol-

ogy, with its major focus on the dialectic between 
normal and abnormal development, is uniquely 
poised to provide the theoretical and empirical foun-
dation for resilience science. From its inception as an 
integrative science, developmental psychopathology 
spurred investigators to discover the most effective 
means of preventing and ameliorating maladaptive 
and pathological outcomes (Sroufe & Rutter, 1984). 
In fact, Masten and Cicchetti (2016) have stated 
that “resilience science is quintessential developmen-
tal psychopathology because it focuses on variation 
among individuals in relation to their experiences as 
they adapt and develop” (p. 272). Leading scholars 
investigating the risk for mental illness in human 
development realized that understanding this varia-
tion in adaptive behavior and outcomes was essen-
tial to developing an in- depth understanding of the 
genesis, epigenesis, prevention, and intervention of 
problems and disorders (Anthony & Koupernik, 
1974; Garmezy, 1974; Garmzey & Rutter, 1983; 
Garmezy & Streitman, 1974; Rutter, 1979, 1987; 
Werner & Smith, 1982). Scholars and clinicians 
recognized that it was vitally important to discover 
why some individuals do well under very challeng-
ing high- risk situations, whereas others do poorly in 
the tasks of life or develop serious psychopathology 
(Luthar et al., 2000; Masten & Cicchetti, 2016).
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Definitions of resilience have shifted with a 
broader framework in human development toward 
a developmental systems perspective that inte-
grates theory and research from ecological theory 
(Bronfenbrenner, 1979), general systems theory 
(von Bertalanffy, 1968), and systems thinking in 
biology (Gottlieb, 2007). For the purpose of this 
chapter, resilience is defined thusly:

Resilience is the potential or manifested capacity of 
an individual to adapt successfully through multiple 
processes to challenges that threaten the function, 
survival, or positive development. (Masten & 
Cicchetti, 2016, p. 275)

Among the central themes in a developmental 
systems perspective on resilience, several principles 
are noted herein (for a full explication, see Masten 
& Cicchetti, 2016) (1) Many interacting systems 
shape the course of normal and abnormal develop-
ment and the processes involved in resilience. (2) 
Resilience always reflects the current context as 
well as the history of the individual (or system). 
(3) Resilience is a dynamic developmental process 
(Egeland, Carlson, & Sroufe, 1993; Luthar et al., 
2000). (4) Resilience per se is not a trait; however, 
many traits could influence resilience (Block & 
Block, 1980). As described earlier, the organizational 
perspective on development underscores the impor-
tance of studying multiple systems concurrently. 
Developmental psychopathologists who adhere to 
the organizational view of developmental processes 
must increasingly incorporate culturally and age- 
appropriate assessments of the effects of biological, 
psychological, and social- contextual factors within 
individuals, in their strivings to uncover the roots 
of resilient adaptation (Cicchetti & Cohen, 1995b).

Until the past two decades, research on the 
determinants of resilience was primarily psychoso-
cial in nature. Research on the neurobiology and 
molecular genetics of resilience has finally begun in 
earnest (Charney, 2004; Cicchetti, 2013; Cicchetti 
& Curtis, 2007; Cicchetti et al., 2010; Curtis & 
Cicchetti, 2003; Ioannidis et al., 2020; Masten 
& Cicchetti, 2016). The contribution of biologi-
cal factors to resilience has been demonstrated by 
research on neurobiological and neuroendocrine 
function in relation to stress regulation and reactiv-
ity, behavioral genetics research on nonshared envi-
ronmental effects, and molecular research in the 
field of epigenetics.

One of the mechanisms through which indi-
vidual functioning might be able to develop in a 
resilient fashion can happen on a neurobiological 

level via the process of neural plasticity (Cicchetti & 
Curtis, 2006; Cicchetti & Tucker, 1994). Neural 
plasticity can be framed as a process by which expe-
rience results in the reorganization of neural path-
ways across the course of development. The relation 
between the brain and experience is bidirectional. 
Experience helps shape the neural pathways in the 
brain, and the newly shaped brain seeks out differ-
ent experiences which further alter neural pathways.

As the developmental process proceeds, neu-
ral plasticity appears to be guided by events that 
provide information to be encoded in the nervous 
system (Greenough et al., 1987). These experience- 
dependent processes involve the adaptation of the 
brain to information that is unique to the indi-
vidual. Because all individuals encounter distinctive 
environments, each brain is modified in a singular 
fashion. Unlike the case with experience- expectant 
processes, experience- dependent processes do not 
take place within a stringent temporal interval 
because the timing or nature of experience that the 
individual encounters or chooses cannot be entirely 
and dependably envisioned (Black et al., 1998; 
Cicchetti, 2002).

Determining the multiple levels at which change 
is engendered through randomized prevention trials 
will provide more insights into the mechanisms of 
change, the extent to which neural plasticity may be 
promoted, and the interrelations between biological 
and psychological processes in maladaptation, psy-
chopathology, and resilience. Efficacious, resilience- 
promoting interventions could be conceptualized as 
experience- dependent neural plasticity. Efficacious 
interventions should change behavior and physiol-
ogy through producing alterations in gene expres-
sion (transcription) that produce new structural 
change in the brain (Kandel, 1999).

Resilient functioning is more than a product 
of biological systems. Psychosocial systems are 
equally important. Examples of such psychoso-
cial factors that have been found to be linked to 
resilient outcomes include secure attachment rela-
tionships, an autonomous self, self- determination, 
close friendships, supportive parenting, positive 
neighborhood characteristics, and variation in per-
sonality types (Masten & Cicchetti, 2016). Large 
longitudinal studies on the neurobiological mecha-
nisms of resilient functioning after child maltreat-
ment that cut across and integrate multiple levels 
of analysis (i.e., genetic, endocrine, and immune 
systems; brain structure and function; cogni-
tion, emotion, and environmental factors) and 
their temporal interconnections (Cicchetti, 2013; 
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Ehrlich et al., 2020; Ioannidis, 2020; Masten & 
Cicchetti, 2016).

Prevention and Intervention
The preeminent objective of prevention science 

is to intervene in the course of development to 
reduce or eliminate the emergence of maladaptation 
and mental disorder. Prevention scientists also seek 
to foster the recovery of function and promote resil-
ient adaptation in individuals at risk for psychopa-
thology. Despite the logical links that exist between 
the provision of intervention to infants, children, 
adolescents, and adults and developmental theory 
and research, far too few bridges have been forged 
between these realms of knowledge (Cicchetti & 
Toth, 2017; Weisz & Kazdin, 2017).

Prevention and intervention randomized con-
trolled trials (RCTs) can provide a lens through 
which the processes responsible for the develop-
ment, maintenance, and alteration of typical and 
atypical patterns can be discerned (Cicchetti & 
Toth, 1992; Howe et al., 2002). Because prevention 
trials tend to occur earlier in development than most 
intervention trials and because prevention tends to 
be concerned with key risk factors for the develop-
ment of psychopathology, they are particularly rel-
evant to informing developmental theory (Howe et 
al., 2002). Prevention and intervention efforts also 
should be designed to elucidate the mediators and 
moderators of resilience and the recovery of adap-
tive function.

Psychosocial factors are particularly relevant to 
informing intervention efforts to promote resil-
ience through adulthood and across developmen-
tal contexts. Investigations of psychosocial systems 
can help to identify ways in which interventions 
might be able to alter the environment to intro-
duce protective factors that will increase the likeli-
hood that individuals will have resilient outcomes. 
Community-  or school- level interventions can 
be designed to promote factors that are linked to 
resilient functioning (such as community parenting 
classes or fostering peer relationships in classrooms). 
Although it is valuable to integrate biological sys-
tems when conducting psychosocial studies to help 
inform social interventions (Cicchetti & Gunnar, 
2008), it is most practical for interventions to tar-
get social systems. Luthar and Cicchetti (2000) 
observed that research on resilience has substantial 
potential to guide the development and implemen-
tation of interventions for facilitating the promo-
tion of adaptive function and development in 
diverse high- risk populations.

Child Maltreatment: Illustration from 
a Developmental Psychopathology 
Perspective

What happens to individual development when 
there are severe disturbances in the child- rearing 
environment? How do these atypical organism– 
environment interactions and transactions influ-
ence development across the life span? By studying 
child maltreatment, we can learn more about the 
functions of typical and atypical environments as 
they influence developmental processes. Both the 
concept of an average expectable environment and 
a dynamic systems view of development will help to 
formulate the analysis of the developmental conse-
quences of child maltreatment.

Child abuse and neglect is a serious public health 
problem in critical need of attention. In 2018, 
Child Protective Services received reports for more 
than 3.5 million children. As a nation, we have not 
responded to child abuse and neglect for decades, 
considering it an individual problem: bad parent-
ing, parental mental illness, substance abuse, the 
perfect storm. However, it is now well- established 
that child abuse and neglect must be considered 
within a multilevel developmental lens, integrating 
risk factors at the individual, interpersonal, com-
munity, societal, and cultural levels (Cicchetti & 
Lynch, 1993, 1995).

Child maltreatment is one of the most adverse 
and stressful challenges that confront children. 
Child maltreatment constitutes a severe environ-
mental hazard to children’s adaptive and healthy 
mental, emotional, social, physical, and neurobio-
logical development. Although child maltreatment 
occurs at all socioeconomic levels, the vast majority 
of maltreated children reside in low- income, highly 
impoverished environments. Consequently, mal-
treated children are exposed not only to intrafamilial 
stressors, but also to poverty, high levels of domestic 
and community violence, crime, poor schools, and 
diminished local resources. Child abuse and neglect 
and domestic violence constitute toxic conditions 
whereby children are exposed to chronic, severe, 
and prolonged stress and trauma, often occurring in 
the absence of protective factors.

Consistent with the organizational perspective 
on development described earlier in this chap-
ter, the experience of child maltreatment initiates 
a probabilistic path of epigenesis for abused and 
neglected children that is marked by an increased 
likelihood of repeated disruptions in developmental 
processes that may create a cascade of maladapta-
tion across diverse domains of neurobiological, 
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neuroendocrine, immunological, socioemotional, 
and cognitive development. Specifically, maltreated 
children are likely to manifest atypicalities in neu-
robiological processes, physiological responsive-
ness, emotion recognition and emotion regulation, 
attachment relationships, self- system development, 
representational processes, social information pro-
cessing, peer relations, school functioning, and 
romantic relationships (Cicchetti, 2016b; Cicchetti 
& Toth, 2015). Another way in which maltreat-
ment may exert its harmful effects is by becoming 
embedded in the activity of neurobiological systems 
that regulate metabolic function. Holochwost and 
colleagues (2021) hypothesized that the literature 
supports a common account of activity among the 
parasympathetic nervous system, the sympathetic 
nervous system, and the hypothalamic- pituitary 
axis under homeostatic and stressful conditions.

Maltreatment experiences may potentiate neural 
systems to proceed along a trajectory that deviates 
from that taken in normal neurobiological devel-
opment (Cicchetti & Tucker, 1994; Courchesne et 
al., 1994). For example, early maltreatment, either 
physical or emotional, may condition young neu-
ral networks to produce cascading effects through 
later development, possibly constraining the child’s 
flexibility to adapt to new challenging situations 
with new strategies rather than with old conceptual 
and behavioral prototypes. Thus early psychologi-
cal trauma may eventuate not only in emotional 
sensitization, but also in pathological sensitiza-
tion of neurophysiological reactivity (Cicchetti & 
Tucker, 1994).

Children who are endowed with normal brains 
may encounter a number of experiences (e.g., pov-
erty, community violence, child maltreatment) that 
exert a negative impact on developing brain struc-
ture, function, and organization and contribute to 
distorting these children’s experiences of the world 
(Hackman et al., 2010). This provides a unique 
opportunity for comprehending how environmen-
tal factors can bring about individual differences in 
neurobiological development.

Children maybe especially vulnerable to the 
effects of pathological experiences during periods of 
rapid creation or modification of neuronal connec-
tions. Pathological experience may become part of 
a vicious cycle, and the pathology induced in the 
brain structure may distort the child’s experiences, 
with subsequent alteration in cognition or social 
interactions, thereby causing additional pathologi-
cal experience and added brain pathology (Cicchetti 
& Tucker, 1994). Because experience- expectant and 

experience- dependent processes may continue to 
operate during psychopathological states, children 
who incorporate pathological experience may add 
neuropathological connections into their develop-
ing brain instead of functional neuronal connec-
tions (Black et al., 1998).

As has been stated, child maltreatment affects 
both neurobiological and psychological processes. 
Physiological and behavioral responses to maltreat-
ment are interrelated and contribute to children’s 
making choices and responding to experiences in 
ways that typically produce pathological devel-
opment. Because maltreated children experience 
the extremes of caretaking casualty (Sameroff & 
Chandler, 1975), they provide one of the clearest 
opportunities for scientists to discover the multiple 
ways in which social and psychological stressors can 
affect biological systems. Numerous interconnected 
neurobiological systems are affected by the various 
stressors associated with child abuse and neglect (De 
Bellis, 2001, 2005). Moreover, each of these neu-
robiological systems influences and is influenced 
by multiple domains of biological and psychologi-
cal development. Furthermore, in keeping with 
the principle of multifinality, the neurobiological 
development of maltreated children is not affected 
in the same way in all individuals. Of note, not all 
maltreated children exhibit anomalies in their brain 
structure or functioning, and identifying protective 
mechanisms in these children emerges as an impor-
tant area of future research.

In general, the literature indicates that expo-
sure to child maltreatment increases the risk for a 
greater lifetime prevalence of high levels of many 
psychopathological symptoms and disorders in later 
life (Cicchetti & Toth, 2015; Vachon et al., 2015; 
Widom et al., 2009). These include, but are not 
restricted to posttraumatic stress disorder, mood 
and anxiety disorders, dissociation and suicidal 
behavior, substance use disorders, disruptive and 
antisocial behaviors, thought problems, and psy-
chosis (Cicchetti & Toth, 2016; Toth et al., 2011).

The occurrence of resilient outcomes in some 
maltreated children points out that self- righting 
tendencies in human development may be strong 
even in the face of deviance and failure in the 
environment (Cicchetti, 2013; Ellis et al., 2020; 
Waddington, 1957). Discovering how maltreated 
children develop and function resiliently despite 
experiencing a multitude of stressors offers con-
siderable promise for expanding, affirming, and 
challenging extant developmental theories regard-
ing pathways to adaptive functioning in maltreated 
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children. Because resilience is a dynamic develop-
mental process, it is critical to conduct multilevel 
longitudinal studies on the pathways to resilient 
functioning in maltreated and non- maltreated chil-
dren. This information would be extremely useful 
for developing preventive interventions that are 
developmentally informed, timed, guided, and 
implemented with the goal of reducing or elimi-
nating maladaptation and psychopathology in mal-
treated children (Toth, Gravener, et al., 2013).

Preventive interventions strive to alter the envi-
ronment to bring about positive outcomes. Scientific 
research on epigenetics has shown how environ-
mental influences affect gene expression. Thus, 
this suggests that prevention and intervention also 
may change the epigenome and also could result in 
improved outcomes (O’Donnell et al., 2018). If we 
are to understand the mechanisms through which 
early adverse experiences such as child maltreatment 
impact maladaptation, psychopathology, and resil-
ience, then it is critical that we also examine genetic 
variation and epigenetic modifications.

Research on gene– environment interaction 
(G×E) and on epigenetics needs to incorporate a 
developmental perspective (i.e., G×E×D). Genes 
may affect how environmental experience affects the 
developmental process, and this may operate differ-
ently at various developmental periods. Moreover, 
the effects of genes and experiences at a particular 
period may be influenced by the effects of prior 
development. Environments may affect the timing 
of genetic effects and gene expression. Additionally, 
there are experience effects of the epigenome, and 
these also would operate differently across the 
course of development (Cicchetti et al., 2016a, 
2016b; Cicchetti & Handley, 2017).

Chronic and toxic stressors, like child maltreat-
ment, can initiate epigenetic changes, representing 
one potential mechanism for how maltreatment 
can lead to adverse physical and mental health out-
comes. Studies have begun to uncover the ways that 
child maltreatment influences future psychological 
and health outcomes via epigenetic mechanisms. 
Cicchetti and colleagues (2016a, 2016b) examined 
epigenetic changes in genes that influence how we 
feel pleasure, respond to stress, and process alco-
hol. Their results revealed significant differences 
in methylation, a marker of epigenetic change, 
between maltreated and non- maltreated school- age 
youth. Children who experienced maltreatment in 
early life had significantly more methylation on a 
gene site related to how we experience pleasure (i.e., 
dopamine). Maltreated boys, specifically those who 

experienced maltreatment early in life, had signifi-
cantly more methylation on the gene related to risk 
for alcohol use disorders.

In another study Cicchetti and Handley (2017) 
investigated the role of maltreatment in predict-
ing methylation on a gene involved in the stress 
response (i.e., the glucocorticoid receptor gene 
NR3C1). They found that the more severe and fre-
quent the child’s maltreatment experiences were, 
the more likely they were to have excessive meth-
ylation on the glucocorticoid receptor gene. The 
glucocorticoid receptor gene is related to the body’s 
stress response system and how individuals respond 
to stressful situations. In turn, this methylation was 
associated with mental health problems including 
externalizing behavior problems and depression.

Depression: Illustration from a 
Developmental Psychopathology 
Perspective

Depression is one of the most prevalent, recur-
rent, costly, and debilitating mental disorders 
worldwide. Almost 20% of the US population will 
experience a clinically significant episode of depres-
sion during their lifetime, and approximately 80% 
of depressed individuals will experience recurrent 
episodes. The disorder is multifaceted and affects 
afflicted individuals’ emotions, thoughts, sense of 
self, interpersonal relationships, productivity, and 
life satisfaction (Cicchetti & Toth, 1998; Goodman 
& Gotlib, 1999).

Depression is of particular interest to develop-
mental psychopathologists because of the complex 
interplay of psychological (e.g., affective, cognitive, 
and interpersonal) and biological (e.g., genetic, 
neurophysiological, neurobiological, immuno-
logical, neuroendocrine) systems that are involved. 
Notably, these varied systems do not exist in isola-
tion. Rather, they are completely interrelated and 
mutually interdependent. Thus, understanding the 
interrelations among these biological and psycho-
logical systems is vital for delineating the nature of 
the disorder, as well as elucidating how these systems 
also promote adaptive functioning. Furthermore, 
depressive conditions may be conceived as forming 
a spectrum of severity from transient dysphoria uni-
versally experienced, to elevated levels of depressive 
symptoms that do not meet the criteria for disorder, 
to long- term periods of dysthymia and episodes of 
major depressive disorder. Even within more nar-
rowly defined disorders such as a major depressive 
disorder, there are likely to be heterogeneous condi-
tions with phenotypic similarity despite differences 
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in etiology. Although there are diverse pathways 
leading to depressive disorders (equifinality), poten-
tial risk factors for depression may result in a multi-
tude of outcomes, of which depression may be one 
(multifinality). Moreover, depressive phenomena 
and disorders are present throughout the life span, 
from early childhood through senescence. Because 
of the continuities and divergences from normal 
functioning manifested in depressive disorders 
across the life course, the study of depression holds 
promise for understanding the interface of normal 
and abnormal adaptation. Not only does knowledge 
of normative development and functioning assist in 
characterizing the deviations evident among indi-
viduals with depression, but also, in understanding 
the aberrations in functioning among depressed 
persons, it elucidates how normal adaptation is 
achieved.

Stressful life events play a substantial role in the 
development of depression across the life course and 
are one of the leading precipitating factors for the 
onset of depressive episodes. Environmental stress-
ors can include things such as childhood poverty, 
child maltreatment, natural disasters, and death of 
a loved one, to name a few. Experiencing stressors 
typically precedes the initial elevation of depressed 
symptoms and increases the likelihood of episode 
recurrence. In fact, Hammen (2005) concluded that 
the experience of a life stressor was 2.5 times more 
likely among depressed cases compared to controls, 
and 80% of depressed cases were preceded by stress-
ful major life events. Moreover, depressed parents 
often face co- occurring problems, such as socio-
economic stressors, marital or relational conflict, or 
insufficient social support. Cicchetti, Rogosch, and 
Toth (1998) found that families with a depressed 
parent were shown to experience more contextual 
risk, including greater perceived stress, parenting 
hassles, family conflict, and lower perceived social 
support and marital satisfaction.

Given the multiplicity of systems affected by 
depressive disorder, a developmental psychopathol-
ogy approach also directs attention to an examina-
tion of early developmental attainments that may 
be theoretically related to later appearing patterns 
of depressive symptomatology (Palmer et al., 2019). 
For example, obtaining an understanding of the 
deviations in emotion regulation or the core nega-
tive attributions about the self observed in depressed 
persons may begin by examining the early develop-
ment of these features, their developmental course, 
and their interrelations with other psychological 
and biological systems of the individual.

Single risk factors can rarely be conceived as 
resulting in depressive outcomes. Rather, the orga-
nization of biological and psychological systems, 
as they have been structured over development, 
must be fully considered. The concept of a depres-
sotypic developmental organization has much heu-
ristic value in guiding thinking about the diverse 
processes that underlie symptom expression and 
depressive outcomes (Cicchetti & Toth, 1998). 
The developmental position challenges us to move 
beyond identifying isolated aberrations in cognitive, 
affective, interpersonal, and biological components 
of depressive presentations to understand how those 
components have evolved developmentally and how 
they are integrated within and across biological and 
psychological systems.

Caspi et al. (2003) conducted a prospective 
study that found an interaction between stress-
ful life events and the serotonin transporter gene 
(i.e., 5- HTT) was related to the risk of developing 
depression. The promoter region of the 5- HTT 
gene contains either a short (S) or long (L) repeat 
allele. The short allele leads to less efficient tran-
scription compared to the long allele. Individuals 
in the study who were carriers of the short allele 
were more sensitive to stressful life experiences 
and were likely to develop depression (Caspi  
et al., 2003).

A number of subsequent studies have failed to 
replicate the results of the Caspi et al. (2003) candi-
date gene study. These discrepant findings have trig-
gered an ongoing debate about the methodological 
challenges facing G×E studies (e.g., Caspi et al., 
2010; Duncan & Keller, 2011; Risch et al., 2009). 
Specific gene effects become increasingly compli-
cated when the role of developmental timing on the 
impact of environmental events, genetic expression, 
and depressive phenotypes is considered. In addi-
tion, there are potential interactions among genetic 
variants, downstream biological mechanisms, and 
improperly accounted for confounding variables 
such as ethnicity, gender, age, or socioeconomic 
status.

Genome- wide association studies (GWAS) also 
have become increasingly prominent in the field of 
psychopathology as an alternative method to can-
didate gene approaches to investigate the role of 
genes in the development of disorders. GWAS uti-
lize genome- wide sets of common genetic variants 
known as single nucleotide polymorphisms (SNPs) to 
differentiate which variations are associated with 
observable traits or behaviors. This method allows 
scientists to conduct scans of whole genomes to see 
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if multiple genetic variants are related to the expres-
sion of a depressive disorder.

Early GWAS studies of depression have pro-
duced largely underwhelming results. Although 
these GWAS investigations had sample sizes com-
parable to successful GWAS studies for other com-
mon diseases and phenotypes, no significant SNPs 
emerged in these early investigations of depression. 
Thus, the effect of most SNPs on depression are 
small in magnitude, and a large sample size is nec-
essary to identify the genetic loci associated with 
depression. A paucity of studies have attempted to 
take a developmental approach by using GWAS to 
analyze which molecular genetic SNPs correlate 
with age of onset for major depressive disorder.

GWAS often fail to account for environmental 
influences on genetic expression. In contrast, epi-
genetics focuses on how DNA can be influenced by 
the environment. Epigenetics involves functional 
changes to the genome, where certain genes may 
be turned on or off without altering the nucleo-
tide sequence. Examples include changes to DNA 
methylation and histone acetylation (Cicchetti & 
Handley, 2017; Cicchetti et al., 2016a, 2016b; Sun 
et al., 2013). The heterogeneous nature of depres-
sion and “missing heritability” between epidemio-
logical investigations and molecular studies make 
for an ideal candidate for epigenetic studies.

The developmental psychopathology perspec-
tive provides important insights useful to prevent 
depressive disorders as well as to intervene once 
depression has occurred. In addition, treatment 
for depression may need to vary depending on the 
history of prior depressive disorders. Post (1992) 
studied the developmental progression of episodes 
among mood- disordered individuals and concluded 
that the more automatic triggering of episodes later 
in the course of these disorders likely requires differ-
ent treatments. For first episodes of depressive disor-
der, interpersonal psychotherapies may have greater 
utility in reorganizing the affective, cognitive, and 
interpersonal difficulties depressed individuals 
exhibit. However, later episodes of depression may 
become increasingly primed biologically, and psy-
chopharmacological interventions combined with 
more directive cognitive- behavioral therapy are 
likely to be more essential. Additionally, alterna-
tive drug treatments may become necessary as the 
progression of episodes and concomitant biological 
alterations may make previously effective drugs no 
longer effective (Post, 1992; Post et al., 1996).

Behavioral and psychological interventionists 
are interested in epigenetic effects on treatment. It 

is largely appreciated that interventions do not suc-
ceed for all participants; however, our understand-
ing of how individual factors influence intervention 
efficacy is still in its infancy. Most of this work is 
guided by differential susceptibility models which 
suggest that those most likely to be adversely affected 
by negative environmental experiences are also those 
most likely to benefit from contextual support. This 
theory implies that specific characteristics of people 
make it more likely that both positive and negative 
experiences will, respectively, affect the individual’s 
positive and negative functioning and development 
(e.g., Belsky & Pluess, 2013). For example those 
carrying one or more serotonin transporter- linked 
polymorphic region gene (i.e., 5- HTTLPR) short 
alleles have shown both increased positive and nega-
tive outcomes depending on rearing environments. 
Although these genetic factors have been thought 
to inform risk, there is also experimental evidence 
to suggest that those who carry the “risk allele” ben-
efit more from interventions (e.g., Cicchetti, Toth, 
& Handley, 2015; Drury et al., 2012; Kegel et al., 
2011). This suggests that we may be able to uti-
lize genetic information to improve treatments for 
individuals suffering from depression or at risk for 
developing depression. However, not all interven-
tions guided by a differential susceptibility perspec-
tive are focused on genetic or epigenetic markers 
for sensitivity to the environment. Behavioral (e.g., 
temperament; Belsky et al., 2007) and physiologi-
cal (e.g., vagal tone; Conradt et al., 2013) mark-
ers are also often theorized to denote differences in 
sensitivity.

Science has made huge strides in our under-
standing of how genes function (or don’t function) 
in relation to complex behavioral phenotypes such 
as depression. However, we still have a long way to 
go until we even begin to crack the genetic code 
to common psychopathologies. Research on human 
genetics and psychopathological phenotypes is 
becoming increasingly collaborative. Current work 
and theory suggest that we can expect to find hun-
dreds to even thousands of genetic variants and 
gene- by- environment interactions that contribute 
to the depressive phenotype. This may even vary 
dependent on sex, ethnicity, developmental tim-
ing of disease onset, and/ or specific sets of symp-
toms. Scientists aim to unveil a variety of biological 
pathways to generate a deeper understanding of the 
processes which underlie the development of psy-
chiatric disorders. Furthermore, we suggest that 
genetic work should shift its focus on to specific 
symptoms of depression such as sleep disturbances, 
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irritability, or hopelessness. It also will be important 
to take into account the developmental timing of 
environmental events and symptom onset when 
considering the impact of genetic and epigenetic 
factors.

In recent years, advances in research methods 
to investigate brain mechanisms have provided 
the opportunity to examine the neural correlates 
of depressive psychopathology and its risk fac-
tors. Identification of the neural signatures of 
mental disorders will accelerate accurate diag-
nosis and contribute to efficacious treatment. 
Electroencephalogram (EEG) and structural mag-
netic resonance imaging (MRI) and functional 
MRI (fMRI) provide insight into general and spe-
cific neuroanatomical regions and neural circuits 
that play a role in depression.

Early research on the neural correlates of depres-
sion centered around EEG findings. The frontal 
cortex is lateralized for negative and positive affect, 
with left frontally activated individuals showing 
less negative affect and greater positive affect than 
right frontally activated individuals (Tomarken et 
al., 1992). From a developmental perspective, inse-
curely attached infants of depressed mothers also 
have been shown to have relative right- sided EEG 
frontal asymmetry (Dawson et al., 1992).

In his important book, Neural Darwinism, 
Edelman (1987) describes the great variability 
found in patterns of synaptic connection and states 
that some of this heterogeneity takes place as a result 
of differential experiences during sensitive periods 
for synaptogenesis. The findings of Dawson and 
colleagues (1992) were consistent with Edelman’s 
(1987) thesis and suggest that a mother’s emotional 
condition, and implicitly with her interactions with 
her baby, can impact on developing patterns of syn-
aptogenesis in the early years of life (Cicchetti & 
Tucker, 1994).

A large recent literature has begun using imag-
ing technology to determine the neural correlates 
of depression development. Research in the field of 
developmental affective neuroscience has focused 
on the amygdala and the prefrontal cortex (PFC), 
areas critical for emotion processing and regulation. 
The amygdala is critical for detecting emotional 
salience of environmental stimuli and for develop-
ing conditioned fear responses. It has repeatedly 
been shown to activate in response to emotional 
stimuli. The PFC inhibits this amygdalar response, 
restraining emotional reactivity. The PFC is critical 
for executive functioning abilities, including cogni-
tive control and behavioral inhibition.

Research investigations also have identified 
changes in immune function associated with 
depression, sparking interest in the role of neuroim-
mune function and inflammation in the ontogeny 
of depression. Depressed persons have been found 
to have increased levels of inflammatory markers; 
particular emphasis has been placed on the cytokine 
interleukin- 6 (i.e., IL- 6). Depressed individuals also 
have a greater likelihood of developing inflamma-
tory illnesses. Inflammation has been proposed to 
work in concert with early life adversities to increase 
risk for internalizing symptoms and disorder 
(Cicchetti, Handley, & Rogosch, 2015). Individuals 
who experienced high childhood adversity and went 
on to develop depression exhibited accompanying 
increased levels of inflammatory biomarkers IL- 6 
and C- reactive protein (CRP). In contrast, adoles-
cents who were not exposed to early adversity do 
not show the same effects, consistent with findings 
that only depressed adults who experienced child 
maltreatment exhibited elevated inflammation 
(Danese et al., 2008).

A longitudinal investigation of African American 
youth also found a coupling between the develop-
ment of depression and inflammation as a result 
of harsh parenting during childhood (Beach et al., 
2017). Moreover, this study discovered that the 
relationship between harsh parenting and depres-
sion and inflammation is mediated by stress and the 
nature of romantic relationships during the child’s 
young adulthood, suggesting that parenting prac-
tices impact inflammation and depression through 
their effects on the child’s future relationship styles. 
Thus, early stressors pave the way for inflammatory 
pathways to disease.

The field of developmental psychopathology 
conceptualizes “mental illness as involving dysfunc-
tion across multiple and transacting developmental 
processes” (Cicchetti & Toth, 2009, p. 20). Mental 
disorders are conceived as being dynamic and should 
be studied from an interdisciplinary perspective and 
a multiple levels of analysis approach (Cicchetti 
& Dawson, 2002; Cicchetti & Toth, 2009). Such 
an approach entails investigating bidirectional and 
transactional interactions among genetic, neuro-
biological, social, environmental (pre-  and post-
natal), and cultural influences over the course of 
the life span. Adapting a multiple levels of analysis 
approach enables developmental psychopatholo-
gists to achieve one of their major goals: to under-
stand the full complexity of psychopathology and 
discover the mechanisms underlying individual pat-
terns of adaptation through investigating the whole 



develoPmental  PsycHoPatHology 137

organism (Sroufe & Rutter, 1984; Zigler & Glick, 
1986). The concurrent examination of biological, 
psychological, and environmental- contextual pro-
cesses and their interplay at different developmental 
periods provides an integrative conceptualization of 
the course of psychopathology (Cicchetti & Cohen, 
1995a; Garber & Bradshaw, 2020).

In keeping with its integrative focus, contribu-
tions to developmental psychopathology have come 
from many disciplines of the biological and social 
sciences. A wide array of content areas and meth-
odologies have been germane. Risk and protective 
factors and processes have been identified and vali-
dated at multiple levels of analysis and in multiple 
domains. The increased emphasis on a multilevel, 
dynamic systems approach to psychopathology and 
resilience; the increased attention paid to gene– 
environment interplay in the development of psy-
chopathology and resilience; and the application of 
a multiple levels of analysis developmental perspec-
tive to mental illnesses that have traditionally been 
examined nondevelopmentally not only have con-
tributed to a deeper understanding of dysfunction, 
but also have educated the public about the causes 
and consequences of mental disorder.

Furthermore, advances in G×E interactions 
and epigenetics; growth in the understanding of 
neurobiology, neural plasticity, and resilience; and 
progress in the development of methodological and 
technological tools, including brain imaging, neural 
circuitry, immunology, hormone assays, social and 
environmental influences on brain development, 
and statistical analysis of developmental change have 
paved the way for interdisciplinary and for multiple 
levels of analysis research programs and collabora-
tions that will significantly increase the knowledge 
base of the development and course of maladapta-
tion, psychopathology, and resilience. Moreover, 
randomized control prevention and intervention 
trials are beginning to be based on developmentally 
informed models. These RCTs will increasingly shed 
light on the processes and mechanisms contributing 
to developmental change at both the biological and 
psychological levels (Cicchetti & Gunnar, 2008).

Developmental psychopathologists have incor-
porated concepts and methods derived from other 
disciplinary endeavors that are too often isolated 
from each other, thereby generating advances in 
knowledge that might have been missed in the 
absence of cross- disciplinary dialogue. It is apparent 
that increasingly prospective longitudinal research 
programs should be conducted that not only inves-
tigate high- risk and mentally disordered individuals, 

but also follow up comparable matched normal 
comparisons over developmental time. Moreover, 
these multidomain longitudinal investigations 
should endeavor to begin before a period of signifi-
cant developmental change takes place (e.g., neu-
rodevelopmental research on schizophrenia should 
begin in the prenatal period) and follow up individ-
uals through when the emergence of the disorder is 
at its highest (for research on schizophrenia at least 
through the period of later adulthood) (Cicchetti 
& Cannon, 1999). Such longitudinal research will 
be critical to discover trajectories to developmental 
adult psychopathology.

Future research in this area must employ meth-
odological pluralism and strive for fidelity between 
the current systems theory models of brain– 
behavior relations and the nature of the methods 
and measures utilized. In the search to discover the 
mechanisms linking various developmental path-
ways to the same psychopathological outcome, 
study designs should incorporate sufficiently large 
samples to permit the identification of relatively 
homogenous profiles of individuals that can be 
subjected both to variable- oriented and person- 
oriented statistical analyses.

Finally, researchers should continue with the 
implementation of a multiple dynamic systems 
approach that integrates biological contributors to 
psychopathology and the psychological and social 
factors that are operative in the genesis and main-
tenance of disorders. The continuation and elabo-
ration of a multiple levels of analysis framework 
within and across disciplines interested in normal 
and abnormal development not only will enhance 
the science of developmental psychopathology, but 
also will increase the benefits to be derived for indi-
viduals with high- risk conditions or mental disor-
ders, families, and society as a whole.

The multiplicity of pathways contributing to 
the development of depression directs us toward 
studying the interface between normal and abnor-
mal development. Developmental psychopathology 
draws attention to both the similarities and differ-
ences among normal and psychopathological con-
ditions. Accordingly, researchers can discern the 
specific pathways leading to depression as well as dis-
cover the commonalities underlying normal devel-
opment, depressive illness, and related disorders. In 
particular, increased attention to the pathways and 
trajectories taken by individuals who avoid devel-
oping depression despite the presence of enduring 
vulnerabilities and transient challenges may help 
inform prevention and intervention efforts.
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Intervention
Developmentally informed psychosocial inter-

ventions have been implemented for children 
maltreated early in life, the young offspring of 
depressed mothers, and depressed teens. For exam-
ple, Cicchetti, Rogosch, and Toth (2006) con-
ducted an RCT with maltreated infants and their 
mothers. Child– parent psychotherapy (CPP), an 
evidenced- based trauma treatment model that facil-
itates change through promoting positive mother– 
child attachment relationships, was the psychosocial 
treatment utilized. CPP is based on the fundamen-
tal assumption that challenges in the parent– child 
relationship are not the result of a deficit in par-
enting knowledge or skill. Rather, CPP recognizes 
that a caregiver’s insensitivity or lack of appropriate 
responsivity to a child is likely the result of their own 
childhood experiences with caregivers. CPP aims 
to help parents recognize the role that their own 
childhood experiences with caregiving may have in 
their current parenting practices. CPP focuses on 
fostering a secure parent– child attachment by help-
ing parents become more responsive, sensitive, and 
attuned to their child. The RCT of Cicchetti et al. 
(2006) documents CPP as efficacious at promoting 
attachment security in maltreated infants (see also 
Guild et al., 2017; Pickreign Stronach et al., 2013; 
Toth et al., 2002).

Cicchetti, Rogosch, and Toth (2000) found that 
CPP was efficacious in fostering cognitive develop-
ment in toddlers of depressed mothers. In addi-
tion, Toth, Rogosch, Manly, and Cicchetti (2006) 
discovered that CPP fostered secure attachment in 
toddlers of depressed mothers.

Toth, Rogosch, Oshri, Gravener- Davis, Sturn, 
and Morgan- Lopez (2013) conducted a random-
ized trial of interpersonal psychotherapy (IPT) with 
economically disadvantaged mothers with major 
depressive disorder. The women in this RCT also 
had extensive histories of trauma, with nearly 90% 
of the women receiving IPT having histories of 
maltreatment and with more than 90% experienc-
ing at least one lifetime traumatic event. Depressive 
symptoms at the conclusion of treatment and at 8 
months post- intervention were significantly lower 
among women who received IPT than among those 
who received treatment generally available in the 
community. Social adjustment and perceived stress 
also were identified as mediators of sustained posi-
tive treatment effects (Toth, Rogosch et al., 2013).

Handley et al. (2017) conducted an RCT with 
a sample of racially and ethnically diverse, socio-
economically disadvantaged mothers of infants. 

Mothers were randomized to IPT or an enhanced 
community standard control group. Engagement 
with IPT led to significant decreases in maternal 
depressive symptoms at 8 months post- treatment. 
Moreover, reductions in maternal depression post- 
treatment were associated with less toddler inse-
cure disorganized attachment characteristics, more 
maternal adaptive perceptions of toddler tempera-
ment, and improved maternal parenting efficacy 
8 months following the completion of IPT. These 
results document the potential benefits in chil-
dren of successfully treating maternal depression. 
Alleviating maternal depression appears to initi-
ate a cascade of positive adaptation among both 
mothers and offspring, which may alter the well- 
replicated risk trajectory for offspring of depressed 
mothers (Cicchetti & Toth, 1998; Goodman & 
Gotlib, 2002).

In contrast to earlier writings that claimed 
depression arising in childhood will diminish over 
time if left to run its course, we now possess lon-
gitudinal data demonstrating that once depression 
remits, it often reemerges and impairs children’s 
ability to negotiate developmental tasks compe-
tently. Likewise, a number of investigations have fol-
lowed up adults with depressive disorders over time 
and found that serious psychological impairments 
often occur both during the illness proper and in 
the period of remission. Now that developmental 
psychopathologists have discovered how depressed 
individuals negotiate a number of the stage- salient 
issues throughout the life course, we are in a posi-
tion to assess not only how an incompetent orga-
nization of biological and behavioral systems can 
contribute to the development of depression, but 
also to discover how the presence of depression 
affects competence both during an episode and in 
remission.

Conclusion
There remains a great deal to be accomplished in 

advancing an integrative, multilevel developmental 
understanding of maladaptation, psychopathology, 
and resilience. The developmental considerations 
raised in this chapter make clear that progress 
toward a process- level understanding of normal and 
abnormal development will require research designs 
and strategies that allow for the simultaneous 
consideration of multilevel analysis and multiple 
domains of variables within and outside the individ-
ual. Moreover, the organizational perspective, with 
its emphasis on understanding the organization of 
biological and psychological development and its 
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focus on studying the “whole person” in context, 
will play an important role in framing the questions 
as we seek to continue examining the nature of the 
relation between biological and psychological fac-
tors in the symptoms, causes, course, sequelae, and 
treatment responsivity of risk, maladaptation, psy-
chopathology, and resilience. The cross- fertilization 
of the neurosciences with psychology and related 
disciplines will result in major advances in our com-
prehension of normality and pathology, especially if 
a developmental perspective to the interdisciplinary 
ventures is adopted by the investigators.

Although the challenges are great in the quest to 
arrive at a sufficiently integrative approach to under-
standing pathological phenomena, a developmental 
psychopathology approach holds great promise for 
elucidating necessary future questions and sugges-
tion strategies to apply to such an undertaking.
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 Generalized Anxiety Disorder, 
Panic Disorder, Social Anxiety 
Disorder, and Specific Phobia

Richard E. Zinbarg, Alexander L. Williams, Amanda M. Kramer,  
and Madison R. Schmidt

Introduction
In this chapter, we cover several DSM- 5 anxiety 

disorders, including generalized anxiety disorder 
(GAD), panic disorder (PD), social anxiety disorder 
(SAD), and Specific Phobia (SP). Whereas obsessive- 
compulsive disorder (OCD) and posttraumatic 
stress disorder (PTSD) were classified as anxiety 
disorders in earlier DSM editions, they were moved 
into new groupings in DSM- 5 and will be covered 
in later chapters in this volume. Two other diagnoses 
(separation anxiety disorder, selective mutism) that 
are rare in adults and were not classified with the 
other anxiety disorders in earlier DSM editions were 
moved into the anxiety disorders grouping in DSM- 
5 but will not be covered in this chapter.

We begin by describing anxiety and fear, the 
core constructs that define and differentiate these 
diagnoses. Following Barlow (2002), anxiety is a 
future- oriented mood state associated with prepa-
ration for possible harm, whereas fear is an alarm 
response when danger is perceived to be present. Put 
differently, fear— or panic (we use the terms inter-
changeably)— involves a triggering of the fight- flight- 
or- freeze (FFF) mechanism when danger is perceived 
to be present, whereas anxiety involves a priming of 
(i.e., simultaneous excitatory and inhibitory input 
to) the FFF mechanism when danger is perceived to 
be possible at a later point in time (Zinbarg, 1998). 
Viewed from this perspective, there are both overlap-
ping and distinctive features between anxiety and 
panic. Anxiety and panic overlap in that they both 
involve perception of danger and excitatory input to 
the FFF mechanism. However, they are different in 
their temporal aspects, given that anxiety is future- 
oriented and fear is an alarm response to present dan-
ger. They are also different in that anxiety involves 

simultaneous inhibitory input to the FFF mecha-
nism, whereas panic involves purely excitatory input 
to this mechanism.

DSM- 5 distinguishes two types of panic attacks: 
unexpected and expected. If the individual is aware 
of a cue or trigger at the time of the attack, then 
the attack is expected; if not, the attack is unex-
pected. Whereas panic attacks of some sort are 
ubiquitous across the anxiety disorders and even 
in major depression (Craske et al., 2010), panic/ 
fear is not central to the definition of GAD. In con-
trast, anxiety is central to the definition of each 
anxiety disorder, including PD/A, SAD, and SP— 
disorders in which fear plays an important role. 
For example, the primary distinction between the 
group of nonclinical panickers— individuals who 
experience recurrent panic attacks— and those 
with PD/A is that those with PD/A experience 
anticipatory anxiety about their attacks, whereas 
those with nonclinical panic do not (Telch et 
al., 1989).

The central features of PD in DSM- 5 are (1) recur-
rent, unexpected panic attacks and (2) persistent 

Abbreviations
 AS Anxiety sensitivity
 BIS Behavioral inhibition system
 DD Dysthymic disorder
 GAD Generalized anxiety disorder
 MDD Major depressive disorder
 PD Panic disorder
 PD/ A Panic disorder with agoraphobia
 PE/ E Positive emotionality/ extraversion
 SAD Social anxiety disorder
 SP Specific Phobia  
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worry about having attacks or the development of 
significant, maladaptive behavioral changes designed 
to avoid having attacks. Note that if all the individ-
ual’s attacks are of the expected variety, a diagnosis 
other than PD would be made, perhaps SAD, SP, 
PTSD, or OCD. A common complication of PD 
is agoraphobia— the fear and avoidance of situa-
tions from which it would be difficult to leave or 
get help in the event of a panic attack. However, 
in recognition of the data from some epidemio-
logical studies suggesting a substantial population 
of individuals with agoraphobia and without panic 
symptoms (e.g., Wittchen et al., 2008), DSM- 5 has 
reverted to identifying agoraphobia as an indepen-
dent diagnosis, as it had been in DSM- III. Thus, 
someone with PD who develops fairly extensive ago-
raphobia receives two DSM- 5 diagnoses (PD and 
agoraphobia), whereas in DSM- III- R, DSM- IV, and 
DSM- IV- TR they would have received a single diag-
nosis (PD with or without agoraphobia; PD/ A).This 
chapter includes results published before the DSM- 
5, which therefore pertain to the pre- DSM- 5 single 
diagnosis convention (PD/ A).

In DSM- 5 the cardinal feature of GAD is exces-
sive, uncontrollable worry about numerous life cir-
cumstances, accompanied by at least three common 
manifestations of anxiety, like muscle tension, sleep 
disturbance, or irritability.

DSM- 5 divides SP into five subtypes: animal (fear 
cued by animals or insects, such as dogs, snakes, or 
spiders), natural environment (cued by an object in 
the natural environment, such as heights, thunder-
storms, or water), blood- injury- injection (cued by 
seeing blood, injury, or receiving an injection), situ-
ational (cued by specific situations, such as driving, 
enclosed places, or flying), and other (cued by other 
triggers, such as a fear of falling down, a fear of cos-
tumed characters such as clowns, or emetophobia— 
the fear of vomiting). To receive a DSM- 5 diagnosis 
of SP, the phobic cue must almost invariably pro-
voke an immediate fear response and the fear must 
be excessive and associated with either avoidance of 
the phobic cue or endurance of exposure to that cue 
with intense fear. In addition, fear must be associ-
ated with some functional impairment or signifi-
cant distress about the fear before diagnosing a SP. 
Some individuals are judged by diagnosticians to 
exhibit excessive fear even though they themselves 
do not recognize their fear as excessive. Thus, the 
judgment of excessiveness in DSM- 5 has been made 
a clinician judgment rather than a self- judgment (as 
it had been in DSM- IV- TR).

The key feature of SAD is persistent and marked 
fear of social situations in which one might be 
judged or evaluated by others. Exposure to feared 
social situation(s) must almost invariably provoke 
an immediate fear response, and the fear must be 
associated with either avoidance of the phobic cue 
or endurance of exposure to it with intense fear or 
anxiety. DSM- IV- TR included the additional crite-
rion that the individual must recognize the fear as 
excessive, but, as with SP, in DSM- 5 the excessive-
ness is a clinician judgment.

However, there is some controversy in the field 
as to whether the different DSM anxiety disorder 
diagnoses truly represent distinct categories. The 
alternative view is that the different DSM anxiety 
disorders represent variations of a broader syndrome 
that differs superficially and solely at the descrip-
tive level in terms of the content of apprehension 
(Andrews et al., 1990; Brown & Barlow, 2009; 
Tyrer, 1990). Even if this alternative view proves 
to be invalid, theory and empirical evidence in this 
area suggests a great deal of overlap in the factors 
and processes involved in the development and 
maintenance of GAD, PD/A, SAD, and SP. Thus, 
we focus primarily on them as a group and their 
common etiological and maintenance factors rather 
than presenting largely redundant analyses of each 
diagnosis separately.

Epidemiology: Prevalence, Course and 
Comorbidity

Most recent estimates of lifetime preva-
lence rates are based on DSM- IV criteria from a 
reanalysis of the National Comorbidity Survey 
Replication (NCS- R) and Adolescent Supplement 
(NCS- A) (Kessler et al., 2012) and of the National 
Epidemiologic Survey on Alcohol and Related 
Conditions (NESARC; Grant & Dawson, 2006). 
Table 7.1 summarizes many of these results. As 
seen in Table 7.1, these disorders tend to be more 
prevalent in women (e.g., Kessler et al., 2012).

SP is the most prevalent of the anxiety disorders 
(Kessler et al., 2012; Stinson et al., 2007). There is 
some inconsistency in average age of onset, rang-
ing between 5 to 9 (Stinson et al., 2007) and 15 to 
17 years (Kessler et al., 2012). For adults, the mean 
number of fears reported by an individual is approx-
imately three, with the most common subtypes of 
SPs being natural environment, situational, animal, 
and blood- injection injury (Stinson et al., 2007). 
SP is highly comorbid with PD, PD/ A, SAD, and 
GAD (Stinson et al., 2007).
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SAD is the second most common of the anxi-
ety disorders covered in this chapter (Grant, 
Hasin, Blanco, et al., 2005; Kessler et al., 2012). 
Furthermore, there is some evidence to suggest 
between- group racial and ethnic differences, with 
a higher percentage of White Americans being 
diagnosed than Black/ African, Hispanic/ Latino, 
and Asian Americans (Asnaani et al., 2010), but a 
higher percentage among Native Americans com-
pared with White Americans (Grant, Hasin, Blanco 
et al., 2005). The hazard rate for onset of SAD was 
bimodal, with a first peak at 5 years and a second 
one at 13– 15 years according to the NESARC 
(Grant, Hasin, Blanco et al., 2005). The most com-
mon fears reported are those related to performance- 
based situations (e.g., public speaking, participating 
in class, performing in front of others). SAD is 

highly comorbid with other mood, anxiety, and per-
sonality disorders (particulalry avoidant personality 
disorder; Grant, Hasin, Stinson et al., 2005). The 
most common comorbid anxiety disorders are PD, 
SP, and GAD (Grant, Hasin, Stinson et al., 2005).

GAD is also fairly common (Grant, Hasin, 
Stinson et al., 2005; Kessler et al., 2012). Although 
mean age of onset is around 30 years of age across 
epidemiological studies (Grant, Hasin, Stinson et 
al., 2005; Kessler et al., 2012), evidence suggests 
a bimodal distribution in the age of onset, with 
many individuals with GAD recalling onset in early 
childhood (Campbell et al., 2003; Hoehn- Saric et 
al., 1993). White Americans are more likely to be 
diagnosed than Black/ African, Hispanic/ Latino, 
and Asian Americans (Asnaani et al., 2010; Grant, 
Hasin, Stinson et al., 2005). Of those with comorbid 

Table 7.1 Epidemiology for Specific Phobias (SP), social anxiety disorder (SAD), generalized anxiety disorder 
(GAD), panic disorder (PD), and panic disorder with agoraphobia (PD/ A), by gender and age cohort

SP SAD GAD PD/ A

12- month prevalence (%) 7.1– 12.1 2.8– 7.4 2– 2.1 2.1– 2.4

Lifetime prevalence (%) 9.4– 15.6 5– 10.7 4.1– 4.3 3.8– 5.1

Lifetime prevalence by age

Adolescent (13– 17) (%) 20 8.6 2.2 2.3

Adult (18– 64) (%) 13.8 13 6.2 5.2

Older adult (65+ ) (%) 6.8 6.3 3.3 2.1

Lifetime prevalence by gender

Adolescent (13– 17)

Female (%) 23* 11.2* 2.8 2.5

Male (%) 17.7 6.2 1.6 2.1

Adult (18– 64)

Female (%) 17.5* 14.2* 7.7* 7*

Male (%) 9.9 11.8 4.6 3.3

Older adult (65+ )

Female (%) 9.1* 7.1 4.8* 2.5

Male (%) 3.6 5.1 1.3 1.6

Mean age of onset 5– 9, 15– 17 15 30 28– 32

Median years delay to treatmenta 20 16 9 10

Comorbid diagnosesb 3.4 3.5 3.8 4.5

Comorbid personality disorder (%) 38.3 61.0 60.6 44.1– 69.4

aMedian years delay to treatment are estimated reported by Wang et al. (2005).

bComorbid diagnoses represent average number of both mental and physical conditions in the National Comorbidity Survey 
Replication reported by Gadermann et al. (2012).

* Indicates statistically significant gender difference.
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disorders, 71.4% meet criteria for a mood disorder, 
and 90% have a comorbid anxiety disorder, the 
most common being PD and SAD (Grant, Hasin, 
Stinson et al., 2005).

The occurrence of panic attacks (which often 
do not warrant a diagnosis) is high, with a lifetime 
prevalence of about 23% (Kessler et al., 2006). PD/ 
A, by contrast, is less common (Kessler et al., 2012). 
Separating PD Agoraphobia (PDA) from PD with-
out agoraphobia (PD), PD/ A is less common than 
PD (Grant et al., 2006). The mean age of onset for 
PD/ A was slightly earlier than that for PD without 
agoraphobia, at 28 versus 32 years according to the 
NESARC (Grant et al., 2006); however, this esti-
mate is notably higher than the estimate of 23 years 
provided by the NCS- R/ A (which collapsed PD 
and PD/ A into one category) (Kessler et al., 2006). 
Furthermore, individuals with PD/ A were more 
likely to seek treatment for the disorder than those 
with PD. Individuals with PD/ A also report higher 
rates of comorbidity with mood disorders as well 
as other anxiety disorders, including SAD, SP, and 
GAD, compared to those with PD (Grant et  al., 
2006; Kessler et al., 2006).

Factor Analytic Models of Anxiety 
Disorders
The Need for Factor Analyses

DSM categorizes all anxiety disorders into a sin-
gle class that is separate from other disorder classes 
(e.g., mood disorders). Within this anxiety disorder 
category, specific disorders represent a second level 
of differentiation (e.g., GAD, SP) and subtypes of 
these disorders a third level of differentiation (e.g., 
animal and blood- injury- injection SPs). However, 
this taxonomy is based on shared phenomenological 
features rather than on empirically observed corre-
lations among these disorders and does not reflect 
certain empirical findings, such as the high rates 
of comorbidity of disorders belonging to different 
classes (e.g., anxiety and mood disorders).

To address this limitation of the DSM, research 
has been dedicated to analyzing correlational pat-
terns among these disorders or their symptoms 
using factor analysis. In factor analysis, disorders 
and/ or symptoms are grouped together based not 
on their DSM categories, but on how closely the 
disorders and/ or symptoms are correlated to one 
another and to the presumed factor common to 
them. Though DSM- 5 continues to adopt a rational 
classification scheme, our knowledge of the factor 
structure of unipolar depression, anxiety disorders, 

and their symptoms could lead to a more empiri-
cally informed classification system.

The BroadesT LeveL: a singLe generaL FacTor
Studies examining the structure of depression 

and anxiety symptoms and disorders have largely 
converged on certain key principles (Watson, 
2005). A vast amount of evidence supports a hier-
archical conceptualization wherein broad latent 
factors are thought to account for the covariation 
between disorders. At the broadest level, a single 
general factor (labeled General Distress, Negative 
Affect, or Internalizing) is posited to account for the 
covariation among anxiety disorders (e.g., Zinbarg 
& Barlow, 1996), as well as between anxiety disor-
ders and depressive disorders. For instance, the tri-
partite model (Clark & Watson, 1991) identified a 
nonspecific general distress factor, marked by symp-
toms of high negative affect (e.g., irritability, rest-
lessness, interpersonal sensitivity) that was shared 
by both anxiety and depression. The Negative 
Affect factor is thought to be the state manifesta-
tion of a trait/ temperament variable— alternatively 
referred to as negative emotionality or neuroticism— 
that is associated with a tendency toward a broad 
range of negative mood states such as guilt, hostil-
ity, anxiety, and sadness (Watson & Clark, 1984). 
This nonspecific symptom dimension is consistent 
with factor- analytic analyses of diagnostic data 
from 10 DSM diagnoses showing that anxiety and 
depressive disorders are best grouped into a single 
category of “internalizing” disorders (Krueger, 
1999). Therefore, it is unsurprising that a general 
factor similar to Negative Affect has continued to be 
identified in most of the prominent factor analytic 
models since the tripartite model (e.g., Kotov et al., 
2017; Mineka et al., 1998; Prenoveau et al., 2010; 
Watson, 2005; Zinbarg & Barlow, 1996).

The narrower LeveL: how Many FacTors?
In addition to this single general factor (e.g., 

Negative Affect), most prominent models suggest 
that additional, narrower factors are necessary to 
address the heterogeneity in symptoms of anxiety 
and depression. They disagree, however, on the 
number and nature of the narrower factors. Some 
models include only two narrow factors, such as Fear 
and Anxious- Misery (e.g., Krueger, 1999; Watson, 
2005). Others, however, include several relatively 
disorder- specific narrow factors (e.g., Mineka et al. 
1998; Zinbarg & Barlow, 1996).
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Two Factors: The Tripartite Model, Kreuger’s Model, 
and the Quantitative Structural Model

One class of models posits that there are only 
two lower- level factors beneath the general distress 
(e.g., Negative Affect or Internalizing) factor. These 
two factors most frequently correspond to a “Fear” 
factor (e.g., Fear or Physiological Hyperarousal) 
characterized by intense physical symptoms of 
fear as in PD or SPs, and a “Misery” factor (e.g., 
Anxious- Misery or Positive Affect), characterized by 
more pervasive anxiety, sadness, or lack of positive 
emotions as in depression or GAD.

The first of these models, the tripartite model 
(Clark & Watson, 1991), proposed two narrower 
factors that were meant to differentiate anxiety 
and depressive disorders (see Figure 7.1). The first, 
Positive Affect, was thought to be unique to depres-
sive disorders. This factor was thought to be the 
state manifestation of a temperamental sensitivity 
to positive stimuli that results in positive affective 
states such as feeling cheerful, lively, and optimistic. 
Those low in Positive Affect experience diminished 
interest and pleasure in otherwise pleasant activi-
ties (e.g., feeling withdrawn from others, feeling 
slowed down). Importantly, Negative Affect and 
Positive Affect do not represent two ends of a sin-
gle dimension; rather, they are thought to be two 
orthogonal dimensions (Watson & Tellegen, 1985) 
that arise from separate biological systems (e.g., 
Thayer, 1989; Watson et al., 1999) and can operate 
separately from each other (e.g., Gold et al., 1995). 

The second narrower factor, made up of symptoms 
characterized by Physiological Hyperarousal, was 
thought to be unique to anxiety. This factor con-
tains items representing somatic manifestations of 
anxiety and panic (e.g., feeling dizzy, experiencing 
shortness of breath). Therefore, beneath the general 
Negative Affect factor, there was one factor specific 
to depression and one specific to anxiety.

However, the tripartite model has certain limita-
tions. It was suggested that a single anxiety- specific 
factor was not sufficient to account for the hetero-
geneity among the anxiety disorders (Mineka et 
al., 1998; Zinbarg & Barlow, 1996). For instance, 
Physiological Hyperarousal was found to relate 
specifically to PD and PTSD (Brown & McNiff, 
2009), rather than to all the anxiety disorders as a 
group (Brown et al., 1998). Some researchers have 
proposed that Anxious Apprehension, a future- 
oriented mood state marked by high levels of worry 
about future negative outcomes, might represent an 
anxiety- specific factor, separate from Physiological 
Hyperarousal (Barlow, 1991). Supporting this 
claim, studies have demonstrated that Physiological 
Hyperarousal and Anxious Apprehension are sepa-
rable dimensions, and researchers have hypoth-
esized that Anxious Apprehension is mostly linked 
to GAD (Nitschke et al., 2001). However, others 
have speculated that Anxious Apprehension may 
instead relate to all anxiety disorders, as well as to 
depression, and therefore be thought of as a facet of 
Negative Affect (Watson, 1999). More research is 
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Figure 7.1 Prenoveau et al.’s (2010) tri- level model. For clarity of presentation, only 18 of the 67 item descriptions were included. 
Item numbers can be found in the original paper. Choke, Felt like I was choking; Shake, Was trembling or shaking; Diff. Swal, Had trouble 
swallowing; Happy, Felt really happy; Fun, Felt like I was having a lot of fun; Up/ Lively, Felt really up or lively; Irritab., Felt irritable; Sad, Frequency/ 
intensity of sadness; Discouraged, Felt discouraged; Blush, “I fear I may blush when I am with others”; Face others, “I would get tense if I had to sit 
facing other people on a bus or a train”; Carry tray café, “I would get tense if I had to carry a tray across a crowded cafeteria”; Worms, Fear of worms; 
Rats/ Mice, Fear of rats or mice; Spider, Fear of spiders; Gas at dentist, Fear of getting gas at a dentist; Long dist. home, Fear of going long distances from 
home alone; Effects of alc, Fear of feeling the effects of alcohol.
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needed to clarify the role of Anxious Apprehension 
as an anxiety- specific dimension. In addition to the 
oversimplification of the anxiety- relevant factor, low 
Positive Affect was linked to SAD in addition to 
major depressive disorder (MDD), suggesting that 
this factor was not entirely unique to depression 
(Brown et al., 1998; Chorpita et al., 2000). These 
discrepancies suggested that the two narrower fac-
tors of the tripartite model may have been too few.

That said, later models suggested that two fac-
tors may indeed be appropriate, but not along clear 
lines between anxiety and depression. In his analysis 
of 10 common mental disorders including MDD, 
dysthymic disorder (DD), PD, agoraphobia, SAD, 
SP, GAD, alcohol dependence, drug dependence, 
and antisocial personality disorder, Krueger (1999) 
found that the mood and anxiety disorders clustered 
under a single general Internalizing factor. Within 
the Internalizing factor, there were two additional 
factors that further distinguished the disorders: a 
Fear factor (made up of PD, agoraphobia, SAD, 
and SP) and an Anxious- Misery factor (made up of 
MDD, DD, and GAD).

Similarly, the quantitative structural model 
(Watson, 2005) specified two factors relevant 
to anxiety under its general factor. The first was 
a Distress factor, made up of MDD, DD, GAD, 
and PTSD, that was similar to Krueger’s (1999) 
Anxious- Misery factor. Citing Kreuger’s work, the 
Anxious- Misery factor was referred to as Distress 
by Watson to signify the large amount of general 
distress variance characterizing these disorders. The 
second was a Fear factor (made up of PD, agora-
phobia, SAD, and SP) that was nearly identical to 
Kreuger’s Fear factor. Unlike the two lower- level 
factors of the tripartite model, these factors do not 
neatly distinguish anxiety from depression, as GAD 
is clustered with the depressive disorders. Instead, 
they separate disorders characterized by present- 
moment fear from those characterized by pervasive 
negative affect.

This hierarchical structure with a broad 
Internalizing factor and two correlated lower- 
level factors of Distress and Fear was replicated by 
Vollebergh et al. (2001) using DSM- IV diagnostic 
data from the Netherlands Mental Health Survey 
and Incidence Study and by Slade and Watson 
(2006) using DSM- IV and ICD- 10 disorders in an 
Australian epidemiological sample. More recently, 
Eaton et al. (2013) found support for the two- 
subfactor conceptualization of internalizing dis-
orders using the NESARC dataset. The structure 
was replicated across two waves of assessments, 3 

years apart, for both men and women. Importantly, 
Fear at Wave 1 significantly predicted Fear (but not 
Distress) at Wave 2, and Distress at Wave 1 signifi-
cantly predicted Distress (but not Fear) at Wave 2, 
suggesting that Fear and Distress are two unique 
pathways toward developing or maintaining inter-
nalizing disorders.

More Factors
Though one class of prominent models posits 

that there are only two narrower factors in addition 
to the general factor, another class argues that two is 
not enough to represent the heterogeneity of the anx-
iety disorders and depression. For example, Zinbarg 
and Barlow (1996) examined the factor structure of 
anxiety symptom measures and found six narrow 
factors that differentiate the specific anxiety disor-
ders and depression from each other: Generalized 
Dysphoria, Social Anxiety, Agoraphobia, Fear of 
Fear, Obsessions and Compulsions, and Simple 
Fears. Furthermore, they performed discriminant 
function analyses to examine the relationships of 
these six narrow dimensions and a general Negative 
Affect dimension with DSM- III- R diagnoses. They 
found that the general Negative Affect factor distin-
guished each of the anxiety- disordered groups from 
a no mental disorder control group. Furthermore, 
the Fear of Fear, Agoraphobia, Social Anxiety, and 
Obsessions and Compulsions factors provided the 
bases for discriminating among the patient groups.

Mineka et al. (1998) proposed the integrative 
hierarchical model in which each disorder consists 
of a common Negative Affect component and a 
unique component that differentiates it from other 
disorders. Moreover, not all disorders contain the 
same level of common factor variance. Particularly, 
MDD and GAD are characterized by a larger 
amount of Negative Affect variance than other anxi-
ety disorders, such as SP and PD/A (Kessler et al., 
2005; also see Watson et al., 2005, for more detail). 
Also, the specificity of symptoms that differentiate 
disorders is relative, so that some disorder- specific 
symptoms could be shared by more than one dis-
order. This explained the finding that low Positive 
Affect was linked to SAD as well as MDD and the 
finding that Physiological Hyperarousal was not 
common to all anxiety disorders but related more 
specifically to PD/A as well as to PTSD.

Integration: The Tri- Level Model and HiTOP
The Tri- LeveL ModeL

Integrating the strengths of both the two- factor 
and multifactor models, Prenoveau et al. (2010) 

 

 

 



anxiety  and PaniC d i SorderS ,  SPeC i f iC  Phob ia 153

included factors at three levels of breadth (see Figure 
7.1). Thus, they posited a tri- level model in which 
intermediate breadth factors like Fear and Anxious- 
Misery make up a second level and the disorder- 
specific narrow factors make up a third level. At 
the narrowest level of the hierarchy, there were 
five group factors. Four of these related to anxiety: 
Anxious Arousal, Social Fears, Specific Fears, and 
Interoceptive/ Agoraphobic Fears. Additionally, 
Narrow Depression emerged as a depression- related 
narrow group factor. There were two factors of 
intermediate breadth that were each loaded on by 
items that loaded on several of the narrowest factors. 
The first intermediate- breadth factor was labeled 
Anxious- Misery with loadings from some Narrow 
Depression items (e.g., hopelessness), some Social 
Fears items (e.g., felt self- conscious), and some 
items with negative loadings reflecting high Positive 
Affect (e.g., felt really happy). A second intermedi-
ate breadth factor was labeled Fears, with loadings 
from Social Fears, Interoceptive/ Agoraphobic Fears, 
and Specific Fears items. A General Distress factor 
(loaded on by all symptoms) was obtained as the 
broadest factor.

By accounting for both intermediate-  and 
narrow- level factors, the tri- level model was able to 
account for both the symptoms that are common to 
many disorders and those that are more unique to 
a disorder or cluster of disorders. In fact, in a con-
ceptual replication of the tri- level model, Naragon- 
Gainey et al. (2016) found that each level of the 
tri- level model accounted for substantial variance 
in the data and that the model provided a superior 
fit relative to more parsimonious competing mod-
els. Naragon- Gainey et al. also found that patient 
impairment was associated with all three levels of 
the model, suggesting each level has meaningful 
variance independent of the other two. As would be 
expected given the broad nature of the general fac-
tor, comorbidity within patients was most strongly 
associated with the general factor. Finally, at the 
narrow level, convergent and discriminant validity 
were found such that the narrow factors strongly 
related to their associated disorder and not to other 
disorders (e.g., the Specific Fears factor correlated 
with SP but not PD diagnoses).

In an unpublished conceptual replication and 
extension, Zinbarg et al. (2022) found that the tri- 
level model could be extended to include clinician- 
rated measures of symptoms. This suggests that 
General Distress does not entirely reflect method 
variance. It also suggests that the tri- level model is 

not purely a model of self- report symptoms, but of 
symptoms more broadly.

The hierarchicaL TaxonoMy oF PsychoPaThoLogy
Recently, the HiTOP Consortium put forth 

the Hierarchical Taxonomy of Psychopathology 
(HiTOP; Kotov et al., 2017), a theoretical structural 
model of psychopathology (see Figure 7.2). Like 
the tri- level model, HiTOP is a hierarchical model 
with factors that become narrower at each level. The 
broadest level (superspectra) is made up of dimen-
sions that may be common to all psychopathology. 
The second level (spectra) includes several broad 
categories of disorders (including Somatoform, 
Internalizing, Thought Disorder, Disinhibited 
Externalizing, Antagonistic Externalizing, and 
Detachment). The third level (subfactors) includes 
intermediate- level groupings (such as Sexual 
Problems, Eating Pathology, Fear, Distress, and 
Mania under Internalizing). The fourth level (syn-
dromes/ disorders) includes specific disorders (such as 
SAD, SP, PD/A, and OCD under Fear), the fifth 
level (components) includes various symptom com-
ponents and maladaptive traits, and the sixth level 
(symptoms) includes specific signs and symptoms. 
Thus, HiTOP is more inclusive than other models 
discussed earlier in that it includes a broader range 
of disorders and adds factor levels for increased 
specification. The Internalizing spectrum including 
the Fear and Distress subfactors and their associated 
syndromes/ disorders are most relevant to the anxi-
ety disorders and map closely to the broad, inter-
mediate, and narrow factors of the tri- level model.

At the time of this writing, there are no pub-
lished empirical tests of the Internalizing spectrum, 
though papers published on the tri- level model 
(e.g., Prenoveau et al., 2010) provide support for 
this spectrum given its close alignment with the 
tri- level model. Though it is not without criticism 
(see Wittchen & Beesdo‐Baum, 2018), HiTOP 
is becoming one of the most cited models of 
psychopathology.

suMMary
To summarize, there is consensus that an over-

arching factor representing high negative affect— 
often labeled Internalizing or General Distress— is 
shared by all anxiety disorders and their symptoms. 
This factor also accounts for the empirical overlap 
between anxiety and depression. Beneath this gen-
eral factor, there is support for two intermediate- 
level factors— Fear, which underlies SP, SAD, PD, 
and agoraphobia, and Anxious- Misery/ Distress, 
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which underlies unipolar depression and GAD. 
Finally, there is evidence that we can identify narrow 
factors that may provide the basis for differentiat-
ing individual disorders from each other. However, 
we have not yet reached consensus about the exact 
number and nature of these narrow factors.

Etiology and Maintenance Models and 
Factors
Temperament and Personality

Anxiety disorders show links to personality 
which can in turn inform models of the origins of 
these disorders. A number of models have been pro-
posed to account for these links (e.g., Ormel et al., 
2013; Krueger & Tackett, 2003). The vulnerability 
model suggests that personality traits are risk fac-
tors for anxiety disorders. In contrast, the common 
cause model holds that disorders are extreme mani-
festations of personality traits. In the scar model, the 
experience of psychopathology impacts personality. 
Finally, the pathoplasty model proposes that person-
ality modifies the course or expression of a disorder. 
Longitudinal studies of premorbid assessments of 
personality and subsequent onsets of anxiety disor-
ders provide a good design for testing the etiologi-
cal role of personality characteristics (e.g., Clark et 
al., 1994).

Temperament is an important component of 
personality that, as discussed in more detail below, 
is relevant for anxiety disorders. Different theo-
rists define temperament in different ways (see 
Goldsmith et al., 1987). We define temperament as 
relatively stable individual differences in emotion-
ality that emerge early in life and have a biologi-
cal basis.

neuroTicisM
The term “neuroticism” is used to label a set of 

covarying personality descriptors (such as fretful, 
moody, insecure, self- critical, and envious)— identi-
fied through factor analyses of self- report personal-
ity measures— thought to represent a dimension of 
emotional instability (e.g., Costa & McCrae, 1987; 
Eysenck, 1970). In fact, neuroticism is thought 
to be a partially heritable sensitivity to experience 
negative emotions and is hypothesized to be a com-
mon diathesis (i.e., risk factor) for all of the anxiety 
disorders and MDD (e.g., Eysenck, 1967; Gray & 
McNaughton, 2000; Griffith et al., 2010; Zinbarg 
& Yoon, 2008). Following Shackman et al. (2016), 
Mineka et al. (2020) distinguished between several 
paths through which neuroticism may confer vul-
nerability for psychopathology. The stably elevated 

negative affect hypothesis states that neuroticism raises 
risk for symptom exacerbation via negative affect 
that is elevated in almost all situations. In contrast, 
the stress amplification hypothesis holds that neuroti-
cism interacts with stressors to generate psychopa-
thology. Mineka et al. reported greater support for 
the stably elevated negative affect hypothesis but 
further research is needed to compare the relative 
importance of these paths in the etiology onset of 
anixety disorders.

Neuroticism has been shown to have robust 
cross- sectional associations with internalizing disor-
ders, including anxiety (e.g., Bienvenu et al., 2004; 
Griffith et al., 2010; Rosellini & Brown, 2011; 
Zinbarg et al., 2010). Longitudinal evidence has also 
shown that neuroticism predicts the onset of anxiety 
disorders (e.g., Zinbarg et al., 2016). Uliaszek et al. 
(2009) evaluated the differential predictive ability 
of the anxiety facet of neuroticism (which overlaps 
with anxiety symptoms) and a General Neuroticism 
Factor (GNF) that was common to all neuroticism 
items. They found that the GNF was associated with 
a latent Anxiety symptom factor beyond the anxiety 
facet of neuroticism (Uliaszek et al., 2009), dem-
onstrating that the association between neuroticism 
measures and anxiety symptoms cannot be entirely 
attributed to item overlap. Zinbarg et al. (2016) 
reported similar findings at the diagnostic level.

There is limited evidence for a reciprocal rela-
tionship between neuroticism and anxiety symp-
toms. Jylhä et al. (2009) reported that change 
in anxiety symptoms accounted for only a small 
fraction of what baseline neuroticism accounted 
for in follow- up neuroticism in a multiple regres-
sion model. A comprehensive study comprised of 
healthy participants and those with current or past 
emotional disorders revealed that among partici-
pants with remitted disorders, scar effects on neu-
roticism were present 2 years later but these effects 
were not significant 4 years later (Spinhoven et al., 
2013). Similarly, in a sample of highly neurotic 
older adolescents, Williams et al. (2021) found that 
vulnerability effects of neuroticism were greater 
in magnitude than scar effects. Scar effects were 
nonsignificant when examined with the symp-
tom dimension of General Distress, the general, 
latent factor common to all anxiety and depression 
symptoms.

BehavioraL inhiBiTion
Another construct that has been implicated 

in the etiology of anxiety disorders is behavioral 
inhibition (BI). This was described by Kagan and 
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colleagues (1984) as a specific behavioral response 
style elicited by novel situations among children as 
young as 21 months. This response style, observed 
in about 15– 20% of young children, was defined 
as “an early appearing syndrome characterized by 
shyness, withdrawal, avoidance, uneasiness, fear of 
unfamiliar situations, people, objects and events” 
(Turner et al., 1996). BI was found to be moder-
ately stable from age 21 months to 7.5 years and 
was linked to physiological correlates (e.g., higher 
heart rate in response to stressors), thus representing 
a temperamental construct (see Fox et al., 2005, for 
a review).

Rosenbaum and colleagues (1988, 1991) found 
a higher incidence of anxiety disorders among 
parents with behaviorally inhibited children than 
among those with uninhibited children. More 
directly, BI is associated with risk for developing 
SAD and avoidant personality disorder among 
children (Biederman et al., 2001) and SAD among 
adolescents (Hayward et al., 1998). Indeed, Clauss 
and Blackford (2012) conducted a meta- analysis 
of seven primary studies and reported a sevenfold 
increase in the odds of developing SAD in later 
childhood among those classified as behaviorally 
inhibited in childhood.

BI is thought by many to be a developmental 
precursor to and facet of neuroticism (e.g., Turner 
et al., 1996; Zinbarg et al., 2010). Indeed, Gray’s 
(1982; Gray & McNaughton, 2000) construct of 
BI system (BIS) reactivity, which he hypothesized 
as underlying neuroticism (as described earlier), 
relates conceptually to Kagan et al.’s (1984) behav-
ioral description of BI in children. Unfortunately, 
few studies have empirically tested the association 
between the two. One of the challenges in doing so 
is that neuroticism has been primarily examined in 
adults, whereas Kagan’s BI model has been rooted 
in studies using child samples. Zinbarg et al. (2016) 
shed light on this question, finding that subscales of 
the Behavioral Inhibition Scale (Carver & White, 
1994) loaded significantly on a GNF defined by 
neuroticism scales as well as related cognitive vul-
nerability measures (e.g., Dysfunctional Attitudes 
Scale; Weissman & Beck, 1978). Zinbarg et al.’s 
measurement model shows that there is substantial 
shared variance between traditional neuroticism 
and behavioral inhibition items.

anxieTy sensiTiviTy
A third trait that has received a great deal of 

attention in etiological theories of anxiety disor-
ders is anxiety sensitivity (AS; Reiss et al., 1986). 

AS represents individual differences in the fear of 
fear, hypothesized to arise from beliefs that symp-
toms of anxiety or fear will cause illness, embar-
rassment, or additional anxiety (Reiss et al., 1986). 
For example, an individual with high AS may be 
more likely to misinterpret a pounding heart as an 
impending heart attack. These negative beliefs in 
turn amplify existing anxiety levels, resulting in a 
cycle that increases risk for panic attacks and anxiety 
disorders.

AS is commonly assessed using the Anxiety 
Sensitivity Index (ASI; Reiss et al., 1986). Using this 
measure, researchers have shown that AS is associ-
ated with anxiety disorders among adults (Olatunji 
& Wolitzky- Taylor, 2009), children, and adoles-
cents (Noël & Francis, 2011). Several longitudinal 
studies have also found evidence that AS prospec-
tively predicts panic attacks and PD/A symptoms, 
as well as other anxiety disorders (e.g., GAD, SAD) 
(e.g., Hayward et al., 2000; Li & Zinbarg, 2007; 
Schmidt et al., 1999; Schmidt et al., 2006; Schmidt 
et al., 2008). These findings provide support for 
AS being a risk factor for developing anxiety dis-
orders. Among the anxiety disorders, AS has been 
most extensively linked to vulnerability for PD/A 
(McNally, 2002).

Factor- analytic studies using the ASI have found 
a hierarchical structure with a general factor and 
three group factors: (a) Physical Concerns involving 
the fear of physical symptoms, (b) Social Concerns 
involving the fear of publicly observable symp-
toms, and (c) Mental Incapacitation Concerns (e.g., 
Rodriguez et al., 2004; Zinbarg et al., 1997, 1999). 
Studies examining the unique role of these facets in 
predicting panic have yielded inconsistent results. 
Schmidt et al. (1999) studied Air Force cadets 
and found that of the three AS facets, only Mental 
Incapacitation Concerns significantly predicted 
spontaneous panic attacks during a 5- week period, 
when statistically adjusting for trait anxiety and his-
tory of panic. Consistent with these findings, Li and 
Zinbarg (2007) found that Mental Incapacitation 
Concerns, but not the other two facets, uniquely 
predicted panic onset over a 1- year period among 
college undergraduates. Other studies have impli-
cated alternative facets in the etiology of panic.

For instance, Hayward et al. (2000) reported 
that only Physical Concerns predicted the onset of 
four- symptom panic attacks over a 4- year period 
among high school students. Results from Jurin and 
Biglbauer (2018) showed that Physical Concerns 
was the only significant AS facet that predicted 
PD/A symptoms over a span of 3 years in a healthy 
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student sample. These findings are consistent with 
a recent cross- sectional analysis that compared AS 
facet elevations in a clinical sample assessed for 
the presence of anxiety disorders. In that study, 
Physical Concerns was elevated in outpatients with 
only PD/A relative to those with only MDD, SAD, 
GAD, or OCD (Baek et al., 2019).

Zinbarg et al. (2016) found that AS shares sub-
stantial variance with neuroticism and other cogni-
tive vulnerability indicators. They found evidence 
for an AS factor in addition to a broader neuroticism 
factor on which the AS facets also loaded. Thus, it 
appears that relationships between BI, AS, and neu-
roticism are best described by a hierarchical struc-
ture in which AS and BI measures represent facets 
of vulnerability toward anxiety disorders that also 
share some variance with a General Neuroticism 
Factor. Naragon- Gainey and Watson (2018) showed 
that AS uniquely accounted for variance (between 
9% and 20%) in symptoms of several emotional 
disorders (PD/A, SAD, MDD, and PTSD) after 
adjusting for neuroticism. That is, AS, unlike several 
other vulnerability factors examined in this study 
(experiential avoidance, intolerance of uncertainty), 
provided incremental validity for some, but not all, 
emotional disorders. However, one limitation from 
that study was its cross- sectional nature. Zinbarg et 
al. examined unique effects of AS facets prospec-
tively and found that only Mental Incapacitation 
Concerns was uniquely associated with an increased 
risk of developing PD (and, in a perplexing fashion, 
was also associated with a decreased risk of develop-
ing MDD). More research is needed into the incre-
mental predictive validity of AS.

PosiTive eMoTionaLiTy/ exTraversion
Although research on personality risk factors for 

the anxiety disorders has largely focused on traits 
related to Negative Emotionality (e.g., neuroticism, 
BI, and AS, as described earlier), there is increasing 
interest in the risk associated with low levels of traits 
related to Positive Emotionality (PE), most notably 
extraversion. Extraversion is generally considered to 
be a higher- order dimension that subsumes trait PE 
along with sociability facets (e.g., Watson & Clark, 
1997; but see Smillie et al., 2012). To explicitly 
emphasize both of these facets, we will refer to this 
higher- order trait as positive emotionality/ extraver-
sion (PE/ E).

The relative focus on risk factors associated with 
Negative Emotionality versus PE/ E is attributable in 
part to early structural models of the emotional dis-
orders. As already mentioned, the tripartite model 

(Clark & Watson, 1991) posited that high Negative 
Emotionality is common across the emotional dis-
orders, whereas low PE/ E distinguishes depressive 
from anxiety disorders. One disconfirmation of the 
tripartite model predictions was that SAD has also 
consistently been linked to low PE/ E (e.g., Brown 
et al., 1998; Kashdan, 2007). Thus, structural mod-
els were updated to account for this discovery (e.g., 
Mineka et al., 1998), and more attention has since 
been devoted to studying low PE/ E as a risk factor 
for at least some anxiety disorders.

The cross- sectional research linking low PE/ E 
to SAD generally suggests that the magnitude of 
the inverse association is significant but weaker 
than that with depression (see Watson & Naragon- 
Gainey, 2010). Interestingly, there is evidence that 
the facets of PE/ E may differentially relate to the 
symptoms of social anxiety and depression. For 
example, one study identified four lower- order 
facets of PE/ E: PE, sociability, ascendance, and 
fun- seeking (Naragon- Gainey et al., 2009). In this 
study, it was found that social anxiety was nega-
tively related to all four facets, whereas depression 
was strongly related only to low PE and also more 
modestly with sociability.

Less attention has been devoted to the relations 
between PE/ E and the remaining anxiety disorders. 
However, there is some evidence that low PE/ E may 
be associated— alone and/ or in interaction with 
high neuroticism— with other anxiety disorders. 
For example, findings from a large meta- analysis 
revealed that nearly all of the anxiety disorders, with 
the possible exception of the SPs, were associated 
with lower PE/ E in addition to elevated neuroti-
cism (Kotov et al., 2010). These studies are consis-
tent with the hypothesis that low PE/ E may confer 
risk for the anxiety disorders covered in this chap-
ter, particularly SAD, and perhaps least likely the 
SPs. However, a number of factors limit the con-
clusions that can be drawn and highlight directions 
for future work. The overwhelming majority of 
available studies are cross- sectional; prospective lon-
gitudinal work is sorely needed to determine direc-
tionality. As for higher- order traits, most studies do 
not account for the shared variance of trait PE/ E 
with neuroticism, despite evidence that neuroticism 
is both a strong predictor of psychopathology and 
a correlate of PE/ E (see Kotov et al., 2010). At the 
lower- order level, analyses are needed to determine 
if the specific facets of PE/ E differentially relate to 
the different anxiety disorders.

A final consideration pertains to the study not 
only of low PE/ E but also of personality risk factors 
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more broadly: it will be important to distinguish 
between trait and state variance in putatively “trait” 
measures to avoid their contamination by the state 
dimension. Evidence indicates that psychologi-
cal constructs consist, to varying degrees, of both 
stability and change (see Roberts & DelVecchio, 
2000). Advances in longitudinal analysis (e.g., 
Cole et al., 2005; Hamaker et al., 2015; Kenny & 
Zautra, 1995; Steyer & Schmitt, 1994) enable iso-
lation of each of these components. Teasing apart 
traits and states will enhance confidence in the con-
clusions drawn regarding the associations between 
traits and disorders by minimizing the possibility 
that it is actually the state dimension— rather than 
the trait dimension— that is largely responsible for 
the observed associations with disorders.

Biology
Behavior geneTics

Behavior genetics (BG) studies reveal that anxi-
ety disorders are heritable (e.g., Domschke & Reif, 
2012; Smoller, 2016). Multivariate BG studies— 
BG studies that focus on several disorders simul-
taneously rather than on a single disorder— have 
been pioneered by Kendler and colleagues (e.g., 
Hettema et al., 2005; Kendler et al., 2003). These 
can potentially answer the question of whether 
any of the anxiety disorders share a genetic vulner-
ability or whether they each have unique genetic 
bases. In general, these studies point to genetic fac-
tors that largely correspond to the two subfactors 
of Internalizing that emerged from the phenotypic 
factor analyses described earlier. That is, these stud-
ies reported evidence for two genetic factors within 
the anxiety disorders and MDD. The first is loaded 
on by MDD and GAD and is characterized as a vul-
nerability to Anxious- Misery disorders; the second 
is loaded on by PD/A and SP and is characterized 
as a vulnerability to Fear disorders (e.g., Kendler et 
al., 2003). Interestingly, these two genetic factors 
are moderately positively correlated, which is con-
sistent with a second- order genetic factor common 
to all the anxiety disorders and MDD (Kendler et 
al., 2003; for a review, see Purves al., 2020).

The existence of a genetic factor common to all 
the anxiety disorders and MDD is also consistent 
with research on the genetic factors associated with 
neuroticism. Multivariate BG studies have shown 
that the genetic factor associated with neuroti-
cism overlaps substantially with the genetic vulner-
ability to all the anxiety disorders and MDD (e.g., 
Andrews et al., 1990; Hettema, Neale, et al., 2006; 
Hettema et al., 2004). Thus, neuroticism appears 

to be the phenotype associated with the genotype 
that confers common vulnerability to all the anxi-
ety disorders and MDD. Whereas BG studies tell us 
that there is a heritable— and therefore biological— 
component of the anxiety disorders, in the next 
three sections we turn to studies of molecular genet-
ics, brain lesions and genetic engineering in ani-
mals, and human neuroimaging that shed light on 
the specific biological substrates and genes involved 
in vulnerability to the anxiety disorders.

MoLecuLar geneTics
Much evidence indicates abnormalities in sero-

tonin (5- HT) systems’ functioning in patients with 
MDD and the anxiety disorders (Hariri & Holmes, 
2006). In addition, many medications effective in 
treating MDD and the anxiety disorders are known 
to affect 5- HT systems and transmission (Hariri 
& Holmes, 2006). That the 5- HT system is also 
involved in the regulation of various forms of nega-
tive affect including hostility, anxiety, and fear (e.g., 
Grabe et al., 2005), implies a link between 5- HT 
systems and neuroticism— the trait that overlaps 
substantially with the genotype for anxiety disorders 
and major depression.

One particular polymorphism related to 5- HT 
systems that has been the focus of a lot of molecu-
lar genetics research is the serotonin transporter- 
linked polymorphism (5- HTTLPR). 5- HTTLPR 
refers to an insertion/ deletion polymorphism in the 
promoter region of the serotonin transporter gene, 
SLC6A4, that yields a transcriptionally less efficient 
short (S) allele and a relatively more efficient long 
(L) allele (Heils et al., 1996). Evidence supports a 
gene by environment (G×E) interaction effect in 
depression where individuals with the S allele report 
greater depression under increasing stress relative 
to L/ L homozygotes (Karg et al., 2011; Vrshek- 
Schallhorn et al. 2014).

There has not been as much research exam-
ining associations of the 5- HTTLPR gene with 
anxiety disorders as there has been with MDD. In 
the only relevant study that we are aware of, the 
5- HTTLPR gene did not significantly moderate 
the effects of stressful life events on risk for GAD 
(Kendler et al., 2005). However, knockout strains 
of mice lacking the 5- HTTLPR gene demonstrate 
evidence of elevated anxiety (for a review, see Hariri 
& Holmes, 2006). Also, meta- analyses have indi-
cated a small but significant association between 
the 5- HTTLPR gene and “avoidance traits” such 
as neuroticism (e.g., Munafò et al., 2005; Schinka 
et al., 2004). Taken together, these findings suggest 
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that the 5- HTTLPR gene may play a role in anxiety 
disorders.

There have also been some molecular genet-
ics studies implicating a role for genes other than 
the 5- HTTLPR gene in anxiety disorders. For 
example, motivated by the observation that a 
gamma- aminobutyric acid (GABA) receptor is the 
site of action for the anxiolytic effects of the ben-
zodiazepines and barbiturates, Hettema, An, and 
colleagues (2006) studied associations between 
genes involved in the production of glutamic acid 
decarboxylase— an enzyme responsible for syn-
thesizing GABA from glutamate— and common 
genetic risk for anxiety disorders, major depres-
sion, and neuroticism. They found that variations 
in one of these glutamic acid decarboxylase genes 
may contribute to susceptibility to anxiety disor-
ders and major depression. Similarly, Thoeringer 
et al. (2009) found an association between the 
severity of panic attacks and genetic variation in 
a polymorphism involved in the production of the 
GABA transporter. However, Pham et al. (2009) 
failed to detect associations between GABA recep-
tor genes and common genetic risk for anxiety 
disorders, major depression, and neuroticism. In 
addition, the researchers who reported the glu-
tamic acid decarboxylase gene and GABA trans-
porter genes emphasized that their findings need 
to be replicated in independent samples. Thus, 
these findings are very preliminary, but they are 
also very exciting and suggest that further stud-
ies of the glutamic acid decarboxylase gene and 
GABA transporter gene are warranted.

Finally, whereas large- scale genome- wide asso-
ciation studies (GWASs) of anxiety disorders have 
lagged behind that of other major psychiatric diag-
noses, some have recently begun to appear (e.g., 
Levey et al., 2020; Purves et al., 2020; for a review, 
see Smoller, 2020). These GWAS studies have 
implicated several genetic loci in anxiety disorders. 
Examples include PDE4B, a gene previously impli-
cated in schizophrenia; GAD2, which encodes a 
GABA gene implicated in mouse models of anxiety; 
SATB1 and SATB1- ASI, an antisense gene (i.e., a 
DNA strand that a cell uses as a template for pro-
ducing messenger RNA), which regulate transcrip-
tion and chromatin structure of several other genes 
involved in neuronal development; and CRHR1, 
the corticotropin- releasing hormone receptor gene, 
a key component of the hypothalamic- pituitary- 
adrenal axis function associated with anxiety and 
stress responses.

Reminiscent of the multivariate BG results pio-
neered by Kendler and colleagues (e.g., Hettema et 
al., 2005; Kendler et al., 2003), Levey et al. (2020) 
also conducted analyses of data from a wide range 
of GWASs and found a widespread genetic corre-
lation between anxiety and many other psychiat-
ric and nonpsychiatric problems. Other GWASs 
have reported similar patterns (Smoller, 2020). 
Much work remains to be done, however, as it is 
likely that many genetic loci contribute to vulner-
ability to anxiety disorders (and other diagnoses), 
and we need to better understand the pathways that 
link these genes to anxiety disorders phenotypes 
(Smoller, 2020).

aniMaL Lesion sTudies
Jeffrey Gray’s model of the neuropsychology 

of anxiety uses as its starting point the behavioral 
effects of the antianxiety drugs (Gray, 1982; Gray 
& McNaughton, 2000). Gray synthesized the volu-
minous literature on the effects of the antianxiety 
drugs in animals by hypothesizing that antianxiety 
drugs exert their effects by modulating the output 
of the BIS. The BIS is described as responding to 
signals of punishment or signals of frustrative non-
reward (but not to punishment or frustrative non-
reward itself ) and as having three major outputs: an 
increase in arousal, BI, and negative cognitive bias. 
By comparing the effects of the antianxiety drugs 
to the effects of brain lesions, Gray (1982) origi-
nally proposed that the septohippocampal system 
(SHS) is the anatomical substrate of the BIS. Gray 
and McNaughton (2000) expanded the neuroana-
tomical seat of anxiety to include the interactions 
of the SHS system with the amygdala. Gray’s model 
spans multiple levels of analysis, including person-
ality. Thus, according to this model, individual dif-
ferences in reactivity of the BIS; that is, the SHS 
(and its interactions with the amygdala) underlie 
the closely related traits of anxiety and neuroticism.

There are two major projections to the SHS: 
one noradrenergic that originates in the locus coe-
ruleus and the other serotonergic that originates in 
the raphe nucleus (Gray & McNaughton, 2000). 
Thus, the discoveries described above that link the 
5- HTTLPR gene with anxiety (in 5- HTTLPR 
knockout mice), neuroticism, and MDD are con-
sistent with Gray’s model. Indeed, several predic-
tions regarding the anxiety disorders and MDD can 
be derived from Gray’s model, and the evidence to 
date is largely supportive of each (for a review, see 
Zinbarg & Yoon, 2008).
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huMan neuroiMaging
A great deal of basic functional magnetic reso-

nance imaging (fMRI) research on fear in healthy 
human participants has been conducted. Much 
of this research was motivated by animal studies, 
which have reliably identified the amygdala as being 
a necessary brain structure in the acquisition and 
expression of conditioned fear (e.g., Davis, 1998; 
LeDoux, 1995, 2000). Several fMRI studies with 
healthy human participants have found the amyg-
dala to be involved in human fear conditioning as 
well (e.g., LaBar et al., 1998; Phelps & LeDoux, 
2005; Whalen, 1998). Other studies with healthy 
human participants have extended this research 
by showing the amygdala to be activated by more 
subtle fear- related stimuli, such as pictures of fearful 
facial expressions— even when the fearful expres-
sions have been masked so that the participants 
are not aware of them— and uncertain threat (e.g., 
Hur et al., 2020; Phelps & LeDoux, 2005; Whalen, 
1998). Though more limited, some basic fMRI 
research with healthy humans has focused on areas 
other than the amygdala that may be involved in 
anxiety or fear. For example, Somerville et al. (2010) 
conducted an fMRI study with healthy participants 
that was motivated by the animal research by Davis 
(1998) implicating the amygdala in fear responses 
and the bed nucleus of the striaterminalis (BNST) 
in anxiety. Interestingly, the BNST receives projec-
tions from the ventral hippocampus (Lee & Davis, 
1997) and thus might be considered part of the 
SHS. Hur et al. (2020) found the BNST is active in 
both certain threat (i.e., fear) and uncertain threat 
(i.e., anxiety) conditions (for reviews, see Fullana 
et al., 2016, and Chavanne & Robinson, 2021). 
Somerville et al. (2010) found that activity in the 
BNST correlated with individual differences in trait 
anxiety levels while participants were engaged in 
continuous processing of potential signals of threat, 
much as we would expect if the SHS underlies trait 
anxiety and neuroticism, as hypothesized by Gray 
(1982; Gray & McNaughton, 2000).

There have also been several fMRI studies of 
participants with anxiety disorders. Compared with 
findings in control participants, greater activation of 
the amygdala has been found in patients with GAD 
(McClure et al., 2007; Monk et al., 2008; Nitschke 
et al., 2009), SAD (Birbaumer et al., 1998; Etkin 
& Wager, 2007; Evans et al., 2008), PD/A (van 
den Heuvel et al., 2005; for a related case study, 
see Pfleiderer et al., 2007), and SP (Etkin & Wager, 
2007). There are also at least two fMRI studies impli-
cating SHS- related structures in anxiety disorders. 

For instance, Bystritsky et al. (2001) found increased 
activity relative to controls in the hippocampus and 
the anterior cingulate— a structure which receives 
projections from the hippocampus— in patients 
with PD/A. Similarly, McClure et al. (2007) found 
increased activity in the anterior cingulate in patients 
with GAD compared with that in controls.

Conditioning
J. B. Watson and Rayner (1920) hypothesized 

that SPs are intense, classically conditioned fears 
that develop when a neutral stimulus is paired 
with a traumatic event. They demonstrated this 
process in their famous experiment in which Little 
Albert, a young boy who did not show fear of a 
white rat to begin with, acquired an intense fear 
of rats after hearing a frightening gong paired with 
the presence of a white rat. The gong was said to 
be a unconditioned stimulus (US) and the fear an 
unconditioned response (UR) and then a condi-
tioned response (CR). This study ushered in an era 
in which conditioning approaches were the domi-
nant empirically grounded theoretical perspective 
on anxiety disorders.

That era continued until the 1970s, but such 
approaches have been widely criticized since then 
(e.g., Mineka, 1985; Rachman, 1978, 1990). Many 
of these criticisms focused on the apparent inabil-
ity of conditioning approaches to account for the 
diversity of factors involved in the origins of anxiety 
disorders. More recently, however, a resurgence of 
interest in conditioning approaches has occurred 
as they have incorporated complexity predicted by 
contemporary conditioning theory and research 
(e.g., Bouton et al., 2001; Mineka and Zinbarg, 
1996; Zinbarg & Mineka, 2007).

direcT condiTioning
Öst and Hugdahl (1981) asked phobic patients 

to recall how they acquired their phobic fears. 
Almost 60% of the patients endorsed direct learn-
ing experiences. Given the prevalence of direct 
conditioning experiences in the etiology of phobic 
fears, researchers have developed tools to examine 
these processes.

Researchers rely on direct fear conditioning pro-
tocols as a model for understanding the onset and 
maintenance of clinically significant fears (Lonsdorf 
et al., 2017). The most common direct condition-
ing paradigm focuses on differential responding 
between two initially neutral conditional stimuli 
(CS). During the acquisition phase, one of the CS 
is repeatedly paired with an aversive stimulus (e.g., 
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an electric shock). The other CS is never associated 
with an aversive stimulus, serving as the safety sig-
nal. Participants then undergo an extinction phase 
wherein they are exposed to both CS in the absence 
of aversive stimulation. Defensive responding can 
be measured in a number of ways, including by self- 
report and psychophysiological methods.

By instigating mild fears in humans with and 
without anxiety disorders, researchers have found 
evidence for maladaptive fear conditioning patterns 
in anxiety- disordered samples. Duits et al. (2015) 
reported anxiety- disordered groups respond more 
defensively to the safety cue relative to controls 
during the acquisition phase. Anxiety- disordered 
groups also tended to resist extinction to the dan-
ger cue.

A proliferation of complex conditioning designs 
have appeared that purport to more closely approxi-
mate the learning processes observed in anxiety 
disorders. For instance, the process of fear general-
ization, which is implicated in the expansive scope 
of worries observed in GAD, can be studied by 
introducing new CSs which differ in terms of their 
visual similarity to the original CSs. In this way, 
their threat value is ambiguous, unlike that of the 
original CSs. Lissek et al. (2014) reported evidence 
for increased overgeneralization of learned fear to 
generalization stimuli in patients with GAD relative 
to healthy controls. Similarly, earlier work (Lissek 
et al., 2010) showed that PD patients were more 
susceptible to overgeneralization relative to non- 
disordered controls.

vicarious condiTioning
One criticism of early conditioning approaches 

was that many phobics do not appear to have had 
any relevant history of direct classical condition-
ing. To account for the origins of fears and SPs in 
these individuals, clinicians have long speculated 
that vicarious conditioning (i.e., simply observing 
others experiencing a trauma or behaving fear-
fully) could be sufficient for some fears and SPs to 
develop. Indeed, retrospective studies have found 
evidence consistent with this idea, for PD/A, SAD, 
and SP (e.g., Bruch & Heimberg, 1994; Öst & 
Hugdahl, 1981; Rapee & Melville, 1997; see Muris 
& Mercklebach, 2001).

The work of Mineka and her colleagues on a pri-
mate model showed that strong and persistent fears 
can be learned rapidly through observation (e.g., 
Cook et al., 1985). A particularly fascinating find-
ing is that vicarious conditioning occurred simply 
through watching videotapes of models behaving 

fearfully (Cook & Mineka, 1990), suggesting that 
humans are also susceptible to acquiring fears vicari-
ously through movies and television.

There is now a burgeoning literature on vicarious 
conditioning in humans (e.g., Golkar et al., 2015; 
Olsson et al., 2016). The typical human vicarious 
fear conditioning protocol (see Haaker et al., 2017) 
involves video presentations of a stranger receiving 
aversive stimulation in the context of a particular 
CS. Participants are then presented with the CSs 
from the observation phase directly on a computer 
screen and their physiological or subjective responses 
are recorded. Existing research suggests that direct 
and vicarious conditioning are governed by similar 
psychobiological systems (Debiec & Olsson, 2017; 
Lindström et al., 2018; cf. Esser et al., 2020).

We are unaware of data linking individual differ-
ences in vicarious conditioning to anxiety disorder 
diagnoses but some evidence suggests that vicarious 
conditioning could play a role in the acquisition of 
SPs and other anxiety disorders. Selbing and Olsson 
(2019) reported that healthy participants scor-
ing higher on trait anxiety showed more difficulty 
determining the threat value of a safe versus threat-
ening cue. Trait anxiety, in turn, is elevated in those 
with anxiety or depressive disorders (Knowles & 
Olatunji, 2020) and has sometimes been implicated 
in compromised CS discrimination in direct con-
ditioning experiments (Sjouwerman et al., 2020). 
However, Williams and Conway (2022) did not 
find evidence that vicarious threat learning was cor-
related with common or specific emotional disorder 
symptom dimensions in a sample of undergradu-
ates. Thus, more work is needed in this area.

sociaL reinForceMenT and insTrucTionaL 
Learning

Direct social reinforcement and verbal instruc-
tion are also likely to play a role in the acquisition of 
anxiety disorders. Ehlers (1993) found that patients 
with PD/A, individuals with infrequent panic, and 
patients with other anxiety disorders reported that 
they received more parental encouragement for 
sick- role behavior during their childhood experi-
ences of panic- like symptoms (e.g., “Take care of 
yourself and avoid strenuous activities”) than did 
nonanxious controls. When anxious children dis-
cuss potentially threatening situations with their 
parents, such discussions have been found to 
strengthen the anxious children’s avoidant tenden-
cies (Barrett et al., 1996). Experimental research 
confirms that providing healthy participants with 
contingency information (i.e., that a CS will signal 
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an aversive outcome) before direct encounters with 
CSs can instill robust fear responses (Mertens et al., 
2018). In addition, fear can intensify when verbal 
instruction is augmented with direct contingency 
experience (Mertens et al., 2016), suggesting that 
fear learning pathways can operate synergistically.

seLecTive associaTions
A second criticism of early conditioning mod-

els of the acquisition of SPs and anxiety disorders 
is their equipotentiality assumption. That is, early 
conditioning models predicted that fears, SPs, and 
anxiety would be acquired to any random group of 
objects and stimuli associated with traumatic out-
comes. However, clinical observations show that 
people are much more likely to have fears of snakes, 
water, heights, enclosed spaces, elevated heart rate, 
and other people than they are of bicycles, guns, or 
cars. This is remarkable given that, today, the latter 
objects are at least as likely to be associated with 
trauma as the stimuli that commonly trigger anxi-
ety in individuals with anxiety disorders. To explain 
the nonrandom distribution of phobic objects, 
Seligman (1971) hypothesized that primates are 
evolutionarily prepared to rapidly associate certain 
kinds of objects (such as snakes, spiders, water, 
heights) with aversive events, as there should have 
been a selective advantage for primates who rapidly 
or strongly acquired fears of such objects or situa-
tions. The term prepared fears refers to those fears 
that are not truly inborn or innate but which are 
very easily acquired and/ or especially resistant to 
extinction.

Preparedness theory has been tested in a series 
of human conditioning experiments conducted by 
Öhman and his colleagues. Consistent with pre-
dictions, they found superior conditioning using 
slides of snakes and spiders or of angry faces as fear- 
relevant (FR) CSs, and mild shock as the uncondi-
tioned stimulus (US), compared to what is found 
using more fear- irrelevant (FI) CSs such as slides 
of flowers, mushrooms, electric outlets, or neutral 
or happy faces (e.g., Öhman & Dimberg, 1978; 
Öhman et al., 1985; Öhman & Mineka, 2001). 
Other studies have also shown that with FR- CSs 
(but not with FI- CSs) conditioning can even occur 
using subliminal presentations of the CSs (i.e., CSs 
that cannot be consciously identified; e.g., Esteves 
et al., 1994; Öhman & Soares, 1998). Such results 
may help explain the irrationality of SPs; that is, 
a person can claim to “know” rationally that a SP 
object or social situation is safe and still experience 
anxiety that is nonconsciously activated.

Cook and Mineka (1989, 1990) demonstrated 
that observer monkeys can easily acquire fears of 
FR stimuli (e.g., a toy snake or a toy crocodile) 
but not of FI stimuli (e.g., flowers or a toy rabbit). 
These observer monkeys had no previous exposure 
to any of the FR or FI stimuli before participating 
in these experiments. Thus, whereas recent critiques 
have raised some challenges for preparedness theory 
(Coelho et al., 2019), the results reported by Cook 
and Mineka strongly support the role of evolution-
ary factors in the greater conditionability of FR 
than FI stimuli (Mineka & Öhman, 2002).

unconTroLLaBiLiTy and unPredicTaBiLiTy
A third criticism of early conditioning models 

of the acquisition of SPs and anxiety disorders is 
that they do not explain why many individuals who 
undergo traumatic experiences do not develop an 
anxiety disorder (e.g., Mineka & Zinbarg, 1996; 
Rachman, 1990, 2010). That is, many nonphobics 
retrospectively report having had traumatic experi-
ences in the presence of some potentially phobic 
object without having acquired a SP (e.g., Poulton 
& Menzies, 2002).

From the perspective of a modern conditioning 
approach, however, these observations of resilience 
in the face of trauma can be easily accommodated. 
For example, several different features of condition-
ing events themselves can have a strong impact on 
how much fear is acquired. Far less fear is condi-
tioned, for instance, when the aversive event is 
escapable than when it is inescapable (e.g., Mineka 
et al., 1984).

Perceptions of uncontrollability are a likely source 
of individual differences not only in the acquisition 
of SPs but also in the other anxiety disorders. For 
example, animal research has shown that uncontrol-
lable (but not controllable) electric shock increases 
social submissiveness (e.g., Williams & Lierle, 
1986). In addition, animal studies (e.g., Uhrich, 
1938) of repeated social defeat (an uncontrollable 
stressor) show that it also leads to increased submis-
siveness. Moreover, repeated social defeat in animals 
produces many of the classic “learned helplessness” 
effects usually associated with uncontrollable shock, 
including escape deficits (Hebert et al., 1998) and 
exaggerated- fear CRs (Williams & Scott, 1989). 
Williams and colleagues concluded from such find-
ings that the deleterious effects of social defeat are 
probably mediated by perceptions of uncontrol-
lability. Such research and theorizing suggest that 
perceptions of uncontrollability are likely to play a 
role in the etiology of SAD. Indeed, cross- sectional 
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evidence documents a moderate to strong associa-
tion between generalized perceptions of uncontrol-
lability and SAD (e.g., Kennedy et al., 1998).

Sanderson et al. (1989) conducted a fascinat-
ing study demonstrating the role of perceptions of 
controllability in panic attacks experienced by those 
with PD/A. Patients with PD/A underwent a panic 
provocation procedure involving the breathing of 
air with higher than normal levels of carbon dioxide 
(CO2). The patients were told that if the experience 
became too unpleasant, if and when a light in the 
room came on, they could turn a dial to reduce the 
amount of CO2 they were breathing. The patients 
were then randomly assigned to either a condition 
in which the light actually came on during the CO2 
inhalation (perceived control) or to a condition in 
which the light never came on (no perceived con-
trol). Eighty percent of the participants in the no- 
perceived control group reported experiencing a 
panic attack during the inhalation compared with 
only 20% in the perceived control group (despite 
the fact that the only participant in the study who 
actually attempted to turn the dial was in the no 
perceived control group).

More recent experimental work also supports 
the notion that controllability impacts the strength 
of acquired fear responses. Hartley and colleagues 
(2014) reported an effect of an escapable versus 
inescapable stressor on subsequent fear extinction 
and recovery. In the escapable stressor condition, 
participants were able to escape or avoid the deliv-
ery of electrical stimulation in a computer task. 
Those in the inescapable stressor condition, how-
ever, were not able to evade electrical stimulation 
through their task- related actions. Instead, they 
received the same number of shocks with the same 
timing as their yoked participant in the escapable 
condition. When tested 1 week later, participants 
in the inescapable stressor condition saw dimin-
ished fear extinction and more recovery of fear 
responses to the CS signaling threat relative to the 
safety signal. Thus, the experience of an unrelated, 
inescapable stressor in one setting may predispose 
one to develop extinction- resistant fear responses in 
another.

TeMPeraMenT/ PersonaLiTy and condiTioning
Another part of the explanation of resilience in 

the face of trauma may involve temperamental or 
personality variables. Theorists ranging from Pavlov 
(1927) to Eysenck (1967) and Gray (1982; Gray & 
McNaughton, 2000) have hypothesized that indi-
vidual differences on variables such as trait anxiety 

or neuroticism are related to the speed and strength 
of conditioning and thus play a role in the origin 
of anxiety disorders. There is experimental evidence 
demonstrating that individuals high on trait anxi-
ety have difficulty discriminating between CSs that 
signal threat versus safety (e.g., Gazendam et al., 
2013; Sjouwerman et al., 2020). Other evidence, 
however, has not supported the role of trait anxiety 
(e.g., Arnaudova et al., 2013; Morriss et al., 2016). 
Lonsdorf and Merz (2017) reviewed fear condition-
ing studies that examined the association between 
putative vulnerability measures like neuroticism 
and trait anxiety and fear conditioning responses. 
They found that, in most studies, across physiologi-
cal and subjective response measure types, there 
were not significant associations between neu-
roticism or trait anxiety and fear learning patterns. 
However, an important limitation of their review is 
that it did not use meta- analytic methods to syn-
thesize findings across studies, and some individual 
studies have found significant results (e.g., Zinbarg 
& Mohlman, 1998). A quantitative synthesis of this 
literature is needed to provide a firmer conclusion 
regarding the role of personality in conditioning.

In particular, research designs that account 
for overlap among vulnerability measures could 
improve our understanding of risk for condition-
ing abnormalities. Sjouwerman et al. (2020), 
for instance, used a structural equation model-
ing approach to capture the overlap between trait 
anxiety, neuroticism, and intolerance of uncer-
tainty in a general factor that was labeled Negative 
Emotionality. The modeling strategy allowed anal-
ysis of the unique effects of the risk measures. In 
this study, there was a unique effect of trait anxiety 
on physiological CS discrimination, adjusting for 
the overlap between trait anxiety and neuroticism. 
The overarching Negative Emotionality factor did 
not predict individual differences in a fear learn-
ing factor defined by CS discrimination response 
measures. More research that adjusts for the over-
lap among vulnerability measures will be needed to 
shed additional light on their unique contributions 
to conditioning patterns.

There is accumulating evidence from prospective 
studies, as described earlier, that trait anxiety, neu-
roticism, and related constructs serve as nonspecific 
vulnerability factors for the subsequent develop-
ment of SPs, SAD, and MDD (e.g., Biederman et 
al., 1990; Hayward et al., 2000; Kendler et al., 2004; 
Krueger et al., 1996; Schwartz et al., 1999; Zinbarg 
et al., 2016). These findings of nonspecific vulner-
ability are consistent with findings of common 
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conditioning deficits in anxiety- disordered groups 
(Duits et al., 2015). However, given the conclu-
sions of Sjouwerman et al. (2020), which failed to 
find support for nonspecific Negative Emotionality 
as a predictor of fear learning, more work is needed 
on the role of fear conditioning in the vulnerability 
conferred by neuroticism and related constructs.

inTerocePTive condiTioning
In interoceptive conditioning, the CSs are inter-

nal sensations (e.g., Razran, 1961). Bouton et al. 
(2001) proposed that when low- level somatic sensa-
tions of anxiety/ panic precede and are paired with 
full- blown panic, the low- level somatic sensations 
of anxiety/ panic come to be CSs that elicit high 
levels of anxiety and panic. That is, Bouton et al. 
propose that interoceptive conditioning may con-
tribute to the fear- of- fear vicious cycle described 
earlier regarding the personality trait of AS.

Bouton et al. (2001) also reviewed a great deal 
of clinical evidence that is consistent with several of 
the predictions that follow from their interoceptive 
conditioning model of PD/A. For example, panic is 
predicted to be preceded by heightened anxiety if 
anxiety becomes a CS for panic. Studies using expe-
rience sampling and careful monitoring have found 
this to be the case, rather than panic truly coming 
from out of the blue, as is often experienced subjec-
tively by patients. Bouton et al. noted that the ini-
tial attacks experienced by patients with PD/A are 
generally terrifying, with thoughts of going crazy or 
dying being common symptoms, and this terror is 
more than sufficient to allow powerful conditioned 
responses to develop. Moreover, initial attacks are 
often perceived as unpredictable and uncontrol-
lable, and, as discussed earlier, these perceptions 
should augment the intensity of the conditioning 
that results from an initial panic. Consistent with 
this prediction many patients with PD/A report 
that their anxiety about having more panic attacks 
develops rapidly after their first panic attack.

suMMary
The origins of anxiety disorders are consider-

ably more complex than was assumed by early 
conditioning models. However, these complexi-
ties are expected from the perspective of contem-
porary research on conditioning, which reveals a 
variety of vulnerability (e.g., temperament) and 
contextual (e.g., controllability and fear relevance 
of stimuli) variables that may impact the outcome 
of direct, vicarious, and interoceptive conditioning 
experiences.

Information Processing Biases
aTTenTionaL Bias

Several types of information processing biases 
have been identified in anxious populations, and the 
most- studied among them is an attentional bias that 
favors the processing of threat stimuli. This bias is 
demonstrated in both increased attentional engage-
ment toward threatening stimuli (Lange et al., 
2011; Seefeldt et al., 2014; Shechner et al., 2012) 
and decreased attentional disengagement away from 
threatening stimuli (Chen et al., 2012; Liang et al., 
2017; Schofield et al., 2012). That is, groups char-
acterized by anxiety are both more likely to pay 
attention to threats and have a harder time shifting 
their attention away from threats. However, these 
two types of attentional bias are uncorrelated— that 
is, an individual could display one type of bias with-
out displaying the other, and vice versa (Rudaizky 
et al., 2014).

A variety of factors appear to influence the 
strength of this attentional bias. For instance, this 
bias appears to interact with state anxiety such 
that the attentional bias is strongest among highly 
trait- anxious individuals who also have high state 
anxiety, such as the kind of anxiety that comes 
when final exams are coming soon (MacLeod & 
Mathews, 1988; MacLeod & Rutherford, 1992; 
Mogg et al., 1994). When state anxiety is high, low 
trait- anxious individuals show less attentional bias 
toward threat whereas high trait- anxious individu-
als show more. This pattern appears most salient at 
a moderate level of threat. For instance, a strong 
threat, such as the threat of electric shock, produces 
similar levels of attentional vigilance between high 
and low trait- anxious groups (Notebaert et al., 
2011). But when threat intensity can be manipu-
lated, threats of moderate intensity provoke the 
largest differences in anxiety- linked attentional 
bias (Koster et al., 2006; Wilson & MacLeod, 
2003). And, of course, attentional bias is particu-
larly strong when the threat is relevant to the main 
triggers of one’s anxiety (Mathews & MacLeod, 
1985; McNally et al., 1994). Attentional vigilance 
is particularly strong for disorder- relevant stimuli, 
such as panic- relevant stimuli for those with PD 
(Buckley et al., 2002), social stimuli for those with 
SAD (Maidenberg et al., 1996), obsession- related 
stimuli for those with OCD (Cisler & Olatunji, 
2010), and trauma- relevant stimuli for those with 
PTSD (Ashley et al., 2013). Indeed, meta- analytic 
findings demonstrate that the magnitude of the 
attentional bias to threat is significantly greater 
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when the stimuli matches the diagnosis (Pergamin- 
Hight et al., 2015).

In recent years, studies have continued to dem-
onstrate that groups characterized by a vulnerability 
toward anxiety (such as those with high trait anxiety 
or those with anxiety disorder diagnoses) are more 
likely to attend to threatening information than 
are controls (Cisler & Koster, 2010; Mathews & 
MacLeod, 2005). This effect has been seen using 
a variety of stimuli including words (Amir et al., 
2003), auditory narratives (Foa & McNally, 1986), 
expressive faces (Waters et al., 2008), and complex 
images (Rudaizky et al., 2014). In a large meta- 
analysis, Bar- Bar- Haim et al. (2007) found that 
this effect was replicated across a variety of anxiety 
diagnoses and under a variety of experimental para-
digms/ conditions, and meta- analytic reviews have 
continued to find that groups with increased anxi-
ety vulnerability demonstrate a greater attentional 
bias toward threat (Armstrong & Olatunji, 2012; 
Dudeney et al., 2015; Price et al., 2016).

However, despite the substantial literature on this 
attentional bias in anxiety, recent papers have called 
attention to the fact that measures of attentional 
bias demonstrate low internal consistency and low 
reliability (MacLeod et al., 2019; Rodebaugh et al. 
2016). These authors note that whereas the group 
effects are reliable, the low reliability limits what 
can reasonably done with the data. For instance, in 
keeping with the aim of Research Domain Criteria 
(RDoC; Cuthbert & Kozak, 2013), researchers 
have looked to attentional bias as a potential marker 
for anxiety disorders, but the low reliability of the 
measures limits their ability to distinguish individu-
als with anxiety rather than groups characterized by 
anxiety. That is, whereas measures of attentional 
bias are useful at the group level, they are likely to 
be unhelpful at the individual level (MacLeod et al., 
2019). Researchers are currently looking for ways 
to ameliorate this concern, such as by taking mul-
tiple measurements of attentional bias (Enock et 
al., 2014; McNally, 2019; Price et al., 2015) or by 
examining the dynamic fluctuations in attentional 
bias over time (e.g., Iacoviello et al., 2014; Zvielli 
et al., 2015).

Importantly, recent studies have manipulated 
attentional bias using attention bias modifica-
tion tasks (ABMTs), including studies that have 
attempted to induce attention bias and others that 
have attempted to ameliorate it. Research suggests 
that ABMT manipulations have causal effects on 
anxiety in the predicted directions (for reviews, see 
Hakamata et al., 2010; Hallion & Ruscio, 2011). 

That is, inducing attention bias increases anxiety 
responses to subsequent stressors, whereas ame-
liorating attentional bias decreases such responses. 
These results provide evidence that attentional bias 
favoring the processing of threat plays a causal role 
in the etiology and/ or maintenance of anxiety. They 
also suggest that ABMTs ameliorating attentional 
bias can be an effective treatment for anxiety. Over 
the past decade, research on the use of ABMTs in the 
treatment of anxiety has exploded, and the results 
are largely positive. Recent meta- analyses have dem-
onstrated that ABMTs significantly reduce both 
attentional bias and symptoms of anxiety (Beard et 
al., 2012; Mogoaşe et al., 2014), and recent reviews 
have highlighted both the strengths and limitations 
of this novel therapeutic technique (Kuckertz & 
Amir, 2015; Mogg et al., 2017).

MeMory Bias and inhiBiTory deFiciTs
Evidence regarding a memory bias in anxiety dis-

orders is inconclusive (Craske et al., 2009). While 
some studies suggest that anxious participants dem-
onstrate enhanced memory for threatening mate-
rial (e.g., Cloitre et al., 1994; Reidy, 2004; Reidy 
& Richards, 1997), others fail to demonstrate such 
a bias (e.g., Bielak & Moscovitch 2012; Bradley et 
al., 1995; Mathews & MacLeod, 1985; Mogg et al., 
1989; Nugent & Mineka, 1994). There is not only 
discrepancy in the directionality of the findings, 
but in the effect sizes as well, with between- groups 
effect sizes ranging from −1.28 to 1.27 (Mitte, 
2008). Mitte also found that, in general, there 
were no significant effects of anxiety on implicit 
memory but that anxiety did influence recollec-
tion such that anxious individuals demonstrated a 
memory bias toward threat- relevant information. 
According to one review, these biases may be more 
prevalent in some disorders than others. Coles and 
Heimberg (2002) found that there was more evi-
dence for explicit memory bias in PD (and possibly 
in PTSD and OCD), but not in GAD and SAD. 
However, the findings for all disorders were mixed. 
Furthermore, in the few cases in which superior 
memory for threat- related stimuli has been demon-
strated, the effects could be due to increased pro-
cessing and encoding resulting from the attentional 
bias (Mathews & MacLeod, 2005). Though recent 
research has suggested explanations for these dis-
crepancies, such as the notion that threats that can 
be controlled are more easily remembered but threats 
that are uncontrollable are not (Large et al., 2016), 
there are few conclusive findings on memory biases 
in those with anxiety disorders.
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Interestingly, there is some evidence suggest-
ing that there may be conditions in which anxious 
patients have difficulty forgetting threat represen-
tations when it would be adaptive to do so while 
healthy controls can forget them. This is evidenced 
through use of the retrieval- induced forgetting 
paradigm, in which practice of words reliably 
inhibits memory for related, unpracticed words in 
healthy participants. For instance, a few practice 
trials at encoding of the word “strawberry” tend 
to impair recall of the word “apple.” People with 
SAD, however, do not adaptively inhibit as many 
unpracticed negative social words as do controls 
(Amir et al., 2001), nor do individuals with GAD 
(Kircanski et al., 2016). State anxiety induced in 
a psychosocial laboratory stressor also has been 
shown to prevent adaptive forgetting, or inhibi-
tion, from occurring (Koessler et al., 2009). In this 
way, anxious individuals may be less able to forget 
threatening or painful information, contributing 
to the greater impact of such information. In one 
such demonstration, when asked to retrieve nega-
tive (and not positive) reviews, as an individual 
with social anxiety might do, participants recalled 
the reviews of a public speaking task as more nega-
tive and less positive both 5 minutes and 1 week 
later, suggesting a lasting impact of remember-
ing negative over neutral or positive information 
(Glazier et al., 2021).

inTerPreTive Bias
Each day we are confronted with ambiguous 

information, such as a rustling noise outside the 
bedroom window at night or a coworker’s blank face 
as we speak at work in the afternoon. Interpretive 
bias reflects the tendency to resolve such ambiguous 
information in a particular way.

There is a wealth of evidence from self- report 
studies consistent with the notion that people with 
clinical and subclinical anxiety of all types interpret 
ambiguous information that is salient to their emo-
tional concerns in a negative fashion (Mathews & 
MacLeod, 2005). For example, in one study, when 
presented with descriptions of ambiguous social sit-
uations (e.g., “You have visitors come by for a meal 
and they leave sooner than expected”), patients with 
SAD were more likely than those with other anxiety 
disorders or healthy controls to draw negative con-
clusions (Stopa & Clark, 2000).

Of course, it is possible that the findings from 
these self- report studies reflect a response bias for 
endorsing negative options, rather than an interpre-
tive bias per se. Study designs that employ implicit 

measures of interpretive bias address this concern. 
In the first implicit interpretive bias study, MacLeod 
and Cohen (1993) asked participants to read passages 
of text, pressing a button in order to view each suc-
cessive sentence. Although participants were led to 
believe that the data of interest were their responses 
to questions about the passages, the critical data were 
actually the delays between button presses, which 
provided an index of the comprehension latency for 
each sentence. Comprehension latency should be 
inversely related to the degree to which a participant 
expected the continuation of the preceding text (e.g., 
Haberlandt & Bingham, 1978). Indeed, MacLeod 
and Cohen found that participants with high trait 
anxiety selectively imposed threatening interpreta-
tions on ambiguous sentences, whereas participants 
with low trait anxiety did the opposite. Another set 
of implicit studies showed that people with elevated 
social anxiety are more likely than others to inter-
pret neutral faces in a threatening manner (Yoon & 
Zinbarg, 2007, 2008).

Most recently, interest has turned to interpre-
tive bias modification procedures, in which nega-
tive interpretive biases are systematically altered. 
Although these methods were originally devel-
oped to elucidate the causal role of cognitive 
biases in mental disorders, they have been shown 
also to have therapeutic benefits (see MacLeod & 
Mathews, 2012). Findings indicate that a single 
interpretive bias modification session may reduce 
symptoms related to anxiety sensitivity (Steinman 
& Teachman, 2010), chronic worry (Hirsch et al., 
2009), or GAD (Hayes et al., 2010). Moreover, 
extended sessions appear to significantly reduce trait 
anxiety (Salemink et al., 2009). There is even evi-
dence that interpretive bias modification is effective 
with adolescents (Lothmann et al., 2011). Thus, the 
evidence from interpretive bias modification stud-
ies demonstrates that a bias favoring threatening 
interpretations of ambiguity plays a causal role in 
the etiology and/ or maintenance of anxiety. That 
said, research on this treatment approach is still in 
its infancy. Future research will benefit from the 
application of randomized controlled trials to the 
study of interpretive bias modification, along with 
modification procedures for cognitive biases more 
broadly (cf. MacLeod, 2012).

courageous MindseT
Because behavioral avoidance is a hallmark symp-

tom of the anxiety disorders, we might infer that 
patients with anxiety disorders have a difficult time 
accessing a “courageous mindset” (i.e., the belief or 

 

 



anxiety  and PaniC d i SorderS ,  SPeC i f iC  Phob ia 167

representation of oneself as being able to face one’s 
fears; Kramer & Zinbarg, 2019). Recent research 
on individuals with specific fears suggests it may be 
possible to temporarily prime a courageous mindset 
and thereby reduce avoidance by prompting recall 
of memories of courageous behavior (Kramer & 
Zinbarg, 2019). After writing about a time when 
they encountered a feared stimulus and avoided it 
(e.g., individuals who were anxious about public 
speaking avoiding a public speaking task), individu-
als were more likely to report they “could not do” 
fear- relevant tasks (like giving a speech in front of a 
small audience) and did so more quickly. This sug-
gests a tendency in anxious individuals, when recall-
ing memories of past failures in approach, to see 
fear- relevant tasks as difficult (or even impossible) 
at both an explicit and an implicit level. However, 
when individuals were asked to write about a time 
when they encountered a feared stimulus and faced 
it (such as actually delivering the speech), they 
reported they “could do” more fear- relevant tasks 
and did so more quickly, thus demonstrating that 
fear- relevant tasks were seen as more possible both 
explicitly and implicitly. Therefore, the act of recall-
ing an instance of “courage,” or facing a feared situ-
ation, helped override negative beliefs and made 
feared situations seem more approachable, at least 
temporarily. As with other modification treat-
ments addressed above, future studies are needed 
to address the potential long- term effects of such 
a priming intervention, perhaps in the context of 
treating anxiety.

suMMary
Anxious individuals demonstrate a variety of 

information- processing biases. They attend more 
readily to threatening stimuli and have a harder 
time redirecting their attention away from such 
stimuli, especially when state (in addition to trait) 
anxiety is high, when the threat is moderate, and 
when the threat is in line with the main triggers 
for their anxiety. Anxious individuals may also 
have difficulty forgetting information that would 
be adaptive to forget. Finally, they are more likely 
to interpret ambiguous information as threatening 
at both an explicit and an implicit level. However, 
research on bias- modification tasks, such as ABMTs 
and interpretive bias modification procedures 
(IBMPs), provides hope for reducing these biases by 
providing new treatment methods for individuals 
with anxiety.

Interpersonal Factors in Etiology and Disorder 
Maintenance
aTTachMenT

It is well established that adverse early life 
events are a robust risk factor for psychopathology 
(Kessler et al., 2010; McLaughlin et al., 2012). In 
addition, interpersonal and systemic variables are 
gaining increased attention in the anxiety disorders 
literature as possible risk factors (e.g., Beck, 2010). 
Indeed, at least some of the anxiety disorders are 
associated with difficulties in interpersonal rela-
tionships (Whisman, 1999; Whisman & Baucom, 
2012). Accordingly, there is a growing body of work 
highlighting the relevance of attachment, interper-
sonal functioning, and expressed emotion in the 
anxiety disorders.

Bowlby (1973) viewed attachment as an evolu-
tionary drive whereby infants develop a relation-
ship to primary caregivers as a survival mechanism. 
Thus, the development of a secure attachment that 
is characterized by close proximity with the care-
giver and by the perception of safety is hypoth-
esized to allow the infant a secure base from which 
to explore the world and environment. Conversely, 
insecure attachment is hypothesized to develop 
when the caregiver does not provide the conditions 
of safety and security and is rejecting, inconsistent 
with attention, or overcontrolling.

These early life experiences in attachment 
are proposed to lead to the development of an 
internal working model, or a cognitive frame-
work that informs how one interacts with others 
and the world. These internal working models 
are reflected in attachment styles that are either 
secure, insecure- avoidant, or insecure- ambivalent. 
The development of an insecure attachment style 
is proposed to be one pathway to development of 
anxiety disorders (Colonnesi et al., 2011; Esbjørn 
et al., 2012).

One meta- analysis that examined attachment 
style and childhood anxiety disorders showed a 
modest relationship (r =  .3) of insecure attach-
ment style with childhood and adolescent anxiety 
disorders (Colonnesi et al., 2011), especially with 
insecure- avoidant attachment. Furthermore, a fairly 
consistent finding is that adult anxious patients 
retrospectively report having, as children, had an 
insecure attachment style with their caregivers (e.g., 
Cassidy et al., 2009; Eng & Heimberg, 2006). For 
example, Cassidy and colleagues (2009) found that 
patients with GAD reported poor attachment with 
their caregivers that was characterized by increased 
role- reversal/ enmeshment in the caregiving 
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relationship, high maternal rejection, and low 
maternal love. Furthermore, the more cumulative 
risk factors one endorsed, the greater the likelihood 
of a diagnosis of GAD. Similarly, Eng et al. (2001) 
found that patients with a diagnosis of SAD fell 
into either an anxious- attachment cluster, which 
was associated with greater symptomatology, or a 
secure- attachment cluster, which was associated 
with less symptomatology. Taken together, these 
studies suggest that early development of insecure 
attachment styles may represent a risk factor for the 
development of an anxiety disorder and potentially 
serve a role in maintenance through adulthood 
through ineffective styles of interpersonal function-
ing (Snyder et al., 2010).

inTerPersonaL ProBLeMs
Interpersonal pathoplasticity builds on the 

pathoplasty model introduced earlier to empha-
size the role of interpersonal functioning in the 
expression of psychopathology. Interpersonal patho-
plasticity, then, refers to the role of interpersonal 
functioning in the expression of psychopathology 
(Klein et al., 1993; for a review see Pincus et al., 
2010). An emphasis on interpersonal theory and 
psychopathology can be traced back to the work of 
Harry Stack Sullivan, who viewed the expression 
of psychopathology and personality as occurring 
through interpersonal situations and relationships 
(Sullivan, 1953).

Sullivan’s ideas were further refined and for-
malized into a model of interpersonal functioning 
that could account for the range of interpersonal 
behavior: the interpersonal circumplex model (IPC; 
Leary, 1957). The IPC is a two- dimensional cir-
cular model for organizing interpersonal behavior 
around two central axes. In Leary’s (1957) origi-
nal model, the poles for each axis are labeled as 
dominance- submission on the vertical axis and 
hostility- affection on the horizontal axis. All forms 
of interpersonal behavior are conceptualized as a 
combination of these two axes. Although variations 
of circumplex models have since been proposed, 
they all share in common the central axes (Fournier 
et al., 2010).

One of the most commonly used circumplex 
measures is the Inventory of Interpersonal Problems 
(IIP; Horowitz et al., 2000). Results of several IIP 
investigations support the identification of inter-
personal subtypes for GAD (Eng & Heimberg, 
2006; Przeworski et al., 2011; Salzer et al., 2011). 
In particular, intrusiveness (inappropriately self- 
disclosing, attention seeking, difficulty spending 

time alone), exploitable (difficulty feeling and 
expressing anger for fear of offending others, eas-
ily taken advantage of by others), cold (inability to 
express affection toward others, difficulty forgiving 
others, difficulty making long- term relationships), 
and nonassertive (difficulty making needs known to 
others, difficulty being assertive) appear to emerge 
as four salient interpersonal clusters. Additionally, 
IIP studies of interpersonal problems in SAD found 
in common a friendly- submissive (i.e., exploitable) 
interpersonal cluster (e.g., Kachin et al., 2001). 
Another study found an overly nurturant cluster to 
be associated with the association between anxiety 
and depression among late adolescents with clinical 
levels of anxiety (Viana & Stevens, 2013). The rele-
vance of interpersonal problems in anxiety disorders 
and depression has clear treatment implications. For 
example, interpersonal problems at pretreatment 
are associated with reduced response to cognitive- 
behavioral therapy (CBT) for GAD (Borkovec  
et al., 2002) and SAD (Cain et al., 2010).

An interpersonally based conceptualization 
of PD/A has been proposed (Chambless, 2010). 
However, whereas there does appear to be some 
evidence that PD/A is associated with interpersonal 
difficulties; whether interpersonal difficulties repre-
sent a unique factor compared with other stressful 
life events is unclear (Marcaurell et al., 2003). The 
association between interpersonal problems and 
agoraphobia appears more robust. For example, 
Goldstein and Chambless (1978) identified a subset 
of patients with agoraphobia for whom interper-
sonal problems was the most common antecedent 
in the development of PD/A. Similarly, Kleiner and 
Marshall (1987) found that 84% of agoraphobics 
recalled experiencing marital/ relationship conflicts 
prior to the onset of the disorder. Furthermore, a 
notable portion of this sample reported a long his-
tory of unassertiveness, dependency, and fear of 
negative evaluations.

exPressed eMoTion
Expressed emotion (EE)— criticism, hostility, 

and emotional overinvolvement expressed toward 
a patient by a family member— has received atten-
tion as a possible anxiety disorders maintenance fac-
tor. Criticism in this context are remarks directed 
toward the patient expressing disproval or dislike of 
a specific action the patient does. Hostility may be 
understood as a more extreme form of criticism that 
devalues or shames the patient.

Although EE has received considerable attention 
in the areas of schizophrenia, mood disorders, and 
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eating disorders (Butzlaff & Hooley, 1998; Hooley, 
2004), it has only recently been given increased 
attention in research on anxiety disorders. Research 
in this area shows that high levels of EE, particu-
larly hostility, are associated with suboptimal treat-
ment response for PD/ A (Chambless et al., 2017), 
SAD (Fogler et al., 2007), and GAD (Zinbarg et 
al., 2007). Furthermore, high levels of interpersonal 
conflict are also associated with increased rates of 
relapse after treatment (McLeod, 1994). However, 
not all forms of criticism appear to be detrimental to 
the patient (Chambless & Steketee, 1999; Zinbarg 
et al., 2007). Whereas hostile forms of criticism 
are associated with suboptimal treatment response, 
criticism presented in a nonhostile manner is associ-
ated with improved treatment responses for patients 
with PD/A, GAD, and OCD. However, the precise 
mechanisms of how hostility and nonhostile criti-
cism influence the maintenance and treatment of 
anxiety still need to be delineated. A recent develop-
ment that may foster such research is the creation 
of a self- report measure distinguishing hostile and 
nonhostile forms of perceived criticism (Klein et 
al., 2016).

Conclusion and Future Directions
Great progress has been made in understand-

ing the anxiety disorders, with widespread consen-
sus on several points. The anxiety disorders are not 
entirely independent; rather, there are broad factors 
shared by these disorders (and the unipolar mood 
disorders). Furthermore, anxiety disorders are heri-
table, but learning histories, information processing 
biases, and interpersonal factors also contribute to 
their etiology or maintenance.

Despite the consensus on several key points that 
exists in the field, there are still topics regarding the 
anxiety disorders that require additional research. 
Thus, whereas a prospective association showing 
that neuroticism is a marker of risk for anxiety dis-
orders has now been replicated across independent 
laboratories, prospective longitudinal work is sorely 
needed to determine directionality of the asso-
ciation between trait PE/ E and anxiety disorders. 
Future research will also benefit from the applica-
tion of randomized controlled trials to the study of 
interpretive bias modification, along with modifica-
tion procedures for cognitive biases more broadly 
(cf. MacLeod, 2012). Relatedly, future studies are 
needed to address the potential long- term effects of 
a courage priming intervention for treating and per-
haps even preventing anxiety disorders.

Of the various questions for the field that remain 
to be addressed, however, two appear most funda-
mental to us. The first is whether the different anxiety 
disorder diagnoses truly represent distinct categories 
(or dimensions that differ in fundamental ways) or 
inconsequential variations of a broader syndrome 
that differ superficially in terms of the content of 
apprehension. The second question is whether sev-
eral of the risk factors discussed earlier (e.g., neuroti-
cism, BI, anxiety sensitivity, information- processing 
biases, genetic vulnerability) represent distinct 
pathways and have unique predictive power. Thus, 
what the field needs are more studies that include 
multiple anxiety disorder diagnoses (or dimensions) 
as outcomes and multiple risk factors. Such designs 
will enable us to sort out both whether the various 
anxiety disorders differ at a deep level and whether 
any of the various risk factors identified to date have 
unique predictive power.
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 Obsessive- Compulsive and  
Related Disorders

Jonathan S. Abramowitz

Obsessive- compulsive disorder (OCD) is 
among the most destructive of psychological con-
ditions. Its symptoms often interfere with occu-
pational, academic, interpersonal, and leisure 
pursuits, not to mention activities of daily living 
(e.g., watching television, childcare). It is also a 
complex and highly heterogeneous syndrome, 
and numerous conceptual approaches have been 
proposed in an attempt to understand its seem-
ingly perplexing psychopathology. Moreover, the 
most recent iteration of the DSM shifts OCD 
from its traditional classification as an anxiety dis-
order to a new class of conditions: the obsessive- 
compulsive and related disorders (OCRDs). OCD 
is the flagship diagnosis within this group of dis-
orders that also includes hoarding disorder (HD), 
hair- pulling and skin- picking disorders, and body 
dysmorphic disorder (BDD), all of which are less 
common than OCD (contrary to what might be 
assumed, obsessive- compulsive personality disor-
der (OCPD) is not among the OCRDs in DSM- 
5). This chapter addresses the nature of OCD 
and the other OCRDs. The phenomenology and 
major conceptual models are reviewed, along with 
their strengths and limitations. The chapter also 
provides a critical evaluation of the basis for the 
OCRD category.

Phenomenology of OCD
Whereas everyone (whether or not they meet 

the official criteria for “having” OCD) experi-
ences unwanted thoughts and performs ritualistic 
behavior once in a while, OCD is characterized by 
obsessions and compulsions (defined below) severe 
enough to be time- consuming and which cause 
distress or functional interference. The severity of 
the obsessions and compulsions occurs in nature 

on a continuum from occasional “annoying” intru-
sive thoughts and compulsive acts to ubiquitous 
unwanted thoughts, doubts, and urges that, while 
seemingly senseless, are perceived as signs of danger 
and threat, along with near constant performance of 
compulsive rituals. Let us look more closely at these 
signs and symptoms.

Obsessions
While the term “obsession” is frequently used in 

our vernacular to refer to a preoccupation or fixa-
tion (e.g., “He’s obsessed with his new car”), in the 
context of OCD, obsessions are persistent repeti-
tive unwanted private experiences (i.e., thoughts, 
images, doubts, and ideas) that the person judges 
to be senseless or repugnant and that provoke 
distress in the form of anxiety or guilt. Although 
highly person- specific, obsessions generally distill 
into themes such as contamination (e.g., concerns 
about germs or disgust), responsibility for causing 
or preventing harm (e.g., “Did I hit a pedestrian, or 
was that just a speed bump?”), unwelcome thoughts 
about taboo subjects (e.g., sex, violence, and blas-
phemy), and the need for order and symmetry (“If I 
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 BDD Body dysmorphic disorder
 HD Hoarding disorder
 IU Intolerance of uncertainty
 OCD Obsessive- compulsive disorder
 OCRDs Obsessive- compulsive and related 
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don’t align the book just right, I can’t stand to look 
at the bookshelf ”).

Unlike other types of repetitive thoughts often 
described as “obsessive,” clinical obsessions are expe-
rienced as unwanted or uncontrollable in that they 
“invade” into and persist in one’s consciousness. 
They often seem to occur spontaneously at what 
seems like the most inconvenient times (e.g., a blas-
phemous thought about occurs while in a house of 
worship) or are triggered by something in the envi-
ronment (e.g., seeing a knife provokes unwanted 
thoughts of stabbing a loved one). Obsessions 
are also inconsistent with the person’s self- image 
(i.e., they are “ego- dystonic”); for example, a man 
who considers himself intolerant of racism might 
be plagued by thoughts of yelling racial epithets. 
Finally, obsessions are resisted: individuals try to 
“deal with,” neutralize, or completely avoid these 
kinds of experiences. The motivation to resist is acti-
vated by the fear that if action is not taken, negative 
consequences will ensure.

Compulsions
Compulsions are urges to engage in deliberate 

overt or mental behaviors (often called rituals) in an 
effort to reduce the distress associated with obses-
sions (or the obsessional thought itself ). Rituals, 
which are functionally related to obsessions (e.g., 
checking to allay obsessional doubts of leaving the 
door unlocked), typically belong to the follow-
ing categories: decontamination (washing/ clean-
ing), checking (e.g., ensuring that the stove is off, 
repeatedly asking for reassurance), repeating routine 
activities (e.g., rewriting one’s name or walking back 
and forth through a doorway), ordering and arrang-
ing (e.g., books on a shelf ), and mental rituals (e.g., 
repeating a prayer or mantra). These behaviors are 
often performed according to self- prescribed rules 
and are usually recognized (at least to some extent) 
as senseless and excessive (although, discussed fur-
ther below, insight into the senselessness of these 
symptoms varies from person to person).

In contrast to involuntary repetitive behaviors 
such as motor tics, rituals are calculated. That is, 
the person willfully performs the behavior. This 
relates to the final defining feature of compulsive 
rituals: they have a specific function— namely, to 
reduce distress. This function stands in contrast 
to impulsive behaviors (e.g., hair- pulling or skin- 
picking), which are carried out because they pro-
duce pleasure, distraction, or gratification. Yet 
although rituals often lead to a reduction in dis-
tress, such relief is usually temporary. Moreover, 

rituals maintain obsessional fear by preventing the 
natural extinction of fear. That is, if the person with 
OCD routinely ritualizes (e.g., washes her hands), 
she never has a chance to learn that her obsessions 
(e.g., fears of becoming ill from contamination) are 
not true danger signals.

Avoidance
Although not mentioned in the DSM- 5 criteria 

for OCD, avoidance behavior is another strategy 
commonly deployed in response to obsessions, usu-
ally to avert unwanted thoughts, negative outcomes, 
uncertainty, and compulsive urges. Avoidance is 
intended to prevent exposure to situations that 
would provoke obsessions and necessitate compul-
sive rituals. For example, one woman avoided driv-
ing past cemeteries because they evoked unwanted 
obsessional thoughts of loved ones dying. Other 
people engage in avoidance so that they do not 
have to carry out time- consuming or embarrassing 
rituals. For example, one person avoided home and 
garden stores so that he would not have to engage 
in extensive showering rituals, which he believed 
were necessary if he was exposed to pesticides and 
other household chemicals. Ultimately, avoid-
ance is problematic because it does not provide an 
opportunity for the individual to come into con-
tact with the feared situation and learn that the 
feared outcomes are unlikely to materialize. Thus, 
like rituals, avoidance maintains obsessional fear 
by preventing the natural extinction of obsessional 
fears. This leads to the escalating vicious cycle typi-
cal of OCD.

Symptom Dimensions
Research has identified reliable and valid symp-

tom dimensions comprised of both obsessions and 
compulsions (e.g., Abramowitz et al., 2010; McKay 
et al., 2004). These dimensions include (a) con-
tamination (contamination obsessions and decon-
tamination rituals), (b) responsibility for harm and 
mistakes (obsessions about harm or mistakes and 
checking/ reassurance- seeking rituals), (c) incom-
pleteness (obsessions about order or exactness and 
arranging rituals), and (d) unacceptable taboo vio-
lent, sexual, or blasphemous thoughts with mental 
rituals. These themes often overlap and many peo-
ple experience multiple themes, thus these dimen-
sions are not ways to categorize individuals with 
OCD (e.g., “washers” or “checkers”), but rather for 
categorizing the different manifestations of OCD. 
Even so, this categorization system is far from per-
fect. Some individuals with obsessional thoughts 
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about sex, for example, use decontamination ritu-
als to “wash away their dirty thoughts.” Others may 
experience obsessions that seem difficult to fit into 
any of these categories (e.g., obsessional thoughts 
about existential questions or about whether one is 
“really” in love with her partner).

Ego Dystonicity
Ego dystonicity refers to the degree to which one’s 

obsessions are inconsistent with the ways in which 
he or she views him-  or herself with respect to ide-
als and morals (Clark, 2004). Given that obsessions 
typically focus on topics that are repugnant to the 
individual, they are perceived as a threat to one’s 
self. Not surprisingly, the nature of obsessive con-
cerns may lead one to question his or her character 
(“What if I really am a pedophile!?”). Ego dysto-
nicity is most apparent in the unacceptable (taboo) 
thoughts symptom dimension, as obsessional 
thoughts about blasphemy, unbidden sexual ideas 
(e.g., incest), or violently murdering someone run 
counter to traditional moral codes. Furthermore, 
obsessions focused on vulnerable people (i.e., ideas 
of harming young children, the weak, or frail; 
Berman et al., 2012) may elicit increased guilt and 
distress and cause individuals to fret about “latent 
sexual and aggressive desires” (Clark, 2004, p. 29). 
Ego dystonicity also arises among meticulous indi-
viduals with OCD who may be troubled by obses-
sive doubt related to making mistakes, which could 
be considered intolerable and out of line with one’s 
standards. This quality of ego dystonicity among 
obsessive beliefs also separates obsessions and com-
pulsions in the context of OCD from other repeti-
tive behaviors such as hair- pulling, which may 
produce pleasure.

Insight
As already alluded to, the insight one has into 

the senselessness of his or her obsessions and com-
pulsions varies widely. While some individuals rec-
ognize the irrationality of their OCD symptoms 
(e.g., “I realize the probability of dying from using 
a public bathroom is very low, but I just can’t take 
the chance”), others hold a firm conviction that 
these intrusive thoughts and behaviors are rational 
(e.g., “Public bathrooms are extremely dangerous 
and I would get sick and die if I did not avoid 
them”). Insight may shift over time and can vary 
according to different symptom domains. For 
example, one might recognize that her obsessive 
thoughts about bad luck from the number 666 
are senseless yet simultaneously have poor insight 

into the irrationality of her obsessions about 
contamination.

DSM- 5 criteria for OCD include the speci-
fiers “good or fair insight,” “poor insight,” and 
“absent insight” (p. 237) to denote the degree to 
which the person views his or her obsessional fears 
and compulsive behavior as reasonable. Although 
many individuals with OCD recognize— to some 
degree— that their obsessions and compulsions are 
senseless and/ or extreme, about 4% are convinced 
that their symptoms are realistic (i.e., poor or absent 
insight; Foa et al., 1995). Individuals with poor 
insight lack self- awareness regarding their obses-
sions and compulsions. Individuals with delusional 
conviction believe that their obsessions are realistic 
and reasonable, and such poor insight appears to be 
associated with religious obsessions, fears of mis-
takes, and aggressive obsessional impulses (Tolin et 
al., 2001).

Need for Certainty
Intolerance of uncertainty refers to beliefs about 

the necessity of being certain, the capacity to cope 
with unpredictable change, and beliefs about how to 
function in situations which are inherently ambigu-
ous (Obsessive Compulsive Cognitions Working 
Group, 1997). Intolerance of uncertainty is a key 
cognitive phenomenon associated with OCD as 
individuals often report pathological doubt with 
their obsessions (e.g., “I need to know for cer-
tain that I have not sinned”). Those with a greater 
intolerance of uncertainty characteristically find 
uncertainty to be stressful and upsetting, believe 
that uncertainty should be avoided at all costs, and 
experience impairment in uncertain or ambiguous 
situations. Although this uncertainty may be most 
visible and applicable in certain overt rituals (e.g., 
checking behaviors within the responsibility for 
harm symptom domain), it is present across OCD 
symptom manifestations. This doubt may be due to 
impairments in memory and/ or diminished confi-
dence in one’s memory (Foa et al., 1997); relatedly, 
rituals may stem from a heightened desire for cer-
tainty (i.e., intolerance of uncertainty) and memory 
vividness.

Prevalence and Course
The lifetime prevalence estimates of OCD are 

between 0.7% and 2.9% (Kessler et al., 2005), with 
slightly higher prevalence rates among females than 
among males (Bogetto et al., 1999). The disorder 
typically begins by age 25 but can onset at any 
age; childhood or adolescence onset is common. 
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Average age of onset, however, is slightly earlier 
in males (about 21 years) than in females (22– 24 
years; Rasmussen & Eisen, 1992). The course of 
OCD tends to be chronic and deteriorating, with 
a low rate of spontaneous remission. Left untreated, 
symptoms fluctuate and are often exacerbated dur-
ing periods of increased life stress. Although effec-
tive treatments exist, full recovery is the exception 
rather than the rule.

Interpersonal Aspects of OCD
OCD often occurs in an interpersonal context 

and negatively impacts the person’s relationships, 
including family relationships and intimate part-
nerships (e.g., marriage). In turn, dysfunctional 
relationship patterns can promote the maintenance 
of OCD symptoms such that a vicious cycle contin-
ues. In an attempt to demonstrate care and concern 
for an affected individual, a family member, partner, 
or spouse might inadvertently behave in ways that 
maintain OCD symptoms by helping with compul-
sive rituals and avoidance behavior (i.e., symptom 
accommodation). Conversely, arguments about the 
seeming illogic of one’s OCD symptoms may also 
create relationship distress and conflict, which fur-
ther exacerbate the anxiety and obsessional symp-
toms (Boeding et al., 2013).

Symptom Accommodation
Accommodation occurs when a friend or relative 

without OCD participates in (or facilitates) rituals, 
avoidance strategies, assumes daily responsibilities 
for the person with OCD, or helps to resolve prob-
lems that have resulted from that person’s obsessions 
and compulsions. Accommodation can occur at the 
request (or demand) of the affected individual, who 
intentionally solicits help for controlling his or her 
anxiety. In other instances, loved ones voluntarily 
accommodate as a way of expressing care and con-
cern or to prevent their loved one from becoming 
highly anxious. Conceptually, this sort of accom-
modation perpetuates OCD symptoms by the same 
mechanism as avoidance and compulsive rituals. 
For instance, consider a man with obsessional fears 
of assaulting loved ones who requests that his part-
ner keep all of the knives locked away. By assisting 
with locking up the knives (i.e., by accommodat-
ing her partner’s OCD symptoms), she prevents her 
partner from learning that he’s unlikely to act on 
these unwanted thoughts. Furthermore, he misses 
the opportunity to learn that he could manage the 
temporary anxiety that accompanies his repugnant 
obsessions.

Relationship Conflict
Relationship stress and conflict play an impor-

tant role in the maintenance of OCD as well. 
Families in which a member suffers from OCD 
often report problems with interdependency, unas-
sertiveness, and avoidant communication patterns 
that foster stress and conflict. This is likely a bidi-
rectional relationship, as OCD symptoms and rela-
tionship distress influence each other. For example, 
a husband’s contentious relationship with his wife 
might contribute to overall anxiety and uncer-
tainty that feeds into his obsessional doubting. His 
excessive checking, reassurance seeking, and overly 
cautious actions could also precipitate frequent dis-
agreements. In particular, poor problem- solving 
skills, hostility, and criticism might increase distress 
and contribute to OCD.

Conceptual Models of OCD
Models Based on Conditioning and Learning Theory

Throughout the twentieth century, conditioning 
models were developed to understand fear- based 
problems (including “obsessional neurosis,” which 
would later come to be called OCD). A predomi-
nant approach was Mowrer’s two- factor theory 
(Mowrer, 1960), which proposed that obsessional 
fears were acquired by classical conditioning and 
maintained by operant conditioning (i.e., negative 
reinforcement). For example, an obsessional fear of 
harming one’s child could arise from an incident in 
which the person had an aversive experience (the 
unconditioned stimulus, which could include an 
unwanted thoughts and anxiety) in the presence of 
their child (the conditioned stimulus), leading to a 
classically conditioned fear. Negative reinforcement 
then maintains the obsessional fear. That is, avoid-
ing or escaping from distress (e.g., by avoiding one’s 
niece) or engaging in compulsive rituals (e.g., by 
“neutralizing” the unwanted thoughts with a man-
tra such as “I am a good person”) serves to reduce 
anxiety and prevent the disconfirmation of feared 
consequences.

Conditioning models, however, have their limi-
tations. For one thing, many people with OCD 
do not recall conditioning experiences in the con-
text of their obsession that would have led to the 
development of obsessional fear. Conversely, many 
people who have experiences expected to lead to the 
development of obsessions do not develop OCD. 
Second, learning models have difficulty explaining 
the emergence, persistence, and content of repug-
nant sexual, religious, and violent obsessions (e.g., 
obsessional images of Jesus with an erection on the 
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cross). Third, this model fails to explain why the 
themes and content of obsessions and compulsions 
may shift for an individual over time. With these 
limitations in mind, theorists in the latter half of the 
twentieth century began to consider the role that 
cognitive processes play in the development and 
persistence of OCD.

Cognitive Deficit Models
One school of thought was that people with 

OCD have cognitive deficits— dysfunctions in 
thought or mental processing, which may have 
neurobiological or neuropsychological origins. 
The idea that individuals with OCD suffer from 
cognitive processing deficits is tempting since it 
appears that, for example, those with checking ritu-
als have a memory problem that keeps them from 
being able to recall whether or not they completed 
an action, such as locking the door. Alternately, 
individuals could have a deficit in their ability to 
accurately recall whether they actually turned off 
the oven or merely imagined doing so (i.e., a real-
ity monitoring deficit). Research findings, however, 
provide little support for these and other types 
of memory or executive functioning problems in 
OCD (Abramovitch et al., 2013; Abramovitch & 
Cooperman, 2015). In fact, rather than memory 
deficits, the most consistent finding in the litera-
ture has been that individuals with OCD have less 
confidence in their own memory than do individu-
als without OCD (Woods et al., 2002).

Cognitive deficit proponents have also examined 
whether the intrusive, repetitious, and seemingly 
uncontrollable quality of obsessional thoughts is the 
result of deficits in cognitive inhibition— the inabil-
ity to stop thinking about something. Perhaps, for 
example, individuals with OCD are less able than 
neurotypical (healthy) individuals to forget or 
dismiss thoughts about senseless mental stimuli. 
Indeed, on tests of recall and recognition, individu-
als with OCD have more difficulty forgetting nega-
tive material (and material related to their OCD 
concerns) relative to positive and neutral material 
than do healthy control subjects (Tolin et al., 2002).

Poor cognitive inhibition might explain the high 
frequency of obsessional thoughts, yet the idea that 
OCD arises from general cognitive deficits has not 
added to our understanding of or ability to treat the 
problem. Apparent memory and processing defi-
cits are better accounted for by cognitive biases in 
which obsessional anxiety leads to preoccupation 
and preferential processing of threat- relevant stim-
uli. For example, individuals who possess a biased 

perception that they are responsible for negative 
events or outcomes may have reduced confidence 
in their memory, leading to compulsive checking. 
Checking rituals may function as a way of reducing 
doubts that have arisen because of mistaken beliefs 
about one’s memory and ability to manage uncer-
tainty and pathological overestimates of responsi-
bility for harm. These types of mistaken beliefs are 
the focus of the cognitive specificity hypothesis of 
OCD, as described next.

Cognitive Bias Models
Borrowing from Beck’s (1976) cognitive model 

of depression, cognitive bias models of OCD pro-
pose that obsessions and compulsions arise from 
certain types of maladaptive interpretations (i.e., 
dysfunctional beliefs). For example, exaggerated 
beliefs about personal responsibility might cause 
one to become excessively concerned and engage 
in excessive checking rituals when the everyday 
thought, “Am I sure I locked the door before leav-
ing the house?” comes to mind (Salkovskis, 1985). 
Beliefs about the overimportance of thoughts might 
have a similar effect. For example, the belief that 
it is wrong, dangerous, or otherwise personally sig-
nificant to think about immoral topics (e.g., “Only 
rapists think about rape”) has been linked to certain 
dimensions of OCD symptoms (e.g., Wheaton et 
al., 2010).

Given the heterogeneity of OCD symptoms, a 
number of overlapping cognitive bias models have 
proliferated. Among these is Salkovskis’s (1985) cog-
nitive approach, which starts with the finding that 
virtually everyone experiences unwanted thoughts 
at some point (i.e., thoughts, images, and impulses 
that intrude into consciousness; e.g., Rachman & 
de Silva, 1978). Such “normal” or “nonclinical” 
unwanted thoughts tend to be less frequent, less 
distressing, and shorter in duration than “clini-
cally significant” obsessions that are characteristic 
of individuals with OCD. Clinical and nonclinical 
obsessions, however, share similar thematic content 
such as violence, contamination, sex, and doubts. 
Thus, a model of OCD must delineate why many 
individuals experience intrusive thoughts, yet only a 
small percentage experience clinical obsessions.

Salkovskis suggested that intrusive thoughts 
reflect the person’s current concerns and are trig-
gered by internal or external cues that remind the 
person of his or her concerns. For example, intru-
sive thoughts about accidentally hitting pedestrians 
with an automobile may be evoked by driving past 
people walking on the side of the road. Salkovskis 
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asserted that nonclinical intrusive thoughts only 
escalate into obsessions when they are appraised 
as having consequences for personal responsibil-
ity (e.g., the intrusive image of pushing a stranger 
in front of an oncoming train). Although upset-
ting, most people experiencing such an intrusion 
would not regard it as personally meaningful or as 
having harm- related implications (i.e., it would be 
considered, and subsequently dismissed, as “men-
tal noise”). Such an intrusion might develop into a 
clinical obsession, however, if the person appraises 
it as indicating that he or she has the responsibil-
ity for causing or preventing the accompanying 
disastrous consequences. For example, if the person 
made an appraisal such as the following: “Thinking 
about pushing a stranger in front of an oncoming 
train means that I’m a dangerous and immoral citi-
zen who must take extra care to ensure that I don’t 
lose control.” Such interpretations evoke distress 
and motivate the individual to try to suppress or 
remove the unwanted intrusion (e.g., by replacing 
it with a “good” thought) and to attempt to prevent 
the content of the intrusion from actually occur-
ring (e.g., by avoiding subway platforms). Thus, 
compulsive rituals are cast in this model as efforts to 
remove intrusions and prevent any perceived harm-
ful consequences.

The question remains: Why do some, but not all, 
people interpret and appraise intrusive thoughts in 
terms of harm and responsibility? Beck (1976) pro-
posed that our experiences form the basic assump-
tions we hold about ourselves and the world, 
including beliefs about personal responsibility and 
about the significance of unwanted thoughts (e.g., 
the core belief that all our thoughts are significant). 
Such beliefs may be acquired from a strict moral or 
religious upbringing or from other experiences that 
teach the person extreme or rigid codes of conduct 
and responsibility (Salkovskis et al., 1999).

Why doesn’t a person with OCD recognize these 
thoughts as senseless and dismiss them? Salkovskis 
proposed that rituals develop and persist as cop-
ing strategies for obsessional thoughts for two rea-
sons. First, compulsive rituals are reinforced by the 
immediate (albeit temporary) reduction in obses-
sional distress that they often produce (i.e., nega-
tive reinforcement, as in the conditioning model). 
Second, they maintain obsessions by preventing 
the person from learning that his or her beliefs and 
appraisals are unrealistic. That is, when a person rit-
ualizes, she fails to learn that obsessional thoughts 
and situations aren’t dangerous. Instead, she con-
tinues to believe that a catastrophe would have 

occurred had she not performed the ritual. Other 
theorists (Rachman, 2003) have similarly proposed 
that compulsive rituals increase the frequency and 
repetitiveness of obsessions by serving as reminders 
of intrusions (i.e., retrieval cues) and thereby trig-
gering their reoccurrence. For example, compulsive 
reassurance seeking can remind the person of his or 
her obsessional doubts. Therefore, attempts to dis-
tract one’s self from obsessional thoughts can para-
doxically increase the frequency of these thoughts 
and images. Rituals can also strengthen one’s per-
ceived responsibility. For example, when the feared 
consequences of thinking a violent thought do not 
occur after performing a mental ritual, it strength-
ens the perception of personal responsibility (i.e., 
that the person is solely responsible for removing 
the potential threat and must continue to prevent it 
from happening in the future).

In summary, cognitive bias models of OCD 
(often termed “cognitive- behavioral models” 
because they involve both cognitive and behavioral 
processes) propose that obsessions and compulsions 
develop when a person habitually misinterprets 
normal intrusive thoughts as posing a threat for 
which he or she is personally responsible. This leads 
to distress and attempts to remove the intrusion to 
alleviate discomfort and prevent the feared conse-
quences. But this response paradoxically increases 
the frequency of intrusions. Thus, the intrusions 
become persistent and distressing, and they escalate 
into clinical obsessions. Compulsive rituals main-
tain the obsessions and prevent the person from 
evaluating the accuracy of his or her interpretations. 
Avoidance is analogous to compulsive rituals in that 
avoidance functions as a strategy for reducing anxi-
ety. Avoidance and rituals differ in that avoidance is 
a passive anxiety reduction strategy and ritual use is 
an active strategy.

Salkovskis’s model emphasizes the role of respon-
sibility appraisals of intrusive thoughts. Other 
authors, however, have developed additional cog-
nitive models by expanding on the types of dys-
functional beliefs and appraisals that contribute to 
OCD. Although these cognitive models differ in 
some ways, they are more similar than they are dif-
ferent. Most of the differences between these models 
relate to the emphasis that they give to certain types 
of dysfunctional beliefs. Rachman (2003), for exam-
ple, focuses on beliefs concerning the significance 
of intrusive thoughts (e.g., “If I think an immoral 
thought, it means I’m an immoral person”). Thus, 
for Rachman, obsessions arise when the person mis-
interprets the intrusive thought as implying that he 
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or she is bad, mad, or dangerous. Thought- action 
fusion (TAF) is an important concept in this model 
(Shafran et al., 1996). TAF refers to the notion that 
one’s unwanted thoughts will inevitably be trans-
lated into actions (i.e., likelihood TAF; e.g., “I might 
cause my father to have a car accident just by think-
ing about it”) or that thoughts are the moral equiva-
lent of actions (i.e., moral TAF; e.g., “Thinking 
about pushing a stranger in front of an oncoming 
train is just as bad as actually doing it”). The most 
comprehensive contemporary cognitive model of 
OCD was developed collaboratively by members 
of the Obsessive Compulsive Cognitions Working 
Group (OCCWG; Frost & Steketee, 2002). The 
OCCWG model accounts for the heterogeneity of 
OCD symptoms by proposing that particular beliefs 
(or patterns of beliefs) are important for specific 
types of OCD symptoms.

Implications of the Model
From a cognitive- behavioral perspective, OCD 

can be understood as involving intact learning 
(conditioning) processes and normally functioning 
(albeit biased and maladaptive) cognitive processes. 
Avoidance and compulsive rituals are excessive 
responses to obsessional fears because the threat 
level is objectively low, yet they keep the person 
afraid by preventing him from recognizing this. 
That is, when a ritual is performed, the individual 
attributes safety to the ritual, rather than changing 
his danger expectations. Thus, a self- perpetuating 
vicious cycle develops, which we call “OCD.”

This approach also implies that the successful 
treatment of OCD must (a) correct the maladaptive 
beliefs and appraisals that give rise to obsessional 
fear and (b) halt avoidance behavior and rituals that 
block the correction of maladaptive beliefs. Put dif-
ferently, effective cognitive behavior therapy (CBT) 
for OCD promotes an evaluation of obsessional 
stimuli as nonthreatening and not requiring any 
further action by the individual. The person must 
understand their problem not in terms of the risk of 
feared outcomes, but rather in terms of how they are 
responding to obsessional thoughts and cue stimuli 
that objectively represent a low risk of danger.

Empirical Status
A review of numerous cross- sectional studies 

revealed a consistent relationship between OCD 
symptoms and the tendency to overestimate the 
likelihood of harm and interpret intrusive thoughts 
as meaningful, threatening, or in terms of respon-
sibility for harm (Abramowitz et al., 2014). Yet the 

correlational data in these studies do not address 
causal relationships. Laboratory experiments, which 
can be used to draw causal conclusions, have also 
consistently shown that cognitive distortions can 
lead to obsessive- compulsive phenomena in a labo-
ratory setting (e.g., Rassin et al., 1999). Such studies, 
however, do not necessarily generalize to the devel-
opment of OCD in naturalistic settings. Thus, lon-
gitudinal studies in which individuals are assessed 
for cognitive variables and then followed up after 
some critical event have been conducted to address 
this limitation. In one such study, Abramowitz and 
colleagues (e.g., Abramowitz et al., 2006) admin-
istered measures of OCD- related dysfunctional 
beliefs to samples of first- time expecting parents 
(mothers and fathers- to- be) during the third tri-
mester of pregnancy. Between 2 and 3 months after 
childbirth, these new parents were again assessed 
for the presence and intensity of OCD symptoms. 
These investigators found that after controlling 
for baseline levels of obsessive- compulsive symp-
toms and trait anxiety, OCD- related dysfunctional 
beliefs pre- child birth were a significant predictor 
of obsessive- compulsive symptom intensity in the 
postpartum period.

As additional evidence for this model, Timpano, 
Abramowitz, Mahaffey, Mitchell, and Schmidt 
(2011) developed a prevention program that 
taught expecting parents with high levels of TAF 
about the normalcy of intrusive thoughts and how 
to use cognitive- behavioral methods based on the 
Salkovskis’s (1985) model to manage such intru-
sions if and when they occurred once their child 
was born. Indeed, relative to a group that received 
a parallel control intervention, the group receiving 
the cognitive- behavioral prevention program dem-
onstrated reduced distress associated with intrusive 
thoughts during the postpartum.

Psychological Models Emphasizing Acceptance of 
Unwanted Thoughts

Despite the strong empirical support for 
cognitive- behavioral models of OCD, cognitive 
biases such as TAF do not entirely account for 
OCD symptoms in statistical models (e.g., Taylor 
et al., 2006). Accordingly, scholars have applied 
constructs relevant to acceptance and commit-
ment therapy (ACT) to understand and treat 
OCD. Grounded in functional contextualism and 
relational frame theory (RFT), ACT (Hayes et al., 
2011) is an experiential approach to conceptual-
izing and treating psychological conditions that 
shares philosophical assumptions with behavioral 
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approaches and suggests that the context (e.g., his-
torical, situational) in which behavior evolves is 
useful for predicting and changing psychological 
events. Events with a similar form may serve dif-
ferent functions; for example, checking the oven is 
only conceptualized as a compulsion in OCD when 
considered in relation to the presence of obsessional 
thoughts of responsibility for starting a fire and the 
function of the checking behavior.

Two constructs from within this framework 
are thought to be related to OCD: experien-
tial avoidance and cognitive fusion. Experiential 
avoidance refers to attempts to control or avoid 
unwanted internal experiences such as emotions 
(e.g., anxiety). Cognitive fusion is the tendency to 
take internal experiences (e.g., thoughts) as literal 
facts rather than viewing them simply as private 
events. A growing literature supports the relation-
ship between these constructs and OCD symptoms 
(e.g., Reuman et al., 2018), as well as the efficacy 
of ACT in the treatment of OCD (see Bluett et 
al., 2014, for a review). Within ACT, the client is 
helped to observe (i.e., accept) unwanted private 
experiences (e.g., obsessional thoughts, anxiety, and 
uncertainty), rather than seeing them as important 
or requiring avoidance or ritualistic responses. The 
client is also helped to commit to pursuing impor-
tant life activities despite the presence of unwanted 
private experiences.

Biological Models
seroTonin hyPoThesis

Serotonin is a monoamine neurotransmitter 
thought to play a role in the regulation of mood, 
appetite, and sleep. Originally proposed in the 
context of depression, the “serotonin hypoth-
esis” proposes that OCD symptoms arise from 
abnormalities in this neurotransmitter system, 
specifically a hypersensitivity of the postsynaptic 
serotonergic receptors (Zohar & Insel, 1987). 
Three lines of evidence are cited to support this 
idea: medication outcome studies, biological 
marker studies, and biological challenge studies 
in which OCD symptoms are evoked using sero-
tonin agonists and antagonists. Published pharma-
cotherapy studies consistently show that selective 
serotonin reuptake inhibitor (SSRI) medications 
(e.g., fluoxetine), which are thought to manipu-
late available levels of serotonin, are more effective 
than placebo and medications with other pre-
sumed mechanisms of action (e.g., imipramine) 
in reducing OCD symptoms. Yet studies of bio-
logical markers— such as blood and cerebrospinal 

fluid levels of serotonin metabolites— have pro-
vided inconclusive results (Insel et al., 1985). 
Similarly, pharmacological challenge studies are 
largely incompatible with the serotonin hypoth-
esis (Hollander et al., 1992).

sTrucTuraL ModeLs
Structural models posit that OCD is caused by 

neuroanatomical and functional abnormalities in 
the brain’s orbitofrontal- subcortical circuits, which 
are thought to connect brain regions involved in 
processing information with those involved in the 
initiation of behavioral responses. These models 
spring from neuroimaging studies in which activity 
levels in specific brain areas are compared between 
people with and without OCD. Investigations 
using positron emission tomography (PET) have 
found that increased glucose utilization in the orbi-
tofrontal cortex (OFC), caudate, thalamus, pre-
frontal cortex, and anterior cingulate is correlated 
with the presence of OCD (i.e., greater in patients 
compared to nonpatients; e.g., Baxter et al., 1988). 
Studies using single photon emission computed 
tomography (SPECT) have reported decreased 
blood flow to the OFC, caudate, various areas of the 
cortex, and thalamus in OCD patients compared 
to nonpatients (for a review, see Whiteside et al., 
2004). Finally, studies comparing individuals with 
OCD to healthy controls using magnetic resonance 
spectroscopy (MRS) have reported decreased lev-
els of various markers of neuronal viability in the 
left and right striatum and in the medial thalamus 
(e.g., Fitzgerald et al., 2000). Although findings 
vary, a meta- analysis of 10 PET and SPECT studies 
revealed that individuals with OCD display more 
activity in the orbital gyrus and the head of the 
caudate nucleus in comparison to healthy controls 
(Whiteside et al., 2004).

geneTic conTriBuTions
Although some findings suggest that OCD 

symptoms are heritable, with “likely common 
genetic influences of modest effect” (Stewart et al., 
2013), there is no evidence that a particular gene 
influences OCD symptoms (Stewart et al., 2013). 
OCD is also more common among first- degree rela-
tives with OCD than among first- degree relatives of 
people without the disorder (Hettema et al., 2001). 
Moreover, twin studies suggest that obsessive- 
compulsive symptoms are heritable (van Grootheest 
et al., 2007). Although this is commonly understood 
to imply that genes are responsible, familial environ-
mental factors cannot be ruled out, of course.
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evaLuaTion oF BioLogicaL ModeLs
One key limitation of the serotonin hypothesis is 

that its strongest evidence come from the apparent 
superiority of serotonergic medication over other 
sorts of pharmacotherapies. Yet since the serotonin 
hypothesis originated from the findings of preferen-
tial efficacy of serotonergic medication over non-
serotonergic antidepressants, the assertion that the 
effectiveness of these medications supports the sero-
tonin hypothesis is circular. There is also a logical 
fallacy in drawing conclusions about the cause of a 
problem from its treatment. This is a logical fallacy 
called post hoc ergo proper hoc (i.e., “after this there-
fore because of this”), which is exemplified by the 
example: “the rooster crows before sunrise, therefore 
the crowing rooster causes the sun to rise.” Similarly, 
just because a serotonergic agent reduces OCD 
symptoms doesn’t mean a dysfunction in serotonin 
(which has not been found in direct studies of this 
neurotransmitter system) caused the symptoms to 
begin with.

Another problem with biological causal mod-
els is that they are based on correlational studies, 
which do not address (a) whether true abnormalities 
exist, and (b) whether the observed relationships are 
causal. That is, whereas neuroimaging studies com-
paring OCD patients to control participants show 
associations between OCD symptoms and brain 
structure or function, they do not reveal whether 
any differences in the brain predate the develop-
ment of OCD or whether it is something about 
having OCD that causes changes in the brain. 
Unassessed third variables might also influence both 
OCD and the brain. Moreover, most neuroimaging 
studies compare individuals with OCD to nonpa-
tients, rather than to people with other psychiatric 
diagnoses. Thus, there is no way to know whether 
the findings are specific to individuals with OCD 
or a characteristic of those with various sorts of psy-
chopathology. Despite decades of research on bio-
logical models of OCD, the evidence that specific 
biological factors play an etiological role is weak. In 
fact, a large international study group reviewed the 
existing literature and reached the consensus that 
there are no biological or genetic markers of OCD 
(Bandelow et al., 2016, 2017).

Obsessive- Compulsive Related Disorders
The rationale for moving OCD out of the anxi-

ety disorders and into the new OCRD category in 
DSM- 5 was that OCD and the proposed “related 
disorders” overlapped in terms of their overt symp-
tom presentation (Hollander et al., 2011). Later, 

this rationale was expanded to include the idea that 
these disorders fall along a continuum of failure in 
behavior inhibition (i.e., the inability to cease one’s 
actions), with compulsive and impulsive behaviors 
at opposite ends of the spectrum (Hollander et al., 
2011). At one end of the continuum are “compulsive 
disorders” such as OCD and BDD; impulse control 
problems (e.g., skin- picking and hair- pulling) fall at 
the other end of the continuum. This section pro-
vides an overview of the disorders currently grouped 
within this category.

Hair- Pulling Disorder
Hair- pulling disorder (formerly known as 

trichotillomania) involves recurrent hair- pulling 
resulting in hair loss despite repeated attempts to 
stop. The hair- pulling behavior may be automatic 
(i.e., outside of the person’s awareness) or focused 
(i.e., in response to an urge, impulse, or negative 
affect). It is easy to see how the repetitive (seemingly 
“compulsive”) nature of hair- pulling might appear 
similar to that of repetitive compulsive rituals in 
OCD. A more nuanced examination, however, 
reveals key distinctions. Although OCD and hair- 
pulling disorder both involve repetitive behavior, 
the intrusive anxiety- evoking obsessional thoughts 
that occur in OCD are not present in hair- pulling 
disorder. Whereas obsessional fear motivates rituals 
in OCD, it is feelings of general tension, depres-
sion, anger, boredom, frustration, indecision, or 
fatigue that precipitate urges to “compulsively” pull 
hair (Christenson et al., 1993). Hair- pulling, unlike 
rituals in OCD, also leads to pleasurable feelings 
(e.g., Schreiber et al., 2011).

Behavioral models of hair- pulling emphasize 
the role of learning. For instance, Azrin and Nunn 
(1973) argued that urges to pull hair become con-
ditioned responses to one or more situations (e.g., 
being alone), internal sensations (e.g., tension), 
or activities (e.g., reading). Pulling is followed by 
feelings of sensory stimulation or gratification that 
serve as an escape from negative feeling states, 
thereby reinforcing (both positively and negatively) 
the pulling behavior (Woods et al., 2008).

More recently, cognitive factors have been incor-
porated into models of hair- pulling. Franklin and 
Tolin (2007), for example, argued that dysfunc-
tional beliefs can increase negative emotion in peo-
ple with hair- pulling disorder, thereby increasing 
urges to pull. These include perfectionistic beliefs, 
beliefs about the persistence and controllability of 
urges to pull (e.g., “The urge will last forever unless 
I pull”), beliefs about the hair- pulling habit itself 
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(“This is an appalling behavior”), and beliefs about 
negative evaluation from others (“Other people 
will notice my hair loss and won’t want to associ-
ate with me”). Episodes of hair- pulling may also be 
exacerbated by beliefs about the positive effects of 
hair- pulling (e.g., “Hair- pulling will make me feel 
better”) and facilitative thoughts (e.g., “I’ll just pull 
one more”).

Few studies, however, have examined the role of 
cognition in hair- pulling disorder. Norberg and col-
leagues (2007) assessed, in a self- described sample 
of people with hair- pulling problems, beliefs per-
taining to appearance and shame or social rejection 
in regard to hair- pulling. These beliefs were corre-
lated with the severity of the person’s hair- pulling. 
Similarly, Rehm and colleagues (2019) found that 
negative self- beliefs, perfectionism, and low coping 
efficacy were significantly related to hair- pulling 
severity in a study of individuals with self- reported 
hair- pulling behaviors. Although these findings 
are consistent with a cognitive perspective on hair- 
pulling disorder, it remains unclear whether the 
faulty beliefs are a cause or consequence of increased 
hair- pulling behavior.

Skin- Picking Disorder
With nearly identical diagnostic criteria to hair- 

pulling disorder, skin- picking disorder (i.e., exco-
riation disorder) also does not involve obsessional 
thoughts, and repetitive skin- picking functions differ-
ently than do compulsive rituals in OCD. Clinically 
significant skin- picking may be triggered by an array 
of antecedents (e.g., general stress, apprehension, 
boredom, tiredness; e.g., Arnold et al., 2001), and 
emotion regulation difficulties (i.e., emotional reac-
tivity) have been shown to be associated with skin- 
picking (Snorrason et al., 2010). Skin- picking can 
also be triggered by the feel (e.g., a bump or uneven-
ness) or look (e.g., a blemish or discoloration) of the 
skin. In contrast to deliberate, anxiety- reducing com-
pulsive behavior in OCD, episodes of skin- picking 
often begin outside of the person’s awareness (i.e., 
they are unfocused), and the individual becomes 
more fully aware of his or her skin- picking after a 
period of time (Keuthen et al., 2000).

Skin- picking behaviors frequently co- occur with 
hair- pulling, and the two disorders share charac-
teristics such as automatic and focused styles and 
a similar range of negative emotional states as trig-
gers. As with OCD, skin- picking disorder involves 
repetitive, compulsive behaviors, albeit specifically 
related to skin- picking, which are often completed 
in a ritualistic manner (Phillips & Stein, 2015); 

however, functional differences exist between OCD 
and skin- picking. That is, there are no obsessions 
or obsessional fears that lead to “compulsive” 
skin- picking.

Conceptual models of skin- picking disorder 
focus on reinforcement and emotion regulation 
(Lang et al., 2010). As with hair- pulling, skin- 
picking may be preceded by emotional or sensory 
antecedents and subsequently reinforced by the 
removal of these negative stimuli. The role of cogni-
tion in skin- picking remains largely uninvestigated, 
except as part of treatment studies exploring the use 
of cognitive, cognitive- behavioral, or other treat-
ments (Lochner et al., 2017). Commonly encoun-
tered dysfunctional cognitions include those related 
to low self- efficacy and impaired control (Schuck et 
al., 2011).

Body Dysmorphic Disorder
BDD is characterized by a preoccupation with 

perceived physical defects or appearance flaws (e.g., 
the belief that one’s ears are too large) and excessive 
repetitive behaviors (e.g., checking one’s appear-
ance) or mental acts (e.g., comparing oneself to 
others) that are performed to relieve the distress 
associated with the preoccupation. The appearance- 
related preoccupations in BDD are similar to 
obsessions in OCD because both trigger anxiety or 
distress. Similarly, avoidance and excessive behav-
iors to conceal, correct, check, or seek reassurance 
about the imagined defects among people with 
BDD serve a similar function as compulsive rituals 
in OCD; namely, to reduce distress. For instance, 
some individuals with BDD check their appearance 
for prolonged periods of time, looking in mirrors, 
windows, and so forth. Others focus their energies 
on avoiding all reflective surfaces. Additional com-
pulsive behaviors include comparing oneself to oth-
ers, defect- related skin- picking, reading all relevant 
information on the body part(s) of concern, mea-
suring the “flawed” body part(s), and seeking cures 
(e.g., cosmetic procedures) for perceived defects 
(Fang & Wilhelm, 2015).

Veale’s cognitive- behavioral model (2004) is 
the best articulated conceptual model of BDD. It 
begins with the proposition that episodes of height-
ened concern with body image in BDD are often 
precipitated by “external representations” of the 
individual’s appearance (e.g., seeing one’s reflec-
tion), which triggers a dysfunctional mental image. 
Through selective attention toward appearance- 
related details, the individual experiences height-
ened awareness of specific characteristics within the 
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image and thereby assumes that the perceived defect 
is clearly apparent to other people. This imagery is 
associated with heightened self- focused attention, 
to the extent that, in more severe cases of BDD, all 
of the individuals’ attention may be focused on the 
distorted image and on the negative evaluation of 
the image.

According to this conceptualization, the afflicted 
person also negatively appraises his or her appear-
ance in the context of dysfunctional beliefs about 
the importance of physical appearance. The indi-
vidual may hold beliefs such as, “If I’m unattractive, 
life isn’t worth living.” Beliefs regarding inad-
equacy, worthlessness, abnormality, and rejection 
are also implicated as the person compares his or 
her “defective” features with the ideal. These emo-
tional responses lead to behaviors such as avoidance 
or active escape and concealment of the imagined 
defect, to prevent the feared outcomes and reduce 
distress. Although these avoidant behaviors may 
temporarily alleviate distress, in the long run they 
maintain the self- consciousness preoccupation 
with the imagined defect and negative appraisal of 
oneself.

There are a number of studies that support this 
model (see Fang & Wilhelm, 2015, for a review). 
For example, studies show that people with BDD 
pay close attention to minute details and features 
rather than to global figures, which might explain 
the focus on specific appearance- related details 
(Feusner et al., 2007). Grocholewski and colleagues 
(2012) found that individuals with BDD dem-
onstrated greater selective attention to imagined 
defects in their faces and corresponding areas on 
unfamiliar faces compared to healthy controls or 
individuals with social phobia. These findings are 
consistent with the attentional biases and image- 
related preoccupations proposed in the cognitive- 
behavioral model.

Hoarding Disorder
HD is characterized by excessive acquisition and 

difficulty discarding or parting with possessions— 
even those of limited value— due to (a) the perceived 
need to save such items and (b) distress associated 
with discarding them. Many individuals also dem-
onstrate compulsive acquisition of items (Nicoli 
de Mattos et al., 2018; Vogel et al., 2019), which 
appears to be associated with greater hoarding sever-
ity (Turna et al., 2018). HD may be associated with 
severe functional impairment and cost to society. As 
a result, large numbers of possessions accumulate 
and clutter the person’s living areas so that living 

spaces can no longer be used for their intended 
purposes. Once considered a symptom of OCD, 
hoarding is now recognized as a separate diagnostic 
entity because, indeed, it differs in important ways 
from OCD. First, although hoarding may involve 
recurring thoughts of acquiring and maintaining 
possessions, these thoughts are not experienced as 
fear- provoking in the same way that obsessions are 
for individuals with OCD and they are not intru-
sive or unwanted (Rachman et al., 2009; Wheaton 
et al., 2011). Moreover, the extreme acquiring and 
saving that characterizes HD does not function as 
an escape from obsessional anxiety in the way that 
washing or checking rituals do in OCD.

Conceptual models of hoarding emphasize exag-
gerated beliefs related to the overattachment to 
material possessions and exaggerated consequences 
of not having these possessions (Frost & Hartl, 
1996; Steketee & Frost, 2003). Collectively called 
saving cognitions, these beliefs include (a) unrealistic 
ideas about the value of saved items (e.g., “I’ll prob-
ably need that empty soup can in the future”), (b) 
intense sentimental or aesthetic attachment (e.g., “It 
represents my grandfather”), (c) fears of being with-
out the item (e.g., “I might need this in the future 
for something important”), (d) anthropomorphiz-
ing (e.g., “This item will be hurt if I throw it away”), 
and (e) excessive guilt about discarding (e.g., “I 
would be a bad parent if I discarded my child’s old 
art projects from school”) (Frost et al., 2015).

Individuals who hoard most frequently save 
objects for either anticipated practical use or an 
aversion to waste (e.g., “This can be used in the 
future”) or excessive sentimental attachment (e.g., 
souvenirs, photos, children’s art projects) (Frost 
et al., 2015). Frequently, the reason for keeping 
the object is fear of a negative emotional experi-
ence such as guilt or anxiety in parting with the 
object, rather than the object eliciting a positive 
emotion when it is retained. Whereas individuals 
with hoarding may report that they are willing to 
part with their hoarded possessions, the process of 
making decisions about what to discard becomes 
time- consuming and overwhelming. For items 
that reflect personal attachment and are unlikely 
to hold practical value to others (i.e., sentimental 
items such as photos, inherited mementos), beliefs 
about memory and excessive guilt in discarding the 
item are often cited as a primary reason for saving 
(e.g., “I feel that discarding this item is like throw-
ing away the memory of my mother,” or “I will 
forget my son’s graduation day unless I save this 
reminder”).

 



Major Cl in iCal  SyndroMeS192

Some neuropsychological research indicates that 
individuals with HD have specific executive func-
tioning deficits (Woody et al., 2014). Few studies 
have directly compared perceived cognitive ability 
with actual cognitive ability, but, in general, indi-
viduals with HD tend to self- report difficulty with 
memory and attention (Tolin et al., 2018), while 
existing neuropsychological test batteries do not con-
sistently report deficits in these areas (e.g., Woody et 
al., 2014). In addition, one study used a behavioral 
paradigm of a computerized task examining reaction 
time and error detection (a stop- change task) and 
found that individuals with HD were less accurate 
in their estimation of their own error rates despite 
making similar numbers of errors as healthy controls 
(Zakrzewski et al., 2018). Negative self- perception 
about cognitive ability is likely to contribute to HD 
symptoms as well because individuals with HD 
often report engaging in hoarding behaviors to com-
pensate for the perceived lack of confidence in their 
memory (e.g., “I have to save this information so I 
don’t forget it,” or “I have to leave things lying out or 
I will forget them”) (Hartl et al., 2004).

A Critical Examination of the OCRD 
Category

Through DSM- IV- TR, OCD was included 
among the anxiety disorders along with social and 
specific phobias, panic disorder and agoraphobia, 
posttraumatic stress disorder (PTSD), and general-
ized anxiety disorder (GAD). This grouping made 
sense on two levels. First, at a purely descriptive 
level, OCD symptoms are remarkably similar to the 
main features of anxiety disorders: excessive fear, 
anxious apprehension, and avoidance or ritualistic 
escape behavior. Although not mentioned in DSM, 
“rituals” such as checking for safety (in PTSD), ask-
ing for reassurance (in GAD), and seeking repeated 
medical evaluations (in panic disorder) also appear 
in both OCD and anxiety disorders. The second 
level on which OCD overlaps with the other anxi-
ety disorders, however, is of greater interest because 
it transcends mere descriptive psychopathology and 
has greater treatment implications: OCD and the 
anxiety disorders are all maintained by the same 
psychological mechanisms involving (a) overesti-
mates of the likelihood and severity of threat and 
(b) avoidance and anxiety reduction behaviors that 
reduce anxiety in the short term but prevent long- 
term fear extinction. Moreover, these conditions all 
respond to a specific intervention that promotes 
fear extinction— exposure therapy (Abramowitz  
et al., 2019).

Yet OCD was moved in DSM- 5 on the basis of 
the opinion that it bears an even greater similarity 
to the disorders described earlier in this chapter 
(i.e., the OCRDs) that seemingly share “compul-
sive behavior and failures in behavioral inhibition” 
rather than anxiety (Fineberg et al., 2011, p. 21). 
Ultimately, those who made decisions about the 
DSM- 5 (e.g., Fineberg et al., 2011) provided the 
following arguments for shifting OCD out of the 
anxiety disorders and creating the new OCRD 
classification:

 (a) The major symptoms of OCD and the OCRDs 
are repetitive thoughts and behaviors and a fail-
ure of behavior inhibition;

 (b) OCD and the OCRDs overlap in demographic 
features such as their age of onset, comorbidity, 
and family loading;

 (c) OCD and the OCRDs share brain circuitry 
and neurotransmitter abnormalities; and

 (d) OCD and the OCRDs share similar treatment 
response profiles.

Thus, it is worth examining the validity of these 
arguments, as I do next. A more comprehensive cri-
tique of the OCRD classification can be found in 
Abramowitz and Jacoby (2015).

Overlaps in Repetitive Thoughts and Behaviors
There are problems with grouping disorders 

together based on the mere presence of repetitive 
behaviors. Consider the following:

 • Repetitive vomiting is a symptom of bulimia 
nervosa.

 • Repetitive vomiting is a symptom of salmonella 
poisoning.

 • Therefore, bulimia and salmonella poisoning are 
part of the same family of disorders.

Of course, there is no relationship between buli-
mia and salmonella, and one would not classify 
them together in any diagnostic system. Yet this is 
the approach the DSM has used to group together 
the OCRDs, and, from this perspective, it is easy to 
see how hair- pulling and skin- picking, for example, 
might end up seeming if they are related to OCD. 
Yet, as previously pointed out, when a functional 
(behavioral) perspective is applied to understanding 
the phenomenology (i.e., function) of the repetitive 
behaviors, it becomes clear that, of the OCRDs, 
only the repetitive thinking and behavior in BDD 
actually is at all similar to OCD. Moreover, both 
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OCD and BDD are phenomenologically more 
similar to anxiety disorders than to the other puta-
tive OCRDs.

Overlaps in Demographic Features
Indeed, OCD and the other OCRDs typically 

onset in adolescence through early adulthood 
and follow similar courses (e.g., Bjornsson et al., 
2013; Flessner et al., 2010; Grisham et al., 2006; 
Odlaug & Grant, 2012; Wilhelm et al., 1999). Yet 
similarity in age of onset and course is not a per-
suasive argument for grouping disorders together 
because it is not specific to the OCRDs. In fact, 
most mood, anxiety, somatic symptom, dissocia-
tive, sexual, sleep, personality, substance- related, 
psychotic, and eating disorders also begin during 
this time of life and evidence a somewhat variable 
yet generally chronic course if effective treatment 
is not sought.

There is also little evidence for high rates of 
comorbidity among the OCRDs. Bienvenu and 
colleagues (2000), for example, found that about 
15% of patients with OCD also met criteria for 
BDD, yet the rate for hair- pulling disorder was only 
4%. Other studies have reported largely similar 
results (Jaisoorya et al., 2003; Lovato et al., 2012), 
suggesting that, other than BDD, the OCRDs are 
rather uncommon among individuals with OCD. 
More striking, however, is that OCD is much more 
comorbid with anxiety disorders. For example, 13% 
of OCD patients meet criteria for GAD, 20.8% 
for panic disorder, 16.7% for agoraphobia, 36% 
for social phobia, and 30.7% for specific phobias 
(Nestadt et al., 2001). Using the reasoning of the 
DSM- 5 then, OCD is 5-  to 10- fold more closely 
related to the anxiety disorders than to most of 
the OCRDs!

Another problem is that the presence of comor-
bidity does not necessarily indicate meaningful 
overlaps among disorders. Substance use disorders 
and PTSD, for example, are highly comorbid 
(Kramer et al., 2014) yet one would not suggest 
they are part of the same diagnostic category (the 
stress of PTSD often leads to maladaptive substance 
use). Similarly, at least half of OCD sufferers also 
meet criteria for depression, yet the DSM- 5 does 
not group depression as part of the OCRD cluster. 
Thus, comorbidity patterns are of limited value in 
drawing links among OCRDs.

The problem is similar with using family pat-
terns to group the OCRDs. The lifetime preva-
lence of hair- pulling disorder, for example, in 
first- degree relatives of adults with OCD is about 

1% (Bienvenu et al., 2000). In contrast, the rates 
of anxiety disorders among first- degree relatives of 
people with OCD are far higher than the rates of 
OCRDs among relatives of OCD sufferers (e.g., 
Bienvenu et al., 2000; Nestadt et al., 2001). So, the 
assertion that a familial pattern represents a valid 
basis for grouping together the OCRDs again more 
strongly supports grouping OCD among the anxi-
ety disorders.

Overlaps in Brain Circuitry and Neurotransmitter 
Abnormalities

As previously discussed, some neuroimaging 
studies suggest that individuals with and with-
out OCD show differences in variables related 
to brain structure and function (for a review and 
consensus statement, see Bandelow et al., 2016), 
and similar research replicates this finding with the 
OCRDs (e.g., Buchanan et al., 2013). Proponents 
of the OCRD classification interpret these stud-
ies as indicating the presence of a common causal 
brain abnormality or deficit across the OCRDs 
(e.g., Fineberg et al., 2011), yet no studies have 
examined whether it is the same brain- related vari-
ables that differ from healthy individuals across the 
OCRDs. There are also no comparisons between 
patients with OCRDs and those with other disor-
ders (e.g., eating disorders) to determine whether 
any brain differences found in OCRDs are specific 
to OCRDs or associated with mental disorders 
more generally. Similarities among (and specificity 
to) the OCRDs have been assumed chiefly on the 
basis of independent studies (many with small sam-
ple sizes), as opposed to direct comparisons, and 
despite inconsistencies across studies (Whiteside  
et al., 2004).

An important yet often overlooked limitation of 
brain imaging studies is that they are cross- sectional 
and correlational. At best, they can detect associa-
tions between variables— in this case between an 
OCRD diagnosis and brain structure or function. 
But just because a certain variable is correlated 
with the symptoms of a mental disorder does not 
imply the presence of an “abnormality” with etio-
logical significance. In the absence of experimental 
manipulation, conclusions regarding OCD and 
brain imaging findings must be restricted to those 
allowed by correlational data. It is plausible that the 
observed differences in brain structure and function 
between OCRDs and controls are the result of hav-
ing an OCRD or that the differences are caused by 
one or more extraneous variables not measured in 
brain scan studies.
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Probably the most consistent (and yet still over-
stated) finding in the biological literature on OCD 
is that pharmacotherapy by SSRIs (e.g., fluoxetine, 
sertraline) can be effective (Greist et al., 1995). This, 
and a small literature comparing serotonergic and 
nonserotonergic processes in OCD patients (Insel 
et al., 1985), led to the “serotonin hypothesis” 
that OCD is caused by a “chemical imbalance”— 
abnormalities in the serotonergic system (Barr et 
al., 1993; Zohar et al., 2004). Acknowledging the 
lack of empirical support (see further below) for the 
serotonin hypothesis (including the mere 20– 40% 
response rate to SSRIs), authors later suggested that 
dopamine plays a role in OCD— largely on the 
basis of admissions that dopamine mechanisms play 
a role in the effects of SSRIs (Denys et al., 2008; 
Zurowski et al., 2008). That is, SSRIs might be less 
selective than was once thought.

It is, however, logically incorrect to use the 
effectiveness of SSRIs to infer that an abnormally 
functioning serotonin or dopamine system is the 
cause of OCD/ OCRDs. For one thing, the sero-
tonin hypothesis was derived from the effectiveness 
of serotonin medications. But the circularity of this 
argument aside, it also is an example of post hoc ergo 
propter hoc reasoning. This fallacy is exemplified by 
the example: “When I take aspirin, the headache 
goes away; therefore the headache was caused by 
abnormally low aspirin levels.” Neurotransmitter 
models of OCRDs could be supported by evidence 
from experimental studies showing differences in 
serotonergic or dopaminergic functioning between 
individuals with and without OCD or by stud-
ies in which these neurotransmitters are manipu-
lated leading to increased symptom expression. 
Yet despite a considerable amount of energy (and 
funds) devoted to biological marker and challenge 
studies in OCD, there are no consistent findings. A 
further problem is that virtually no neurotransmit-
ter research has been conducted on OCRDs other 
than OCD.

Overlaps in Treatment Response
The DSM- 5 notes the “clinical utility” (p. 235) 

of grouping together the OCRDs, which some 
authors argues is based on their similar response to 
SSRIs (Fineberg et al., 2011). This argument, how-
ever, is only clinically useful in delineating a class 
of OCRDs if (a) preferential response to SSRIs is 
observed uniformly among the OCRDs, (b) the pref-
erential response to SSRIs is only observed among 
the OCRDs, and (c) SSRIs are the best treatment 
for the OCRDs. Careful examination of the data, 

however, indicates that none of these conditions is 
satisfied. First, although randomized controlled tri-
als indicate the efficacy of SSRIs relative to placebo 
for OCD (Eddy et al., 2004; Greist et al., 1995) 
and BDD (Phillips et al., 2002), SSRI response in 
the other OCRDs is quite inconsistent (e.g., Bloch 
et al., 2007, 2014). Second, numerous studies show 
that SSRIs are efficacious in the treatment of many 
conditions outside the OCRDs, including unipo-
lar depressive disorders (e.g., Fournier et al., 2010; 
Schatzberg & Nemeroff, 2013) and anxiety dis-
orders such as SAD (Hedges et al., 2007). Third, 
cognitive- behavioral interventions have been shown 
to be at least as effective as medications (if not more 
so) in the treatment of OCD and OCRDs (e.g., 
Bloch et al., 2007; Grant et al., 2012; Romanelli 
et al., 2014). Thus, SSRIs are not the most effective 
treatment for any of the OCRDs.

Conclusion
OCD is characterized by (a) intrusive unwanted 

thoughts that the person misappraises as threaten-
ing and (b) attempts to reduce the chances of dan-
ger, or control the thought itself, with tactics such 
as compulsive rituals, avoidance, or other neutral-
izing strategies. These strategies become habitual 
because they often reduce obsessional fear imme-
diately; yet they maintain the problem in the long 
run by interfering with the natural extinction of 
obsessional fear. This cognitive- behavioral concep-
tualization forms the basis for effective cognitive- 
behavioral interventions, namely exposure therapy 
and response prevention. In the DSM- 5, OCD is 
categorized with other conditions thought to be 
“related” to OCD, including BDD, hoarding, skin- 
picking, and hair- pulling, yet, with the exception 
of BDD, these conditions are behaviorally distinct 
from OCD. Accordingly, grouping them in the 
same diagnostic class gives the clinician the false 
impression that these “OCRDs” should be concep-
tualized and treated in a similar fashion.
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 9 
 Posttraumatic Stress Disorder and 
Dissociative Disorders

Richard J. McNally

Posttraumatic Stress Disorder
Clinicians have long recognized that traumatic 

events can produce psychiatric symptoms in previ-
ously well- adjusted individuals, but prevailing opin-
ion held that stress- induced symptoms are transient 
(Jones & Wessely, 2007). Persistent symptoms 
implied the presence of another neurotic or charac-
terological disturbance.

The psychiatric sequelae of the Vietnam War 
altered this view. Many veterans began to report 
chronic symptoms, often long after reentering 
civilian life. Instead of viewing these men as suf-
fering from preexisting conditions worsened by the 
war, clinicians concluded that combat itself could 
cause lasting psychiatric disability (Lifton, 1973; 
Shatan, 1973).

Antiwar psychiatrists and leaders of Vietnam 
veterans’ organizations lobbied for the inclusion 
of a “post- Vietnam syndrome” diagnosis in the 
then- forthcoming DSM- III. They realized that for 
veterans to receive treatment and disability com-
pensation from the Veterans Administration (VA), 
they had to show that veterans’ symptoms were 
attributable to military service, not to preexisting 
problems or vulnerabilities. Making the case was 
especially challenging when symptoms erupted 
years after the war. Indeed, no single diagnosis in 
the DSM- II captured the delayed onset of stress- 
related symptoms.

Leaders of the DSM revision process initially 
opposed this proposal, maintaining that com-
binations of traditional diagnoses covered the 
problems of Vietnam veterans. Moreover, a goal 
for DSM- III was to devise an atheoretical system 
comprising diagnoses explicitly defined by their 
signs, symptoms, and course rather than by often- 
debatable etiological notions. Ratification of a 

post- Vietnam syndrome would be inconsistent 
with this goal.

Veterans’ advocates made common cause 
with mental health professionals who had been 
working with survivors of rape (Burgess & 
Holmstrom, 1974), disaster (Rangell, 1976), 
and concentration camps (Chodoff, 1963). 
Similarities in survivors’ symptoms produced a 
consensus that any terrifying, life- threatening 
event could cause a chronic syndrome such as 
that suffered by the traumatized Vietnam vet-
eran. An influential member of the DSM- III task 
force agreed (Andreasen, 2004). Indeed, she had 
observed a similar pattern of psychiatric symp-
toms in patients who had been severely burned. 
Her support ensured that posttraumatic stress 
disorder (PTSD) appeared in DSM- III classified 
as an anxiety disorder.

The diagnostic criteria have evolved over subse-
quent DSMs, but the core features of PTSD remain 
intact. The central idea is that a traumatic event 
establishes a memory that gives rise to a distinctive 
profile of signs and symptoms (McNally, 2003a, 
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 NVVRS National Vietnam Veterans 

Readjustment Study
 PCL PTSD Checklist
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pp. 105– 124; Rubin et al., 2008). Although many 
people experience intense emotional distress in the 
immediate wake of trauma, the persistence of symp-
toms long after danger has passed is what justifies 
PTSD as a disorder.

According to DSM- 5, PTSD comprises four 
symptomatic clusters. The intrusion cluster (B cri-
teria) includes reexperiencing symptoms such as 
traumatic nightmares, intrusive sensory images of 
the trauma, and physiological reactivity to remind-
ers of the trauma. The avoidance cluster (C crite-
ria) includes efforts to avoid feelings, thoughts, 
and reminders of the trauma. The cluster covering 
negative alterations in cognitions and mood (D crite-
ria) includes symptoms such as emotional numb-
ing, distorted blame of self or others, and pervasive 
negative emotional states (e.g., shame and anger). 
The cluster covering alterations in arousal and reac-
tivity (E criteria) includes symptoms such as exag-
gerated startle, aggression, reckless behavior, and 
hypervigilance.

What Counts as a Traumatic Stressor?
To qualify for PTSD, a person must meet 

Criterion A: exposure to a traumatic stressor. For 
two reasons, exposure to trauma is essential to the 
conceptual integrity of PTSD (McNally, 2009). 
First, several core symptoms possess Brentano 
(1889/ 1984) intentionality (i.e, “aboutness”). That 
is, they are not merely caused by trauma; they are 
about the trauma. To have intrusive images, for 
example, is to have intrusive images about some-
thing: namely, the trauma.

Second, many symptoms of PTSD overlap with 
those of other disorders (e.g., loss of pleasure in 
activities, insomnia); it is the memory of the trauma 
that unites them into a coherent syndrome (Young, 
1995, p. 5). Hence, the syndrome would unravel if 
we dispensed with Criterion A.

The DSM- III concept of PTSD presupposed 
that only traumatic stressors falling outside the 
boundary of everyday experience could produce 
the disorder’s symptomatic profile. Such canonical 
traumas included combat, rape, torture, and natural 
disasters— events that would presumably produce 
intense distress in nearly everyone. Conversely, ordi-
nary stressors presumably could not cause PTSD.

Two key findings complicated this assumptive 
framework. First, epidemiological studies docu-
mented that most people exposed to Criterion A 
traumatic stressors do not develop PTSD (Breslau 
et al., 1991). Second, other studies showed that 
people who neither experienced nor witnessed a 

canonical trauma could still fulfill the symptom-
atic criteria for the disorder, such as learning about 
the violent death of a loved one (e.g., Saigh, 1991). 
Accordingly, in 1994, the DSM- IV broadened the 
concept of trauma exposure to include being “con-
fronted with” information about a threat to the 
“physical integrity” of another person, not necessar-
ily a friend or family member.

Other reports appeared, showing stressors fall-
ing far short of Criterion A could apparently trig-
ger PTSD (for a review, see Dohrenwend, 2010). 
For example, people encountering obnoxious jokes 
in the workplace (McDonald, 2003), giving birth 
to a healthy baby (Olde et al, 2006), and having 
a wisdom tooth removed (de Jongh et al., 2008) 
reportedly developed PTSD or PTSD symptoms. 
One study showed that 4% of Americans living far 
from the sites of the 9/ 11 terrorist attacks developed 
apparent PTSD (Schlenger et al., 2002), appar-
ently from watching the events on television. Not 
only could one now qualify as a “trauma survivor” 
without having been at the scene of the trauma, 
one did not even have to know the people whose 
physical integrity had been threatened (McNally & 
Breslau, 2008).

The concern that suffering people would be 
denied the diagnosis and reimbursable treatment 
motivated the “conceptual bracket creep in the defi-
nition of trauma” (McNally, 2003b, p. 231). Yet 
broadening the concept had other consequences, 
too. It meant that nearly everyone qualifies as a 
trauma survivor, as Breslau and Kessler (2001) 
discovered. Studying residents of Southeastern 
Michigan, they found that 89.6% of adults had 
been exposed to a DSM- IV Criterion A stressor.

However honorably motivated, conceptual 
bracket creep may render it difficult to ascertain the 
psychobiological mechanisms mediating the symp-
toms of PTSD. It seems unlikely that survivors of 
fender- benders have much in common with survi-
vors of the Holocaust. Also, the more we broaden 
the concept of trauma, the less plausibly we can 
assign causal significance to the stressor itself, and 
the more we must emphasize vulnerability factors. 
Diagnosing PTSD in people exposed to relatively 
minor events presumably produces a background– 
foreground inversion whereby risk factors move into 
the causal foreground while the trauma recedes into 
the background. Shifting the causal burden away 
from the stressor undermines the very rationale for 
having a diagnosis of PTSD in the first place.

What should we make of people whose apparent 
PTSD emerges after exposure to relatively minor 
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stressors? Do they carry an especially heavy bur-
den of risk factors relative to people who develop 
PTSD only after exposure to canonical stressors? 
Consistent with this background– foreground inver-
sion hypothesis, McNally and Robinaugh (2011) 
found that the effect size between cognitive ability 
and PTSD caseness was much larger for women 
whose childhood sexual abuse was mild in sever-
ity relative to those whose abuse was moderate in 
severity. That is, the less severe the stressor, the more 
important was the risk factor of lower cognitive 
ability in predicting PTSD. Yet in an epidemio-
logical study, Breslau et al. (2013) found that the 
importance of risk factors (e.g., preexisting depres-
sion, parental alcohol abuse) did not differ for less 
severe categories of trauma (accidents) than for 
more severe categories of trauma (sexual assault).

Perhaps people living under conditions of 
safety, peace, and prosperity are especially likely 
to develop PTSD following exposure to relatively 
minor stressors. This may explain why PTSD is 
more common among British adolescents than 
among members of the British military (Jones, 
2019). It may also explain the “vulnerability para-
dox in the cross- national prevalence of PTSD” 
(Dückers et al., 2016, p. 300), the finding that 
although low socioeconomic status (SES) is a risk 
factor for PTSD in individuals exposed to trauma, 
the opposite holds for nations. That is, low- SES 
countries have a lower prevalence of PTSD than 
do high- SES ones even when their rates of trauma 
exposure do not differ. However, the apparent 
paradox vanishes if one avoids falling prey to the 
ecological fallacy (Robinson, 1950)— the mistake 
in assuming that correlations between variables at 
the level of the person must hold at the level of 
the group (or vice versa). Certain stressors, such 
as automobile accidents, may be more patho-
genic in otherwise safe, comfortable nations than 
in those accustomed to struggling with adversity 
(McNally, 2018).

To address problems with Criterion A, the DSM- 
5 committee members required that people who 
learn of physical threats to others must be a close 
friend or relative of the threatened person. They 
also disqualified trauma exposure mediated by the 
media as satisfying Criterion A unless it was related 
to the person’s occupation (e.g., first responder).

Sex Ratio
Men are exposed to traumatic events more often 

than are women (Tolin & Foa, 2006), yet the rate 
of PTSD is twice as great in women as in men. 

One hypothesis for this sex difference in PTSD 
prevalence is that women more frequently experi-
ence extreme stressors more often than men do 
(Cortina & Kubiak, 2006). This hypothesis, how-
ever, appears incorrect. Even when one controls for 
type of trauma (e.g., rape), sex differences in the 
severity and prevalence of PTSD remain (Tolin & 
Foa, 2006), implying that men and women differ in 
ways that influence their risk of developing PTSD 
following exposure to trauma.

Hormonal differences between male and female 
trauma survivors may account for the heightened 
risk of PTSD in the latter (Pineles et al., 2017). For 
example, Pineles et al. (2016) twice tested trauma- 
exposed women with or without PTSD in a con-
ditioned stimulus (CS)+ / CS− Pavlovian differential 
fear conditioning paradigm involving skin conduc-
tance as the measure of fear. One test occurred when 
their levels of the gonadal hormones estradiol and 
progesterone were low (i.e., early follicular phase of 
the menstrual cycle) and the other occurred when 
levels of these hormones were high (i.e., during the 
midluteal phase). An extinction phase immediately 
followed the acquisition phase. The results indicated 
that women with PTSD exhibited impaired reten-
tion of extinction when in the midluteal phase rela-
tive to women without PTSD.

Epidemiology
According to the National Comorbidity Survey 

Replication (NCS- R; Kessler et al., 2005), the life-
time prevalence rate of DSM- IV- TR PTSD in the 
United States is 6.8%. According to the NCS- R, 
9.7% of women and 3.6% of men develop PTSD 
at some point in their lives (http:// www.hcp.
med.harv ard.edu/ ncs/ ftp dir/ table _ ncs r_ by _ gen 
der_ and_ age.pdf ).

In the World Mental Health (WMH) Surveys, 
Koenen et al. (2017) found that among trauma- 
exposed people, 5.6% developed PTSD at some 
point in their lives, and 2.8% had PTSD during the 
previous 12 months. The lifetime and 12- month 
prevalence rates for high- income countries were 
6.9% and 3.6%, respectively, and greater than for 
low-  and lower- middle income countries combined 
(3.0% and 1.5%, respectively). For the United 
States, the 30- day, 12- month, and lifetime preva-
lence rates for PTSD among the trauma- exposed 
were 2.1%, 4.3%, and 8.3%, respectively.

Military personnel are at heightened risk for 
exposure to trauma. According to the National 
Vietnam Veterans Readjustment Study (NVVRS), 
30.9% of all men who had served in Vietnam 
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developed DSM- III- R PTSD, whereas 15.2% still 
had the disorder in the late 1980s when the survey 
occurred (Kulka et al., 1990).

However, for two reasons, historians of mili-
tary psychiatry suspected that the NVVRS team 
overestimated the prevalence of PTSD (e.g., Jones 
& Wessely, 2005, pp. 133– 134; McNally, 2007a; 
Shephard, 2001, p. 392). First, only about 12.5% 
(King & King, 1991) of Vietnam veterans had 
served in direct combat roles during the Vietnam 
War (e.g., rifleman in an infantry platoon). The 
historians found it odd that twice as many men 
developed PTSD than were in combat roles. Even 
when one considers the additional 15% of men 
who served in combat support roles (e.g., medic) 
and hence could encounter danger, the prevalence 
rate was puzzlingly high.

Second, only 3.5% of all psychiatric casualties 
in Vietnam itself received a diagnosis of combat 
exhaustion (Marlowe, 2001, p. 86). As Marlowe 
(2001) put it, “Vietnam produced an extremely 
low proportion of proximate combat stress casu-
alties and produced or is claimed to have pro-
duced massive numbers of postcombat casualties. 
Therefore, Vietnam breaks with the past norma-
tive pattern of combat and war zone stress casualty 
production” (p. 73).

In response to these concerns, Dohrenwend et al. 
(2006) reanalyzed the NVVRS data, applying rigor-
ous criteria for PTSD caseness. Before accepting a 
case as PTSD- positive, they did three things prior 
to recalculating prevalence estimates. First, they 
included only those veterans whose PTSD devel-
oped from war- related trauma, not events occur-
ring before or after the war. Second, they included 
only those veterans for whom archival data were 
consistent with their self- reported war traumas, 
thereby corroborating 91% of the PTSD cases. 
Third, they used scores on the Global Assessment 
of Functioning (GAF; Spitzer et al., 1987) scale to 
assess functional impairment, as impairment was 
not a diagnostic requirement for DSM- III- R PTSD. 
Dohrenwend et al. used GAF ratings, assigned by 
clinical interviewers in the NVVRS, as a proxy for 
the then- nonexistent DSM impairment criterion. 
They considered a veteran as impaired if he had 
received a rating of 1 through 7 on the 9- point GAF 
scale. One is the lowest level of functioning, and 9 is 
the highest level of functioning. The modal PTSD 
case was rated a 7, defined as “Some difficulty in 
social, occupational, or school functioning, but 
generally functioning pretty well, has some mean-
ingful interpersonal relationships OR some mild 

symptoms (e.g., depressed mood and mild insom-
nia, occasional truancy, or theft within the house-
hold)” (p. 2).

Dohrenwend et al.’s (2006) adjustments reduced 
both the lifetime and current prevalence rates of 
PTSD by 40%, thereby confirming the hypothesis 
of the historians (McNally, 2006a). The lifetime 
prevalence dropped from 30.9% to 18.7%, and 
the current prevalence rate dropped from 15.2% 
to 9.1%. However, had Dohrenwend et al. used a 
slightly more stringent definition of impairment 
(i.e., GAF score of 1 through 6 [“moderate” impair-
ment]), the current prevalence estimate would have 
dropped by 65%; that is, from 15.2% to 5.4% 
(McNally, 2007b).

A follow- up study of surviving male theater 
veterans from the original NVVRS study revealed 
current and lifetime rates of DSM- 5 war- related 
PTSD of 4.5% and 17.0%, respectively, according 
to structured diagnostic interview (Marmar et al., 
2015). Using a 20- point change in a dimensional 
measure of PTSD symptom severity to gauge clini-
cally relevant change, the authors found that 16.0% 
of the theater veterans experienced worsening since 
the first administration, whereas 7.6% experienced 
improvement.

Requiring impairment affects prevalence rates in 
civilian samples, too. In two epidemiological stud-
ies, Breslau and Alvarado (2007) found that requir-
ing that symptoms produce impairment lowered 
the prevalence of PTSD in men by 33% and 44% 
and in women by 25% and 30%, respectively.

In striking contrast to previous wars, the ones 
in Iraq and Afghanistan have prompted American, 
British, and Dutch authorities to assess their troops 
before, during, and after deployment to these war 
zones (McNally, 2012a). A comprehensive review of 
rigorous American and British studies indicated that 
between 2.1% and 13.8% of American and British 
service members have developed PTSD (Sundin et 
al., 2010).

Smith et al. (2008) conducted the method-
ologically strongest study on American military 
personnel deployed to Iraq and Afghanistan. They 
used data from the US Millennium Cohort, a pro-
spective, longitudinal investigation of active duty 
and Reserve/ National Guard service members. 
Administering the PTSD Checklist (PCL; Weathers 
et al., 1993) to 47,837 members of the Armed 
Forces, they found that 4.3% of those deployed 
to Afghanistan and Iraq developed PTSD. Among 
those exposed to combat, 7.6% developed PTSD, 
whereas 1.4% of those denying combat exposure did 
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so. Among never- deployed personnel, 2.3% devel-
oped PTSD from stateside traumatic events (e.g., 
accidents on bases). Smith et al. (2008) ensured 
that PTSD symptom data were unconnected with 
subjects’ official military files, thereby ensuring the 
confidentiality of symptom disclosure for personnel 
concerned about the stigma of mental health prob-
lems (Hoge et al., 2004).

Excluding subjects whose PTSD predates their 
enlistment provides the best estimate of war- 
attributable PTSD. For example, using the PCL, 
Hoge et al. (2004) found that as many as 5% of 
combat troops met criteria for PTSD prior to 
deploying to Iraq, whereas 12.6% qualified for 
PTSD following combat exposure in Iraq. If one 
rules out preexisting PTSD among Hoge et al.’s 
combatants, one obtains a deployment- attributable 
rate of PTSD of 7.6%−the same estimate reported 
by Smith et al. (2008) for combat- exposed person-
nel in Iraq and Afghanistan.

On the other hand, studies show that the per-
centage of military personnel with PTSD rises 
slightly within the first 6 to 12 months after their 
return from Iraq or Afghanistan (Sundin et al., 
2010). Some service members may initially fail to 
report certain symptoms that are adaptive in a war 
zone (e.g., hypervigilance and numbing), yet subse-
quently endorse them on the PCL if symptoms fail 
to remit months postdeployment.

Longitudinal Course of PTSD
Acute stress symptoms are common following 

exposure to traumatic events. For example, study-
ing help- seeking rape victims, Rothbaum and Foa 
(1993) found that 95% met PTSD symptom crite-
ria within 2 weeks of the trauma. But the propor-
tion still meeting symptom criteria at 1, 3, and 6 
months postrape declined to 63.3%, 45.9%, and 
41.7%, respectively. Likewise, Rothbaum and Foa 
found that, among victims of nonsexual assault, 
64.7% met PTSD symptom criteria 1 week after 
the crime, whereas the proportion still fulfilling cri-
teria at 1, 3, 6, and 9 months postassault declined to 
36.7%, 14.6%, 11.5%, and 0%, respectively.

Symptoms of PTSD usually emerge within hours 
or days of the trauma, making delayed- onset PTSD 
extremely rare (Jones & Wessely, 2005, p. 184). In 
a civilian epidemiologic study (Breslau et al., 1991), 
only 1 person among the 93 diagnosed with PTSD 
appeared to have a delayed onset.

People who meet criteria for PTSD only after 6 
months following the trauma qualify for delayed- 
onset PTSD. However, few, if any of them, are 

symptom- free during the months following the 
trauma (Andrews et al., 2007). The modal case 
suffers symptoms all along, finally experiencing 
an increase that bumps them above the diagnostic 
threshold. Others may develop the full syndrome 
immediately following the trauma but seek help 
only years later (Solomon et al., 1989). However, 
such delayed help- seeking is not delayed onset.

In a prospective, cohort investigation, Goodwin 
et al. (2012) administered the PCL twice to 1,397 
British military personnel who had served in Iraq. 
The first assessment occurred between 2004 and 
2006, and the second assessment occurred between 
2007 and 2009. Soldiers completed the question-
naire in reference to symptoms during the previ-
ous month. Cases of probable PTSD had a score of 
at least 50 on the PCL, and cases of subthreshold 
PTSD had a score of 40 to 49. PCL scores can range 
from 17 to 85. Cases of delayed- onset PTSD quali-
fied for the syndrome at the second assessment, but 
not at the first one.

Although 94% of the subjects were free of 
PTSD at both time points, 3.5% of them devel-
oped delayed- onset PTSD. That is, of those who 
had PTSD, 46% met criteria only at the second 
assessment point. Of the 44 cases of delayed- onset 
PTSD, 12 already had symptoms sufficiently severe 
as to qualify them for subthreshold PTSD. Delayed 
onset seems more likely with war veterans than for 
others exposed to trauma.

In a study of 100 men seeking treatment for 
PTSD years after they reported fighting in Vietnam, 
Frueh et al. (2005) sought to verify their reported 
traumatic events by obtaining each patient’s mili-
tary personnel file. For only 41% of the cases did the 
archival data corroborate the self- reported trauma, 
and 7% had either never served in Vietnam or never 
served in the military at all. Yet the clinical assessors 
had diagnosed PTSD in 94% of the subjects. For 
example, the uncorroborated cases reported expo-
sure to battlefield atrocities at twice the rate of cor-
roborated cases, and many of the former reported 
extremely implausible events (e.g., a cook who said 
he was a prisoner in North Vietnam).

Analyzing a huge federal dataset, labor econo-
mists Angrist et al. (2010) concluded that financial 
need, not psychiatric disorder, is the chief cause 
of the recent massive increase in PTSD disability 
claims among Vietnam veterans. They found that 
the increase largely occurs among veterans whose 
limited vocational skills make it very difficult for 
them to make a decent living. Moreover, Angrist 
et al. found that combat exposure (and therefore 

 



Major Cl in iCal  SyndroMeS204

PTSD) could not account for the increase in claims. 
Accordingly, they concluded, “This leaves the attrac-
tiveness of VDC [veterans’ disability compensation] 
for less- skilled men and the work disincentives 
embedded in the VDC system as a likely expla-
nation for our findings” (p. 824). Taken together, 
these data have prompted some scholars to sug-
gest that the apparent emergence of PTSD decades 
after exposure to trauma may reflect financial need 
rather than delayed emergence of psychiatric illness 
(McNally & Frueh, 2012), whereas other scholars 
disagree (Marx et al., 2012).

Finally, a longitudinal study spanning 20 years 
on a national sample of post- 9/ 11 war veterans in 
the care of the VA indicated that the modal course 
was above PTSD threshold symptoms that persist 
for many years, decreasing only gradually over time 
(Lee et al., 2020). This clinically disappointing out-
come either underscores the urgency to improve 
evidence- based treatments for PTSD, as the authors 
concluded, or indicates fear of losing disability 
compensation should they improve.

Comorbidity
Pure PTSD is unusual. In the NVVRS, 98.8% 

of the veterans who qualified for a lifetime diagnosis 
of PTSD also qualified for at least one other men-
tal disorder, compared with 40.6% of those with-
out PTSD (Kulka et al., 1990). The most common 
comorbid disorders in male veterans with PTSD 
were alcohol abuse, depression, and generalized 
anxiety disorder (GAD), whereas the most common 
comorbid disorders in female veterans were depres-
sion, GAD, alcohol abuse, and panic disorder.

Comorbidity is common in cases of civilian 
PTSD, too. Breslau et al. (1991) found that about 
80% of PTSD cases had at least one other disorder 
at some point in their lives. Likewise, Kessler et al. 
(1995) reported lifetime comorbidity rates of 88.3% 
in men and 79% in women with PTSD. Major 
depression and alcohol dependence were among 
the most common comorbidities. Retrospectively 
reported ages of onset implied that other anxiety 
disorders usually preceded PTSD, whereas alcohol 
and mood disorders usually followed the emergence 
of PTSD.

Risk Factors for PTSD
There are two aspects to risk for PTSD (Bowman 

& Yehuda, 2004): risk for exposure to trauma and 
risk for PTSD given exposure to trauma. Regarding 
the former, in one study, retrospectively ascer-
tained risk factors for exposure to trauma included 

extroversion, neuroticism, male sex, having less than 
a college education, a personal history of childhood 
conduct problems, and a family history of psychi-
atric disorder (Breslau et al., 1991). This research 
group also did a 3- year prospective study finding 
that extroversion and neuroticism predicted expo-
sure to trauma (Breslau et al., 1995). Black subjects 
had a higher rate of exposure than did Whites.

Risk factors for PTSD among those exposed to 
trauma include female sex (e.g., Tolin & Foa, 2006); 
neuroticism (e.g., Breslau et al., 1991); lower social 
support (e.g., Boscarino, 1995); lower IQ (e.g., 
Macklin et al., 1998; McNally & Shin, 1995); preex-
isting psychiatric illness, especially anxiety (Kessler 
et al., 2018) and mood disorders (e.g., Breslau et al., 
1991); family history of anxiety, mood, or substance 
abuse disorders (e.g., Breslau et al., 1991); neuro-
logical soft signs (e.g., nonspecific abnormalities in 
central nervous function; Gurvits et al., 2000); and 
small hippocampi (Gilbertson et al., 2002). Some 
risk factors, such as low social support, have been 
assessed after individuals have developed PTSD, 
making it unclear whether early symptoms alien-
ated potential sources of support or whether lack 
of support impeded recovery from trauma, or both. 
A recent prospective study of war veterans from the 
National Guard provided evidence for both hypoth-
eses, especially for the claim that symptoms predict 
diminished support (Shallcross et al., 2016).

Using data from the Dunedin longitudinal study, 
Koenen et al. (2008) discovered that PTSD almost 
never developed in response to trauma during 
adulthood unless the subject had received a mental 
disorder diagnosis, often in childhood. That is, of 
new cases of PTSD occurring between the ages of 
26 and 32, 96% had already experienced a mental 
disorder and 77% had received the diagnosis before 
the age of 15. Anxiety, mood, and conduct disorders 
were the three most common syndromes that pre-
ceded adult- onset PTSD. Previous disorders may 
signify vulnerability to develop PTSD in response 
to trauma, may themselves increase risk for expo-
sure to trauma, or both.

Some scholars have adduced evidence suggesting 
that previous exposure to traumatic events sensi-
tizes people so that they experience increased risk of 
developing PTSD in response to subsequent stress-
ors (e.g., King et al., 1996). In these studies, people 
with PTSD are asked about previous traumatic 
events they had experienced prior to the trauma 
that triggered their disorder.

Unfortunately, these researchers had not assessed 
how individuals had responded to their earlier 
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trauma. Indeed, Breslau et al. (2008) have shown 
that previous exposure to trauma does not increase 
risk for PTSD in response to subsequent trauma 
unless the person developed PTSD in response to 
the first trauma. Trauma- exposed individuals who 
do not develop PTSD in response to the earlier 
event are not at heightened risk for PTSD.

Likewise, Solomon et al. (1987) found that prior 
combat exposure did not increase risk for an acute 
combat stress reaction among Israeli soldiers who 
fought in the 1982 Lebanon War unless the soldier 
had experienced an acute combat stress reaction 
during a previous war. That is, prior combat per 
se did not predict breakdown in response to subse-
quent combat.

How victims respond during a trauma may pre-
dict whether they develop PTSD. Studying peri-
traumatic predictors involves asking victims hours, 
days, weeks, or sometimes years after the event 
how they recall responding during the trauma. 
Peritraumatic dissociation predicts PTSD (e.g., 
Shalev et al., 1996). That is, people who reported 
feeling disconnected from their body, feeling that 
events were happening in slow motion, and so forth 
were especially likely to develop the disorder.

Ehlers and Clark (2000) have observed that 
trauma victims’ interpretation of their acute symp-
toms may affect whether they develop the disor-
der. A trauma victim’s negative appraisal of acute 
symptoms predicts whether the person will develop 
PTSD (Dunmore et al., 2001; Ehring et al., 2006). 
For example, if trauma victims construe startle 
responses and nightmares as signs of personal weak-
ness or flashbacks as signs of impending psychosis, 
they are at heightened risk for failing to recover 
from the acute effects of trauma.

There is, however, a potential conceptual prob-
lem with work on peritraumatic predictors and 
symptom appraisals. Researchers have isolated 
these phenomena, treating them as independent 
variables predictive of the dependent variable of 
persistent PTSD. Yet peritraumatic reactions are 
themselves aspects of the outcome researchers are 
trying to predict (Breslau, 2011). Peritraumatic 
dissociation, catastrophic appraisal of symptoms, 
and PTSD may be manifestations of the same 
pathological process or a consequence of a com-
mon vulnerability (e.g., neuroticism). The predic-
tive capacity of these variables may be an artifact 
of how researchers parse the phenomenon, spuri-
ously distinguishing responses during the trauma 
from those occurring somewhat later as if they were 
distinct phenomena.

Most work on risk and resilience concerns indi-
vidual variables. However, group cohesion, morale, 
and leadership function as buffers against battlefield 
stress (Jones & Wessely, 2007).

Cognitive Aspects of PTSD
Researchers have investigated cognitive aspects 

of PTSD from both a phenomenologic and an 
information- processing perspective (McNally, 
2006b).

Phenomenology of Traumatic Memory
Memories of trauma are different from memo-

ries of other events in terms of their content and 
emotional qualities. Do they differ in other ways? 
Are they represented and processed differently 
(Brewin, 2014)? Porter and Peace (2007) conducted 
a longitudinal study of individuals in the commu-
nity who had experienced a traumatic event, often a 
crime. In addition to having the individuals rate the 
emotional qualities and vividness of the traumatic 
memory, they had each subject select and rate a very 
positive memory. Relative to memories of trauma, 
memories of positive events tended to fade in terms 
of vividness and emotional intensity, and their accu-
racy (relative to the baseline description) tended to 
diminish over the course of several years.

Rubin, Deffler et al. (2016b) assessed 60 adults 
from the community, half of whom had current 
PTSD, whereas the others had never developed 
it. The groups did not differ on potentially con-
founding variables (e.g., social class, percentage of 
minorities or women, histories of substance abuse 
and dependence, symptoms or diagnoses of depres-
sion), nor did they differ types of trauma (e.g., sex-
ual abuse, accidents, combat, natural disasters). The 
subjects were asked to describe their three most trau-
matic, positive, and important memories. Rubin et 
al. audiotaped and transcribed the oral narratives 
before analyzing them via 28 methods of measur-
ing their coherence or fragmentation. These indices 
included self- ratings of coherence, judges’ ratings, 
and computerized algorithmic metrics of referential 
cohesion, temporal connectives, concreteness, and 
so forth. Rubin et al. found that trauma memo-
ries were no less coherent than positive memories 
and important memories, irrespective of a subject’s 
PTSD status. For certain indices, trauma memories 
were slightly less coherent than positive and impor-
tant memories, whereas, for others, trauma memo-
ries were more coherent.

In a critique of Rubin et al.’s study, Brewin (2016) 
revised the narrative (in)coherence hypothesis, 
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stating that Rubin and colleagues assessed global, 
not local, coherence. That is, he said that clinicians 
most often observe fragmentation when survivors 
with PTSD attempt to recount the “hot spots”— 
the most emotionally disturbing parts— of their 
experience. Accordingly, although survivors may be 
capable of providing a coherent, global account of 
their trauma, the hot spots are those most likely to 
be disorganized, fragmented, or exhibiting “amne-
sic gaps” (Brewin, 2016, p. 1015). Brewin predicted 
that a focus on such “hot spots” (Brewin, 2016, p. 
1014) would have corroborated the hypothesis that 
trauma impairs narrative memory.

In reply, Rubin, Bertsen et al. (2016a) noted that 
21 of the 28 measures did assess local coherence yet 
failed to reveal fragmentation in those with PTSD. 
The debate about the best indices for gauging 
memory fragmentation continues (McNally et al., 
2022), but at best, the evidence remains inconclu-
sive. Also, Malaktaris and Lynn’s (2019) phenom-
enological study of flashbacks in people with PTSD 
or subthreshold PTSD uncovered no evidence of 
fragmentation.

Finally, Taylor et al. (2022) conducted two exper-
iments revealing that how an individual retrieves 
and recounts memories, including traumatic ones, 
affects an individual’s judgments of the memory’s 
coherence. If people are asked to narrate an expe-
rience, they regard their account as more coherent 
than if they first attempt to answer a series of dif-
ficult questions about the experience (e.g., “What 
were you wearing at the time of the event? Describe 
your entire outfit”). These experiments indicate that 
judgments of coherence are attributions influenced 
by the mode of retrieval rather than properties of 
the memory itself.

The importance of narrative fragmentation of 
trauma memories presumably rests on their main-
tenance of PTSD. Once the memories become 
integrated into a coherent narrative of the trauma, 
intrusive recollections, nightmares, and flashbacks 
presumptively diminish in frequency and intensity. 
Bedard- Gilligan et al. (2017) tested this hypoth-
esis in a study of PTSD patients who received pro-
longed exposure therapy or sertraline for PTSD. 
Patients provided three narratives: one concerning 
their trauma, one concerning a positive experience, 
and one concerning a negative but nontraumatic 
experience. Using self- report ratings, independent 
ratings, and objective measures of narrative struc-
ture, Bedard- Gilligan et al. assessed fragmentation 
of these memories before and after treatment.

The results revealed that, across measures, mem-
ory fragmentation did not reliably change across 
the course of treatment. Neither treatment type nor 
response to treatment was related to change in frag-
mentation. In fact, pretreatment fragmentation in 
the nontraumatic negative and positive narratives 
correlated with fragmentation in trauma narratives. 
For some patients, fragmentation was a characteris-
tic style of recounting autobiographical memories 
in general.

Autobiographical Memory
As with depressed people (Williams et al., 2007), 

those with PTSD experience difficulty recalling spe-
cific personal memories in response to cue words 
on the Autobiographical Memory Test (AMT; e.g., 
McNally et al., 1994). For example, in response to 
the word happy, they often recall a categoric mem-
ory exemplifying a class of events (e.g., “I’m always 
happy whenever the New England Patriots win”) 
or sometimes recall an extended memory spanning 
more than one day (e.g., “I was happy during the 
summer after college graduation”). In contrast to 
such “overgeneral memories,” those that healthy 
subjects recall refer to specific events (e.g., “I was 
happy on the day that I got married”). An overgen-
eral retrieval style may imply avoidance of thinking 
specifically about one’s emotionally disturbing past 
(Williams et al., 2007). It may also reflect deficits in 
executive control and working memory, essential to 
searching through one’s autobiographical memory 
database to identify specific episodes in response to 
cue words (Dalgleish et al., 2007).

Overgeneral memory has important clinical cor-
relates. PTSD patients exhibiting overgeneral mem-
ory are especially impaired in their problem- solving 
performance (Sutherland & Bryant, 2008). Brown 
et al. (2013) found that American combat veterans 
of the Afghanistan and Iraq wars who developed 
PTSD retrieved fewer specific memories than did 
healthy combat veterans of these wars. Moreover, 
relative to healthy combat veterans, those with 
PTSD likewise had difficulty envisioning specific 
future events.

Although Iranian combat veterans of the Iran- 
Iraq war with PTSD retrieved fewer specific memo-
ries than did healthy combat veterans who, in turn, 
retrieved fewer specific memories than did control 
subjects without combat exposure (Moradi et al., 
2012), most studies show that PTSD, not trauma 
exposure alone, predicts overgeneral memory 
(Moore & Zoellner, 2007).
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Research on trauma survivors indicates that dif-
ficulties retrieving specific memories predict PTSD 
(e.g., Kleim & Ehlers, 2008). To test whether over-
general memory precedes trauma exposure as well 
as PTSD, Bryant et al. (2007) tested 60 trainee 
firefighters who were free of PTSD and had yet to 
encounter the occupational stressors common in 
their line of work. Four years later, all had expe-
rienced trauma, and 15% had developed PTSD. 
Bryant et al. found that difficulty retrieving specific 
memories to positive words during their training 
predicted severity of PTSD symptoms. Hence, an 
overgeneral retrieval style may be a risk factor for 
PTSD among those exposed to trauma.

Vietnam veterans with PTSD who wore war 
regalia, combat fatigues, military patches, and so 
forth in everyday life had especially great difficulty 
retrieving specific memories (McNally et al., 1995). 
Relative to healthy combat veterans, these men 
seemed stuck in the past. Likewise, Sutherland and 
Bryant (2005) reported that trauma victims with 
PTSD more often mention traumatic memories 
as self- defining than do victims without PTSD. 
Having one’s identity intertwined with one’s 
trauma history appears predictive of poor mental 
health.

To investigate this issue, Berntsen and Rubin 
(2006) developed the Centrality of Event Scale 
(CES), a questionnaire that taps how strongly 
trauma survivors believe that the trauma is a central 
event in their life story (for a review, see Gehrt et al., 
2018). They found that scores on the CES positively 
correlated with severity of PTSD symptoms among 
trauma- exposed college students. Others have repli-
cated this finding in veterans of the wars in Iraq and 
Afghanistan with PTSD (Brown et al., 2010) and in 
women who reported histories of childhood sexual 
abuse (Robinaugh & McNally, 2011). Importantly, 
Boals and Ruggero (2016) found that event central-
ity prospectively predicts PTSD symptoms, but not 
vice versa.

As Berntsen and Rubin (2007) concluded, find-
ings regarding the CES “contradict the widespread 
view that the poor integration of the traumatic 
memory into one’s life story is a main cause of 
PTSD. Instead, enhanced integration appears to be 
a key issue” (p. 417).

The Emotional Stroop Paradigm
People with PTSD report reexperiencing their 

trauma in the form of intrusive thoughts, night-
mares, and flashbacks. These phenomenologic 
reports imply that involuntary cognitive processes 

mediate these symptoms. To test whether traumatic 
information is automatic in PTSD, researchers have 
applied versions of the emotional Stroop paradigm 
(McNally, 2006b).

In this paradigm, subjects are asked to view words 
of varying emotional significance and to name the 
colors in which the words are printed while ignoring 
the meaning of the words (Williams et al., 1996). 
Stroop interference occurs when the meaning of the 
word becomes intrusively accessible, thereby slow-
ing the subject’s naming of its color. If information 
related to trauma is, indeed, automatically accessed 
in PTSD and difficult to inhibit, subjects with the 
disorder ought to exhibit greater Stroop interference 
for trauma words relative to other words and rela-
tive to trauma- exposed people without PTSD.

In one study, Vietnam veterans with PTSD, rela-
tive to veterans without PTSD, took longer to name 
the colors of words related to the war (e.g., firefight) 
than to name the colors of other negative words 
(e.g., filthy), positive words (e.g., friendship), or 
neutral words (e.g., concrete; McNally et al., 1990). 
Similar results have occurred for subjects whose 
PTSD resulted from rape (Cassiday et al., 1992), 
shipwrecks (Thrasher et al., 1994), automobile acci-
dents (Bryant & Harvey, 1995), and childhood sex-
ual abuse (Dubner & Motta, 1999). Unlike those 
with PTSD, rape victims who have recovered fol-
lowing treatment do not exhibit Stroop interference 
for trauma words (Foa et., 1991). Actors trained 
to mimic the effect were unable to do so (Buckley 
et al., 2003). Instead, they named the colors of all 
words slowly. However, other studies, often unpub-
lished, failed to replicate the emotional Stroop effect 
in PTSD (Kimble et al., 2009).

Biological Aspects of PTSD
Biological research on PTSD has been flourish-

ing, and reviews of this field have appeared, both 
narrative (Pitman et al., 2012) and meta- analytic 
(Pole, 2007).

Cognitive Neuroscience and the Emotional Stroop
Scientists have studied the neural mechanisms 

mediating the emotional Stroop effect in PTSD. In 
a positron emission tomography (PET) experiment, 
Bremner et al. (2004) found that women with 
PTSD related to childhood sexual abuse, relative to 
victims without PTSD, had less anterior cingulate 
activation during the emotional Stroop task. The 
groups did not differ in terms of anterior cingulate 
activation while performing the standard Stroop 
task. Hence, the activation deficit in the PTSD 
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group was confined to the processing of trauma- 
related information.

Employing functional magnetic resonance 
imaging (fMRI), Shin et al. (2001) found that 
Vietnam veterans with PTSD exhibited dimin-
ished rostral anterior cingulate activation when 
exposed to war- related words in the emotional 
counting Stroop. In this task, subjects view dis-
plays comprising from one through four copies of 
a word varying in emotional valence (e.g., firefight, 
firefight, firefight). They push a key corresponding 
to the correct number of copies of the word (e.g., 
3). Subjects will be slower to count the number of 
copies to the extent that the meaning of the word 
captures their attention.

Cognitive neuroscience research on variants of 
the emotional Stroop in PTSD supports a patho-
physiologic model that highlights abnormalities 
in medial prefrontal cortex (PFC) and amygdala 
(Bremner et al., 1999; Rauch et al., 2000; Shin, 
Rauch et al., 2005). The medial PFC comprises 
medial frontal gyrus, anterior cingulate cortex 
(ACC), and subcallosal cortex. The downward pro-
jections of the PFC inhibit activation of amygdala, 
thereby explaining why an intact PFC is vital for 
the extinction of conditioned fear (Milad & Quirk, 
2002). Disturbing, intrusive recollections of trau-
matic events, accompanied by increased physiologic 
arousal, are consistent with either a hypoactive 
medial PFC, a hyperresponsive amygdala, or both 
(Shin et al., 2006).

Prefrontal Cortical Abnormalities
An fMRI study found that PTSD subjects exhib-

ited increased amygdala responses and reduced 
medial PFC responses to photographs of fearful 
versus happy facial expressions (Shin, Wright et al., 
2005). In fact, signal changes in the amygdala and 
symptom severity negatively correlated with signal 
changes in the medial PFC. These findings are con-
sistent with those of a previous study in which briefly 
presented and backwardly masked (subliminal) fear-
ful faces provoked increased amygdalar responses in 
PTSD subjects (Rauch et al., 2000). PTSD patients 
have exhibited attenuated medial prefrontal/ ante-
rior cingulate activation while listening to audio-
taped scripts of their traumatic experiences (Shin et 
al., 2004). A study of Vietnam combat veterans and 
their nonveteran identical co- twins suggests that 
attenuated activation of medial PFC during recol-
lection of highly stressful memories is an acquired 
characteristic (Dahlgren et al., 2018); the nonvet-
eran co- twins did not exhibit it.

As Shin et al. (2006) noted, not only have sci-
entists found attenuated medial PFC activation in 
PTSD, but they have also observed smaller ACC vol-
umes in individuals with PTSD relative to trauma- 
exposed individuals without the illness (Rauch et 
al., 2006; Woodward et al., 2006; Yamasue et al., 
2003). Furthermore, the smaller the ACC volume, 
the worse was symptom severity in two of these 
studies (Woodward et al., 2006; Yamasue et al., 
2003). Most subjects had recovered from PTSD in 
Yamasue et al.’s study, thereby implying that dimin-
ished ACC volume may be either a vulnerability 
factor or a “scar” from PTSD rather than being a 
correlate of the illness.

A subsequent study suggests that the scar 
hypothesis is correct. Using data from Gilbertson 
et al.’s (2002) monozygotic twins, Kasai et al. 
(2008) found that reduced volume (gray matter 
density) in the pregenual ACC in Vietnam veter-
ans with combat- related PTSD was not present in 
their combat- unexposed co- twins. Moreover, these 
PTSD cases had smaller pregenual ACC volumes 
than did combat veterans without PTSD and their 
co- twins. Hence, reduction in the size of this region 
is associated with chronic PTSD, not merely expo-
sure to trauma or a preexisting vulnerability factor.

Taken together, these data are consistent with a 
model of PTSD whereby the ventromedial PFC, 
including the pregenual (or “emotional”) region of 
the ACC, inhibits acquired fear responses mediated 
by the amygdala (Rauch et al., 2006). If smaller vol-
ume of the ACC signifies diminished function, then 
these data provide an anatomical clue to why fear- 
related reexperiencing symptoms erupt in PTSD 
(Pitman et al., 2012).

Hippocampal Volume
Preclinical research indicates that certain stress 

hormones, such as the glucocorticoid cortisol, may 
produce atrophy in the hippocampus, a brain struc-
ture integral to autobiographical memory (Sapolsky, 
1996). Reasoning that traumatic stress may have 
similar consequences, Bremner et al. (1995), using 
MRI methods, found that Vietnam veterans with 
PTSD had smaller hippocampi than did nonvet-
eran control subjects. These findings have replicated 
among adults whose PTSD was associated with sex-
ual and physical abuse during childhood (Bremner 
et al., 1997; Stein et al., 1997). If diminished size 
is associated with diminished function, then small 
hippocampi may make it difficult for people with 
PTSD to process contextual cues signifying safety 
(Pitman et al., 2012).
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Gurvits et al. (1996) further clarified this phe-
nomenon by comparing hippocampal volume 
across three groups of subjects: Vietnam combat 
veterans with PTSD, Vietnam combat veterans 
without PTSD, and nonveteran control subjects. 
The healthy combat veterans and the nonveterans 
did not differ in hippocampal volume. The PTSD 
group had smaller volume than did the other two 
groups. In studies failing to replicate the small hip-
pocampus effect (e.g., Bonne et al., 2001), PTSD 
symptoms tend to be less severe than in studies rep-
licating the effect (Pitman et al., 2012).

Third, individuals with Cushing’s syndrome, 
an endocrine disorder characterized by chronic 
cortisol output five times higher than normal, do 
exhibit hippocampal atrophy. Treatment, however, 
not only normalizes their cortisol levels but also 
reverses their hippocampal atrophy (Starkman et 
al., 1999). Therefore, chronically high levels of cor-
tisol, if corrected, did not produce lasting damage.

Fourth, small hippocampi in PTSD appear to be 
a vulnerability factor for PTSD, not a consequence 
of traumatic stress. This conclusion comes from a 
landmark study by Gilbertson et al. (2002). They 
measured hippocampal volume in monozygotic 
(MZ) twin pairs: 17 pairs in which 1 twin devel-
oped PTSD after serving in Vietnam and whose 
psychiatrically healthy twin had not been in combat, 
and 23 twin pairs in which 1 twin had seen com-
bat in Vietnam, but did not have PTSD and whose 
twin had neither been in combat nor had PTSD. 
The results confirmed that veterans with PTSD 
had smaller hippocampi than did veterans without 
PTSD. Most striking, however, is that the nontrau-
matized, healthy co- twins of the PTSD subjects had 
hippocampi just as small as the hippocampi of their 
brothers. These findings imply that small hippo-
campi are a marker for vulnerability for developing 
PTSD among individuals exposed to trauma.

Yet a meta- analysis revealed that the hippocampi 
of trauma- exposed subjects without PTSD are 
smaller than the hippocampi of subjects without 
trauma exposure (Woon et al., 2010). These find-
ings are subject to three interpretations (Pitman 
et al., 2012). Small hippocampi may be associated 
with subsyndromic levels of PTSD symptoms, may 
increase risk for trauma exposure, or may indicate 
that trauma exposure alone may shrink the hippo-
campus to some extent.

Genetics
True et al. (1993) studied 4,042 male Vietnam- 

era MZ and dizygotic (DZ) twin pairs to ascertain 

the relative contributions of heredity, shared envi-
ronment, and unique environment to variance in 
PTSD symptoms. The results revealed that MZ 
twins were more concordant for combat exposure 
than were DZ twins. Controlling for extent of 
combat exposure, True et al. found that between 
13% and 30% of the variance in reexperiencing 
symptoms was associated with genetic variation. 
Likewise, heritability estimates for avoidance symp-
toms ranged from 30% to 34%, and heritability 
for arousal symptoms ranged from 28% to 32%. 
Indices of shared environment during childhood 
and adolescence (e.g., family upbringing, parental 
SES) were unrelated to variance in PTSD symp-
toms. Taken together, about one- third of the vari-
ance in PTSD symptoms is associated with genetic 
variance, whereas the remaining is chiefly associated 
with unique environmental experiences (e.g., heavy 
combat).

However, the classic twin design overestimates 
the genetic contribution to variation by obscuring 
the effects of both gene × environment interaction 
and gene and environment correlation (Sauce & 
Matzel, 2018).

Other studies strongly imply genetic vulner-
ability for PTSD. Gilbertson et al. (2006) admin-
istered IQ and other neurocognitive tests to 
monozygotic twin pairs. They tested four groups: 
men with combat- related PTSD from Vietnam, 
their identical twins with no combat exposure and 
no PTSD, Vietnam combat veterans who had not 
developed PTSD, and their identical twins with no 
combat exposure and no PTSD. The findings were 
strikingly consistent: on almost every test, combat 
veterans with PTSD and their identical twins per-
formed very similarly, and both groups performed 
in the normal range. However, they performed 
worse than did the healthy combat veterans and 
their co- twins.

This study suggests several conclusions. First, 
trauma exposure has little or no effect on measures 
of IQ or on other tests of neurocognitive function-
ing. Second, the striking similarity in the test scores 
between co- twins strongly implicates genetic influ-
ence on performance. Third, because the PTSD 
group scored within the normal range on all but 
one test, above average cognitive ability appears to 
confer protection against PTSD. Indeed, consistent 
with an early study (Macklin et al., 1998), the mean 
IQ of the healthy combat veteran group was 118, 
and more than 40% of this group scored in the 
superior range (>120). The mean IQ of the PTSD 
group was 105.
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Neurological soft signs are more common in 
combat veterans with PTSD than among com-
bat veterans without PTSD (Gurvits et al., 2006). 
The non– trauma- exposed identical co- twins of the 
PTSD group exhibit higher scores than the identi-
cal co- twins of the healthy combat veterans, thereby 
implying that subtle neurological compromise is a 
genetic (or at a least constitutional) vulnerability 
factor for PTSD rather than being a consequence of 
trauma or PTSD.

Other studies have further implicated cogni-
tive ability as a buffer against PTSD. Breslau et 
al. (2006) obtained the IQ scores of 6- year- old 
children from either the inner city of Detroit or 
its suburbs. In follow- up interviews with these 
children at age 17, Breslau et al. assessed them for 
exposure to trauma and for PTSD. Subjects whose 
IQ at age 6 was greater than 115 were at lower risk 
for exposure to traumatic events by age 17, and 
they were at lower risk for developing PTSD if 
they had been exposed to trauma. Children with 
below average IQ and average IQ were at similar 
risk for PTSD. These findings imply the higher 
IQ is protective rather than lower IQ being a vul-
nerability factor.

Studying Vietnam veteran twins, Kremen et al. 
(2007) found that higher pre- deployment cogni-
tive ability protected against subsequent PTSD. 
More specifically, the highest quartile on the cog-
nitive ability measure had a 48% lower risk for 
PTSD than did the lowest quartile on this measure. 
Further analyses confirmed that genetic variance 
entirely accounted for variance in the cognitive abil-
ity measure.

Investigators have conducted genome- wide asso-
ciation studies (GWASs) to identify genetic variants 
associated with PTSD (Daskalakis et al., 2018). In 
contrast to the earlier, theory- driven candidate gene 
approach, which is subject to statistical and other 
possible biases, the GWAS method scans for asso-
ciations between genetic loci and disorders through-
out the entire genome. For example, Stein et al. 
(2016) identified two loci significantly associated 
with PTSD in a cohort of post- 9/ 11 wars American 
soldiers from the Army Study to Assess Risk and 
Resilience in Servicemembers (Army STARRS) 
consisting of PTSD cases (n =  3,167) and healthy 
trauma- exposed cases (n =  4,607), but the results 
failed to replicate in a second cohort of PTSD cases 
(n =  947) and healthy trauma- exposed controls (n 
=  4,969). Stein et al. also found evidence of genetic 
pleiotropy between PTSD and psoriasis and rheu-
matoid arthritis.

Pooling data from 11 multiethnic datasets, 
Duncan et al. 2018) conducted the largest GWAS 
study on PTSD involving 20,070 subjects includ-
ing cases with PTSD and mostly trauma- exposed 
individuals without PTSD. Across the dataset, no 
single nucleotide polymorphism (SNP) was statisti-
cally significant, thus revealing a failure to replicate 
all previously reported genetic links to PTSD. The 
authors computed SNP- based heritability values 
for PTSD, finding an h2SNP of 15% for subjects of 
European ancestry, chiefly driven by an h2SNP of 
29% for women and an h2SNP of 7% for men that 
did not differ from zero. There was no evidence 
for the heritability of PTSD in people of having 
other ancestral origins (e.g., Africa, Asia). Finally, 
they reported a significant genetic overlap between 
PTSD and schizophrenia, but not with major 
depressive disorder.

In summary, the field of psychiatric genomics 
is very young, and it is grappling with many chal-
lenges such as very small effect sizes, underpowered 
studies, and findings that fail to replicate (Banerjee 
et al., 2017). Given that there are 636,120 differ-
ent combinations of symptoms that qualify for a 
DSM- 5 diagnosis (Galatzer- Levy & Bryant, 2013), 
investigators may wish to probe for associations 
between genetic loci and specific symptoms (e.g., 
flashbacks, emotional numbing) or combinations 
thereof rather than PTSD per se.

Resting Psychophysiological Levels
In his meta- analysis, Pole (2007) examined 58 

studies providing data on baseline levels of psy-
chophysiological arousal. Subjects with PTSD had 
higher resting heart rate (HR), skin conductance 
level (SCL), systolic blood pressure (SBP), and 
diastolic blood pressure relative to trauma- exposed 
subjects without PTSD.

Moreover, severity of PTSD symptoms positively 
correlated with resting levels. Surprisingly, studies 
involving exposure to a post- baseline stressor (e.g., 
trauma stimuli, startling sounds) were associated 
with lower levels of resting psychophysiology than 
were studies involving post- baseline stressors. These 
findings indicate that anticipatory anxiety about 
imminent stressors cannot explain elevated levels of 
psychophysiology in PTSD.

A meta- analysis has furnished evidence of auto-
nomic nervous system (ANS) dysfunction in people 
with PTSD (Schneider & Schwerdtfeger, 2020). 
Relative to healthy comparison subjects, those with 
PTSD exhibit greater HR and diminished HR vari-
ability (HRV) both at rest and while performing 

 



PtSd and d i SSoC iat ive  d i SorderS 211

stress tasks in the laboratory. Taken together, these 
results suggest parasympathetic dysfunction and 
cardiac function that is insufficiently attuned to 
environmental changes. A large study of American 
Marines (n =  1,415) revealed that diminished HRV 
prior to combat deployment predicted heightened 
risk for subsequent PTSD (Minassian et al., 2015).

Physiological Reactivity to Trauma- Related Cues
Researchers have assessed reactivity to trauma 

cues in two ways. In the first, subjects are exposed 
to standardized audiovisual stimuli relevant to trau-
matic events. Thus, Malloy et al. (1983) found that 
slides and sounds of combat evoked greater HR 
responses in Vietnam combat veterans with PTSD 
than in healthy combat veterans or in veterans with 
other psychiatric disorders. Likewise, Blanchard and 
his colleagues reported that PTSD subjects exhibit 
enhanced HR, systolic BP, and electromyographic 
(EMG) responses to audiotaped battle sounds and 
that these enhanced responses do not occur in 
healthy nonveterans, healthy combat veterans, com-
bat veterans with other mental disorders, or nonvet-
erans with specific phobias (Blanchard et al., 1982, 
1986; Pallmeyer et al., 1986).

In his meta- analysis, Pole (2007) included 17 
studies involving exposure to standardized trauma 
stimuli. He found that HR response and, to a 
lesser extent, skin conductance response (SCR) 
distinguished PTSD from control groups. EMG 
and blood pressure responses trended in the same 
direction.

In the second approach, researchers ask subjects 
to imagine traumatic events recounted in audio-
taped scripts (Orr et al., 2004). These script- driven 
imagery studies have revealed that combat veterans 
with PTSD exhibit greater HR, SCR, and facial 
EMG (lateral frontalis) responses than do healthy 
combat veterans (Orr et al.,1993; Pitman et al., 
1987, 1990); this effect is more pronounced for 
scripts that recount autobiographical than for scripts 
recounting generic traumatic events. Moreover, 
combat veterans with anxiety disorders other than 
PTSD do not exhibit the script- driven reactivity 
exhibited by combat veterans with PTSD (Pitman 
et al., 1990). Similar findings have emerged in 
civilians whose PTSD arose from childhood sexual 
abuse (Shin et al., 1999) or from automobile acci-
dents or terrorist attacks (Shalev et al., 1993).

HR reactivity to trauma scripts distinguishes 
PTSD subjects from non- PTSD subjects with a 
specificity ranging from 61% to 88% and a sensitiv-
ity of 100% (Orr et al., 1993; Pitman et al., 1987). 

Moreover, psychophysiologic reactivity can distin-
guish between veterans with combat- related PTSD 
and veterans who are asked to fake PTSD (HR; 
Gerardi et al., 1989; EMG; Orr & Pitman, 1993).

Keane et al. (1998) conducted the largest study 
on the psychophysiology of PTSD. Recruiting 
Vietnam veterans from hospitals throughout the 
United States, they tested 778 veterans with cur-
rent PTSD, 181 with past PTSD, and 369 with no 
history of PTSD. During both standardized audio-
visual combat presentations and autobiographical 
combat scenes during script- driven imagery, vet-
erans with current PTSD had greater HR, EMG, 
skin conductance, and diastolic blood pressure 
than did those with no history of the disorder. 
The group with past PTSD tended to fall midway 
between the other groups in terms of physiologic 
reactivity.

The magnitudes of the effects appear smaller 
than earlier studies on script- driven imagery in 
Vietnam veterans with PTSD (Pitman et al., 1987), 
and about one- third of the current PTSD group 
was nonreactive physiologically. It is unclear why 
the findings were so modest and why the PTSD 
group was statistically indistinguishable from the 
past PTSD group.

In his meta- analysis of 22 of these studies, Pole 
(2007) reported that PTSD subjects, relative to 
control subjects, exhibited greater EMG responses 
(frontalis and corrugator muscles), HR response, 
SCR, and DBP.

Exaggerated Startle Response
Consistent with self- reports of enhanced startle, 

sudden, loud tones evoke larger eyeblink EMG 
responses in combat veterans with PTSD than in 
healthy combat veterans (e.g., Morgan et al., 1996; 
Orr et al., 1995). Likewise, civilians and veterans 
with PTSD tend to exhibit larger EMG magnitudes 
than do people with other anxiety disorders or no 
disorder (Shalev et al., 1992). PTSD and non- 
PTSD groups, however, do not differ in the rates 
at which their EMG responses habituate to these 
repeated tones (Morgan et al., 1996; Orr et al., 
1995; Shalev et al., 1992).

Three studies have revealed greater HR responses 
to loud tones in PTSD groups than in non- PTSD 
groups (Orr et al., 1995; Paige et al., 1990; Shalev 
et al., 1992). One study found larger SCRs as well 
(Shalev et al., 1992), whereas another did not (Orr et 
al., 1995). Finally, SCR magnitude habituates more 
slowly in PTSD subjects than they do in non- PTSD 
subjects (Orr et al., 1995; Shalev et al., 1992).
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An MZ twin study indicated that Vietnam vet-
erans with PTSD exhibited larger HR responses to 
startlingly loud tones than did their non– combat- 
exposed co- twins and Vietnam combat veterans 
without PTSD and their co- twins (Orr et al., 2003). 
The authors concluded that heightened startle reac-
tions are a consequence of PTSD rather than a vul-
nerability factor for the disorder.

Pole (2007) examined 25 studies measuring star-
tle responses to auditory stimuli in his meta- analysis. 
In these studies, researchers typically measured 
responses to tones or bursts of white noise. Relative 
to control subjects, PTSD subjects exhibited larger 
HR responses to startling sounds, and their SCRs 
took longer to decline. Indeed, the delayed decline 
in habituation of SCRs to startling sounds implies 
deficit regulatory processing signifying a failure to 
adapt (Pole, 2007).

Noradrenergic Dysregulation
Exposure to uncontrollable stressors activates the 

noradrenergic (NA) system, as exemplified by the 
enhanced release of norepinephrine (NE) by the 
brainstem locus ceruleus (Charney et al., 1993). 
Southwick et al. (1993) conducted a yohimbine 
challenge study with Vietnam combat veterans with 
PTSD and healthy control subjects. Yohimbine 
antagonizes the alpha- 2 autoreceptor. Ordinarily, 
release of NE activates the autoreceptor, which 
then brakes further NE release, thereby serving as 
a negative feedback mechanism. By briefly blocking 
the autoreceptor, yohimbine enables NE to surge 
unimpeded. The results revealed that 70% of the 
PTSD subjects experienced a yohimbine- induced 
panic attack, and 40% experienced a concurrent 
flashback. Consistent with the NE dysregulation 
hypothesis, yohimbine produced more pronounced 
biochemical and cardiovascular effects in PTSD 
subjects than in control subjects.

Emerging Themes
During the past 10 years, the number of pub-

lications on PTSD has been far greater than those 
on other anxiety, OCD, and stress- related disorders 
(Asmundson & Asmundson, 2018). The field defies 
easy synopsis. There are several new themes contrib-
uting to its growth.

Network Analysis
PTSD has often been haunted by controversy 

regarding its ontological status (McNally, 2012b). Is 
it a biological disease entity or a socially constructed 
idiom of distress? Are its symptoms reflective of 

an underlying taxonic common cause or a latent 
dimension of stress- responsiveness?

Distinct from these options has been the net-
work approach to mental disorders pioneered 
by Borsboom, Cramer, and their associates (e.g., 
Borsboom, 2017; Borsboom & Cramer, 2013; 
Cramer et al., 2010). Network investigators view 
syndromes as emergent phenomena issuing from 
dynamic interactions among their constitutive 
symptoms. They have devised computational meth-
ods for visualizing and exploring diverse disorders 
(Robinaugh et al., 2020), including PTSD (e.g., 
McNally et al., 2015, 2017). In fact, PTSD has been 
among the most thoroughly studied syndromes 
and the focus for the first network meta- analytic 
study (Isvoranu et al., 2020). This fast- moving field 
continues to devise new solutions to numerous 
computational and conceptual challenges it faces 
(McNally, 2021).

“Big Data” and Machine Learning
International consortia enabling the pooling 

of data across many clinical research centers is a 
growing trend. For example, in a prospective lon-
gitudinal study of 2,473 injured trauma survivors 
assessed in emergency rooms, Shalev et al. (2019) 
found that initial PTSD symptom severity scores 
alone were remarkably accurate at predicting PTSD 
4– 15 months later as evinced by a logistic regression 
model (i.e., r =  . 976 between predicted and raw 
probabilities).

Investigators have begun to apply machine learn-
ing algorithms to datasets featuring many biologi-
cal and psychological variables to discover optimal 
algorithms for predicting PTSD (Ramos- Lima et 
al., 2020). Unfortunately, despite impressive results, 
early studies did not test the classificatory algorithm 
in a fresh sample of trauma survivors. However, 
Schultebraucks et al. (2020) used 70 biological and 
psychological variables to develop an algorithm 
to identify which of 377 injured trauma survivors 
would have chronic PTSD 12 months after being 
assessed in a hospital emergency room in Atlanta. 
Using latent growth mixture modeling, they iden-
tified four trajectories of posttraumatic stress: 
resilience, recovery, worsening symptoms, and 
non- remitting symptoms. They reported impressive 
discriminatory accuracy (i.e., area under the curve 
[AUC] =  0.84%) for distinguishing a resilient course 
versus a non- remitting one, and they replicated this 
effect in another prospective cohort of 377 emer-
gency department trauma survivors in New York 
City (i.e., AUC =  0.83%). Of all patients predicted 
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to have non- remitting PTSD at 12 months, 90% 
did so. Only 5% of resilient patients were incor-
rectly predicted to have PTSD at 12 months.

Oxidative Stress and Inflammation
People with chronic PTSD are at heighted risk 

for developing metabolic syndromic, cardiac con-
ditions, neurogenerative disease, and dementia— 
findings that have prompted investigators to 
examine biological risk factors for these conditions, 
such as markers of oxidative stress and inflamma-
tion (Miller et al., 2018). Among the correlates— 
presumably, consequences— of chronic PTSD are 
cellular aging, signaled by shortening telomeres and 
other markers.

A surprising prospective longitudinal study of 
trauma survivors admitted to the emergency depart-
ment showed that diminished inflammatory response 
within hours of the trauma predicted PTSD several 
months later (Michopoulos et al., 2020). In con-
trast, patients who recovered from acute posttrau-
matic stress symptoms or who remained resilient by 
exhibiting few symptoms exhibited a robust inflam-
matory response following the traumatic event. As 
Heim (2020) observed, the striking discrepancy 
between elevated levels of inflammation in people 
with chronic PTSD and a blunted inflammatory 
response in the immediate wake of trauma is remi-
niscent of the equally counterintuitive findings of 
Yehuda and her colleagues who repeatedly found 
cortisol levels in the low- normal range in patients 
with chronic PTSD (Yehuda et al., 1990). If PTSD 
is merely an exaggerated stress response syndrome, 
then one would expect elevated tonic levels of circu-
lating cortisol. Yehuda (2002) interpreted her find-
ings as indicative of regulatory dysfunction in the 
hypothalamic- pituitary- adrenal (HPA) axis, show-
ing that PTSDS was not merely an extreme version 
of a stress response.

Likewise, Michopoulos et al.’s findings imply 
dysfunction in the neuroimmune system. Yet inter-
pretive caution is warranted. As Dunlop and Wong 
(2019) concluded in their review of HPA dysfunc-
tion in PTSD: “Despite the breadth of studies that 
have examined HPA axis functioning in PTSD, 
inconsistency in results is unfortunately the rule not 
the exception” (p. 373).

Resilience
Because most people exposed to trauma do 

not develop PTSD, researchers have increasingly 
studied people who experience only short- lived 
symptoms of distress without developing PTSD. 

Resilience is a rich, complex topic (Horn et al., 2016; 
Southwick et al., 2014). Resilience has been consid-
ered from multiple perspectives. Bonanno (2004) 
distinguishes between trauma- exposed people who 
exhibit a resilient course and those who develop 
PTSD but then recover. The former, he says, exhibit 
transitory, relatively mild symptoms before regain-
ing their equilibrium.

Others conceptualize resilience in terms of 
relatively stable (“trait- like”) attributes known to 
predict a benign posttrauma course, such as dispo-
sitional optimism and self- efficacy (e.g., Gallagher 
et al., 2020), intelligence (e.g., Macklin et al., 
1998), or propensity to exhibit elevated levels of 
neuropeptide Y during acute stress(e.g., Schmeltzer 
et al., 2016). Finally, others focus on what people 
do in the wake of trauma in terms of emotion regu-
lation techniques, for example, most likely to foster 
resilience (e.g., Pencea et al., 2020). For example, 
a prospective longitudinal study of Marines sug-
gested that adaptive coping immediately after 
trauma predicted whether their symptoms were 
few, mild, and stable after combat deployment 
(Nash et al., 2015). Relatedly, others have explored 
the circumstances whereby people experience (or 
report) posttraumatic growth after undergoing 
major stressors (e.g., Bellet et al., 2018; Tedeschi & 
McNally, 2011).

Two Views of PTSD: DSM- 5 Versus ICD- 11
In recent decades the American Psychiatric 

Association (APA) and the World Health 
Organization (WHO) have endeavored to coor-
dinate their revisions of the DSMs and the mental 
disorders section of the ICDs. Yet eminent interna-
tional clinical scholars involved in the revision of 
the latest manuals, DSM- 5 and ICD- 11 (to become 
official on January 1, 2022), have been dramati-
cally opposed to one another in their respective 
approaches to the nosology of PTSD (e.g., Brewin, 
2013; Friedman, 2013a, 2013b). The DSM- 5 team 
increased the number of PTSD symptoms from 17 
to 20, organizing them into four, not three, sub-
syndromic clusters. Invoking a substantial body 
of research (Friedman et al., 2016), they aimed to 
formulate comprehensive criteria that capture the 
complexity of PTSD while remaining as faithful as 
possible to the previous, evidence- based version of 
the DSM.

Unconstrained by fidelity to tradition, the ICD 
team aimed to streamline criteria to foster ease of 
administration, especially for assessors in resource- 
strapped, conflict- ridden regions of the developing 

 

 

 



Major Cl in iCal  SyndroMeS214

world (Maercker & Perkonigg, 2013). Moreover, 
they aimed to streamline the diagnostic process by 
identifying a few hallmark symptoms of PTSD, 
thereby enabling assessors to distinguish the syn-
drome from related disorders (e.g., depression). 
Hence, the proposed criteria comprise only six 
symptoms, and a diagnosis requires at least one of 
the two symptoms per cluster (i.e., Reexperiencing: 
flashbacks or nightmares; Avoidance: avoidance of 
thinking about the trauma or avoidance of activi-
ties and situations reminiscent of the trauma; and 
Arousal: exaggerated startle or hypervigilance).

Trauma researchers have begun to compare the 
two diagnostic systems, testing whether they pick 
out the same individuals as PTSD- positive. One 
study revealed that there were a substantial num-
ber of 510 injured and hospitalized trauma civilian 
trauma survivors who qualified for the diagnosis 
under one system but not the other (O’Donnell et 
al., 2014). The investigators also observed that the 
DSM- 5 diagnosed PTSD in more of the survivors 
than did the provisional ICD- 11 (6.7% vs. 3.0%). 
It may be wise to use the DSM- 5 to diagnose PTSD 
in research settings because one can readily diagnose 
the ICD- 11 version by extracting the relevant symp-
toms from the DSM- 5 set.

Dissociative Disorders
The dissociative disorders category comprises 

syndromes whose chief feature is dissociation, 
defined as “a disruption of and/ or discontinuity in 
the normal, subjective integration of one or more 
aspects of psychological functioning, including— 
but not limited to— memory, identity, conscious-
ness, perception, and motor control” (Spiegel et al., 
2011, p. 826). This broad, overarching definition 
embraces a diversity of phenomena that do not nec-
essarily have a common psychobiological source. 
For example, one self- report measure of dissociation 
includes mundane occurrences, such as staring off 
into space and being unaware of time passing, as 
well as eerie ones, such as failing to recognize oneself 
in a mirror (Bernstein & Putnam, 1986).

Other phenomena dubbed dissociative include 
feelings of unreality (depersonalization and dereal-
ization), emotional numbing, a sense of time slow-
ing down, and claims of inability recall encoded 
information too excessive to count as ordinary for-
getting. However, as McHugh (2008) has empha-
sized, calling phenomena dissociative “is merely a 
description with a professional ring masquerading 
as an explanation. One really knows no more about 
a case of amnesia or fugue by saying the patient 

‘dissociates’ than by saying the patient behaved as 
though he or she couldn’t remember” (p. 45).

The DSM- 5 recognizes three dissociative dis-
orders (other than unspecified and other specified 
ones): (1) dissociative identity disorder (DID; for-
merly multiple personality disorder, MPD), (2) 
dissociative amnesia (including dissociative fugue), 
and (3) depersonalization/ derealization disorder.

Clinicians specializing in dissociation argue 
that “dissociative disorders are common in general 
population samples and psychiatric samples” (van 
der Hart & Nijenhuis, 2009, p. 462). For example, 
one representative community survey reported an 
annual prevalence of 1.5% of DID, 0.8% of deper-
sonalization disorder, 1.8% of dissociative amnesia, 
and 4.4% of Dissociative Disorders Not Otherwise 
Specified (DDNOS; Johnson et al., 2006).

Dissociative Identity Disorder
People diagnosed with DID act as if different 

personalities (“alters”) seize control of the person. 
The personalities vary in their behavior, thoughts, 
and feelings, and each has its own name, history, 
and memories. Most DID specialists believe that it 
arises from chronic, severe sexual and physical abuse 
during childhood. The victim’s sense of self dissoci-
ates into multiple personalities (or states), and some 
presumably harbor memories of trauma too horrific 
for the host personality to entertain consciously. 
Specialists now favor the term DID over MPD 
because many patients seem to lack a single, inte-
grated identity rather than having multiple, fully 
formed, and coherent personalities.

Case reports of dual personalities seldom 
appeared in the psychiatric literature prior to 1980s. 
One comprehensive review cited a mere 76 cases 
that had appeared in the previous 128 years (Taylor 
& Martin, 1944). Yet, following the publication of 
Sybil (Schreiber, 1973), a bestselling book about 
a case of MPD that soon became a made- for- TV 
movie, an epidemic of diagnosed cases of MPD 
erupted in North America. As Putnam exclaimed 
in 1986, “more cases of MPD have been reported in 
the last 5 years than in the preceding two centuries” 
(F. W. Putnam, quoted in McHugh, 2008, p. 20).

In contrast to most previous cases that had one 
or two additional personalities, Sybil had 16, and, 
in contrast to previous cases, Sybil supposedly har-
bored horrific memories of childhood sexual and 
physical abuse. This case introduced the idea that 
MPD resulted from horrific childhood trauma of 
which the patient’s host personality was entirely 
unaware. As one MPD expert said, “The book Sybil, 
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with its graphic treatment of the amnesias, fugue 
episodes, child abuse, and conflicts among alters, 
served as the template against which other patients 
could be compared and understood. . . . Schreiber’s 
account is both detailed and accurate enough to 
serve as mandatory clinical reading for students 
of MPD” (F. W. Putnam, 1989, p. 35, quoted in 
Borch- Jacobsen, April 24, 1997).

Hence, the Sybil case inspired the idea that MPD 
was an unusually severe form of PTSD. Assuming 
that the mind can protect itself by dissociating 
memories of horrific trauma from awareness, MPD 
theorists argued that childhood trauma fractures the 
mind of patients, creating alter personalities that 
contain memories that the patient must recall via 
hypnosis for recovery to occur.

Publications on DID and other dissociative dis-
orders peaked in the mid- 1990s before plummeting 
dramatically in the early twenty- first century (Pope 
et al., 2006). Malpractice lawsuits against dissocia-
tive experts accused of inadvertently fostering false 
memories of satanic ritual abuse in patients they 
suspected of having DID may have reduced enthu-
siasm for detecting hidden multiplicity among one’s 
caseload of patients, thereby contributing to the 
end of the epidemic (Acocella, 1999). Other clini-
cians outside the community of dissociative special-
ists argue that DID constitutes a culturally shaped 
idiom of distress influenced by dramatic media 
portrayals of the syndrome and by misguided thera-
peutic practices, such as hypnotic elicitation of alter 
personalities (Lilienfeld et al., 1999).

Recent scholarship on the Sybil case has uncov-
ered many startling facts (Borch- Jacobsen, 2009; 
Nathan, 2011). Sybil’s mother was neither abusive 
nor psychotic. Rather than being a survivor of hor-
rific abuse, Sybil was an imaginative only child who 
enjoyed a comfortable, somewhat pampered child-
hood. As a young woman, she moved to New York 
City to pursue an artistic career, and dissatisfaction 
with her life led her to seek psychoanalytic treatment 
with the psychiatrist Cornelia Wilbur. Fascinated 
by the recent case depicted in “The Three Faces of 
Eve,” Wilbur was keen to encounter another case 
of multiple personality. Using hypnosis, sodium 
pentothal (“truth serum”), and other medications, 
Wilbur elicited Sybil’s dramatic alters and her dis-
sociated memories of horrific childhood trauma. 
Recently scrutinized audiotapes of Wilbur’s sessions 
with Sybil document her inadvertent shaping of 
Sybil’s multiple personalities. On one tape, Sybil 
admits to manufacturing her trauma stories and 
multiple personalities, but Wilbur refused to accept 

this admission. Ironically, the patient who inspired 
the epidemic of MPD and the trauma theory of the 
disorder was never a trauma survivor after all.

The controversy over DID concerns its etiology, 
not its reliability. Indeed, the interrater reliability of 
the diagnosis is satisfactory (Gleaves et al., 2001). 
Reliable diagnoses have permitted experimental 
researchers to test hypotheses about DID in the 
laboratory.

Huntjens and her colleagues have conducted 
experiments testing hypotheses about interidentity 
amnesia in Dutch patients diagnosed with DID. 
Their basic strategy is to test three groups: patients 
diagnosed with DID, control subjects trained to 
simulate DID, and a nonsimulating control group. 
The simulators view a documentary about the disor-
der and receive coaching on how to role- play DID.

In one study, subjects memorized names of 
animals, vegetables, and flowers (Huntjens et al., 
2003). The DID and simulating subjects then 
switched to a second personality who memorized 
names of other animals, other vegetables, and fur-
niture. A recall test and a recognition test 1 week 
later for words they had memorized indicated that 
both control groups and the DID group remem-
bered words from the first list as well as words from 
the second list. Therefore, the second personality 
remembered material encoded by the first personal-
ity, documenting interidentity transfer of informa-
tion, a finding inconsistent with purported amnesia. 
Similar findings emerged for emotionally valenced 
words (Huntjens et al., 2007).

Testing DID and control subjects, Kong et al. 
(2008) extended these findings, showing that interi-
dentity transfer in DID cannot plausibly be attrib-
utable to implicit memory effects. That is, they 
had one personality encode words auditorily and 
then tested the other, amnesic personality visually. 
Memory transfer across identities occurred despite 
cross- modality (i.e., auditor vs. visual) between 
encoding and testing.

Using a concealed information task, Huntjens 
et al. (2012) documented interidentity transfer of 
autobiographical information in patients diagnosed 
with DID. They recruited three groups of subjects, 
all women: patients diagnosed with DID, amateur 
actors trained to simulate DID, and another group 
consisting of nonactors. The authors administered 
an autobiographical questionnaire to all subjects, 
asking about the name of their best friend, their 
favorite food, favorite sport, and so forth. The DID 
patients completed the questionnaire twice, once 
as the trauma identity who reported memories of 
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childhood sexual abuse, and again as an identity 
reportedly amnesic for memories of abuse. For 
example, a DID trauma identity might have writ-
ten down the words Janet, pizza, and swimming in 
response to questions about the name of her best 
friend, favorite food, and favorite sport, whereas 
the amnesic identity might have written down the 
answers Mary, steak, and tennis. The authors had 
subjects rate the personal emotional relevance of 
words drawn from these questionnaires, plus many 
other irrelevant words, and the DID patients did so 
in their amnesic identity, thus enabling the authors 
to select words from the trauma identity’s question-
naire that the amnesic identity rated as personally 
irrelevant.

Two weeks later, subjects performed a concealed 
information task whereby they viewed a series of 
words in uppercase letters on a computer screen. 
They had to decide as quickly as possible whether 
they recognized the word as a member of the pre-
viously memorized target set of three words (e.g., 
SUSAN, CHOCOLATE, BOWLING) or whether 
the word was a nontarget word. Among the non-
target items were the three words having autobio-
graphical significance for a DID patient’s trauma 
identity (e.g., JANET, PIZZA, and SWIMMING) 
and the three words having autobiographical signifi-
cance for the patient’s amnesic identity (e.g., MARY, 
STEAK, and TENNIS). The computer recorded the 
reaction times for the recognition/ classification 
decisions.

The results revealed that subjects were very fast to 
classify irrelevant words, and they were slow to clas-
sify nontarget words that possessed autobiographi-
cal significance (e.g., their best friend’s name). The 
slowed reaction times signified recognition of the 
word’s personal relevance. That is, they had to 
inhibit the impulse to respond “yes” to the ques-
tion of recognition. Accordingly, in the DID group, 
the amnesic identities performed this task, and their 
reaction times to respond “no” to words having 
considerable autobiographical significance was very 
slow (e.g., MARY, STEAK, and TENNIS), signify-
ing their recognition of the personal importance of 
these items. Crucially, these patients were just as 
slow to respond to the corresponding items of their 
trauma identity of which they were allegedly amne-
sic (e.g., JANET, PIZZA, and SWIMMING). These 
data are inconsistent with the notion of interiden-
tity amnesia. Indeed, if the amnesic identity were 
truly unable to access the autobiographical material 
of the trauma identity, then the reaction times to 
classify these items would not have been as slow as 

those for classifying the autobiographical items of 
the amnesic identity. Taken together, experimental 
research does not support claims of interidentity 
amnesia in DID.

Using positron emission tomography (PET), 
Reinders and her colleagues have investigated cen-
tral and peripheral psychophysiological responses 
to trauma- relevant and neutral autobiographical 
memory scripts in a group of 11 women diagnosed 
with DID (Reinders et al., 2006). They tested 
two personalities of each of the patients. The 
traumatic identity state had access to traumatic 
memories, whereas the neutral identity state had 
“a degree of amnesia for traumatic memories rang-
ing from lack of personalization of the traumatic 
past to total amnesia” (Reinders et al., 2006, p. 
730). They used a script- driven imagery paradigm 
whereby each personality (identity state) heard 
two autobiographical memory scripts, one trauma- 
relevant and one neutral. The results showed sig-
nificant increases in subjective and cardiovascular 
responses to trauma scripts than to neutral scripts, 
and these increases were more pronounced when 
the traumatic identity state heard the scripts than 
when the neutral identity state heard them. The 
two personalities also exhibited different patterns 
of cerebral blood flow when they listened to the 
trauma scripts.

Although these data indicate marked distress and 
psychophysiological activation to the trauma scripts, 
these responses do not confirm the authenticity of 
the memories per se. Indeed, marked psychophysi-
ological activation occurred among people report-
ing having been abducted by space aliens when 
they heard scripts describing their (presumably 
false) memories of their most traumatic encounters 
with aliens (McNally et al., 2004). Moreover, it is 
a straightforward matter for neutral identities to 
attenuate their responses to trauma scripts evocative 
for trauma identities; neutral identities merely need 
to distract themselves from attending to the other-
wise evocative script.

Reinders et al. (2012) subsequently enrolled two 
groups of healthy control subjects, one scoring high 
on a measure of fantasy proneness and the other 
scoring low on this measure. They coached both 
groups to simulate DID. Each simulating subject 
heard two autobiographical memory scripts, one 
neutral and one trauma related. Reinders et al. com-
pared the results from these two simulating control 
groups with those of the DID patients from their 
previous study. The results revealed that neither 
control group mimicked the cerebral or peripheral 
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responses of the DID group when all groups heard 
their trauma scripts. Because the high fantasy group 
failed to mimic the psychophysiology of the DID 
group, the authors concluded “that DID does 
not have a sociocultural origin” (Reinders et al., 
2012, p. 1).

However, the data do not compel this conclu-
sion. To be sure, high fantasy proneness in healthy 
control subjects is insufficient to incite marked 
psychophysiological responses to stressful scripts 
in psychologically healthy people who endeavor to 
mimic the responses of DID patients. Yet this did 
not mean that elevated fantasy proneness fails to 
contribute to the emergence of DID in distressed 
individuals undergoing hypnotic interventions to 
elicit alter personalities who presumably harbor dis-
sociated memories of trauma.

Dissociative Amnesia
DSM- 5 characterizes dissociative amnesia as an 

inability to retrieve important, encoded, personal 
information that cannot be attributable to ordinary 
forgetting or to a toxic or physical insult to the brain 
or to DID. Dissociation theorists emphasize that the 
information is often related to an extremely stress-
ful or traumatic experience. The DSM- 5 recognizes 
three types: localized amnesia (i.e., inability to recall 
events from a certain period), selective amnesia (i.e., 
only a part of the traumatic event can be recalled), 
and rare, generalized amnesia (i.e., complete loss of 
one’s personal history and identity).

Distilling the key points of this perspective in his 
book entitled Repressed Memories, Spiegel (1997) 
emphasized that the nature of traumatic dissociative 
amnesia is such

that it is not subject to the same rules of ordinary 
forgetting; it is more, rather than less, common 
after repeated episodes; involves strong affect; and is 
resistant to retrieval through salient cues. (p. 6)

That is, dissociation theorists hold that the 
more often trauma occurs and the more emotion-
ally distressing it is for the victims, the more likely 
they will be unable to remember having suffered 
any trauma. Moreover, encoded, consolidated— 
but dissociated— memories of trauma will not be 
accessible by ordinary means, such as merely inter-
viewing people about their trauma histories. These 
assumptions justified the use of hypnosis, guided 
imagery, and other methods to recover the other-
wise inaccessible dissociated memories, process 
them emotionally, and incorporate them into the 
narrative of their lives.

Discussing the work of Jean Charcot, Pierre 
Janet, and Sigmund Freud, the historian of psy-
chiatry Borch- Jacobsen described “the birth of a 
true psychiatric myth, fated to a grand future: the 
patient is entirely ignorant of the trauma that caused 
his symptoms” (2009, p. 30). Indeed, using Internet 
search engines, Pope and his colleagues were unable 
to identify a single case of alleged traumatic disso-
ciative amnesia in the world literature of fiction, his-
tory, or medicine prior to 1786 (Pope et al., 2007a, 
2007b). They concluded that claims of dissociative 
amnesia are a culture- bound idiom of distress.

Janet and Freud further developed and popular-
ized the concepts of traumatic dissociative amnesia 
and repression, respectively. Despite their minor 
theoretical differences, both theorists agreed that 
the mind protects itself by dissociating or repressing 
emotionally disturbing material, rendering it inac-
cessible to awareness. Recovery of this material, pro-
cessing it emotionally, and integrating it into one’s 
autobiographical narrative was the road to healing 
and symptomatic recovery, notions that resurfaced 
in the discredited “recovered memory therapy” 
of the late twentieth century (Crews, 1995, pp. 
216– 218).

Clinicians specializing in dissociation have 
claimed that survivors of diverse trauma events rang-
ing from childhood sexual abuse to the Holocaust 
have exhibited dissociative amnesia (Brown et al., 
1999; van der Hart & Nijenhuis, 2009). Yet an 
extensive analysis of documented cases of trauma 
found no instance of victims being incapable of 
recalling their trauma except when they had sus-
tained a head injury or had experienced the event in 
the first years of life and thus during the period of 
childhood amnesia (Pope et al., 1999).

Strikingly, dissociative amnesia theorists (e.g., 
Brown et al., 1999) and their critics (e.g., Piper et 
al., 2000) often cite the same studies in support of 
their diametrically opposed conclusions. How can 
this be? The answer is that dissociative amnesia the-
orists seemingly misunderstand the very data they 
cite in support of their position. For example, the 
memory phenomena those dissociation theorists 
have adduced in support of the claim that people 
can encode traumatic experiences yet be unable to 
recollect them are wide- ranging (for an extensive 
review, see McNally, 2003a, pp. 186– 228). They 
have confused everyday forgetfulness following 
trauma for an inability to remember the trauma 
itself. They have confused reluctance to disclose 
trauma with an inability to recall it. They have 
confused not thinking about something for a long 
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time with an inability to remember it. They have 
confused failure to encode aspects of a trauma with 
inability to remember trauma. They have confused 
childhood amnesia and organic amnesia with dis-
sociative amnesia.

Fugue is a syndrome is characterized by aim-
less wandering, often coupled with amnesia for 
parts of the journey (Kopelman et al., 1994). One 
scholar of psychiatry conceptualized it as a transient 
mental illness that flourishes only as long as the 
cultural niche that produces it remains (Hacking, 
1998). He described an epidemic of fugue erupt-
ing in late nineteenth- century France, often among 
soldiers bored in the barracks who went on unau-
thorized leaves. The epidemic ended shortly after 
World War I.

Although the DSM- 5 implicates overwhelm-
ingly stressful or traumatic events as the precipi-
tants of dissociative fugue, trauma seldom figures 
in most of the historical case studies. For example, 
Stengel (1941) described 25 cases of fugue, noting 
that trauma seldom triggered the fugue. Moreover, 
many cases did not claim amnesia for the period 
when they fled. Stengel suggested that head injury, 
suicidal ideation, interpersonal problems, epilepsy, 
and growing up with disturbed parents appeared to 
be risk factors. In all likelihood, sudden, seemingly 
aimless travel has diverse antecedents.

Depersonalization/ Derealization Disorder
During a depersonalization episode, people feel 

emotionally numb, feel disconnected from their 
body, and experience the world as an unreal dream 
(i.e., derealization). Many people will experience 
brief episodes of depersonalization or derealization 
when exhausted, during marijuana intoxication, 
during a panic attack, or when encountering sudden 
danger. However, people with the disorder experi-
ence an unrelenting state that may last for months 
or years; others experience recurrent episodes inter-
spersed with periods of normal consciousness. The 
onset is usually sudden, and many people fear for 
their sanity.

Though appearing under the dissociative disor-
ders rubric, there is scant evidence pertaining to its 
etiology, pathophysiology, or its relation to other 
dissociative syndromes. This eerie disturbance in 
consciousness may arise from corticolimbic discon-
nection. For example, Sierra and Berrios (1998) 
have suggested that activation of the right dorso-
lateral PFC and reciprocal inhibition of the ante-
rior cingulate may produce the sensation of mind 

emptiness. Left prefrontal inhibition of the amyg-
dala would foster hypoemotionality and emotional 
detachment from the world. Although there is 
more theory than data on this syndrome, research is 
slowly accumulating (e.g., Sierra et al. 2012).

Conclusion
Since the appearance of the Sybil case, many 

clinicians have interpreted dissociative disorders as 
arising from trauma (Dalenberg et al., 2012). Many 
patients diagnosed with these syndromes surely 
have trauma histories; indeed, epidemiological 
studies show that most people are trauma survivors 
(Breslau & Kessler, 2001). More controversial are 
claims that DID and dissociative amnesia arise from 
horrific experiences of which patients are unaware. 
The notion that these patients encode traumatic 
experiences yet become incapable of recalling them, 
except under certain circumstances (e.g., hypnosis), 
runs counter to research on trauma, emotion, and 
memory. Moreover, experimental research on DID 
has repeatedly shown that information— neutral, 
emotional, or autobiographical— transfers across 
identities, thus undermining the central claim 
of amnesia. The notion that these syndromes are 
extreme versions of PTSD is a claim without con-
vincing empirical support. A multifactorial account 
of these syndromes involving variables such as sug-
gestibility, fantasy proneness, and suggestibility 
seems warranted (Lynn et al. 2014).
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When you’re high it’s tremendous. The ideas 
and feelings are fast and frequent like shooting 
stars, and you follow them until you find bet-
ter and brighter ones. Shyness goes, the right 
words and gestures are suddenly there, the 
power to captivate others a felt certainty. . . . 
The fast ideas are far too fast, and there are far 
too many; overwhelming confusion replaces 
clarity. Memory goes. Humor and absorp-
tion on friends’ faces are replaced by fear and 
concern.

— Jamison (2004, p. 67)

Bipolar disorder (or BD) is a serious and recurrent 
psychological disorder. As described in the above 
quote by Kay Redfield Jamison, BD is character-
ized by episodic and prolonged mood episodes that 
range between abnormally and persistently elevated 
mood phases lasting a week or longer (mania) and 
frequently periods of dysphoria mood (depression) 
lasting 2 weeks or longer (DSM- 5). Importantly, 
BD is associated with significant and dire conse-
quences including occupational, social, and even 
mortality costs (e.g., Coryell et al., 1993; Dilsaver, 
2011; Romans & McPherson, 2002). BD has been 
associated with significant increases in suicidality 
and is rated as one of the leading causes of disability 
worldwide (e.g., Murray & Lopez, 1996; Schaffer 
et al., 2015). This chapter (a) provides an overview 
of the phenomenology and assessment of BD; (b) 
reviews associated psychobiological processes across 
cognitive, affective, neural, and circadian rhythm 
dimensions; (c) considers the influence of context 
and social environment on BD; (d) synthesizes 
empirically supported interventions to prevent and 
treat BD; and (e) highlights future directions in the 

study of BD that focus on increasing diversity and 
representation of marginalized communities and 
addressing stigma about BD and related psychiatric 
disorders.

Phenomenology and Diagnostic Criteria
In the DSM- 5, bipolar spectrum disorders (BSDs) 

refer to a broad umbrella of mood- related difficul-
ties that progress along a spectrum that encom-
passes varying degrees of depression and mania or 
hypomania- like severity and duration. This typically 
includes four categories: bipolar I (BD I, defined by 
the occurrence of at least one manic episode; bipolar 
II (BD II), which requires a lifetime combination 
of a major depressive episode and at least one hypo-
manic episode; cyclothymic disorder, characterized 
by hypomanic and depressive symptoms not severe 
enough to warrant a manic or major depressive label, 
yet still impairing and often more persistent. The 
last category, which had been referred to as BD Not 

Abbreviations
 BD Bipolar disorder
 BSDs Bipolar spectrum disorders
 FFT Family- focused treatment
 HPS Hypomanic Personality Scale
 ICM Integrative cognitive model (of mood 

dysregulation)
 IDAS Inventory for Depression and Anxiety 

Symptoms
 IPSRT Interpersonal and social rhythm 

therapy
 MDQ Mood Disorder Questionnaire
 OFC Orbitofrontal cortex
 SCN Suprachiasmatic nucleus  
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Otherwise Specified (BD- NOS) is a residual group 
for cases where there are mood symptoms that are 
clearly a change from baseline and that are associ-
ated with impairment, but which fail to meet strict 
criteria for one of the other mood disorders.

Both the current DSM- 5 and ICD nosologies note 
that the depressed phases of BSDs have the usual symp-
toms of unipolar depression and also a lot of anxiety 
(Youngstrom & Van Meter, 2013). The hypomanic 
and manic presentations have high energy, rapid 
speech, and distractibility (shading into flight of idea) 
that can look similar to attention deficit hyperactivity 
disorder (ADHD); and the impulsive, goal- directed, 
rule- breaking behavior can lead to substantial interper-
sonal conflict and conduct problems. Periods of unusu-
ally elated, goofy mood or decreased need for sleep 
without fatigue (or even with increased energy) are less 
likely to be the focus of a clinical referral, but are more 
suggestive of hypomania than irritability alone, for 
example. The depressive phases of BSDs can have acute 
or gradual onset (more typical of persistent depressive 
or cyclothymic presentations) and often have a mix of 
increased energy and other manic symptoms, appear-
ing as an “agitated depression” with an irritable mood. 
Hypomania also may be irritable as well as elated or 
euphoric, as might manic episodes. These, too, can 
have mixed presentations where anxious or depressive 
symptoms may be juxtaposed. Some data indicate that 
mixed presentations are even more common in youth 
than in later life. Data are inconsistent about whether 
the first episode is more likely to be a depressive or 
hypomanic episode (Van Meter, Burke, Youngstrom 
et al., 2016). The most helpful way to differentiate 
mood disorders from other issues is if the behaviors are 
a change from typical functioning, wax and wane, or 
manifest sometimes without an obvious environmental 
trigger (Youngstrom et al., 2008).

Epidemiological data indicate that cyclothymic 
disorder and otherwise specified bipolar and related 
disorders (OS- BRDs) are three to four times more 
common than BD I or II (Moreira et al., 2017; A. 
Van Meter et al., 2019), also consistent with the 
dimensional statistical models and our emerging 
understanding of etiology as involving both mul-
tiple genes and environmental risk factors. All the 
BSDs are associated with substantial impairment, 
and cyclothymia and OS- BRD have high rates of 
progression to BD I or II. Some data suggest that 
remission may be possible in a subset of cases, 
particularly with early and titrated intervention  

(e.g., Cicero et al., 2009). Other differential diag-
noses to consider include all major depression and 
persistent depressive disorders (which will not have 
a history of hypomanic or manic episodes), anxiety 
disorders (which also will not have the hypomanic/ 
manic history, though they may have the motor agi-
tation and poor concentration), oppositional and 
conduct problems and ADHD (which will tend to 
be more chronic and less likely to show fluctuations 
in sleep or energy), and trauma or abuse (which 
could also be linked with an acute change in func-
tioning). Because comorbidity is common, it is pos-
sible to have both BSDs and any of these, and BSDs 
may be a trigger as well as an outcome of some of 
these issues (Youngstrom & Algorta, 2014).

Assessment of Bipolar Disorders
To accurately determine a mood disorder diag-

nosis requires a longitudinal perspective. Because 
the course can be intermittent and with different 
polarities of episode, any single snapshot of clini-
cal presentation provides an incomplete view. Only 
after gathering a careful developmental history, not 
just asking about current mood and functioning, 
but also looking for past episodes, are we ready to 
proceed with diagnostic formulation. The clinical 
encounter in which BD is assessed can be divided 
into four phases: preparation, prediction, prescrip-
tion, and process/ progress, described below.

PreParaTion
Before first meeting the patient, a psychologist or 

clinician can prepare to do a rapid yet accurate eval-
uation by having a good framework in place. This 
includes having a set of benchmarks for common 
issues, helping calibrate where BD ranks compared 
to other presenting problems. Reviews have gath-
ered these across a variety of clinical settings (e.g., 
Youngstrom et al., 2020). Looking at the clinical 
prevalence of disorders in outpatient mental health 
clinics shows that conduct problems, ADHD, 
depression, and anxiety are the most common prob-
lems, with BSDs falling in a tier similar to the prev-
alence of posttraumatic stress disorder (PTSD) or 
conduct disorder. These in turn are more common 
than autistic spectrum or schizophrenia in the child 
and adolescent population typically coming to gen-
eral purpose outpatient clinics. Such benchmarks 
provide a helpful anchor for clinical evaluations 
and decision- making. Having a rating scale toolkit1  

1 https:// en.wiki vers ity.org/ wiki/ Evide nce- based _ ass essm ent/ Bip olar _ dis orde r_ in _ you th_ (asses smen t_ po rtfo lio)
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along with semi- structured interview mod-
ules gathered ahead of time allows clinicians 
to rapidly follow up on clues to arrive at a case 
conceptualization.

PredicTion
Several rating scales and checklists are well- 

suited for screening or rapid information gathering 
before the first appointment. These could be mailed 
ahead of time, completed in the waiting room, or 
even done online with automated scoring. A “core 
battery” should gather data about common issues 
(anxiety, depression, trauma, externalizing and 
attention problems, substance use), ideally from 
more than one informant’s perspective. Less obvi-
ously, this is an opportunity to also gather family 
history (Algorta et al., 2013), and there are free, 
brief measures to get an indication of pubertal stage. 
There are more than a dozen scales focused specifi-
cally on manic symptoms for youths (Youngstrom 
et al., 2015), and more than 40 for use with adults 
(Youngstrom et al., 2018). Free PDFs of these in 
English, Spanish, and several other languages are 
available online, and some are available with free 
administration and scoring guides (https:// www.
hgaps.org/ for- cli nici ans.html).

during PrescriPTion
During the prescription phase, the clinician 

will review the presenting problem, look at the 
results from the scales used in the prediction phase, 
and revise the probabilities attached to our list of 
hypotheses. They will use the interview to probe for 
confirming or disconfirming evidence and arrive 
at a working diagnosis and case formulation. The 
information- gathering here is in service of com-
ing up with a treatment plan that addresses the 
key problems and guides our intervention selec-
tion to best meet the needs of the patient. Using 
more structured methods increases reliability and 
improves detection of comorbidity (Jensen- Doss et 
al., 2020).

Process and Progress
During the next phase, assessment shifts to 

seeing how treatment is going. Process measures 
include keeping track of no- shows and short can-
cellations versus kept visits, whether the patient is 
doing “homework,” and other indicators of engage-
ment. Process measures could also include brief, 
direct ratings of therapeutic alliance, knowledge 
acquisition (especially with more psychoeducational 
modalities), sleep tracking apps, life charts, and 

mood records. There are a large and growing num-
ber of options for tracking whether we are “doing 
the work” together. Progress measures, in contrast, 
focus on “is treatment helping?” These measures can 
include brief symptom checks (e.g., severity ratings 
on mood charts), short forms of symptom scales, 
or nomothetic benchmarks for clinically signifi-
cant change (Freeman & Young, 2020). A plan for 
long- term monitoring and early detection of relapse 
would be an excellent component of treatment ter-
mination planning, given the high recurrence risk 
associated with BSDs (Youngstrom et al., 2020).

Contextualizing Assessment Within Dimensional 
Frameworks

When diagnosing and assessing BSDs, recent 
attention has been given to considering alterna-
tive and more dimensional approaches to symp-
tom severity and diagnosis. Specifically, decades of 
research indicate limitations of disorder definitions 
as described in the DSM- 5, including poor interra-
ter reliability, high levels of disorder co- occurrence, 
and within- disorder heterogeneity, among other 
issues (Kotov et al., 2020). As an example of 
within- disorder heterogeneity in the context of 
BSD diagnosis, two individuals could report mutu-
ally exclusive histories of specific hypomanic symp-
toms, but both could be diagnosed with BD II. For 
instance, the first individual could report a history 
of expansive mood, grandiosity, decreased need for 
sleep, and a marked increase in goal- directed activi-
ties, whereas the second could report a history of 
irritable mood, pressured speech, racing thoughts, 
distractibility, and engagement in risky or danger-
ous activities, yet both individuals would receive 
the same diagnostic label. Issues concerning inter-
rater reliability and diagnostic comorbidity compli-
cate treatment planning by making it difficult for 
clinicians to determine which presenting issues are 
primary and most impairing (e.g., individuals diag-
nosed with BD often also meet criteria for substance 
use disorders, personality disorders, and other dis-
orders). Many DSM- 5 disorder descriptions also 
remain largely agnostic regarding etiological factors 
and mechanisms accounting for symptom onset 
and maintenance. Relatedly, many of these descrip-
tions provide limited consideration of how social 
and contextual factors influence symptom presenta-
tion, symptom course, and treatment.

Accurate BSD diagnosis can be challeng-
ing because many individuals with a hypomania/ 
mania history often present for treatment at times 
when depressed mood, anxiousness, interpersonal 
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difficulties, or other issues are present, rather than 
when hypomanic/ manic symptoms are most promi-
nent. Researchers have raised concerns about BSD 
underdiagnosis (Carta & Angst, 2016) because 
hypomania/ mania symptom histories may go unde-
tected if clinicians fail to adequately assess for a 
hypomania/ mania history in individuals presenting 
to treatment for other issues. Measures such as the 
Mood Disorder Questionnaire (MDQ; Hirschfeld 
et al., 2000) have become commonly used to ret-
rospectively assess for a hypomania/ mania history. 
Still, many individuals may have difficulty accu-
rately recalling their symptom histories.

Other researchers have cautioned that BSDs are 
overdiagnosed rather than underdiagnosed because 
some individuals may have symptom histories better 
accounted for by disorders such as borderline per-
sonality disorder (Zimmerman et al., 2019). These 
issues may arise as a result of the hypomania/ mania 
criteria seemingly overlapping with internalizing 
(e.g., irritability with anxiety disorders), external-
izing (e.g., impulsivity with personality disorders), 
and psychotic disorders (e.g., grandiose views with 
schizophrenia). For example, it may be challenging 
for diagnosticians to determine whether experiences 
of intense irritability are indicative of BSDs because 
elevated levels of irritability are listed as a criterion 
for many disorders and are commonly reported by 
many individuals seeking treatment irrespective of 
diagnosis (Stanton et al., 2019).

As a result of these challenges associated with 
diagnosing BSDs and other disorders from a DSM- 
based perspective, the Hierarchical Taxonomy of 
Psychopathology (HiTOP; Kotov et al., 2020) has 
been proposed as an alternative to the DSM for 
improving diagnosis and understanding how vari-
ous symptom experiences are interconnected. The 
HiTOP framework adopts a dimensional approach 
to conceptualizing psychopathology, recognizing 
that most symptoms are continuous rather than 
categorical in nature (e.g., experiences of irritability 
range from minor to very severe rather than present 
or absent). For example, from the HiTOP perspec-
tive, many symptom types defining DSM- 5 depres-
sive, anxiety, and other disorders characterized by 
experiences of intense and/ or persistent negative 
affect (e.g., sadness, pervasive worry, feelings of 
guilt) would be classified under a broad internaliz-
ing spectrum. The “hierarchical” descriptor for the 
HiTOP reflects that internalizing also is defined by 
sub spectra labeled fear and distress. Considering 
even more nuanced levels of specificity, the fear 
and distress sub spectra are defined by even more 

specific symptom dimensions (e.g., trembling, rac-
ing heart, and sweating are indicators of fear; worry 
and sadness are indicators of distress).

As an example illustrating the application of 
this approach, a clinician using the HiTOP model 
would identify dysphoric mood dimensionally 
as indicating distress- based problems associated 
with internalizing psychopathology (Ruggero et 
al., 2019); with the DSM- based approach, clini-
cians would seek to determine which DSM label or 
labels (e.g., different depressive disorders, PTSD) 
best reflect an individual’s experiences of dysphoric 
mood, which can prove challenging. In addition to 
internalizing, other HiTOP spectra include thought 
disorder (e.g., positive symptoms of psychosis), 
antagonistic externalizing (e.g., callousness), dis-
inhibited externalizing (e.g., irresponsibility), and 
detachment (e.g., aloofness).

Hypomania/ mania is provisionally identified as 
a component of thought disorder due to its pheno-
typic and genetic overlap with DSM disorders such 
as schizophrenia. However, hypomania/ mania (a) 
also overlaps strongly with the internalizing spec-
trum and (b) has features that distinguish it from 
other forms of psychopathology defining thought 
disorder (e.g., a more episodic course; being linked 
to reward hypersensitivity; Kotov et al., 2020). 
Thus, it is possible that some hypomanic/ manic 
dimensions do not align neatly with the existing 
HiTOP structure and may reflect a hypomania/ 
mania spectrum distinct from other spectra such 
as internalizing and thought disorder. Most studies 
examining the classification of hypomania/ mania 
within the HiTOP have focused on composite, 
diagnostic ratings (i.e., present or not present ratings) 
which has precluded examinations of the degree to 
which different hypomania/ mania symptoms con-
verge to define the same spectrum of symptoms 
(e.g., irritability, but not other hypomania/ mania 
symptoms, may define internalizing). Therefore, 
future efforts explicating the classification of hypo-
manic/ manic symptom dimensions within compre-
hensive dimensional models are needed to inform 
clinical assessment.

Existing Measures for the Dimensional Assessment
Although research is needed to inform hypoma-

nia/ mania assessment in the ways described, existing 
measures are available for dimensionally assessing 
hypomania/ mania in a manner consistent with the 
HiTOP. For example, the Expanded Version of the 
Inventory for Depression and Anxiety Symptoms 
(IDAS- II; Watson et al., 2012) includes Euphoria 
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(5 items, e.g., “had so much energy”) and Mania 
(5 items, e.g., “thoughts raced”) scales that effi-
ciently assess interrelated but distinct hypomania/ 
mania dimensions. The Euphoria scale assessing 
high- arousal positive emotional experiences may 
be particularly useful for distinguishing hypoma-
nia/ mania from overlapping internalizing or per-
sonality disorders (Stanton et al., 2019). Other 
relevant measures include the 48- item Hypomanic 
Personality Scale (HPS; Eckblad & Chapman, 
1986; Schalet, Durbin, & Revelle, 2011), which 
assesses traits (e.g., excitability, self- perceived cha-
risma) relevant to BD risk. Researchers frequently 
use HPS total score cutoffs to identify individuals at 
risk for hypomania/ mania. More specific facet scales 
of Social Vitality (e.g., “persuade and inspire oth-
ers”), Mood Volatility (e.g., “moods change easily”), 
and Excitement (e.g., “am a hyper person”) also can 
be scored with the HPS items, with these facet scales 
appearing to show distinctive correlates in many 
ways (e.g., Social Vitality associates strongly with 
measures of social dominance, but Mood Volatility 
does not; Schalet et al., 2011).

It also should be noted that the HPS is only 
one example of dimensionally oriented assessment 
measures, as several other well- validated assessment 
tools also are available for efficiently assessing BD 
risk, such as the General Behavior Inventory (GBI; 
Depue et al., 1989), and current hypomania/ mania 
symptoms in a dimensional manner (see Meyer et 
al., [2020] for a review).

Developmental Considerations
The onset of BD most commonly occurs in child-

hood or adolescence (Leverich et al., 2007; Perlis 
et al., 2004). BD in childhood and adolescence 
often presents with a severe and protracted course, 
including severe depressive symptomatology, mixed 
episodes, longer episode durations, psychosis, co- 
occurring psychopathology (e.g., substance use 
disorders, anxiety disorders, etc.), and psychosocial 
adversity (e.g., legal problems, academic impair-
ment) (Birmaher et al., 2006; Cosgrove et al., 2013; 
Geller et al., 2002; Perlis et al., 2004; Saxena et 
al., 2020; Yapıcı Eser et al., 2020) compared with 
adults. More than 50% of adults with BD report 
onset of illness before age 18, while more than 20% 
identify age at onset before 13 (Perlis et al., 2004). 
Symptoms in youth may include dysregulation of 
emotion, heightened arousal when presented with 
emotional stimuli, and hypersensitivity to criticism 
(Peters et al., 2018; Weintraub et al., 2014). Major 
depressive episodes and cyclothymia are often 

harbingers of symptoms of mania. About half of all 
adults with BD I or II report that their first episode 
was major depression (Lish et al., 1994).

Issues surrounding the commonness of early- 
onset BD have been contentious in recent decades, 
associated with dramatic increases in reported com-
munity prevalence (Carlson & Glovinsky, 2009; 
Luby & Navsaria, 2010; Moreno et al., 2007). 
However, meta- analyses have repeatedly confirmed 
that rates of BD in youth are not increasing over 
time and are indeed similar across Western countries 
(A. R. Van Meter et al., 2011, 2019). While appre-
ciable debate has persisted in recent years (Parry 
et al., 2018; A. Van Meter et al., 2019) regarding 
the legitimacy of the diagnosis, longitudinal stud-
ies have clearly documented the recurrent course 
of early- onset BD and its effect on functioning 
and quality of life (Birmaher et al., 2009; Chang, 
2010)). It is clear that without early intervention, 
the socioemotional and intellectual growth of youth 
with BD may be jeopardized (Miklowitz, Schneck 
et al., 2020).

Among youth who have a parent with BD I or 
BD II, clinical presentation is often subthreshold, 
with some symptoms emerging many years prior 
to the onset of threshold BD (Shaw et al., 2005). 
Subthreshold symptomatology, in conjunction with 
a family history of BD, exacerbates child or adoles-
cent vulnerability for progression to BD I or II unless 
interrupted by pharmacological and/ or psychosocial 
intervention (West & Pavuluri, 2009). Risk of con-
version from BD- NOS to BD I or II during a 4- 
year follow- up is substantial (i.e., 58%) for youth 
with a family history, compared to 32% for youth 
with no family history. BD in youth results from 
a complex interplay of genetic vulnerability, indi-
vidual personality, and characteristics of a youth’s 
family environment. For example, emotional dys-
regulation may intensify conflict within families 
and raise levels of expressed emotion in caregivers 
(i.e., high criticism, hostility, negative communica-
tion cycles), which can in turn exacerbate symptom-
atology in youth with BD (Miklowitz, Wisniewski 
et al., 2005). Adolescents with BD in low- conflict 
families experience more rapid symptom improve-
ment during treatment than do those from high- 
conflict families (Sullivan et al., 2012; Sullivan & 
Miklowitz, 2010). In one seminal study, adoles-
cents with BD from families high in expressed emo-
tion showed longer times to symptom remission 
and were more symptomatic during a 12- month 
follow- up period than those from families low in 
expressed emotion (Miklowitz et al., 2013). Such 
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impairments have been proposed to be associated 
with deficits in social cognition (Keenan- Miller et 
al., 2012), with potential downstream implications 
for the development and maintenance of important 
peer relationships.

Adolescents with BD who experience chronic 
stress in family, peer, or romantic relationships tend 
to experience poorer symptomatic outcomes than 
those with lower levels of chronic stress (Kim et al., 
2007). Although exposure to stressful environments 
is a risk factor for mood disorders, less is known 
about how adolescents with BD respond to stress. 
In both healthy and clinical samples of youth, 
responses to stress (i.e., active problem- solving and 
acceptance) have been found to be associated with 
positive mental health outcomes and academic and 
social competence (Compas et al., 2001).

Relevant Psychobiological Processes
In this section, we review relevant cognitive, 

emotional, neural, and circadian rhythm processes 
that are relevant to the onset, course, and profile 
of BSD.

Cognitive Processes
Aaron Beck’s seminal cognitive model of emo-

tional disorders (see Beck & Haigh, 2014, for a 
review) was one of the first theoretical frameworks 
to place cognitive styles (e.g., beliefs, ways of inter-
preting experiences) as central to the development 
and maintenance of psychopathology. Specifically, 
negative beliefs about the self, world, and others 
were linked to depression. This includes dysfunc-
tional assumptions, which are negative “if- then” 
beliefs (e.g., “If I fail, then I am useless”). These can 
shape the way that someone with depression thinks 
about everyday situations and interacts with the 
world. As depressed mood is a common experience 
among people with BD, psychologists postulate 
that negative dysfunctional attitudes may also play 
a role in BD.

But what about mania (i.e., a diagnosis of BD)? 
This was traditionally viewed as “opposite” to 
depression (bi- polar). As such, mania has been theo-
retically linked to overly positive cognitive styles. For 
example, people with BD who had a higher “sense of 
hyper- positive self,” characterized by excessive con-
fidence and productivity, were more likely to relapse 
even after receiving cognitive therapy— potentially 
because they viewed the emerging symptoms of a 
(hypo)manic episode as desirable and due to their 
own positive attributes (Lam, Wright, & Sham, 
2005). Heightened goal attainment beliefs (e.g., 

believing you need to be “outstanding”) have been 
associated with current manic symptoms (Atuk & 
Richardson, 2020). In line with this, a body of work 
has focused on goal dysregulation and BD. This the-
ory postulates that the behavioral activation system 
(BAS), which controls reward responsivity, is overly 
sensitive in BD. This oversensitivity means that 
people with BD find it difficult to regulate response 
to reward and goal- related events. Goal- relevant 
cognitive styles, including extreme aspirations for 
the future (particularly popular fame and financial 
success) and greater expectation of success, have 
been linked to BD (Johnson, Carver et al., 2012; 
Johnson et al., 2017).

Taken together, results suggest that both nega-
tive and positive cognitive styles are implicated in 
BD. Cognitive models of BD need to address the 
experience of mood fluctuation (highs and lows) 
that are part of BD. Cognitive theories of BD 
further suggest that the symptoms of BD mani-
fest from making self- referent interpretations (or 
internal appraisals) of the mood changes linked to 
disrupted sleep (Jones et al., 2006). These apprais-
als can be negative (e.g., interpreting low mood 
as indicating failure) or positive (e.g., interpreting 
heightened mood and increased energy as indicat-
ing success and productivity). These themes overlap 
with dysfunctional attitudes (negative appraisals) 
and goal- relevant cognitions (positive appraisals). 
For example, if someone experienced increased 
energy and alertness after disrupted sleep and inter-
preted this experience as evidence of their own 
strengths (e.g., “I am full of good ideas and others 
are too slow”), they might then start to do more 
and sleep less, prompting an escalation of manic 
symptoms. There is evidence that internal appraisals 
are elevated in people with BD and relate to mood 
symptoms (Banks et al., 2016; Jones et al., 2006).

Building on these findings, the integrative cogni-
tive model (ICM) of mood dysregulation (Mansell 
et al., 2007) proposed that positive and negative 
appraisals of internal experiences are central to the 
mood dysregulation characteristic of BD. In the 
ICM, these appraisals of changes to internal state 
are extreme, with personally significant meaning 
(e.g., “I have the energy to do anything I want”). 
To address the mood fluctuations seen in BD, the 
ICM contends that appraisals of high mood are not 
always positive, and appraisals of low mood may 
not necessarily be negative— in fact, those vulner-
able to mood fluctuation have multiple, conflict-
ing appraisals of how they are feeling. For example, 
high energy could be interpreted positively, with 
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excessive expectations of goal attainment and suc-
cess, self- confidence, and optimism. However, 
the same internal state could also be appraised 
negatively, such as feeling the need to make exces-
sive effort to avoid failure or taking a self- critical 
or catastrophic perspective (e.g., losing control). 
These beliefs are elevated in BD compared to both 
nonclinical and clinical controls and associated 
with mood symptoms (Dodd et al., 2011; Kelly 
et al., 2017). However, there is limited research on 
extreme appraisals of low mood derived from the 
ICM, especially around more positive appraisals of 
these experiences.

aTTenTion and MeMory
We have already seen that how people interpret 

their experience is important— but how do they 
come to notice certain aspects of their surroundings 
and situation in the first place? As with cognitive 
styles, do people with BD tend to notice particu-
larly negative and positive aspects of their environ-
ment over more neutral aspects? Research findings 
are mixed and may depend on the context in which 
attention biases are measured as well as the current 
mood or clinical state of the BD participant. For 
example, some research indicates that people with 
BD who were not currently manic or depressed 
were no more drawn to positive or negative emo-
tional stimuli than nonclinical controls (Purcell 
et al., 2018). However, another study of young 
adults at risk for developing BD did demonstrate 
an attentional bias for positive emotional stimuli 
(e.g., Gruber et al. 2021). It may be that there is an 
attentional bias to reward- relevant stimuli (Mason 
et al., 2016), and attentional biases may be present 
only during mood episodes (e.g., processing posi-
tive information faster when manic) but not a char-
acteristic of BD more generally (Garcia- Blanco et 
al., 2013).

With respect to emotional memory, there is 
some evidence that people with BD have difficul-
ties remembering both personal experiences and 
external events across childhood, adolescence, and 
adulthood (Bozikas et al., 2019). These deficits in 
episodic memory have been replicated across studies 
alongside impaired working memory— and there is 
some evidence that these difficulties are pronounced 
in more severe manifestations of BD (Cotrena et al., 
2020). Furthermore, there is evidence that people 
with BD recall emotional stimuli more than do 
nonclinical controls (Fijtman et al., 2020). Linked 
to biases in attention and memory, vivid and highly 
emotive mental imagery may play a role in the 

mood dysregulation seen in BD. Rich, personally 
relevant images of the future could directly amplify 
mood or indirectly amplify mood by influencing 
thoughts and behavior, particularly in the context 
of goals and reward (Ivins et al., 2014; Di Simplicio 
et al., 2016).

In sum, the interplay between negative cognitive 
processes and overly positive cognitive processes is 
a defining feature of BD. The cognitive processes 
outlined here are not mutually exclusive. In fact, 
these processes are often studied together (e.g., 
Fletcher et al., 2014). In cognitive models of BD, 
appraisals of current affect are influenced by under-
lying beliefs about the self, world, and others which 
can be considered analogous to the dysfunctional 
attitudes outlined by Aaron Beck for depression. 
Cognitive styles are linked to cognitive emotion 
regulation strategies, which can amplify or dampen 
affect. Much in the same way as thoughts, person-
ally meaningful, overly positive or negative men-
tal imagery may prompt cognitive and behavioral 
responses that exacerbate mood symptoms. Goal- 
relevant appraisals could prompt increased goal- 
directed activity and sleeping less, which could in 
turn destabilize circadian rhythms and the BAS, 
intensifying the cycle of mood instability. Overall, 
there are multiple cognitive processes linked to 
BD, with a particular emphasis on how individuals 
appraise and respond to their experiences.

Emotional Processes
BD is centrally a disorder of emotion. Emotional 

processes in BSD have been characterized by height-
ened and persistent positive emotion reactivity, dif-
ficulty with positive and negative emotion regulation, 
and altered emotional understanding or perceptions 
of others people’s emotions. With respect to emo-
tion reactivity, prior work suggests that BSDs are 
associated with increased positive emotion reactiv-
ity that appears to persist across different types of 
emotional and nonemotional contexts (e.g., Gruber, 
2011; Gruber et al., 2019). Specifically, individu-
als diagnosed with a clinical history of BD by a 
trained interviewer or who are at self- reported risk 
for future BD onset self- report greater positive feel-
ings in response to a variety of laboratory stimuli, 
including short film clips, static pictures or images, 
and also monetary reward and positive feedback 
(e.g., Gruber et al., 2008; Gruber, 2011; Johnson, 
2007; M’Bailara et al., 2009). In addition, young 
adults at self- reported risk for BD as well as adults 
with a DSM diagnosis of BD I have been found to 
exhibit elevated levels of parasympathetic activity 
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(as measured via respiratory sinus arrhythmia, for 
example) in laboratory studies while watching 
emotional film clips, interpreted as a physiologi-
cal correlate of positive mood (Gruber et al., 2008; 
Gruber, Harvey, & Purcell, 2011). Some neuroim-
aging studies further suggest that people with BSDs 
exhibit greater neural reactivity in reward- related 
brain regions (such as the ventral striatum) and 
networks in response to rewarding stimuli (e.g., 
Dutra et al., 2015; Nusslock et al., 2011). More 
detail on neural processes in BSDs are described 
further below.

With respect to emotion regulation, it has 
been defined as the processes individuals engage 
to influence the intensity, duration, display, and 
type of emotions experienced, and these can occur 
consciously or automatically (e.g., Gross, 2015); 
research suggests that individuals with BSDs dem-
onstrate difficulties with emotion regulation in 
the laboratory and everyday life when spontane-
ously (or naturalistically) regulating their emotions. 
Specifically, BD adults who are not currently manic 
or depressed (i.e., inter- episode) report less success 
effectively regulating their momentary emotions in 
everyday life using a 1- week experience- sampling 
period (e.g., Gruber et al., 2013). In the laboratory, 
inter- episode BD adults self- report more trouble 
successfully regulating the intensity of the emo-
tions they experienced in response to watching 
brief, standardized positive and negative emotion-
ally evocative film clips (Gruber, Harvey, & Gross, 
2012). Furthermore, when asked which emotion 
regulation strategies they tend to utilize in their 
daily lives, inter- episode BD adults also report using 
emotion regulation strategies (such as rumination) 
that amplify mood states and impede problem- 
solving (e.g., Dodd et al., 2019; Gruber et al., 2011, 
2012). This suggests that although BSD individu-
als might employ effort in regulating emotions but 
may ultimately use strategies that are less successful 
in managing intense mood states.

Despite these clear difficulties regulating emo-
tions in BD, when inter- episode BD adults are 
instructed to follow specific regulation strate-
gies in the laboratory, they demonstrate an intact 
ability to successfully decrease emotion intensity 
across a variety of strategies, including cognitive 
reappraisal, mindfulness, and cognitive distancing 
techniques (e.g., Gilbert et al., 2014; Gruber et al., 
2009, 2012). Inter- episode adults with BD also suc-
cessfully select or choose regulation strategies that 
match the context in a manner like healthy controls 
(Hay et al., 2015). Taken together, this suggests that 

BD individuals nonetheless have an intact ability to 
regulate their emotions successfully despite experi-
encing difficulties on their own in the lab and in 
daily life. The latter finding suggests important ave-
nues for psychological therapies focused on assist-
ing BD individuals in implementing these strategies 
successfully on their own.

Finally, when examining emotional understand-
ing (or perception) in BD, research indicates that 
those with a BD diagnosis or subclinical BD risk 
or symptoms may have an inaccurate perception 
of other people’s feelings. This bias in perceiving 
others’ emotions has been found among young 
adults at risk for BD who self- report overestimat-
ing another person’s positive emotions when they 
are describing a personal and negative life event in a 
brief film (e.g., Devlin et al., 2016) or during a dif-
ficult conversation with a romantic partner (Dutra 
et al., 2014). Other research suggests that BD adults 
who are currently manic may also be less accurate in 
detecting negative facial expressions (e.g., Lembke 
& Ketter, 2002). Further work is needed to under-
stand whether those with BD may exhibit a positive 
bias toward perceiving the social world and identify 
putative underlying neural and related mechanisms.

Neural Processes
BD is characterized by alterations in brain sys-

tems that help us process threatening and rewarding 
stimuli in our environment, regulate our emotions, 
and consolidate memories. For example, individu-
als with BD display structural and functional altera-
tions in the amygdala, a brain region implicated 
in processing threatening stimuli in the environ-
ment (Foland- Ross et al., 2012; Lopez- Jaramillo 
et al., 2017). Studies of neural connectivity, which 
examine the relations between brain regions, indi-
cate that BD also is associated with structural and 
functional alterations in the coupling between the 
prefrontal cortex and the amygdala (Manelis et al., 
2021; Phillips et al., 2008). This suggests that indi-
viduals with BD may have difficulty attenuating or 
regulating amygdala reactivity in the face of stress-
ors, which also is consistent with behavioral, clini-
cal, and self- report data. Finally, BD is associated 
with deficits in portions of the prefrontal cortex and 
the hippocampus important for executive control 
(e.g., behavioral inhibition, goal- directed behav-
iors, attention) and working memory (Phillips & 
Vieta, 2007).

Intriguingly, other psychiatric disorders show 
similar alterations in these brain systems. A height-
ened sensitivity to threatening stimuli and deficits 
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in executive control and working memory are pres-
ent in major depression (Hamilton et al., 2012) and 
anxiety disorders (Etkin & Wager, 2007; Shackman 
& Fox, 2016), and schizophrenia is associated with 
abnormalities in both the prefrontal cortex (Radhu, 
et al., 2015; Selemon & Zecevic, 2015) and the hip-
pocampus (Kalmady, et al., 2017; Smeland, et al., 
2018). Such findings are helpful in identifying risk 
factors that cut across or are common to multiple 
psychiatric disorders. This work also can help break 
down potentially arbitrary distinctions between cat-
egorically defined psychiatric disorders and account 
for comorbidity among DSM- 5 categories. In addi-
tion to identifying risk factors that are common 
across disorders, initiatives such as HiTOP and 
the Research Domain Criteria (RDoC) also aim 
to identify mechanisms that are unique to specific 
psychiatric disorders and symptoms and that reflect 
signatures of differential risk for these symptom 
profiles. This is important for understanding and 
unpacking the within- disorder heterogeneity dis-
cussed above and for identifying clinically meaning-
ful subtypes. We suggest that brain systems that help 
identify, pursue, and process rewards are important.

Although many regions in the brain respond to 
rewards, a cortico- striatal neural circuit involving 
the ventral striatum and orbitofrontal cortex (OFC) 
are at the heart of the reward system (Berridge, 
2019; Haber & Knutson, 2010). Activation of 
this circuit is typically associated with positive or 
rewarding emotions and a desire to pursue rewards 
or goals in the environment, whereas deactivation 
leads to lower motivation and emotions such as sad-
ness and anhedonia. Individuals with high levels of 
activity and connectivity in this circuit tend to be 
highly responsive to rewards in their environment 
and have heightened motivation to pursue these 
rewards and goals (Hahn et al., 2009; Simon et 
al., 2010).

As mentioned earlier, there is growing evidence 
that individuals with and at risk for BD display 
heightened sensitivity to rewarding stimuli and 
an increased motivation toward rewards and goals 
(e.g., Johnson et al., 2005, 2015; Nusslock & Alloy, 
2017). This hypersensitivity to reward can lead to 
an excessive increase in motivation (e.g., working 
excessively long hours) during life events involv-
ing the pursuit or attainment of rewards, which, 
in the extreme, is reflected in hypomanic or manic 
symptoms or episodes. It also can lead to an exces-
sive decrease in such motivation and reductions in 
goal- directed behaviors in response to losses or fail-
ures to attain a desired reward, which is reflected 

in bipolar depression. In line with this model, indi-
viduals with and at risk for BD display a heightened 
sensitivity to rewards on self- report, behavioral, and 
neurophysiological measures (Alloy, Bender et al., 
2012; Gruber & Johnson, 2009; Harmon- Jones, 
et al., 2008; Johnson et al., 2017). A heightened 
sensitivity to rewards also predicts first onset and 
recurrences of BSDs (Alloy, Bender et al., 2012) 
and progression to more severe BD diagnoses (e.g., 
BD I) among individuals with milder variants of the 
disorder (e.g., BD II, cyclothymia) (Alloy, Urosevic 
et al., 2012; Nusslock, Harmon- Jones et al., 2012).

Functional magnetic resonance imaging (fMRI) 
studies provide partial support for elevated reward- 
related brain function in manic and euthymic (i.e., 
not currently manic, depressed or mixed) individu-
als with BD. These individuals display elevated acti-
vation in the ventral striatum (Hassel et al., 2008; 
Lawrence et al., 2004), OFC (Elliott et al., 2004), 
and amygdala (Bermpohl et al., 2009) to pictures 
of happy faces and pleasant stimuli compared to 
healthy controls (although see Liu et al., 2012, for 
evidence of decreased striatal and OFC activation 
in bipolar individuals to happy vs. neutral faces). 
A number of studies also report that individuals 
with BD display elevated OFC and ventral striatal 
activation to both monetary and social reward cues 
during manic and euthymic episodes (e.g., Abler et 
al., 2008; Bermpohl et al., 2010; Dutra et al., 2015; 
Nusslock, Almeida et al., 2012), although other 
studies have not observed this effect (Johnson et al., 
2019; Trost et al., 2014; Yip et al., 2015). Finally, 
individuals with a diagnosis of BD II and individu-
als at elevated risk for BD who have not yet devel-
oped the disorder (i.e., hypomanic temperament) 
display elevated OFC and ventral striatal activation 
to reward cues (Caseras et al., 2013; Harada et al., 
2019). This suggests that heightened reward- related 
brain function may reflect a preexisting risk factor 
for BD, as opposed to a consequence of the illness.

In contrast, a blunted sensitivity to rewarding 
stimuli, reduced motivation toward rewards and 
goals, and low positive affect have long been consid-
ered hallmarks of risk for unipolar depression (with-
out a history of hypomania or mania) (see Nusslock 
& Alloy, 2017, for review). Individuals with major 
depressive disorder and at- risk offspring of depressed 
parents report a lower sensitivity to rewards and 
greater anhedonia (Kasch et al., 2002; Kazdin, 
1989; Luby et al., 2004) and are less responsive 
to both the anticipation and receipt of rewards on 
neural and behavioral indices (Forbes et al., 2009; 
Olino et al., 2010; Pizzagalli et al., 2008; Ng et al., 
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2019). In prospective studies, a low sensitivity to 
reward assessed with behavioral tasks, neurophysi-
ology, and brain imaging predicts later depressive 
symptoms and episodes (Bress et al., 2013; Forbes 
et al., 2007; Morgan et al., 2013; Nelson et al., 
2016; Nusslock et al., 2011). Furthermore, other 
conditions such as ADHD (Volkow et al., 2009) 
and schizophrenia (Smucny et al., 2021) are associ-
ated with a blunted neuronal response to rewards, 
which, in the case of schizophrenia, is likely impli-
cated in the negative symptoms or motivational 
deficits of the illness (Whitton et al., 2015). Taken 
together, this suggests that BD is characterized by a 
profile of heightened reward- related brain function 
that distinguishes it from other psychiatric disorders 
including depression, schizophrenia, and ADHD. 
We propose that what differentiates BD from other 
psychiatric illnesses is mania, and one of the pri-
mary risk factors for mania involves a propensity to 
experience abnormally elevated energy and motiva-
tion. Thus, reward- related brain systems are clearly 
important for understanding what distinguishes 
BD from other disorders, whereas threat, executive 
control, and working memory processes may be 
more relevant for understanding what is common 
or transdiagnostic across these illnesses.

Circadian Rhythms and Sleep Processes
There is growing interest in sleep and circadian 

pathways in the pathogenesis of BD, with numerous 
reviews drawing together heterogeneous circum-
stantial evidence for cross- sectional, prospective, 
and causal links (e.g., Logan & McClung, 2019; 
McCarthy, 2016; Murray 2019; Takaesu, 2018). 
This brief section will outline evidence for circa-
dian and sleep parameters as elements in the web of 
mechanistic pathways underpinning BD. Following 
some background about the structure, function, 
and measurement of circadian and sleep- wake sys-
tems, evidence for circadian mechanisms is critically 
introduced (focusing on genetic and behavioral lev-
els of analysis).

sTrucTure and FuncTion oF The circadian sysTeM
Human biology is rhythmic. A complex net-

work of biological clocks— the circadian system— 
coordinates this “predictive homeostasis,” adapted 
to optimize fitness in the context of Earth’s 24- hour 
light– dark cycle. The molecular basis of the circa-
dian system is well characterized: intrinsic 24- hour 
rhythmicity is coordinated through clock genes that 
are responsible for generating circadian rhythms in 
physiology, behavior, and cognition (Mohawk et 

al., 2012). Example 24- hour rhythms with a known 
circadian component include core body tempera-
ture (nadir around 4:00 am), melatonin secretion 
(commences around 9:00 pm), and alertness (peak-
ing around 10:00 am) (Refinetti, 2006). The master 
oscillator of the human circadian system is in the 
suprachiasmatic nucleus (SCN), a small structure 
with cells operating autonomously and as part of a 
network. A critical feature of the circadian system is 
its sensitivity to environmental cues, which adapts 
the system to be entrained daily to shifting times of 
sunrise and sunset (Reppert & Weaver, 2002). The 
sleep- wake cycle is sometimes described as the most 
obvious circadian rhythm in humans, but circadian 
function has a complex relationship with the sleep- 
wake cycle. Borbély’s two- process model of sleep 
regulation (Borbély, 1980; Borbély et al., 2016) 
proposes that the circadian system regulates sleep 
timing and architecture in a bidirectional interac-
tion with sleep homeostasis. Sleep homeostasis 
increases with wake time and dissipates with sleep, 
while the circadian system sends alerting signals 
during the day which decrease at night. Optimally, 
these two processes work together to promote wake-
fulness during the day and sleep at night (Fuller et 
al., 2006).

Importantly, growing evidence links circadian 
function to BD. At the genetic level, animal studies 
have been informative because core circadian genes 
(i.e., CLOCK genes) are strongly conserved across 
evolution. The ClockΔ19 mutant mouse, for example, 
provides a well- characterized animal model of mania, 
exhibiting increased dopamine transmission, hyper-
activity, increased reward- seeking and impulsivity- 
like behaviors, and reduced depressive- like behavior. 
Intriguingly, these abnormalities are partly reversible 
by lithium (Dzirasa et al., 2010; Mukherjee et al., 
2010; Roybal et al., 2007). ClockΔ19 mice encode 
a dominant- negative CLOCK protein, causing 
arrhythmic behavior under constant darkness and 
reduced amplitude, long period, and delayed phase 
under a light– dark cycle (Vitaterna et al., 1994). In 
human candidate gene studies, common polymor-
phisms in CLOCK have generally, but not univer-
sally, been found to associate with BD and related 
phenotypes (Benedetti et al., 2003, 2007; Lee et al., 
2010; Soria et al., 2010).

Given the broad acceptance of chronobiologi-
cally informed behavioral interventions for BD 
(Gottlieb et al., 2019), it is not surprising that 
numerous studies have used behavioral methods to 
explore the possibility of chronobiological correlates 
of observable behavior. The most- studied behavioral 

 

 

 



Major Cl in iCal  SyndroMeS238

variables are those derived from actigraphy- based 
measurement of locomotor activity and self- 
reported chronotype (Murray et al., 2020). Lower 
24- hour activity compared to healthy populations 
has been found in people with BD (De Crescenzo 
et al., 2017; Scott et al., 2017; Shou et al., 2017), 
and people with BD also appear to have less robust 
(Jones et al., 2005; Rock et al., 2014), more unstable 
(Krane- Gartiser et al., 2016), and phase- advanced 
24- hour activity rhythms (Salvatore et al., 2008). 
In people with BD, differences across the phases of 
the illness can also be observed. The manic phase 
of BD appears to be characterized by more disorga-
nized and complex patterns of activity, particularly 
in the morning, whereas the depressive phase of 
BD appears to be characterized by higher minute- 
to- minute variability (Krane- Gartiser et al., 2014). 
On average, euthymic BD individuals report being 
of evening chronotype and exhibit delayed physi-
ological measures of circadian phase (Kanagarajan 
et al., 2018; Melo et al., 2017; Nurnberger et al., 
2000). For example, a review by Melo et al. (2017) 
identified 15 studies using the Composite Scale 
of Morningness, most of which found BD to be 
associated with eveningness. This association with 
self- reported eveningness chronotype has been cor-
roborated in actigraphically measured chronotype 
(Gershon et al., 2018).

Consistent with emerging dimensional approaches 
to psychopathology (e.g., HiTOP, see above), circa-
dian vulnerability is probably not specific to BD. A 
recent international task force review highlights that 
circadian abnormalities are present in the pheno-
types of various psychiatric disorders, with evidence 
strongest for BD, major depression, and schizophre-
nia (McCarthy et al., 2021). For example, polygenic 
scores in genome- wide association studies (GWAS) 
for morningness (the trait of preferring activities to 
commence relatively earlier in the day) are negatively 
associated with presence of all three of these disor-
ders (Hu et al., 2016; Jones et al., 2019; Lane et al., 
2016), while polygenic scores for low amplitude are 
associated with BD as well as the general vulnerabil-
ity trait of neuroticism (Ferguson et al., 2018; Lyall 
et al., 2018). In cell lines and postmortem brain, 
miRNAs- 29a/ c and 106b have been linked to the 
circadian clock and have been independently linked 
to BD as well as to major depression and schizophre-
nia (Geaghan & Cairns, 2015). In sum, there is great 
interest in the chronobiology of BD, and there is a 
broad range of evidence pointing to an array of cir-
cadian abnormalities that may be important in the 
pathogenesis of BD.

Context and Social Environment 
Influences

In recent years researchers have begun to better 
understand how and why the social environment 
is important in BSDs. We review the literature on 
social functioning and life events in BD to better 
appreciate the real- world and social contexts indi-
viduals with BD face and its influence on symptom 
presentation and course.

Social Context and Functioning
A large body of work has documented associa-

tions between BSDs and lower social functioning 
and social support (Johnson et al., 1999; Castanho 
de Almeida Rocca et al., 2008) as well as increased 
social conflicts (Romans & McPhearson, 1992). 
People with a diagnosis of BD self- report having less 
contact with friends compared to both people with 
major depressive disorder and nonpsychiatric con-
trols (Johnson et al., 1999). In one qualitative study, 
Michalak and colleagues (2006) reported that many 
individuals with a diagnosis of BD noted that they 
had lost friendships and social connections due to 
their illness, especially during manic or hypomanic 
episodes. Furthermore, lower social support was a 
significant risk factor for lifetime recurrence of mood 
episodes in BD (Cohen et al., 2004). At the same 
time, early clinical observations among individuals 
with BD suggests increased social interest and moti-
vation among adults with BD (Goodwin & Jamison, 
2007). Furthermore, Ong, Zaki, and Gruber (2017) 
found individuals with BD who were currently inter- 
episode also were more cooperative on a standardized 
computer task compared to those with a history of 
major depression as well as those without a psychiat-
ric history. Taken together, this suggests that, despite 
some work highlighting increased social interest and 
cooperative behavior, social functioning and quality 
of social relationships is frequently impaired among 
adults diagnosed with BD.

Life Events and Context
Both positive and negative life events have been 

found to predict the course of BD, generally with 
negative, stressful, and traumatic life events pre-
dicting a more severe and impairing course of the 
disorder broadly (Agnew- Blais & Danese, 2016; 
Daruy- Filhod et al., 2011; Koenders et al., 2014; 
Lex et al., 2017) and with positive and goal attain-
ment life events predicting manic episodes (Alloy 
et al., 2008; 2009; Johnson et al., 2000, 2008).

Negative and stressful life events play an impor-
tant role in the onset and course of BD. Research 
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in this area has examined adverse events that occur 
early in life prior to the onset of the disorder, and 
those that occur after onset in relation to the tim-
ing of subsequent mood episodes. Many empiri-
cal studies and reviews and meta- analyses of these 
investigations have consistently found that child-
hood maltreatment is associated with a more severe 
course of illness for those with BD (Agnew- Blais & 
Danese, 2016; Daruy- Filhod et al., 2011; Garno et 
al., 2005; Leverich & Post, 2006; Sala et al., 2014). 
For example, Daruy- Filho and colleagues (2011) 
found that childhood maltreatment was strongly 
associated with early onset, substance abuse, and 
suicidality among those with BD. A more recent 
meta- analysis of 30 studies compared individu-
als with BD and childhood maltreatment (abuse, 
neglect, or family conflict) to those with BD without 
childhood maltreatment (Agnew- Blais & Danese, 
2016). Results indicated that those with histories of 
childhood maltreatment had more severe and more 
frequent episodes of mania and depression, more 
severe psychosis, higher risk of suicide attempts, and 
higher risk of comorbid diagnoses including PTSD, 
anxiety disorders, and substance use disorders.

Stressful life events occurring after disorder onset 
have also been associated with more frequent and 
severe mood episodes. Lex et al. (2017) reported 
that stressful life events occurred more frequently 
preceding acute mood episodes compared to euthy-
mic periods. A prospective study that followed hos-
pitalized individuals with BD prospectively for at 
least 1 year found that those who experienced severe 
negative life events took more than three times as 
long to achieve recovery (defined as minimal or 
absent symptoms for 2 consecutive months) com-
pared to those without severe life events (Johnson 
& Miller, 1997). Similarly, in a study of BD out-
patients assessed quarterly for 2 years, negative life 
events were associated with the subsequent severity 
of both mania and depression, as well as with higher 
levels of functional impairment (Koenders et al., 
2014). These data suggest that stressful life events 
are associated with a more severe course of BSDs.

Positive life events have also been consistently 
found to predict subsequent increases in mania 
symptoms, though the boundary conditions around 
which types of events are most associated with 
mania onset and how these should best be concep-
tualized are slightly less clear. One line of work in 
BD has focused on life events involving goal striving 
or attainment, based on prior evidence discussed 
above that those with BD self- report greater levels of 
ambitious goal setting and striving (Alloy, Bender et 

al., 2012; Gruber & Johnson, 2009; Johnson, 2005; 
Johnson, Eisner, & Carver, 2010). For example, 
Johnson and colleagues (2000) followed individuals 
with BD I monthly over a 2- year period and found 
that mania symptoms increased in the 2 months fol-
lowing events involving goal attainment. Notably, 
there was no relationship between goal attainment 
events and subsequent symptoms of depression. In 
a larger prospective study, Johnson and colleagues 
(2008) found that goal attainment life events pre-
dicted increases in mania symptoms. More recently, 
Tharp et al. (2016) found that when BD I individu-
als were asked to describe their goals in a labora-
tory session, the goals described by the BD group 
were objectively rated as more difficult to achieve 
compared to healthy control participants, and 
these ambitious goals among the BD participants 
were found to predict increased mania over time. 
These findings are consistent with work described 
earlier in this chapter suggesting that BSDs involve 
greater sensitivity to reward and goal striving and 
attainment events, which may predispose BSD 
individuals toward increased mania and hypomania 
symptoms (Alloy et al., 2009; Bender et al., 2010; 
Urošević et al., 2010).

Taken together, this research demonstrates a 
clear relationship between life events and the sub-
sequent course and severity of BD. Negative and 
potentially traumatic life events appear to por-
tend shorter time to onset of new symptoms, more 
severe symptoms, and higher rates of comorbidity 
broadly. Positive events, particularly those related 
to goal attainment and/ or engagement of the BAS 
system, are associated with increases in mania symp-
toms prospectively. With these patterns established, 
researchers have largely turned toward better under-
standing the neuroanatomical and neurochemical 
correlates of these relations (e.g., Hanford et al., 
2019; Sato et al., 2018) and to identifying risk and 
protective factors that may serve to moderate the 
relations between life events and illness course (e.g., 
Chan & Tse, 2018; Ng et al., 2016; Stange et al., 
2012, 2013).

Psychotherapy and Prevention
Compared to other mental health problems 

such as anxiety or unipolar depression, research 
on the effectiveness of psychosocial treatments in 
the context of BD is still young and only recently 
was expanded upon in the 1990s. The need for 
psychological treatments has been made apparent 
by findings that BD patients, even when treated 
pharmacologically, report subsyndromal symptoms, 
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functional impairments in everyday life, and recur-
rent mood episodes (e.g., Goldberg & Harrow, 
2011; Treuer & Tohen, 2010). Psychological 
approaches evaluated in sufficiently statistically 
powered randomized controlled trials (RCTs) can 
be grouped into four classes: psychoeducation, 
interpersonal and social rhythm therapy (IPSRT), 
cognitive- behavioral therapy (CBT), and family 
and conjoint interventions.

Psychoeducation refers to an interactive therapeu-
tic situation in which patients and/ or relatives discuss 
with a mental health professional the disorder, its 
causes and course, and treatment options that integrate 
and build on the individual experiences of the patient 
(and sometimes their loved ones). Psychoeducation 
has also been widely evaluated as a stand- alone inter-
vention, within both individual and group settings 
(e.g., Candini et al., 2013; Colom et al., 2003; Perry 
et al., 1999). Colom and colleagues (2003, 2009) 
were able to demonstrate that their 21- session pro-
gram had protective effects against recurrence of 
mood episodes for as long as 5 years. Additionally, the 
feasibility of effectively delivering psychoeducation 
within community mental health teams was assessed. 
It was evidenced that, while there was a nonsignificant 
advantage of psychoeducation with regards to recur-
rence risk, psychoeducation significantly increased 
social and occupational functioning (i.e., Lobban et 
al., 2010). At this point, psychoeducation has shown 
to be beneficial as a stand- alone intervention; how-
ever, all the previously described approaches consider 
psychoeducation as an integral part of psychological 
therapy for BD.

IPSRT (Frank, 2005) integrates interpersonal 
therapy (Klerman et al., 1984) with therapeutic 
strategies aimed at stabilizing circadian and social 
rhythms (Frank, 2005); it is rooted in the social 
zeitgeber model (Ehlers et al., 1988). IPSRT pos-
tulates three core mechanisms to reduce symptoms: 
medication adherence, stable social rhythms and 
daily routines, and improved interpersonal func-
tioning. Frank and colleagues (1999, 2005) were 
able to illustrate that acutely symptomatic patients 
with BD who had received IPSRT in the acute phase 
had less recurrences over time than those who had 
received an intense clinical management, regardless 
of what treatment they were assigned to during the 
maintenance phase of their treatment. Additionally, 
IPSRT was considered for use as a stand- alone 
therapy under specific circumstances (Swartz et al., 
2018). For depressed patients with BD II, they were 
able to provide equivalent effectiveness of IPSRT 
to quetiapine with regards to the outcome, and 

differences were only noted in the time to response 
and side- effect profile.

CBT, originally developed for unipolar depres-
sion (Beck, 1991), was also adapted for BD, and 
several manuals have been published on this treat-
ment option (e.g., Lam et al., 2010; Meyer & 
Hautzinger, 2013; Newman et al., 2002). A case for-
mulation from a CBT perspective interprets manic 
and depressive symptoms reflecting dysfunctional 
changes in behavior, thoughts, and emotions. The 
likelihood of recurrent mood episodes is therefore 
hypothesized to be achieved by targeting underlying 
dysfunctional attitudes, beliefs, behavioral habits, 
and cognitive errors (e.g., all- or- nothing thinking, 
overgeneralizations) in therapy. While research has 
shown that patients with BD show similar cogni-
tions as depressed patients, a few are more specifi-
cally related to (hypo)mania (e.g., Johnson, Carver, 
& Gotlib, 2012; Lex et al., 2011; Shapero, et al., 
2015; van der Gucht et al., 2009). Traditionally, 
CBT works toward a shared case formulation of 
individual problem areas and treatment goals based 
on psychoeducation and the derived individual 
relapse signature, which includes, for example, prior 
course of the disorder, early warning symptoms of 
mood episodes, and identified triggers (e.g., life 
events, interpersonal conflicts, changes in daily rou-
tines). The case conceptualization will inform what 
behavioral and cognitive strategies might be most 
helpful to cope with future emerging mood symp-
toms. Tailored to the individual, modules focus on 
problem- solving, communication skills, or stress 
reduction strategies, if there is indication that such 
additional skills will be beneficial to prevent the 
development or maintenance of mood symptoms. 
More recently, the focus of CBT has shifted from 
focusing primarily on reducing symptoms and pre-
venting recurrence to highlighting individual recov-
ery (e.g., Jones et al. 2015; Murray et al., 2017) and 
incorporating techniques related to mindfulness 
and acceptance (e.g., Williams et al., 2008).

Several studies have compared outcomes between 
individuals receiving CBT and individuals in no 
therapy (waiting list), treatment- as- usual, and sup-
portive therapy groups (e.g., Lam et al., 2003; Meyer 
& Hautzinger, 2012; Parikh et al., 2012; Scott et 
al., 2001; Zaretsky et al., 2008). A review of these 
studies shows the evidence for CBT to be mixed, 
which is not surprising considering the variety of 
control conditions, primary outcome variables, and 
sample composition. For example, Lam and col-
leagues (2003) demonstrated that CBT reduced risk 
for relapse in a sample of euthymic BD patients (i.e., 
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not currently manic, depressed, or mixed); however, 
the effects diminished during the second year of 
follow- up (see Lam et al., 2005). Conversely, a study 
involving remitted and acutely ill patients found 
that, while CBT did not affect recurrence rates over-
all, when the number of episodes were taken into 
account, those with fewer prior mood episodes did 
benefit from CBT while those with a longer illness 
history did not (Scott et al., 2006). While the lat-
ter two studies used treatment- as- usual as the control 
condition, Meyer and Hautzinger (2012) compared 
CBT with supportive therapy matched in frequency 
and intensity of sessions, and no differential effects 
were found aside from a trend of CBT outperform-
ing supportive therapy during active treatment but 
not during follow- up. Considering effect sizes, most 
studies overall revealed positive effects on subsyndro-
mal symptoms and indicators of improved psychoso-
cial functioning (e.g., Szentagotai & David, 2010).

Family and conjoint interventions rely on diverse 
approaches; what they have in common is the setting 
in which they occur (i.e., not individual therapy). 
The approach that has received the most attention 
and empirical support is family- focused treatment 
(FFT; Miklowitz, 2010). Miklowitz and colleagues 
developed this treatment from research demonstrat-
ing that family communication styles and family 
functioning are associated with the course of BD 
(e.g., Miklowitz et al., 1988; Perlick et al., 2004); 
thus, targeting potential family processes directly 
or indirectly related to BD is a promising avenue 
for patients with BD, their significant others, and 
families. Several RCTs showed the efficacy of FFT 
in reducing risk of recurrent mood episodes (e.g., 
Miklowitz et al., 2003; Rea et al., 2003). Adaptations 
to specific groups such as adolescents (e.g., Miklowitz 
et al., 2008) or caregivers (e.g., Perlick et al., 2010) 
and to different healthcare contexts (e.g., Sharma et 
al., 2020) have been developed as well.

When acknowledging the whole range of 
adjunctive psychological interventions for BD, 
most systematic reviews and meta- analyses con-
clude that they reduce recurrence of mood epi-
sodes as well as improve symptoms and/ or 
psychosocial impairment (e.g., Chatteron et al., 
2017; Macheiner et al., 2017; Miklowitz & Scott, 
2009; Schöttle et al., 2011). Some reviews note 
that the field is still in its early stages and that 
the evidence base is only low to moderate (e.g., 
Lynch et al., 2010; Oud et al., 2016; Szentagotai- 
Tätar & David, 2018). However, all these meta- 
analyses have never compared the relative efficacy 
of those psychosocial treatments with each other 

and only considered the active treatment rela-
tive to its control condition. This gap in the lit-
erature was addressed by a network meta- analysis 
recently published by Miklowitz, Efthimiou, and 
colleagues in 2020. These authors identified a 
total of 39 RCTs, including 3,863 participants, 
and their network analyses unveiled that empiri-
cally supported treatments were associated with 
lower recurrence rates than control treatments. 
Additionally, CBT provided the strongest evi-
dence for reducing bipolar depressed symptoms 
when compared to treatment as usual, and to 
some extent this was also true for FFT and IPSRT 
(similar effects were found for manic symp-
toms and CBT but with lower certainty). The 
authors even identified that certain treatment 
elements were differentially related to outcome; 
for example, psychoeducation in a group format 
or involving family members, as well as use of 
mood monitoring, were more effective than indi-
vidual psychoeducation in preventing recurrence. 
Contrarily, cognitive restructuring and regulat-
ing daily activities were the most potent strate-
gies to reduce depressive symptoms (Miklowitz, 
Efthimiou et al., 2020).

There are still major gaps in our knowledge 
about mechanisms, mediators, and moderators 
of outcome, and our understanding is only fur-
ther complicated in recognizing that most stud-
ies focus on symptoms, relapse, and recurrence 
only in patients after discharge from a hospital or 
when already stable. Fewer studies have looked at 
remission from acute symptoms (see the STEP- BD 
study; Miklowitz et al., 2006) or specifically tar-
geted comorbidities such as substance use disorders 
(e.g., Crowe et al., 2020). It is also unclear how to 
best address coexisting mental health conditions in 
BD. Should they be treated sequentially or simulta-
neously as part of an integrative case formulation, 
or would a transdiagnostic approach be most appro-
priate? In addition, the typical primary outcomes 
chosen in RCTs, such as symptomatic remission, 
are often for patients themselves less important 
than functional or personal recovery (e.g., Jones et 
al., 2015; Murray et al., 2017).

Looking Ahead: Advancing Work on 
Diversity and Anti- Stigma Approaches

In this final section we review research high-
lighting critical work needed in BSDs that includes 
expanding our understanding in diverse and under-
represented populations and addressing the stigma 
that still shrouds this disorder.
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Most of the current research discussed in this 
chapter has been conducted in Westernized coun-
tries. Even within the United States, research is 
limited by homogeneous samples consisting of pri-
marily White, wealthy, and highly educated indi-
viduals. Research with the largest percentages of 
Black, Indigenous, people of color (BIPOC) indi-
viduals with BD tends to be hospital and prison 
studies, whereas undergraduate and community 
samples are composed of limited non- White indi-
viduals. These differences in participant character-
istics and clinical severity by recruitment methods 
influence research questions and conclusions. For 
example, Johnson and Johnson (2014a) found that 
the prevalence of BD was correlated with reward- 
relevant cultural dimensions such as power distance 
and individualism in a cross- national study of 17 
countries. Furthermore, insufficient recruitment of 
BIPOC individuals precludes analyses of potential 
racial and ethnic differences. Instead, race and eth-
nicity are typically “controlled for” and included as 
covariates in analyses— or worse, non- White partic-
ipants are excluded to keep samples homogeneous, 
particularly in terms of genetic studies (Akinhami 
et al., 2017). These suboptimal research practices 
result in typifying White Western adults with BD as 
the framework for universal presentations of bipolar 
phenomenon. Thus, we have limited knowledge of 
the symptomatology, etiology, and treatment of BD 
in other, non- Western cultures and within minori-
tized racial and ethnic groups in the United States.

Research on serious mental illness (e.g., schizo-
phrenia spectrum disorders, BSDs) suggests there 
may be critical differences across cultures and racial/ 
ethnic groups in terms of symptom presentations, 
diagnostic considerations, and treatment efficacy 
that could inform more tailored and effective inter-
ventions for diverse populations. In a 2011 review 
of more than 50 articles in the United States and 
the United Kingdom, Haeri and colleagues con-
cluded that there are racial disparities in the diagno-
sis of BD. Across multiple studies, current literature 
indicates that Black individuals are less likely to 
be diagnosed with an affective disorder (including 
depression and BD) and more likely to be diagnosed 
with schizophrenia spectrum disorders compared to 
White individuals. Furthermore, Kilbourne and 
colleagues (2005) found that African American vet-
erans with BD were less likely to receive adequate 
follow- up outpatient care compared to White veter-
ans. In a representative US sample drawn from the 
National Comorbidity Survey Replication (NCS- 
R) data, Johnson and Johnson (2014b) found that 

no African Americans (0%) received minimally 
adequate treatment (defined as use of a mood stabi-
lizer alone or in combination with an antipsychotic) 
in the past year, compared to 17% of Caucasian 
Americans who did. A similar trend was found 
for Latinx Americans compared to non- Hispanic 
whites (0% vs. 21%; Salcedo et al., 2017). In addi-
tion, previous studies have demonstrated that Black 
individuals are more likely than White individuals 
to be prescribed antipsychotics with more severe 
side effects, irrespective of the presence of psychotic 
symptoms (e.g., Kilbourne & Pincus, 2006; Szarek 
& Goethe, 2003). Overall, mounting evidence has 
indicated racial disparities in the diagnosis and 
treatment of BD.

Haeri et al. (2011) identified potential factors 
that may contribute to observed racial disparities in 
diagnostic rates in BD. For example, there is some 
evidence for differences in BD symptom presenta-
tion, with Black individuals experiencing higher rates 
of hallucinations and delusions compared to Whites 
(e.g., Gonzalez et al., 2007; Kirov & Murray, 1999; 
Strakowski et al., 1996). Some studies have also 
found higher rates of exclusively or mainly manic 
presentations (without a prior history of depres-
sion) in Black BD patients including British out-
patients of African origin (Kirov & Murray, 1999) 
and Yoruba Nigerian patients (Makanjuola, 1985). 
These findings contrast with the much lower rates 
of mania- only BD presentations reported in pri-
marily White Western samples (Boyd & Weissman, 
1981). At the same time, differences in symptom 
presentation of psychosis may be due to differences 
in treatment seeking and poorer access to healthcare 
among Black individuals, including an overreliance 
on emergency room services (Snowden, 2001) and 
a tendency to seek treatment at later, more severe 
stages of mania when psychosis is more likely to 
occur (Mukherjee et al., 1983). There is also some 
evidence for differences in how clinicians weigh the 
same symptoms in Black versus White individu-
als. In a study of US adult psychiatric inpatients, 
the presence of negative symptoms (e.g., blunted 
affect, monotonous speech) in African American 
patients— but not in White patients— was found to 
contribute more toward a diagnosis of schizophre-
nia and away from a diagnosis of BD (Neighbors 
et al., 2003; Trierweiler et al., 2000). The authors 
suggested these findings may indicate a tendency for 
clinicians to overpathologize a reluctance to disclose 
personal information and a general mistrust of the 
healthcare system that is common in Black com-
munities. In addition to potential characteristics of 
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the individual with BSDs, other researchers have 
also proposed clinician biases as a contributor to 
the racial disparities in diagnosis and treatment for 
BSDs. While racial biases on the part of healthcare 
workers have been demonstrated in the medical 
field (e.g., Chapman et al., 2013), little research 
in mental health providers— or in clinicians diag-
nosing BD, in particular— has been conducted, 
and this remains a critical focus for future work 
(McMaster, 2016).

In sum, research is limited in terms of its abil-
ity to characterize BS cross- culturally and in racially 
and ethnically diverse communities. As discussed 
in previous sections of this chapter, accurate diag-
nosis of BD is critical to improving prognosis and 
treatment responsivity. Thus, an important avenue 
for future research is to examine BD in multiple 
sociocultural contexts and across more racially, eth-
nically, and socioeconomically diverse populations 
to promote equity of BD treatment and ensure 
that research findings are applicable to various 
individuals living with BD. Furthermore, the cur-
rent literature highlights the importance of bolster-
ing clinician experience with various sociocultural 
contexts pertinent to the patients they serve. It is 
likely that such endeavors will require greater com-
munity engagement to build partnerships and trust 
within BIPOC communities traditionally excluded 
from and exploited by clinical science (Akinhanmi 
et al., 2017).

Mental Illness Stigma
Here we focus on the stigma incurred by people 

with BD. The term “stigma” has a long (and dis-
tressing) history in cultural studies, human evolu-
tion, social and clinical psychology, and psychiatry 
(for a crucial review, see Kurzban & Leary, 2001). 
It literally refers to the sharp instruments used, 
in Greek and Roman times, to cut or burn vis-
ible marks into the skin of members of devalued 
societal subgroups— with the goal of making vis-
ible the denigrated status of traitors, former slaves, 
or diseased individuals. Ancient texts reveal that 
individuals displaying features of mental illness 
have received stigma, been shunned or banished, 
and even murdered throughout recorded history 
(Hinshaw, 2007). Although visible marking still 
occurs (e.g., concentration camp inmates with 
numbers tattooed on their wrists; the marking of 
HIV- positive individuals in several nations dur-
ing the 1980s), “stigma” today is inferred mainly 
from one’s group status, thus comprising a social- 
psychological “brand.” Our postindustrial world 

includes far greater factual knowledge of mental 
illness than a generation or two ago, yet those expe-
riencing mental disorders still receive and experi-
ence large amounts of stigmatization (Pescosolido 
et al. 2010).

Heuristic conceptual models of stigma as related 
to mental disorders include Link and Phelan (2001) 
and Pescosolido, Martin, Lang, and Olafsdottier 
(2008); also see the review by Martinez and 
Hinshaw (2016). In brief, the naturally selected 
propensity to define others based on key observ-
able or inferred characteristics, called stereotyping, 
may lead to prejudice when the “other” is deemed 
as threatening. Discrimination, the abridgment of 
rights devalued individuals, is a common result, 
even comprising extermination. Stigma incorpo-
rates all three processes, also signaling the loss of 
individuality (or even fundamental humanity) of 
the derogated person.

Most stigmatized individuals know of the ste-
reotypes that exist about them. As a result, they 
may internalize the stigma (Corrigan & Watson, 
2004). For mental health conditions, such inter-
nalized stigma (self- stigma) is a major barrier to 
help- seeking, above and beyond symptoms such 
as anxiety or depression. Moreover, as defined by 
Goffman (1963), courtesy stigma signifies the ten-
dency of the public to stigmatize anyone even asso-
ciated with the stigmatized individual. Parents thus 
experience a double dose of stigma, also having been 
believed to directly cause their offspring’s mental ill-
ness for most of the twentieth century. Clinicians 
and researchers also receive courtesy stigma, because 
they, by definition, treat or investigate members of 
devalued groups.

In general, the most severe forms of mental 
illness— particularly when psychotic features are 
involved— receive especially high levels of stigma 
(Jones et al., 1984). Extreme states of mania and/ 
or depression are clearly involved. Even more, 
BD is susceptible to societal stereotypes (Jekyll vs. 
Hyde; “You’re just acting bipolar” [i.e., in inconsis-
tent fashion]), often fueled by pervasive and biased 
media depictions.

In an essential review, Hawke, Parikh, and 
Michalak (2013) found that stigma related to BD 
is strong, in terms of self- stigma and public stigma, 
within school and employment- related settings and 
across healthcare systems in general. Consequences 
(reduced quality of life and increased functional 
impairment) are pervasive. On the other hand, 
Ellison, Mason, and Scior (2015) surveyed more 
than 700 UK residents regarding attitudes toward 
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an individual depicted as having BD. Explicit atti-
tudes were generally positive, especially if respon-
dents believed that the conditions in question were 
biogenetic in origin and if they had experienced 
prior contact with someone dealing with BD. 
Moreover, beliefs that BD can signal creativity and 
positive attributes were linked to positive attitudes, 
potentially fueled by greater levels of disclosure by 
influential individuals. Yet it is not clear whether 
such explicitly stated attitudes reflect a deeper and 
less conscious set of reactions to people with BD 
(i.e., implicit attitudes). As well, a genetic or bio-
chemical ascription for serious mental illness typi-
cally reduces blame on the part of the observer but 
at the same time increases beliefs about permanence, 
hopelessness, and propensities toward aggression or 
violence (Kvaale et al., 2013). Thus, the key solu-
tion for stigma is not simply to promote a reduc-
tionistic disease model; rather, humanization is part 
of the overall strategy (see Hinshaw, 2017).

The sheer inconsistency of performance in indi-
viduals with BD may be crucial. Although severe and 
chronic medical or psychiatric conditions receive 
high stigma (e.g., HIV is more stigmatized than 
the flu), when the public encounters someone with 
highly inconsistent performance— for example, a 
child or adult with ADHD (Nguyen & Hinshaw, 
2020) or an individual fluctuating between phases 
of manic and depressive episodes— the perception 
may well be of a lack of effort or will. Such ascrip-
tions of controllability, potentially linked to weak 
character or low moral fiber, are highly likely to fuel 
stigmatizing responses.

In terms of additional findings, Gilkes, Perish, 
and Meade (2019) examined self- stigma in 275 
adults with BD, discovering that high self- stigma 
was associated with unmarried status (potentially 
indicating low social support) and severity of symp-
toms. Budenz et al. (2020) explored the nature of 
more than 1 million Twitter posts (and retweets) 
in 2016– 2017. Although many general mental 
illness– related tweets were positive in nature, those 
related to BD were far less so. Also, in a provoca-
tive qualitative investigation, Richard- Lepouriel, 
Favre, Jermann, and Aubry (2020) analyzed com-
plex self- reported themes among individuals with 
BD regarding phases of intensive self- stigmatization 
that eventually led to more self- accepting/ destig-
matizing stages. Despite the small sample size, it is 
inspiring to examine how individuals with BD can 
progress from self- negation to acceptance as a func-
tion of social support and self- enhancing attitudes.

Conclusion
In all, as emphasized throughout this chapter, 

BSDs incur high levels of impairment and features a 
tragic level of suicidal behavior. Although significant 
advances have been made towards understanding 
emotional, cognitive, and neural processes as well 
as empirically supported treatments for BSDs, posi-
tive features of the disorder clearly exist, and public 
stigma may be improving, public acceptance does 
not appear to be at optimal levels, and levels of self- 
stigma remain far too high. Future work is needed 
to expand our scientific understanding, treatment 
advancements and dissemination, and compassion 
towards those with lived experience of BSDs.
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 11  Depression: Social and Cognitive Aspects

Rick E. Ingram, Jessica Balderas, Kendall Khonle, and Joe Fulton

Depression is a disabling disorder that is associ-
ated with substantial emotional misery, severe inter-
personal disruption, debilitating neurovegetative 
symptoms, and increased risk for physical illness 
and death. Although depression is an “intrapsychic” 
disorder, it also significantly disrupts the lives of 
those close to the sufferer. Depression is frequently 
a chronic, episodic disorder that can last for months 
or years, and, even after recovery, it commonly 
reoccurs. Although there are numerous effective 
treatments for many sufferers of depression, no 
one panacea exists. In fact, even with many effec-
tive options for treatment, a sizable number of cases 
are treatment- resistant. Furthermore, depression is 
associated with a considerable loss of productiv-
ity in both work days lost and in diminished work 
quality, costing the economy billions of dollars. 
By any indicator, depression is an extensive public 
health problem.

The DSM- 5 lists a variety of types of depression, 
and although these subtypes are important, the 
focus of this chapter is on unipolar depression or 
major depressive disorder, specifically the cognitive 
and social aspects of unipolar depression. We start 
with an overview of the history of depression and 
follow with an examination of the epidemiology of 
the disorder. Social aspects from the perspective of 
the life event– depression relationship are examined 
next, followed by a review of behavioral and inter-
personal models of depression, and then cognitive 
models.

Early Conceptions: A Brief History  
of Depression

Depression is found in the earliest human 
records; descriptions of conditions resembling 
depression can be found in the Bible as well as 
in Egyptian writings circa 2600 bc. The ancient 

Greeks provided the first causal theories of depres-
sion: melancholia was hypothesized by Hippocrates 
to stem from a preponderance of black bile, 
“darkening the spirit and making it melancholy.”  
These ideas of bodily fluids affecting “the spirit” 
paved the way for the modern conceptions of 
depression. Later, Araetus of Cappadocia, around 
120 ad characterized melancholia by sadness, sui-
cidal tendencies, feelings of indifference, and psy-
chomotor agitation. In the mid- eighteenth century, 
Kant suggested that emotions could not cause men-
tal illness: rather depression was seen as a somatic 
ailment. It was not until the early twentieth century 
that theorists such as Abraham (1911/ 1960) and 
Freud (1917/ 1950) associated psychological/ emo-
tional factors in a causal manner with depression.

One key question in early conceptions of depres-
sion regarded the issue of separating mood disorders 
into their own diagnostic category. Into the begin-
ning of the twentieth century, controversy raged 
over whether the disorders of “mood” should be 
separated from psychosis and delirium. Kraepelin’s 
(1896) systematic observations of manic and schizo-
phrenic individuals suggested that mania, which 
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was often associated with a depressed state, should 
be considered a separate disorder from syndromes 
characterized primarily by psychosis, such as schizo-
phrenia. A similar historical debate concerned the 
distinction between psychopathologies with both 
manic and depressive states versus those that were 
“just” depressive states. However, early depression 
theorists, including Freud, disregarded this distinc-
tion between what is now seen as bipolar versus uni-
polar disorder.

Epidemiology of Depression
Prevalence

Several epidemiological surveys have gathered 
data about the prevalence rates of depression. The 
first was the National Institute of Mental Health 
Epidemiologic Catchment Area (ECA) study, 
which interviewed more than 20,000 adults in 
five states (Eaton & Kessler 1985; Regier et al., 
1984). A decade later, between 1990 and 1992, the 
National Comorbidity Survey (NCS; Kessler, 1994) 
was conducted using a modified version of the 
World Health Organization’s (WHO) Composite 
International Diagnostic Interview (CIDI) to diag-
nose disorders, including depression, according to 
the DSM- III criteria. The National Comorbidity 
Survey- Replication (NCS- R; Kessler et al., 2003) 
later surveyed a large number of individuals in the 
48 contiguous United States. The NCS- R, however, 
used the criteria promulgated in the DSM- IV and 
assessed these criteria with an extended form of the 
CIDI (Kessler et al., 2003). With the recent shift 
to the DSM- 5, there has not been another replica-
tion of the NCS. However, another major measure 
of mental health prevalence has been the National 
Survey on Drug Use and Health (NSDUH). The 
most recent administration of this survey was in 
2017; it used a nationally representative sample 
from the United States and collected responses 
from more than 56,000 participants. The survey 
used an adapted form of the depression module 
from the NCS- R to better match the DSM- 5 cri-
teria and to better fit the different administration 
mediums (e.g., phone, in- person, and computer 
administration).

Twelve- month prevalence rates reported by the 
ECA (Eaton and Kessler, 1985) are the lowest of 
all the surveys, with findings indicating a rate of 
2.7%. The NCS (1990– 1992) on the other hand, 
found a 12- month prevalence rate almost twice as 
high at 4.9%, while the rate was higher still in the 

NCS- R (2003) findings at 6.6%. The NSDUH 
(2017) points to a continued increase in prevalence 
with a rate of 7.1% of adults reporting depres-
sion in the past year. Lifetime prevalence rates for 
major depressive disorder are again the lowest in 
the ECA, with a reported rate of 2.7%. The NCS 
rate in adults, defined as greater than 15, was sub-
stantially higher, with a reported rate of 15.8%. 
The NCS- R data are a little higher, but roughly in 
line with the NCS with a reported rate of 16.6%. 
The NSDUH did not collect lifetime prevalence 
data. Irrespective of the particular survey, these 
data clearly show that depression remains a major 
public health challenge.

Ethnicity
Although the information gathered from 

national surveys has helped to clarify the preva-
lence of depression, given that such surveys have 
aggregated ethnicity subtypes inferences about 
rates of epidemiology among ethnic and native 
groups have been limited. In response to this 
limitation, Gonzalez and colleagues (2010) uti-
lized the National Institute of Mental Health’s 
Collaborative Psychiatric Epidemiology Surveys 
(CPES), which included data from several national 
surveys. Based on respondents’ self- reported eth-
nicity and racial categorization, the authors cre-
ated separate categories of ethnic subgroups. 
Notably, the study only included respondents who 
endorsed 12- month and lifetime depression his-
tory based on a diagnostic interview completed 
at the time of each survey. Results indicated that, 
compared to foreign- born respondents, 12- month 
and lifetime depression were more prevalent for 
US- born respondents. Furthermore, certain ethnic 
subgroups endorse higher rates of 12- month and 
lifetime depression. For example, Puerto Ricans 
(11.9%) reported higher prevalence rates com-
pared to Asian groups (Chinese, 4.6%; Filipinos, 
4.2%; Vietnamese, 4.2%), African Americans 
(6.8%), and Whites (8.3%). Reported functional 
impairment also varied across ethnic subgroups. 
African Americans reported more depression- 
related impairment compared to Whites, whereas 
Asian groups reported less depression- related 
impaired compared to Whites. Certain ethnic 
subgroups also seemed especially vulnerable to 
recurrent depression when compared to Whites, 
including Mexicans, Puerto Ricans, and African 
Americans.
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Gender Differences
Compared to men, women are at a much 

higher risk for depression. Although female- to- 
male ratios differ somewhat across studies, the 
average ratio is close to 2:1 (Nolen- Hoeksema, 
1987). For example, the NCS study found a 
21.3% lifetime prevalence among women and 
12.7% rate for men. Prevalence rates for depres-
sion vary across different countries, but the gen-
der difference remains (Nolen- Hokesema & Hilt, 
2009; Salk et al., 2017). Moreover, within the 
United States, this difference holds generally for 
African American, Latina, and Caucasian women 
and tends to persist when income, education, and 
occupation are controlled (Hyde & Mezulis, 2020; 
Williams et al., 2007). The gender difference first 
appears in adolescence, although rates are similar 
between girls and boys in childhood (Garrison 
et al., 1992; Kandel & Davies, 1982; Salk et al., 
2016), and, in fact, preadolescent boys are some-
what more prone to depression than girls (Twenge 
& Nolen- Hoeksema, 2002).

Age and Cohort Effects
Rates of depression appear to vary with age. 

The rate of onset of the disorder increases dramati-
cally during adolescence. Depression appears more 
commonly in younger than older adults, with rates 
being highest for individuals from 25 to 45. Rates 
of first onsets are considerably lower for individu-
als over 65 years old, yet compared to Americans, 
immigrants appear to experience higher rates of 
depression after 65 years of age (González et al., 
2010; Klerman, 1986; Weissman & Myers, 1978). 
Some data suggest that younger generations are 
more prone to depression than comparably aged 
individuals in the past (Klerman, 1986; Klerman 
& Weissman, 1989) and, indeed, the rate of 
depression appears to be greater for individuals 
born after the mid- twentieth century (Seligman, 
1990; Twenge et al., 2019). In addition, rates of 
depression appear to be increasing most quickly in 
young men, which may decrease the discrepancy 
between the rate of depression in men and women 
(Joyce et al., 1990; Twenge et al., 2019). The 
prevalence of certain symptoms has also increased 
in recent years. Between 1951 and 1976, for 
instance, the suicide rate doubled and the suicide 
attempt rate quadrupled (Somers, 1976), a trend 
that appears to be continuing (e.g., Curtin et al., 
2016; Goodwin et al., 2006; Skegg & Cox, 1991).

Social and Cognitive Models of  
Depression

Contemporary approaches to depression have 
become increasingly multifactorial and integra-
tive: negative life events, genetics, biochemistry, 
social skills, interpersonal interactions, and cog-
nitive processes are all involved in varying ways 
and degrees in the onset, maintenance, remission, 
and relapse of depressive episodes. Hence, distinc-
tions among models have become blurred. For 
example, some life event models now explicitly 
integrate notions of vulnerability, cognitive medi-
ation, and interpersonal behavior. Similarly, in 
addition to acknowledging the important role of 
the disruptive capacities of life events, behavioral 
and interpersonal models explicitly integrate cog-
nitive constructs, and cognitive approaches assign 
important roles to life events as well as to inter-
personal and behavioral functioning. Although 
integration is an important and positive trend, the 
examination of models here is structured accord-
ing to the factors emphasized primarily by those 
models (e.g., cognitive processes for cognitive 
models).

Life Events
It is easy to suppose that people get depressed 

because stressful things happen to them. Such 
has been the basic presupposition of life event 
approaches to depression. Life events refer to sud-
den, or at least relatively discriminable, changes in 
the external environment (Paykel & Cooper, 1992). 
Although early research appeared to support a rela-
tively straightforward relationship between negative 
life events and depression, it has become increas-
ingly clear that the contribution of life events to 
depression is more complicated, as articulated by 
cognitive and social models.

Perhaps the most extensive and influential life 
event research has been the work of Brown and 
Harris (1978, 1986). In prospective studies using 
the Bedford College Life Events and Difficulties 
Schedule (LEDS), these investigators found that 
only severe events, or events with “marked or mod-
erate long- term threat,” were clearly related to the 
onset of a depressive disorder. An example would 
be a spouse losing his or her job. In contrast, less 
severe life events, such as one’s spouse only being 
threatened with a job loss, appeared insufficient to 
instigate depression. This is true even when mul-
tiple less- severe events are summed (“additivity 
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effects”). Not surprisingly, however, these investi-
gators found an additivity effect for severe events 
(e.g., the death of a parent and a spouse losing his 
or her job).

It appears that the relationship between major 
stressors and depression is strongest for initial depres-
sive episodes (Mazure, 1998; Monroe & Depue, 
1991). The observation that subsequent episodes 
can occur without major life events has led to the 
suggestion that recurrent episodes are only weakly, 
or not at all, linked to stress. This idea is embodied 
in the idea of “kindling” (Post, 1992, Monroe & 
Harkness, 2005), which suggests that early occur-
rences of depression increase neurobiological sensi-
tization to the point where recurrent episodes are 
largely initiated by these neurobiological processes 
(for a meta- analytic review, see Stroud et al., 2008). 
In the extreme version of this hypothesis, depres-
sion becomes autonomous and occurs independent 
of life stress. Monroe and Harkness (2005), on the 
other hand, have suggested a compelling alternative 
to this stress autonomy model. They propose a stress 
sensitization model in which life events continue to 
play an important role in the onset of depression, 
but the event threshold for triggering a recurrence is 
lowered. Hence, whereas a major event is needed to 
trigger a first onset, less severe (but more common) 
life events can initiate recurrent episodes. In this 
model, life stress continues to play a central role in 
depression, but the parameters for triggering events 
change as recurrences accrue. Preliminary empirical 
evidence examining the role of severe and less severe 
life events tends to support stress sensitization mod-
els (Bandoli et al., 2017; Morris et al., 2010; Stroud 
et al., 2011).

Life event researchers also distinguish between 
acute life events (e.g., a broken engagement) and 
stressors of a more chronic nature (e.g., constant 
arguing with a spouse, poverty, chronic problems 
with work). Recurrent depressive episodes may be 
linked to these chronic stressors (Monroe, 2010; 
Monroe et al., 2007). The specific quality of an 
event has also emerged as an important dimension. 
In particular, severe life events that signify loss 
appear to be most strongly associated with depres-
sion whereas events that signify danger appear 
more related to anxiety disorders (e.g., Smith & 
Allred, 1989). For example, research has shown 
that depressed individuals, compared to psycho-
logically healthy controls, report more experi-
ences of severe life events, loss, danger, and trauma 
(Bifulco et al., 2019). In addition, negative life 
events with interpersonal conflict themes appear 

to be particularly associated with depression and 
recurrence, although depressed people may have 
some role in the generation of these latter events 
(Hammen, 2006; Liu & Alloy, 2010; Sheets & 
Craighead, 2014).

It is also important to note that stressful life 
events sometimes instigate additional negative 
life events. For example, research investigating the 
effects of job loss and unemployment has found 
that economic hardship can lead to additional 
negative life events such as child abuse (Justice & 
Duncan, 1977; Steinberg et al., 1981) and a wors-
ening of the spouse’s mental health (Penkower et 
al., 1988). The occurrence of a negative life event 
can also worsen the quality of a marriage and, in 
some cases, lead to familial and marital dissolu-
tion (Liem & Liem, 1988). Vinokur, Price, and 
Caplan (1996) found that job loss and financial 
strain resulted in more negative affect and dys-
functional interactions in couples. In turn, each 
member’s negative affect was also found to exac-
erbate depressive symptoms in the other partner. 
As a result, each partner became less socially sup-
portive and more likely to undermine their part-
ner’s sense of self- worth. These behaviors had an 
additional impact on depressive symptomatology, 
in effect creating a vicious depression- maintaining 
cycle. In short, stress tends to come in bunches, 
and one event is not necessarily independent of 
other events.

risk FacTors
Although stressful life events do precede depres-

sion, the flip side of this relationship is that not all 
people exposed to even severe negative life events 
develop a depressive disorder. For example, in 
reviewing ten studies that used the LEDS in the 
general population, Brown and Harris (1989) 
found that three- quarters of recently depressed indi-
viduals experienced a preceding negative life event. 
Yet they also found that only one out of five who 
experienced a negative life event went on to develop 
depression. Consequently, life event research has 
attempted to improve the predictive value of life 
events by examining individual differences in the 
value placed on different life domains (e.g., par-
enting, marriage, employment). For instance, for 
individuals who place a high value on marriage, a 
negative life event related to marriage (i.e., divorce) 
would be predicted to have more impact for this 
individual. Evidence supports life event matching 
hypotheses; severe negative life events that occur in 
domains that are particularly valued are more potent 
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instigators of depression (e.g., Brown et al., 1986). 
Likewise, some research shows that women who 
experienced a severe life event in a valued domain 
were three times more likely to develop depression 
than women who experienced a severe life event in a 
less valued domain (Brown & Harris, 1989).

Empirical work on matching hypotheses by life 
event researchers bears a strong resemblance to work 
by personality and clinical psychologists investigat-
ing the interaction between negative life events 
and such personality variables as goal- orientation 
(Dykman, 1998; Lindsay & Scott, 2005), per-
fectionism (Ahrens, 1987; Flett et al., 1995), and 
sociotropy/ autonomy (Beck, 1987). For example, 
Morse and Robins (2005) found that among previ-
ously depressed individuals, an increase in depres-
sive symptoms was associated with a negative event 
that was incongruent with their personality (e.g., a 
negative event that threatened autonomy). In addi-
tion to matching strategies, life event researchers 
have also sought to identify risk factors that make an 
individual more or less susceptible to the depressing 
influence of negative life events. In particular, both 
low social support and low self- esteem have been 
identified as key risk factors by life event researchers 
(Brown & Harris, 1989).

More recently, investigators have found that 
individuals possessing one or two short alleles on a 
gene involved in serotonin reuptake (5- HTTLPR) 
are more likely to become depressed, but only when 
they have experienced severe negative life events 
(Assary et al., 2018; Caspi et al., 2003; Karg et al., 
2011). These findings support a gene– environment 
interaction model, where neither genes nor nega-
tive life events in isolation are sufficient to instigate 
a depressive episode, but rather the co- occurrence 
of both the genetic vulnerability and negative life 
events is what is required. Cognitive models of 
depression have also increasingly reemphasized the 
idea that negative cognitive patterns must be acti-
vated by life events before they eventuate in depres-
sion (Ingram et al., 2011; Ingram et al., 1998). Life 
events are clearly critical in many depressions but 
mainly in the context of other factors.

sTress generaTion
It has become increasingly recognized that 

depressed people may create their own negative 
life events and stress (for reviews, see Hammen, 
2006; Liu & Alloy, 2010). For example, in a 1- year 
longitudinal study of depressed and nondepressed 
women, Hammen (1991) found that depressed 
women experienced more dependent negative life 

events, or negative events in which the depressed 
person was judged to have some contributory role. 
In particular, these dependent life events involved 
interpersonal conflict in which depressed women 
were thought to be partly responsible. Moreover, 
these women continued to generate negative events 
after their depression had remitted. Since this initial 
study, a number of researchers have replicated the 
stress generation effect with both adult and adoles-
cent samples, including samples restricted to men 
(Hammen, 2006; Liu & Alloy, 2010).

Why do depressed individuals tend to create 
interpersonal conflicts and other “dependent” nega-
tive life events? Given that the depressed person con-
tinues to generate such events when the depression 
itself has remitted, the evidence suggests that the 
depressed person possesses enduring characteristics 
or that personality traits that are involved. Although 
this has been a more recent area of investigation, a 
number of more trait- like personality factors have 
been identified as capable of generating such nega-
tive dependent life events, including neuroticism 
(Kendler et al., 2003; Kercher et al., 2009), per-
fectionism or high self- criticism (Cox et al., 2009; 
Dunkley et al., 2003; Shahar et al., 2004), and poor 
interpersonal problem- solving (Davila et al., 1995).

In sum, the relationship between negative life 
events and depression is clear, although acute nega-
tive life events appear to have a stronger role in ini-
tial depressive episodes, while chronic events appear 
to be more involved with people who are experi-
encing recurrent depression. Increasingly, life event 
researchers have investigated the specific quality of 
negative life events, as well as matching and vulner-
ability characteristics of the individual. Moreover, 
risk factors such as short alleles on a gene involved 
serotonin functioning, poor social support, and low 
self- esteem have been identified in individuals who 
are most susceptible to the depressing influence of 
negative life events. Researchers have also begun to 
investigate how depressed individuals may generate 
their own negative life events and continue to do so 
even when the depressed state itself remits.

Behavioral and Interpersonal Models
BehavioraL ModeLs

Behavioral and interpersonal models have exam-
ined the behaviors, and especially the social behav-
iors, of the depressed individual. A notable early 
behavioral model was proposed by Lewinsohn 
(1974) and later reformulated (Lewinsohn et al., 
1985). Lewinsohn (1974) argued that depres-
sion was due to a low rate of response- contingent 
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positive reinforcement. When individuals fail to 
receive positive reinforcement that is dependent 
on the execution of some behavioral response 
(e.g., initiating a conversation), those behavioral 
responses become extinguished. This subsequent 
loss of response- based positive reinforcement 
deprives the individual of pleasure and leads to feel-
ings of dysphoria. A recent review by Nusslock and 
Alloy (2017) underscores the relationship between 
depressive symptoms, reduced reward processing, 
and amotivation to pursue rewards. Moreover, 
downregulation of reward centers in the brain (e.g., 
frontostriatal neural circuits) that are involved in 
reward processing are shown to increase anhedonia 
symptoms (Nusslock & Allo, 2017).

Lewinsohn also emphasized the role of social 
skills and maintained that, as a result of poor social 
skills, the depressed individual is denied access to the 
reinforcing properties of social relationships. Segrin 
(2000) provides an elegant review of the relation-
ship between social skills deficits and depression and 
notes that although it is limited, there is evidence 
that poor social skills appear to be an antecedent for 
depressive symptoms and not only a consequence 
of depressive symptoms. Other factors were posited 
that might lead to a low rate of response- contingent 
reinforcement. Specifically, the occurrence of nega-
tive life events— particularly events of loss, impov-
erishment, or excessive aversive events— diminish 
the supply of potential reinforcers in the individual’s 
environment. Indeed, as previously reviewed, severe 
negative life events, particularly ones in which loss 
or interpersonal conflict is experienced, are associ-
ated with depression onset. Additionally, a decrease 
in the capacity to enjoy pleasant experiences and/ 
or an increase in sensitivity to negative life events 
were seen as contributing to lower rates of response- 
contingent reinforcement.

To increase the predictive power of the theory, 
Lewinsohn et al. (1985) formulated a major revi-
sion that was intended to integrate existing knowl-
edge about life events, cognitive processes, and 
interpersonal functioning. As such, this theory is 
no longer a distinctively “behavioral” model. In the 
revised theory, depression onset is caused by one or 
more stressful life events occurring in an individual 
who possesses inadequate coping skills or other risk 
factors. In these vulnerable individuals, events that 
disrupt major resources in life domains, such as per-
sonal relationships and job tasks, lead to an initial 
negative emotional response. Both life event disrup-
tions and the experience of dysphoric mood lead to 
a decrease in response- contingent reinforcement, 

which has several cognitive and behavioral conse-
quences. Cognitively, the individual becomes exces-
sively self- focused, self- critical, pessimistic, and 
more aware of discrepancies between personal stan-
dards and actual accomplishments. Behaviorally, 
the person withdraws, has more social difficulties, 
and becomes less motivated. These cognitive and 
behavioral consequences combine to spiral the indi-
vidual into an ever deepening state of depression.

Research has tended to support Lewinsohn et 
al.’s (1985) integrated model but has also forced the 
incorporation of additional cognitive constructs. 
Kanter and colleagues (2008) argue that modern 
behavioral models of depression should incorporate 
both environmental and interoceptive variables and 
incorporate the role of avoidance. Indeed, current 
behavioral activation models of depression, as well 
as Hayes and colleagues’ (1999) model of experi-
ential avoidance, argue that problematic avoid-
ance in depression is a response to the core aversive 
experience of depressed mood, which is initially 
elicited from some environmental event(s). Thus, 
both models place an emphasis on the core affec-
tive experience, which may play an important role 
in maintaining or exacerbating symptoms of depres-
sion. Kanter et al. (2008) posit that while depres-
sive affect in itself is not maladaptive, it becomes 
maladaptive through certain learned behavioral 
processes, particularly avoidance. Avoidance of 
unwanted private events (e.g., thoughts) and affec-
tive experiences may be negatively reinforced and 
exacerbate the avoidance behaviors that elicited 
them. This may initiate a cycle of unpleasant mood 
states and ineffective avoidance behaviors that 
may spiral into a depressive episode. Several stud-
ies have supported this proposed relationship. For 
instance, self- critical thoughts (an unwanted private 
event) were shown to increase experiential avoid-
ance, which in turn predicted depressive symptoms 
among community adults (Moroz & Dunkley, 
2019). And among women who disclosed a rape 
and experienced victim- blaming (negative environ-
mental events), victim- blaming responses were asso-
ciated with greater depressive symptoms, and this 
relationship was partially mediated by experiential 
avoidance (Bhuptani et al., 2019).

Kanter et al. (2008) also argue for the incorpo-
ration of “verbal behavioral processes” in modern 
behavioral models of depression. One such ver-
bal behavior that has been implicated in depres-
sion is rumination (i.e., intrusive, repetitive, and 
negative thoughts), although it is important to 
note that rumination is featured in other models 
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of depression as well (Ingram et al., 1998, 2011). 
Rumination has been associated with longer epi-
sodes of depression (Lavendar & Watkins, 2004), 
and studies have shown that rumination in the 
presence of depressed mood is characterized by a 
focus on personal problems (Lyubomirsky et al., 
1999). Other studies have found that rumina-
tion about the occurrence of negative life events 
may have causal effects on depression (Arnow et 
al., 2004). These more recent studies suggest that 
depressed individuals who ruminate about failure 
experiences, poor interpersonal interactions, and 
other negatively toned events experience increased 
depressive symptoms and mood.

Rumination also has been observed in an inter-
personal context. Rose (2002) defined the inter-
personal use of rumination, or co- rumination, as 
a process wherein individuals mutually encour-
age extensively and repetitively discussing their 
problems and the associated negative affect while 
attempting to identify the cause of those problems. 
Co- rumination is associated with concurrent and 
prospective self- reports of depression (and anxiety) 
and is positively associated with the onset, severity, 
duration, and history of depressive episodes (Ames- 
Sikora et al., 2017; Bastin et al., 2015; Calmes & 
Roberts, 2008; Rose, 2002; Stone et al., 2010, 
2011; Waller & Rose, 2010; White & Shih, 2012). 
Moreover, co- rumination has been shown to inter-
act with negative life events to predict depressive 
symptoms over time (White & Shih, 2012).

inTerPersonaL ModeLs
Although the roots of the interpersonal models of 

behavior can be traced back to Harry Stack Sullivan 
(1953), the contemporary interpersonal model 
of depression was articulated by Coyne in 1976. 
Coyne argued that the occurrence of stressful life 
events— especially loss of significant relationships— 
leads to a display of depressive symptoms by the 
individual. These include expressions of helplessness 
and hopelessness, withdrawal from interactions, 
general slowing, and irritability and agitation. The 
depressed person’s goal is to restore social support 
and gain reassurance regarding his or her self- worth 
and acceptance by others. Initially, the person gets 
what he or she wants: the social environment tends 
to respond with genuine concern and support, 
which functions to reinforce the depressed person’s 
display of depressive symptoms.

The meaning of this social support, however, 
eventually becomes ambiguous. The depressed 
person may wonder: Are people responding with 

support and reassurance because they really believe 
that I am worthy, or are they doing so merely 
because I sought it? The depressed person, caught in 
this loop of uncertainty, continues to use depressive 
symptoms in an effort to be reassured. The persis-
tence of such a depressive display, however, eventu-
ally becomes aversive to others, who then begin to 
withdraw. This leads to even further efforts by the 
depressed person to seek reassurance that he or she 
is worthwhile and is not being rejected by the per-
son. In short, a cycle based on perceived or actual 
rejection by others is generated in the depressed per-
son. This cycle is unpleasant to both the depressed 
person and to others who remain in the depressed 
person’s social environment.

Coyne (1976) specifically predicted that it is 
excessive reassurance- seeking which culminates in 
feelings of hostility and aversion in others that then 
leads to rejection. Excessive reassurance- seeking is 
defined as “the relatively stable tendency to exces-
sively and persistently seek assurances from others 
that one is lovable and worthy, regardless of whether 
such assurance has already been provided” (Joiner 
et al., 1999, p. 270). Empirical evidence supports 
the contention that there are significant relation-
ships between reassurance- seeking and depression. 
For instance, Starr and Davila (2008) conducted a 
meta- analysis of 38 studies and found a medium 
effect size for depressive symptoms and reassurance- 
seeking, indicating that more depressive symptoms 
were related to higher levels of excessively seeking 
reassurance. Starr and Davila (2008) also found a 
significant, albeit small, effect size of .14 across 16 
studies examining the positive correlation between 
reassurance- seeking and interpersonal rejection. It 
appears as though individuals engaging in excessive 
reassurance- seeking who also suffer from depres-
sion are at particular risk of being rejected (Pettit 
& Joiner, 2006). For example, those who report 
depressive symptoms but low levels of reassurance- 
seeking as well as anxious individuals with high lev-
els of reassurance- seeking are not evaluated in the 
same negative light (Joiner & Metalsky, 1995; Pettit 
& Joiner, 2006). Furthermore, reassurance- seeking 
and depression may be more strongly linked in 
women. In support of this, Starr and Davila (2008) 
found stronger associations between reassurance- 
seeking and depression in samples with a higher 
percentage of female participants. Reassurance- 
seeking has also been found to interact with changes 
in perceived social support to predict the prospec-
tive development of depressive symptoms (Haeffel 
et al., 2007).
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Integrating aspects of Coyne’s interpersonal the-
ory with social- cognitive work in self- enhancement 
and self- consistency theory, Joiner and colleagues 
(1992) proposed that when the mildly depressed 
person’s reassurance- seeking is successfully 
rewarded by others, he or she is only temporarily 
satisfied. Specifically, the positive feedback elicited 
from others conflicts with negative self- beliefs, 
and consequently the depressed person doubts the 
validity of the feedback. This leads the depressed 
person to “flip flop” and seek negative feedback 
that is more consistent with current self- beliefs. 
More specifically, Evraire and Dozois (2011) pro-
pose that individuals with depression engage in 
excessive reassurance- seeking about their global, 
overall worth while engaging in negative feedback- 
seeking for more specific, concrete qualities. The 
combination of depression, excessive reassurance- 
seeking, and negative feedback- seeking then causes 
others to reject. Consistent with this view, Joiner 
and Metalsky (1995) found that undergraduate 
males who engaged in both negative feedback- 
seeking and reassurance- seeking were more likely 
to be rejected by their roommates. However, this 
social reaction may only occur with those closest 
to the depressed person; reassurance- seeking has 
been found to predict spouse-  but not roommate- 
related stress (Shahar et al., 2004; Stewart & 
Harkness, 2015).

Hence, individuals with depression try to both 
palliate their insecurities in relationships by engag-
ing in reassurance- seeking and maintain a sense of 
consistency in self- schemas through their use of 
negative feedback- seeking. The individual suffer-
ing with depression who engages in these behav-
iors is at particularly high risk for rejection from 
close others (Joiner et al., 1993). Thus, something 
inherent to the disorder of depression is accounting 
for the social rejection experienced by these indi-
viduals. Evraire and Dozois (2011) suggest that it 
is the influence of entrenched core beliefs on the 
information- seeking behaviors of these individuals 
that explains why reassurance- seeking and negative 
feedback- seeking lead to rejection. In support of 
this, the reassurance- seeking literature suggests that 
it is not the reassurance- seeking behavior in itself 
that is related to depression and rejection, but rather 
the combined influence of negative core beliefs con-
cerning interpersonal relationships and reassurance- 
seeking that creates aversive social consequences. 
Furthermore, it is the verification of negative self- 
views that leads to a higher incidence of negative 
and emotionally distressing feedback for individuals 

with depression compared to those without depres-
sion (Evraire & Dozois, 2011).

Other research has extended Coyne’s original 
theory by integrating interpersonal and stress- 
generation models of depression (Potthoff et al., 
1995). As described previously, the stress- generation 
model argues that depressed individuals play a con-
tributory role by generating their own negative life 
events and stress (Hammen, 2006). Researchers 
have found that reassurance- seeking predicts subse-
quent levels of interpersonal stress, which in turn 
predicts elevated levels of depressive symptoms 
(Joiner, 1994; Joiner et al. 1992; Potthoff et al., 
1995). Birgenheir and colleagues (2010) conducted 
a more recent study and found that individuals who 
report high levels of sociotropy and reassurance- 
seeking demonstrate increased levels of negative 
interpersonal life events. Additionally, reassurance- 
seeking was found to mediate the relationship 
between sociotropy and negative interpersonal 
life events. Eberhart and Hammen (2010) tested 
a transactional model for depression on a sample 
of females involved in romantic relationships and 
found that romantic conflict stress mediated the 
effects of reassurance- seeking and anxious attach-
ment on depressive symptoms. They also found that 
daily conflict stress mediated the effects of anxious 
and avoidant attachment styles, reassurance- seeking, 
and love dependency behaviors on daily depres-
sive symptoms. Hudson and colleagues (2018) 
proposed that the relationship between stress gen-
eration and excessive reassurance- seeking in depres-
sion was attributable to difficulties with “theory of 
mind,” or the ability to reason about what others are 
thinking. They found that, among depressed indi-
viduals, both very poor and very high accuracy on 
a theory of mind task was associated with increased 
excessive reassurance- seeking, which was associated 
with increased interpersonal stress. The authors pro-
pose that, among depressed individuals, difficulty 
understanding what others are thinking may lead to 
excessive reassurance- seeking, whereas interpersonal 
insecurity might increase motivations to understand 
what others are thinking, thereby increasing exces-
sive reassurance- seeking. These findings support the 
contention that individuals’ interpersonal style and 
their associated behaviors contribute to their depres-
sive symptoms via their impact on stress generation.

Interpersonal models have thus focused research-
ers’ efforts on the social consequences of depression, 
particularly of rejection. There remains some debate 
concerning the processes that lead the depressed 
person to be rejected. There is empirical evidence 
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that social rejection is the result of the depressed 
individual’s failure to meet the basic communica-
tion needs of others. Some researchers suggest that 
reassurance- seeking combined with social rejection, 
particularly in close and intimate relationships, 
leads to depression. Other work has integrated find-
ings that reassurance- seeking interacts with gener-
ated life stress to predict depression.

socioevoLuTionary ModeLs
Since Coyne (1976) first proposed that 

depressed people act in ways that elicit rejection 
from others, conceptual models of depression 
have increasingly incorporated the role of social 
interactions. Evolutionary models of human psy-
chological behavior are no exception, and they 
seek to identify characteristics and behaviors that 
demonstrate reproductive and survival advan-
tages in human populations. As we have noted, 
depression confers major psychological, physical, 
and economic costs. From an evolutionary per-
spective, it is puzzling to consider the fact that 
depression remains so widespread despite the fact 
that several generations have had the chance to 
“select” it out (Steger, 2010). Socioevolutionary 
models of depression attempt to explain this phe-
nomenon by proposing that mild to moderate 
depressive symptoms may have conferred survival 
and reproductive advantages via their social func-
tions. According to the social risk hypothesis of 
depression (Allen & Badcock, 2003), depressed 
states evolved in order to stimulate low- risk 
responses when the possibility of social exclusion 
was perceived. Because social exclusion was a life- 
threatening process throughout our evolutionary 
history, being sensitive to rejection cues and act-
ing to reduce one’s social burden to the group was 
a key survival function.

The social risk hypothesis makes three key pre-
dictions. First, people with depressive symptoms 
demonstrate social impairment, which triggers 
depressive symptoms via negative response from 
others. For example, depressed people elicit more 
negative affect in others through their interactions, 
which makes it more likely that other people will 
reject them (Steger, 2010; Joiner & Katz, 1999). 
For example, facial affect is emotionally evoca-
tive (Isaac, 2012), and research shows severely 
depressed individuals are more likely to exhibit 
negatively valenced facial expressions. Second, 
people with higher levels of depressive symptoms 
are more sensitive to negative social cues elicited 
from others. Biased information processing, such 

as a negative interpretation bias and attention 
allocation, has been shown to influence mood 
and contribute to depressive symptoms (Koster 
et al., 2009). Third, social subordinate behaviors 
are elicited in the depressed individual in order 
to reduce their burden in the group (e.g., sub-
missiveness and reduced behavioral output). For 
example, those with greater depressive symptoms 
react to perceived dominance by others with exac-
erbated feelings of inferiority and submissiveness 
compared to those with fewer depressive symp-
toms (Zuroff et al., 2007).

Research stemming from the social risk hypoth-
esis has supported the notion that depressive symp-
toms make people highly sensitive to cues that their 
social burden is increasing and, thus, the possibil-
ity of social exclusion. Steger and Kashdan (2009), 
however, have extended the socioevolutionary mod-
els of depression with their findings that depressed 
individuals are equally sensitive to evidence of rising 
social value. For example, through a daily process 
research method in which participants completed 
daily questionnaires for at least 3 weeks, they dem-
onstrated that those who reported greater depressive 
symptoms were more likely to experience greater 
increases in feelings of well- being following a posi-
tive social interaction. Since depressed individuals 
are also more likely to overdetect and overreact to 
signs of rejection, this may lead to a pattern of more 
intense ups and downs following interpersonal 
interactions (Gable & Nezlek, 1998; Roberts & 
Monroe, 1994). Overall, socioevolutionary models 
suggest that mild to moderate dysphoric moods may 
have served to sensitize people to potential social 
rejection (and, more recently, rising social value) 
and elicit behaviors that prevented social exclusion.

Cognitive Models
In the broadest sense, cognitive models of depres-

sion emphasize that people become depressed pri-
marily because of the way they think. Beck’s (1967, 
1987) well- known model and related information- 
processing ideas are structured around this idea. 
Beck’s model is discussed first, particularly in ref-
erence to the vulnerability aspects of this model 
as well as the diathesis- stress perspective in which 
this model is framed. Next reviewed are models 
that specify cognitively based subtypes of depres-
sion, including Abramson, Metalsky, and Alloy’s 
(1989) hopelessness theory of depression, as well as 
cognitive self- regulatory approaches to depression. 
Before doing so, it is important to note that, similar 
to life event and behavioral- interpersonal models, 

 

 

 



Major Cl in iCal  SyndroMeS266

cognitive models have become increasingly inte-
grative and have emphasized the role of life events, 
genetics, and behavior.

Beck’s cogniTive Theory oF dePression
In Beck’s (1967, 1987) model, nonendogenous 

depression results from the activation of a depres-
sive self- schema. Self- schemas are organized mental 
structures that are representations of self- referent 
knowledge that guide appraisal and interact with 
information to influence selective attention, mem-
ory search, and cognitions (Ingram et al., 1998; 
Segal, 1988). The content of these schemas devel-
ops from interactions that occur during childhood 
development (Beck, 1967, 1987; Kovacs & Beck, 
1978). For example, if childhood experiences are 
characterized by abuse, stress, or chronic negativity, 
schemas may arise that guide attention to negative 
events, lead to the enhanced recall of negative expe-
riences, and distort information to fit the schema 
(Ingram et al., 1998). Although all persons evi-
dence schemas, those of depressed individuals are 
considered dysfunctional because they represent a 
constellation of attitudes that lead to negative per-
spectives about oneself, the world, and the future, or 
what Beck has termed, the negative cognitive triad. 
Schemas also underlie tacit beliefs. For instance, a 
depressive self- schema might contain the belief “If 
I am not loved and accepted by all human beings 
then I am worthless.” Such negative beliefs are not 
formed based on evidence and are often excessive, 
rigid, and inaccurate.

Depressive self- schemas also lead to nega-
tive biases or cognitive distortions, which lead to 
thinking errors. For instance, all- or- nothing think-
ing occurs when situations are viewed in only two 
categories instead of on a continuum (i.e., “If I am 
not a complete success, I’m a failure”). Mental fil-
ter is when negative details are focused on without 
taking into consideration the entire context. For 
instance, if conversing with a group of people, the 
depressed person might only notice the one person 
who yawned as opposed to the others who appeared 
interested. Overgeneralization refers to sweeping 
judgments or predictions based on a single incident 
(e.g., “Because last night’s date did not go well, all 
women find me unattractive”). Emotional reasoning 
is thinking something must be true because one feels 
it to be so (e.g., “I feel ugly so I must look ugly”). 
Personalization occurs when the individual takes 
responsibility for a negative outcome without con-
sidering more plausible explanations, or, conversely, 
blaming others for something that is the individual’s 

fault. Labeling occurs when the individual assigns a 
character trait onto themselves or other people (e.g., 
“I am stupid” or “I am worthless”). Jumping to con-
clusions is when an individual is mind- reading (e.g., 
“She is so bored listening to me talk”) or fortune- 
telling (e.g., “If I go to the party, no one will talk 
to me”). Disqualifying the positive refers to instances 
where an individual is unable to acknowledge a pos-
itive thought, feeling, or behavior (e.g., “I only did 
my homework because I have nothing else to do”). 
Should/ must thinking creates unhealthy expectations 
that are often unmet and can result in disappoint-
ment, guilt, and even shame (e.g., “I should go to 
the gym” or “I must study for 3 hours tonight”). 
Finally, catastrophizing occurs when the individual 
blows something out of proportion (e.g., “If I fail 
this test my life is over”).

An original and fundamental aspect of Beck’s 
model is the diathesis- stress context of negative 
cognition; depressive schemas lay dormant until 
activated by relevant stimuli: “Whether he will 
ever become depressed depends on whether the 
necessary conditions are present at a given time to 
activate the depressive constellation” (Beck, 1967, 
p. 278). Hence, stressful life events are necessary 
to activate negative schemas, and, once activated, 
schemas provide access to a complex system of nega-
tive personal themes that give rise to a correspond-
ing pattern of negative information processing that 
leads to depression (Ingram, et al., 2011; Ingram et 
al., 1998; Segal & Shaw, 1986). Although Beck did 
not view all forms of depression to be solely caused 
by depressive self- schemas, he did view the cogni-
tive triad and negative information processing bias 
to be intrinsic features of all forms of depression and 
to have causal significance.

As a diathesis factor, vulnerability is an impor-
tant aspect of cognitive models because it clearly 
articulates hypotheses about causality. This idea sug-
gests that negative cognitive factors emerge during 
stressful situations and that this cognitive reactiv-
ity makes the person more vulnerable to becom-
ing depressed and is critical for the onset, course, 
relapse, and recurrence of depression. Therapeutic 
interventions which effectively alter vulnerability 
should also alter the individual’s chance of relapses 
or recurrences. In fact, Hollon, Stewart, and Strunk 
(2006) have summarized data to suggest that, com-
pared to pharmacotherapy for depression, cognitive 
therapy is more effective in preventing relapse and 
recurrence. Presumably this is the case because cog-
nitive therapy changes negative thinking patterns 
that lead to depressed cognitive schemas. Breaking 

 



dePreSS ion 267

this cycle by forming positive cognitive schemas not 
only brings about recovery from the disorder, but 
also modifies the underlying cognitive vulnerability 
(Garratt et al., 2007).

Since the appearance of Beck’s cognitive the-
ory, several cognitive models of depression have 
emerged that explicitly incorporate constructs from 
experimental cognitive psychology (Ingram, 1984; 
Teasdale, 1988; Teasdale & Barnard, 1993) to artic-
ulate the structure and function of schemas. For 
example, Ingram (1984) and Teasdale and Barnard 
(1993) conceptualized these structures as cognitive- 
affective networks. Hence, in depression, an 
appraisal of loss results in the initiation of sad emo-
tion and spreads activation throughout the associa-
tive linkages that make up the entire interconnected 
affective- cognitive network. The result of spread-
ing activation is the heightened accessibility of the 
information embedded in the entire network, and 
the depressed individual thus becomes conscious 
of sad- valenced information (e.g., negative events, 
thoughts, and beliefs). As such, the depressed person 
exhibits superior attention to, encoding, and recall 
of negatively valenced self- referent information (for 
a review, see Gaddy & Ingram, 2014). This type of 
negative information processing continues to prime 
the depressogenic cognitive structure, resulting in a 
negative “cognitive loop” that both maintains and 
exacerbates the depressive state. This tendency of 
the depressed person to self- absorption (Ingram, 
1990) leaves relatively minimal cognitive capacity 
available for attending to the external environment. 
Consequently, the individual’s social interactions 
suffer, leading to social withdrawal. The subsequent 
loss of social contacts serves even further to prime 
the depressogenic cognitive- affective structures.

Support for many elements of Beck’s model is 
considerable. For example, the descriptive aspects of 
depression noted by the model have been confirmed 
by numerous studies (Haaga et al., 1991; Ingram 
et al. 1998). In regard to thinking about the self, 
depressed people report more negative (Kendall et 
al., 1989) and less positive automatic self- referent 
thinking (Ingram et al., 1990). They are highly self- 
critical (Cofer & Wittenborn, 1980; Hammen & 
Krantz, 1976) and are likely to negatively evaluate 
a variety of stimuli other than the self, including 
imagined activities (Grosscup & Lewinsohn, 1980) 
and other people (Hokanson et al., 1991; Siegel & 
Alloy, 1990). Depressed people are also pessimistic 
about the future (Alloy & Ahrens, 1987). This con-
sistent support for the cognitive triad hypothesis 
has led some reviewers to argue for considering it as 

a central descriptive feature of depression, equiva-
lent to other such well- acknowledged facts about 
depression as highly recurrent and heritable (Haaga 
et al., 1991).

The evidence appears generally supportive of 
a systematic negative bias in information process-
ing during depressive episodes (Haaga et al., 1991; 
Ingram & Holle, 1992). For example, depressed 
people display a tendency to direct their atten-
tion to internal, rather than external, information 
(Ingram, 1990), and they appear to selectively 
encode negative information (Ingram & Holle, 
1992). Depressed individuals have also been found 
to recall considerably more negative information 
than positive (Matt et al., 1992).

The diathesis- stress perspective, and hence the 
vulnerability proposals of the model, have also been 
borne out by an accumulating body of data. There is 
evidence that dysfunctional schemas predict depres-
sion when activated by stressful life events (Dykman 
& Johll, 1998; Hankin et al., 2004). Furthermore, 
proposals regarding the emergence of a negative 
schema under stress have begun to receive consis-
tent and considerable support (e.g., Segal & Ingram, 
1994; Scher et al., 2005). For example, Ingram and 
Ritter (2000) found that when primed with a sad 
mood, formerly depressed individuals allocated 
their attentional resources toward negative stimuli, 
but nondepressed individuals did not. Such pro-
cesses are not limited to formerly depressed adults. 
In a study of depressive schema activation processes 
in the offspring of depressed mothers, Taylor and 
Ingram (1999) found that these offspring evidenced 
significantly more negative information recall when 
they were primed with a sad mood than did the off-
spring of mothers who were not depressed.

Moreover, Segal et al. (1999) found that recov-
ered patients who evidenced dysfunctional cogni-
tion in response to a negative mood experienced 
more relapse than equally recovered individuals 
who did not respond with heightened levels of dys-
functional cognition. These results have been repli-
cated and extended by Segal et al. (2006). Finally, 
investigators have found that negative cognitive 
processes elicited during negative mood induc-
tions interact with subsequent negative life events 
to predict depressive symptoms (Beevers & Carver, 
2003; Segal et al., 1999). These findings suggest 
that those who are vulnerable to depression process 
information as hypothesized by cognitive- diathesis- 
stress models and that this information processing 
predicts relapses. Indeed, in the data reported by 
Segal (Segal et al., 1999, 2006), cognitive responses 
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predicted relapse in some cases up to 2 years after 
the cognitive assessment. As such, these data pro-
vide support for the causal proposals of cognitive 
models.

There is some evidence that depressive cogni-
tion has a genetic basis. For example, Beevers and 
colleagues (2009) examined whether nondepressed 
individuals with one or two short alleles on the 5- 
HTTLPR gene would show greater negative cog-
nitive reactivity in response to a negative mood 
manipulation. In short, a significant positive lin-
ear relationship between the number of short 5- 
HTTLPR alleles and a measure of the severity of 
negative thinking emerged, but only in the condi-
tion where participants were exposed to a sad mood 
video clip. These data suggest that genes involved 
in serotonergic functioning may play a role in the 
development of negative cognitive reactivity in 
response to dysphoric events. Furthermore, in a 
study investigating the brain regions of biased atten-
tion for both sad and happy stimuli, Beevers et al. 
(2010) found that volume of the lateral prefrontal 
cortex, an area involved in the cognitive regulation 
of emotion, was strongly associated with an atten-
tional bias for emotional cues among carriers of 
the short 5- HTTLPR allele. Beck’s model has thus 
received considerable support, with new informa-
tion suggesting how the cognitive reactivity featured 
in the model is tied to neurobiological variables.

aTTriBuTion- Based ModeLs
One of the most widely known cognitive the-

ories of depression was originally proposed by 
Seligman (1975). Seligman’s model was based on 
an observation of apparent similarity between the 
responses of depressed people and the conditioned 
behavior of laboratory dogs who exhibited a lack of 
escape response after they had been unable to avoid 
intermittent painful electrical shocks. Seligman’s 
theory focused on depressed persons’ expectations 
that they are helpless to control aversive outcomes 
and the ensuing behavior consistent with these 
expectations.

Perhaps because of its simplicity, the learned 
helplessness theory quickly generated a tremendous 
amount of data (Abramson et al., 1978). Although 
much of this research supported the fundamen-
tal tenets of the model, other research revealed 
the model’s deficiencies. Therefore, the theory 
was revised to focus on people’s beliefs about the 
causes of events (Abramson et al., 1978). In this 
reformulated theory, an attributional style was pro-
posed as the critical causal variable in depression. 

In particular, making specific, unstable, external 
attributions for positive events (e.g., “I succeeded 
because the test was really easy”) and global, stable, 
and internal attributions for negative events (e.g., 
“I failed because I am stupid”) was hypothesized to 
function as a cognitive vulnerability to depression.

Research on the various aspects of the reformu-
lated helplessness/ attributional theory of depression 
has provided substantial support: when individuals 
are depressed, cross- sectional studies show that they 
do tend to make the types of attributions hypoth-
esized by the theory (Abramson et al., 2002). 
Additionally, some data show that the tendency to 
report some of these attributions predicts negative 
mood reactions in response to negative events (e.g., 
Metalsky et al., 1987, 1993). Moreover, a number of 
studies have supported the role of negative attribu-
tions in precipitating depression (Alloy et al., 2006; 
Rubenstein et al., 2016). For instance, the Temple- 
Wisconsin Cognitive Vulnerability to Depression 
Project has provided considerable evidence (Alloy 
& Abramson, 1999). In this project, nondepressed 
university freshmen were assessed on a number of 
cognitive measures, including measures of attribu-
tional style. These students were then followed for 
approximately 5 years, with frequent assessments 
of stressful life events, cognitions, and depres-
sive symptoms and disorders. Results showed that 
negative attributional styles predicted both first and 
subsequent depressive episodes (Alloy et al., 1999, 
2006). Likewise, Sturman and colleagues (2006) 
found that attributional styles for negative events 
significantly predicted symptoms of hopelessness 
depression when controlling for other factors. The 
results also indicate little correlation between attri-
butional style and depressive symptoms that are not 
related to hopelessness depression, suggesting that 
attributional style is associated only with hopeless-
ness depression symptoms.

cogniTive seLF- reguLaTory aPProaches To 
dePression

Another useful approach to depression derives 
from models that attempt to identify how people 
regulate their behavior in the relative absence of 
external reinforcement (Bandura, 1977, 1986; 
Carver & Scheier, 1998). The ability to self- regulate 
is decidedly dependent on cognitive processes. For 
instance, people tend to adopt cognitive represen-
tations of desired future states that serve as guides 
and motives for action (e.g., Bandura, 1986). These 
goal representations serve as the benchmarks against 
which ongoing behavior is compared and evaluated. 
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Variations in the representations of these goals are 
thought to influence motivation, performance, and 
affect (Caprara & Cervone, 2000). One proposed 
explanation is that, compared to healthy controls, 
individuals with depression create less specific goals 
and are more pessimistic about goal attainment, 
which hinders motivation (Dickson & Moberly, 
2013). Thus, to understand the specific motiva-
tional and affective impact of the goal adopted, 
two additional cognitive self- regulatory variables 
must be considered: evaluative judgments and self- 
efficacy appraisals.

People make evaluative judgments in which they 
assess the relative successfulness of performance 
attainments. When performances fall short of stan-
dards, the effect can be motivating or disabling 
depending partly on the size of the discrepancy 
between standard and performance. Large discrep-
ancies generally lead to feelings of futility, dyspho-
ria, and low motivation, and small discrepancies 
spur positive affect, greater persistence, and even-
tual goal accomplishment (Locke & Latham, 1990). 
However, the precise motivational effect depends 
on a third variable: perceived self- efficacy for the 
goal- relevant behavior (Bandura, 1977, 1997). 
Self- efficacy appraisals refer to people’s assessments 
of their abilities to organize and execute specific 
behavioral performances (Bandura, 1997). When 
people judge themselves capable of an adequate per-
formance, they may persevere even when their ini-
tial performance was substandard and dissatisfying. 
When people appraise themselves as inefficacious, 
even small goal- performance discrepancies tend to 
promote dysphoria and lead to a slackening, or even 
to an abandoning of effort altogether (Cervone & 
Scott, 1995). According to Bandura (1997), a major 
pathway to depression occurs when individuals pos-
sess a low sense of self- efficacy for performing the 
actions required to realize valued goals.

There is a large literature linking individual dif-
ferences in evaluative judgments (of the self and per-
formances), goal representations, and self- efficacy 
judgments to depression. One of the most robust 
findings in the depression literature is that, while in 
an episode, depressed people are in fact particularly 
self- critical in evaluating performances (e.g., Blatt 
et al., 1982; Cofer & Wittenborn, 1980; Hammen 
& Krantz, 1976). Self- critical perfectionism was 
shown to predict greater depressive symptoms over 
time (Sherry et al., 2014). Furthermore, there is 
strong support for a relationship between efficacy 
judgments and depression in adults. For instance, 
self- efficacy for parenting (Olioff & Aboud, 1991), 

coping (Cozzarelli, 1993), social skills (Holahan & 
Holahan, 1987), and activities of personal impor-
tance (Olioff et al., 1989) have all been related, 
either directly or indirectly, to depressive symptoms 
(see Bandura, 1997).

Similar patterns have been discovered between 
efficacy judgments and depression for children and 
adolescents. For instance, a number of investiga-
tions have linked academic self- efficacy and depres-
sion in youth (Bandura et al., 1999; Scott et al., 
2008; Tak et al., 2017). Furthermore, other stud-
ies have demonstrated how diverse efficacy beliefs, 
including those for forming and maintaining social 
relationships, managing relationships with parents, 
regulating mood, maintaining health, and resisting 
negative peer pressure, can directly or indirectly 
influence feelings of well- being, satisfaction, and 
depression (e.g., Bandura et al., 2003; Calandri et 
al., 2018; Caprara et al., 2005).

A number of goal characteristics have also 
been associated with depression, including level 
of abstractness (Emmons, 1992), intergoal con-
flict (Emmons & King, 1988), perceived stressful-
ness and level of difficulty (Lecci et al., 1994), and 
approach/ promotion or avoidance/ prevention focus 
(Higgins, 1997; Strauman, 2002). In terms of the 
approach/ promotion or avoidance/ prevention goal 
orientation, self- system therapy— a specific form 
of cognitive therapy that explicitly addresses defi-
cits in approach/ promotion goal orientation and 
goal pursuit— has shown superior treatment effects 
compared to cognitive therapy for depressed indi-
viduals evidencing deficits in approach/ promotion 
goal processes (Strauman et al., 2006). Strauman 
and Eddington (2017) offer an in- depth review of 
self- system therapy and discuss several randomized 
control trials that suggest that self- system therapy 
is a valuable depression treatment approach. Last, 
other work has found that self- oriented goals, as 
opposed to other- driven goals, are associated with 
lower levels of depression (Ryan & Deci, 2000).

Many depression researchers have argued that 
depression can result from adopting goals that are 
excessively perfectionistic. Research employing 
attitudinal or trait- like measures of perfectionism 
has sometimes found that these characteristics are 
associated with dysphoric and depressive states 
(Ferrari et al., 2018; Flett et al., 1991; Hewitt & 
Dyck, 1986; Hewitt & Flett, 1991) and that they 
sometimes prospectively predict depressive symp-
toms (Brown et al., 1995; Flett et al., 1995). Across 
a number of studies, dysphoric and depressed 
individuals do appear to hold relatively stringent 
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performance standards in that the goals adopted 
exceed the performance levels judged as accom-
plishable (Ahrens, 1987). Finally, the experience of 
negative affect can sometimes lead to the construc-
tion of more perfectionistic goal representations 
(Cervone et al., 1994; Scott & Cervone, 2002). 
When evaluating whether a given performance 
level would be satisfactory or not, people appear to 
consult their feeling states, in effect asking them-
selves: “How do I feel about it?” If they are in a 
negative mood, they are more apt to feel dissatis-
fied with the considered performance and adopt 
higher performance standards. Interestingly, dys-
phoric individuals appear particularly susceptible 
to this affect- driven process that culminates in the 
construction of more perfectionistic goals (Tillema 
et al., 2001).

Other research has focused on the quality of the 
goal adopted. Dykman (1998) argued that some 
people are prone to adopting a validation- seeking 
goal orientation, which involves goals that seek “to 
prove or establish . . . basic worth, competence, and 
likeability” (p. 141). As a result of having this type 
of goal orientation, these individuals “continually 
mine the world for information relevant to their 
worth, competence, and likeability” (p. 153). For 
such individuals, then, performance situations are 
loaded because self- esteem is always on the line, 
contingent on successful performance. Not suc-
ceeding translates into appraisals of low self- worth 
and increased depression. In contrast, other people 
tend to adopt growth- seeking goals and approach 
performance situations with a focus on develop-
ing potential and skill. For these individuals, poor 
performance does not call into question self- worth; 
rather, subpar performance is merely viewed as a 
learning experience that ultimately leads to self- 
betterment. These growth- oriented individuals are 
viewed as more resilient and as less likely to develop 
depression in response to poor performance. 
Initial findings have generally supported the role 
of validation- seeking goal orientations in predict-
ing changes in dysphoric symptoms, but only in 
the context of negative life events (Dykman, 1998; 
Lindsay & Scott, 2005).

Conclusion
Depression is a concept with a long history, 

dating back to the earliest known writings. The 
phenomenon, however, no doubt existed before 
its features (and in some cases attendant supersti-
tions) could be put into writing. As this history 
shows, ideas have also evolved considerably, to the 

point where the salient characteristics of depres-
sion have been codified in the official psychiatric 
nomenclature.

Using the currently accepted criteria, depression 
has a number of recognized subtypes. The type of 
depression that constituted the focus of this chapter, 
unipolar depression, occurs in all countries of the 
world and, depending on estimates, affects a large 
percentage of people throughout the world. Gender 
differences in the rate of depression are also found 
worldwide, with women being approximately twice 
as likely as men to report depression. Depression 
also tends to occur equally across various ethnic 
groups and subcultures.

Numerous psychological models of depression 
have been proposed. Many of the most widely 
accepted models are cognitive in nature, although 
not exclusively so. For instance, behavioral and 
interpersonal models have been proposed by sev-
eral researchers, although even these have evolved 
to include key cognitive components as models 
have become more integrative over time. Models 
proposed by cognitive researchers tend to focus on 
information processing, negative thinking patterns 
such as cognitive distortions, and cognitive struc-
tures such as schemas. Social and cognitive models 
have contributed significantly to an understanding 
of several key aspects of depression, although they 
have not been without criticism. This is particu-
larly true of the cognitive models. Coyne (1994), 
for instance, has detailed a number of criticisms of 
both the conceptual and empirical foundations of 
cognitive approaches to depression. Many of the 
criticisms have proved to be valuable in leading to 
theoretical refinements and new research paradigms. 
In addition, acknowledging the inability of existing 
cross- sectional and correlational research to allow 
for inferences about causality has been an impor-
tant outgrowth of this criticism. In fact, such criti-
cisms of the causal statements of cognitive models 
of depression have driven to a large degree the resur-
gence of interest in issues in such as diathesis- stress 
perspectives and vulnerability (Ingram et al., 1998).

Diathesis- stress perspectives form the core fea-
tures of models of causality. Causality is a noto-
riously difficult construct to demonstrate, and 
although support has begun to build for various 
models’ proposals for causality, one of the key tasks 
for depression researchers is to continue to move 
beyond descriptions of social and cognitive features 
to broaden an understanding of the causal path-
ways of these factors. Moreover, as paradigms in 
behavioral science become increasingly focused on 

 



dePreSS ion 271

translational work, it will be important to assess the 
linkages between the psychological variables com-
monly addressed in depression and biological path-
ways to affective disorders. This work is well under 
way, and although a comprehensive, integrated 
model of depression is in development, it must con-
tinue to be studied if we are to truly understand a 
disorder as complex as depression.
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 Diagnosis, Comorbidity, and 
Psychopathology of Substance- Related 
Disorders

Ty Brumback and Sandra A. Brown

Substance use disorders (SUDs, including alco-
hol and other drug disorders) are among the most 
common psychiatric conditions in the United 
States, with more than 14% of individuals aged 
12 or older meeting the DSM- 5 criteria for any 
SUD in the past year (Substance Abuse and Mental 
Health Services Administration [SAMHSA], 2021). 
Of those, approximately 16% (6.5 million people) 
met criteria for both alcohol and another SUD. 
According to the findings of a nationally representa-
tive epidemiology study, the rates of illicit substance 
use from 2015 to 2019 increased among people 
aged 26 and older (14.6% to 18.3%), while rates in 
younger ranges remained stable or declined slightly. 
Cannabis remained the most common illicit sub-
stance used, with nearly 18% of people aged 12 and 
older reporting cannabis use in the past year. At the 
same time, binge drinking (i.e., drinking four or 
more drinks on an occasion for females or five or 
more drinks on an occasion for males), which puts 
individuals at higher risk for developing symptoms 
of alcohol use disorder (AUD), decreased slightly 
from 2015 (24.9%) to 2019 (23.9%). These trends 
in substance use highlight potential shifts in trajec-
tories of risk for developing SUDs but also signify 
the persistence of substance use issues.

SUDs are problematic for society alone, but 
often are experienced along with a variety of psy-
chiatric disorders that are highly comorbid with 
SUDs. In this chapter, we review the epidemiol-
ogy, diagnostic criteria, related risk factors and 
problems, and comorbidities of SUDs. AUD is the 
most common SUD and, as such, will be a focal 
point of this chapter, though we will also describe 
the growing literature related to other SUDs and 
comorbidities.

Evolution of the Diagnosis
Diagnosis of SUDs was formalized with DSM- I 

in 1953, when SUDs were grouped under socio-
pathic personality disturbances, along with the 
paraphilias and antisocial personality disorder 
(ASPD; then known as “antisocial and dissocial 
reactions”). Categorization of SUDs with disorders 
associated with social deviance reflected the social 
climate. DSM- II made small changes to the SUD 
diagnosis, maintaining its consistency with person-
ality disorders and sexual deviations and removing 
the sociopathic categorization. With the publica-
tion of the DSM- III in 1980, tobacco/ nicotine 
dependence were added for the first time. Growing 
understanding of the etiology of psychopathology 
led to a revision, DSM- III- R, in 1987, in which 
diagnoses were refined to increase consistency and 
reflect empirically supported criteria. In this edi-
tion, SUDs were separated from personality dis-
orders and paraphilias, and the categories of abuse 
versus dependence were added to reflect the concept 
of physiological dependence (i.e., withdrawal and 
tolerance). In 1994, the DSM- IV did not substan-
tially change SUD diagnostic criteria but allowed 

Abbreviations
 ADHD Attention deficit hyperactivity 

disorder
 ASPD Antisocial personality disorder
 AUD Alcohol use disorder
 CD Conduct disorder
 CUD Cannabis use disorder
 ERP Event- related potential
 HRV Heart rate variability
 SUD Substance use disorder  
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for listing specifiers (i.e., with or without physio-
logical dependence) that appeared more relevant to 
some substances (e.g., alcohol, opiates) than others 
(e.g., hallucinogens, inhalants). Additionally, social 
consequences were moved from the dependence 
criteria to the abuse criteria.

DSM- 5
In 2013, the fifth edition of the DSM was pub-

lished nearly 20 years after the prior edition. The 
impetus to better reflect etiological understanding 
of disorders and the empirical basis of the cluster-
ing of diagnostic criteria led to several changes. 
Separate categories for abuse and dependence were 
removed, reflecting the research suggesting that the 
abuse category was less reliable than the depen-
dence category (Langenbucher et al., 1996) and 
the dependence criteria did not necessarily reflect 
more serious, hierarchical progression of disor-
der than the abuse criteria (Schuckit et al., 2001, 
2005). Instead, there is now a single SUD category 
with specifiers based on total symptom count of 
11 possible symptoms. Two to three symptoms 
constitute a “mild” SUD, four to five symptoms 
suggest “moderate” severity, and six or more symp-
toms indicate a “severe” SUD. In the DSM- IV, a 
single symptom was needed for a substance abuse 
diagnosis, and three symptoms were needed for 
a substance dependence disorder. The new crite-
ria are more consistent with other internationally 
accepted diagnostic systems (e.g., ICD- 10). Finally, 
two criteria were changed: legal problems was 
removed and a symptom reflecting the presence 
of craving was added (Jones et al., 2012; see also 
Denis, Fatséas, & Auriacombe, 2012; Hasin et al., 
2012; Saha et al., 2012, for analyses related to the 
development of DSM- 5).

Clinical Subtyping
Clinicians and researchers have long recognized 

the heterogeneity of presentation of SUDs and 
have attempted to achieve a greater level of specific-
ity by attempting to differentiate clinical subtypes 
(Epstein et al., 2002). The diagnostic system of the 
DSM- 5 does not seek to differentiate subtypes and 
allows for significant individual differences in the 
presentation of SUDs while also recognizing various 
etiological factors that contribute to the diagnosis. 
Creating specific subtypes of SUD could be ben-
eficial in describing risk, providing prognosis, and 
tailoring treatments to target etiological factors to 
improve treatment outcomes.

Clinical subtyping is not a new phenomenon, 
and clinical subtypes had been hypothesized and 
utilized well before the formal diagnostic system 
of the DSM was codified (Babor, 1996; Babor & 
Lauerman, 1986). Jellinek made one of the ini-
tial efforts to integrate various typologies based 
on causal features including exogenous (external 
causes) and endogenous (internal causes), with sub-
types of steady and intermittent drinking within 
each category (Bowman & Jellinek, 1941).

Jellinek (1960) later refined these types into what 
he termed species: alpha, beta, gamma, delta, and 
epsilon, based on his clinical observation of moti-
vational and behavioral characteristics. Of these, 
Jellinek focused primarily on two typologies that 
displayed physical dependence on alcohol. These 
two most common types were “delta alcoholics,” 
whose drinking behavior was more socially and eco-
nomically focused and who could not abstain from 
drinking, and “gamma alcoholics,” who were more 
psychologically at risk and exhibited loss of control 
when drinking. While Jellinek’s types were based 
on his clinical insights and his “species” typology 
gained popularity, the system lacked empirical vali-
dation and support (Babor, 1996). Jellinek’s work 
later spurred others to seek typology systems based 
on empirical data. A common typological distinc-
tion utilized family history reflecting genetic con-
tributions to SUDs. Individuals with a history of 
alcoholism in a first- degree relative generally have 
an earlier age of onset to drinking and a faster pro-
gression to alcoholism than individuals without a 
family history (e.g., Frances et al., 1980).

As empirical investigations progressed and 
a greater understanding of the neurobiological 
underpinnings of SUDs were identified, research-
ers began describing typologies reflecting this 
understanding (Leggio et al., 2009). Cloninger and 
colleagues developed a model based on data from 
Swedish sons of alcoholics and leveraged behavioral 
genetic contributions to the subtypes described 
(Cloninger et al., 1981). This first data- driven 
approach to developing subtypes of AUD yielded 
two typologies that differentiated both personality 
factors and behavioral tendencies. Type I alcoholics 
are characterized as having a later onset of alcohol- 
related problems (after age 25) and more psycho-
logical (as opposed to physiological) dependence, 
and they tend to use alcohol to self- medicate psy-
chological symptoms (Cloninger, 1987). Type II 
alcoholics, a more severe type reflecting of stron-
ger family history of alcoholism, exhibit an earlier 
onset of alcohol- related problems and often have 
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more extensive behavioral problems associated with 
their use. Cloninger’s subtypes were initially lim-
ited to male alcoholics, although they have been 
reasonably replicated in females (Glenn & Nixon, 
1991). Cloninger’s subtypes have been supported 
by elucidation of neurobiological underpinnings 
of SUDs, including the role of dopaminergic and 
serotonergic systems in Type I and Type II, respec-
tively (Leggio et al., 2009; see Table 12.1 for com-
parison of several typologies).

Additional typologies have been developed using 
data- driven approaches seeking to substantiate the 
clinical utility of such models. For example, Babor, 
Hofmann, DelBoca, and Hesselbrock (1992) pro-
posed Type A and Type B alcoholics that mimicked 
Cloninger’s types, but that were based on clustering 
of 17 different characteristics of alcoholics, cover-
ing genetic, biological, psychological, and sociocul-
tural aspects. These characteristics included family 
history of dependence, age of onset, and severity 
of dependence. Type A was similar to Cloninger’s 
Type I, with a later onset of alcohol dependence, 
fewer problems in childhood, and less psychopa-
thology. Type B was similar to Cloninger’s Type II, 
with an earlier onset of alcohol dependence, more 
severe problems in childhood (particularly conduct 
disorder), greater levels of psychopathology, and a 
course that is more severe and associated with more 

chronic consequences and poor treatment out-
comes. The Type A/ B typology has been replicated 
in both male and female alcoholics as well as across 
cultural groups (e.g., Hesselbrock et al., 2000; 
Schuckit et al., 1995).

Using data from a large, nationally representative 
sample of more than 40,000 respondents, Moss, 
Chen, and Yi (2007) sought to empirically derive 
clinical subtypes of respondents with alcohol depen-
dence. A latent class analysis identified five clusters. 
The clusters varied based on age at onset of AUD, 
family history of alcoholism, presence of antiso-
cial personality traits, consumption patterns, and 
comorbidity of mood and anxiety disorders. In each 
of these classifications, it has been important to con-
sider non– substance- related symptoms to further 
delineate subtypes. A recent attempt to use latent 
class analysis in a large sample of patients with AUD 
reflected the significant contributions that comor-
bidities make to the clinical presentation of AUD, 
likely reflecting etiological factors (Müller et al., 
2020). Müller and colleagues (2020) reported that a 
three- class description of their sample accounted for 
the differences most efficiently, which included one 
group with low rates of comorbid symptoms, one 
class with higher rates of mood and anxiety disor-
ders, and the third with high rates of other SUD and 
ASPD symptoms. The group without symptoms of 

Table 12.1 Typologies of alcohol use disorders

Jellinek (1960) Cloninger, Bohman, & 
Sigvardsson, 1981

Babor et al. (1992) Müller et al. (2020)

Delta
 • Socially 

influenced
 • Inability to 

abstain

Type I
 • Later onset
 • Psychological dependence
 • Self- medicate 

psychological symptoms

Type A
 • Later onset
 • Fewer early life problems
 • Less stress
 • Fewer negative social and 

physical effects

Class 3 (low comorbidity)
 • Alcohol use problems 

without other 
psychopathology

Gamma
 • Loss of control 

when drinking
 • Psychological risk

Type II
 • Earlier onset (<25 years  

old)
 • Higher family history of 

alcohol use problems

Type B
 • Earlier onset
 • More early life problems
 • Higher psychopathology

Class 1 (drug- dependent 
antisocial)
 • High comorbidity of SUD
 • Higher antisocial 

personality disorder

Class 2 (depressed- anxious)
 • Higher depression and 

anxiety comorbidity
 • More prevalent in females

Typology approach: 
clinical observation

Typology approach: 
clustering of symptoms in 
Swedish sons of alcoholics

Typology approach: 
clustering of 17 symptom 
types in US samples of men 
and women

Typology approach: latent 
class analysis in a French 
population- based cohort study
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other comorbid disorders is purported to overlap 
in many ways with Cloninger’s Type I and Babor’s 
Type A, while the class with higher rates of mood 
and anxiety disorders included much higher rates 
of females. The third group reflects many aspects of 
the most severe types previously reported including 
Type II (Cloninger), Type B (Babor), and “young 
antisocial type” (Moss), which are associated with 
more persistent symptoms. This model further sup-
ports the notion that comorbid conditions are likely 
to affect progression of symptoms of AUD as well 
as prognosis and treatment outcomes (Müller et 
al., 2020).

Typology systems have been examined primar-
ily within AUD, but some other researchers have 
attempted to create typologies of other SUDs. One 
widely accepted typology pertaining to cigarette 
smoking was proposed by Shiffman, Kassel, Paty, 
and Gnys (1994) and divided smokers into regular 
smokers versus “chippers.” Shiffman’s group high-
lighted the differences between the quantity and 
frequency of cigarette use as well as the identified 
motives for smoking. “Chippers” are distinct from 
regular smokers in that they typically smoke five 
or fewer cigarettes a day, do not meet criteria for 
nicotine dependence, and primarily report social 
motivation to smoke. Regular smokers report 
more frequent and habitual smoking marked by 
addictive motives and nicotine dependence. The 
distinction between regular users and “chippers” 
has been applied to several other SUDs including 
cannabis and cocaine, though it has primarily been 
used to describe patterns of use rather than as a sys-
tematically evaluated typology in most cases (e.g., 
Haney, 2009).

All the typologies described here are interest-
ing from a clinical and research standpoint, and 
although no system yet developed has been refined 
enough to allow for true clinical or research util-
ity, some research suggests that subtype is a mod-
erator of pharmacological treatment of alcohol 
dependence (Kranzler et al., 2012; Pettinati et al., 
2000). Heavy alcohol use is the most common 
feature of AUD, and personalizing interventions 
based on additional features remains a focus of 
research (Kranzler & Soyka, 2018). Personalized 
treatment options— based on specific subtypes of 
SUDs designed to intervene at different points in 
the progression of an SUD or geared toward more 
preventative measures in individuals who are not yet 
symptomatic but evidence various “characteristics” 
of a known subtype— remain an aspirational but as 
yet unattained goal (Witkiewitz et al., 2019).

Polysubstance Use Disorders
While much of the research literature on SUDs 

focuses on a single disorder, epidemiological data 
shows that many people have more than one 
SUD. For example, 16% of the total population 
with SUD in the past year in 2020 reported more 
than one SUD (SAMHSA, 2021). An examina-
tion of patients across the National Veterans 
Health Administration in the United States, 
revealed that nearly 27% of the population being 
treated for SUD reported more than one SUD 
(Bhalla et al., 2017). These polysubstance users 
may have elevated and unique risk factors for 
negative effects including increased incarceration 
and deviant behaviors (Hedden et al., 2010) and 
higher rates of lifetime suicide attempts (Smith et 
al., 2011). Use of other substances has been uti-
lized in some of the prior efforts to create clini-
cal subtypes of SUDs (e.g., Müller et al., 2020), 
and the clinical picture of those with more than 
one SUD is markedly more complex than single- 
SUD patients. Those with multiple SUDs tend to 
utilize more mental healthcare and medical care 
resources and show higher risk for liver disease, 
HIV, and comorbid psychiatric disorders (Bhalla 
et al., 2017).

While alcohol remains the most prevalent SUD, 
cannabis use disorder (CUD) is the second most 
prevalent, with past year estimates of 5% of indi-
viduals above age 12 exhibiting CUD in the United 
States (SAMHSA, 2021). CUD has been associated 
with increased risk for cocaine, stimulant, and club 
drugs use disorders, as well as 2– 4 times the rate 
of other psychiatric disorders (Hayley et al., 2017). 
Polysubstance use and meeting criteria for multiple 
SUDs may reflect common neurobiological etiolo-
gies among the disorders and other comorbid con-
ditions, as well as the social and behavioral effects of 
engaging in substance use (Crummy et al., 2020). 
Clearly, when characterizing the neuropathology 
of SUDs and considering diagnosis and treatment, 
multiple concurrent SUDs complicate the picture. 
Better delineating the risk factors and known eti-
ological factors will help guide future research on 
polysubstance use and SUDs.

Risk Factors for Substance Use Disorders
Family History

Researchers have examined the relationship 
between probands with SUDs and the incidence of 
these disorders in their relatives. The familial link for 
AUDs is widely established in the research literature 
(e.g., Merikangas, 1990; Prescott & Kendler, 1999), 
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and several studies have found a potentially stronger 
heritability (i.e., greater genetic influence relative to 
environmental influence on outcomes) for illicit 
drug use than for alcohol (e.g., Jang et al., 1995). 
Disentangling environmental and genetic factors 
contributing to the heritability of SUDs remains a 
challenge. The genetic factors likely contribute to 
neurobiological, physiological, and behavioral ten-
dencies that may make an individual susceptible to 
initiation and escalation of substance use, and envi-
ronmental factors may exacerbate that susceptibility 
through specific (e.g., increased exposure to sub-
stances) or general (i.e., environment that creates 
global risk factors for psychiatric disorders) factors.

Researchers have determined via twin studies 
that the genetic risks for SUDs are largely non-
specific (Kendler et al., 2003). However, there are 
some unique family determinants that are critical 
in predicting adolescents who will develop SUDs, 
such as family environment and, in particular, expo-
sure to parental SUDs (Biederman et al., 2000). 
Additionally, research suggests that family history 
of drug and alcohol dependence is associated with 
a more recurrent course of the respective disorders, 
greater impairment, and greater service utiliza-
tion (Milne et al., 2009). Recently, some groups 
have focused on resilience despite family history 
of SUDs to elucidate mechanisms that contribute 
to the observed outcomes. For example, Martz 
and colleagues (2018) reported that greater inhibi-
tory control as evidenced by dorsolateral prefron-
tal cortex activation during an inhibition task, was 
predictive of greater resilience among young adults 
with a family history of SUDs (Martz et al., 2018). 
Connecting neurobiological factors to related 
behaviors may prove a fruitful line of investigation 
to delineate the mechanisms by which family his-
tory contributes risk to offspring.

Level of Response to Alcohol
One mechanism by which heredity influences 

an individual’s propensity to develop an AUD is by 
influencing the general level of response to alcohol, 
which encompasses both metabolic and behavioral 
effects. Responsivity has been evaluated by giv-
ing a challenge dose of alcohol and assessing body 
sway and subjective perception of alcohol effects, 
two correlated indicators of intoxication. Lower 
response to alcohol, or the need for a higher number 
of drinks for an effect, has been associated with fam-
ily history of alcoholism (Schuckit, 1985; Schuckit 
& Gold, 1988), development of tolerance (the 
need for increased amounts to achieve the desired 

effect or a diminished effect in response to the 
same amounts) to alcohol (Lipscomb et al., 1979; 
Nathan & Lipscomb, 1979), and a fourfold greater 
likelihood of future alcohol dependence (Schuckit, 
1994a). Level of response to alcohol appears to be a 
unique predictor of AUDs above and beyond a vari-
ety of other risk factors (Trim et al., Smith, 2009) 
and is a robust predictor in both young and middle- 
aged groups (Schuckit et al. 2004, 2012). Level of 
response to alcohol also appears to be genetically 
mediated (Heath et al., 1999; Hinckers et al., 2006) 
and may reflect the heritability of multiple factors 
associated with increased risk for substance use.

Physiological Factors
Responses to external stimuli in the context of 

substance use have physiological effects in both the 
central and peripheral nervous systems. Some of 
these reactions appear to be closely tied to geneti-
cally heritable traits. For example, event- related 
potentials (ERPs) represent the neural responses to 
stimuli measured via scalp- recorded electrical sig-
nals of the electroencephalogram. The P300 ERP 
component is a positive- going wave that occurs 
between 300 and 600 ms after a stimulus is pre-
sented, commonly assessed utilizing an Oddball 
task, which simply requires the detection of infre-
quent stimuli in a series of regular stimuli (Kutas et 
al., 1977). Several studies have yielded evidence for 
heritability of the P300 ERP (e.g., Katsanis et al., 
1997; O’Connor et al., 1994). Reduced amplitude 
and delayed latency for the P300 ERP have been 
detected in alcoholic individuals (Hansenne, 2006), 
as well as in cocaine-  and opioid- dependent indi-
viduals (Moeller et al., 2004; Singh et al., 2009). 
Moreover, this pattern has also been demonstrated 
in non– alcohol- dependent children, adolescents, 
and adults with alcohol- dependent relatives (e.g., 
Polich et al., 1994; van der Stelt et al., 1998). These 
findings are generally interpreted as reflecting mem-
ory, attention, and inhibition disturbances. As a 
consequence of this body of research, reduced P300 
amplitude has come to be considered a marker of 
heightened risk for the development of alcohol 
dependence as well as other externalizing disorders 
(Patrick et al., 2006).

In other physiological systems, heritability may 
also play a role in conveying risk for SUDs. For 
example, SUDs are associated with higher risk for 
cardiovascular disease, and substance use increases 
stress on the cardiovascular system and decreases the 
flexibility of the system (Ralevski et al., 2019). Heart 
rate variability (HRV), or the beat- to- beat intervals 
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in heart rate, is an index of cardiovascular function-
ing that reflects the integration of both central and 
peripheral nervous system signals to the autonomic 
nervous system (Bates & Buckman, 2013). Chronic 
alcohol use decreases HRV, and, with abstinence, 
HRV tends to improve (Karpyak et al., 2014). 
The effects of alcohol use on HRV appear robust 
enough that multiple groups have proposed using 
it as a biomarker for AUD severity (Cheng, Huang, 
& Huang, 2019; Ralevski et al., 2019). HRV is 
particularly interesting because it reflects not only 
physiological effects of alcohol on the body, but also 
the motivational state of the individual (e.g., under 
conditions of craving), which have been predictive 
of relapse risk when measured in AUD patients 
undergoing treatment (Quintana et al., 2013).

Alcohol and Drug Expectancies
A highly productive area of research on risk fac-

tors for substance use has focused on expectancies, 
defined as beliefs about the anticipated effects of 
substance use. Individuals develop beliefs about the 
effects of substance use on social, affective, cognitive, 
and motor functioning, and self- report question-
naires are commonly used to assess these expectan-
cies (e.g., Brown, Christiansen, & Goldman, 1987; 
Leigh & Stacy, 1993). Expectations about the 
effects of alcohol and other substances are learned 
in part from family, peer, and media influences 
(e.g., Brown, Creamer, & Stetson, 1987; Brown 
et al., 1999) even prior to personal use of a given 
substance. Alcohol expectancies have been shown 
to predict initiation, progression, and problem use, 
as well as posttreatment relapse (e.g., Brown et al., 
1985; Connors et al., 1993; Smith et al., 1995), 
with expectations that alcohol use will yield posi-
tive effects predicting elevated risk. For example, 
heavier drinkers tend to endorse more positive and 
arousing expectancies compared to light drinkers, 
and expectancies measured in children prior to the 
onset of drinking behavior are prospectively asso-
ciated with drinking behavior (Goldman, 2002; 
Dunn & Goldman, 1998). Furthermore, alcohol 
expectancies appear to mediate the relationship 
between a variety of risk factors (e.g., sensation- 
seeking) and alcohol use (Darkes, Greenbaum, & 
Goldman, 2004). This has led some researchers 
to consider expectancies to be one of the primary 
systems that accounts for biopsychosocial risk for 
alcohol use (Goldman et al., 2006; Sher, Grekin, & 
Williams, 2005).

Although less extensively studied than alcohol, 
expectancy measures have also been developed for 

other substances (Alfonso & Dunn, 2007; Jaffe & 
Kilbey, 1994; Schafer & Brown, 1991). Marijuana 
expectancies are similar to alcohol expectancies, 
with common domains (e.g., social and sexual facil-
itation, tension reduction, cognitive and behavioral 
impairment), and this may reflect both valence and 
arousal expectations that contribute to decisions to 
use marijuana (Luba et al., 2018; Waddell et al., 
2021). Consistent with the different pharmaco-
logical effects of stimulants, cocaine expectancies 
include unique domains (e.g., anxiety, increased 
energy or arousal). Unlike many risk factors, expec-
tancies may be modifiable, particularly in adoles-
cence and young adulthood when these cognitive 
schemas are developed and convey strong propen-
sity toward initiation of substance use (Montes et 
al., 2018). Interventions can utilize information 
about individual’s expectancies (e.g., expectations 
of tension reduction or social facilitation) to chal-
lenge expectancies and develop alternative skills for 
achieving the desired effects.

Peer Influences
The influence of peers on substance use during 

adolescence is clear from decades of research (e.g., 
Newcomb & Bentler, 1986; Shoal et al., 2007; 
Wills et al., 2004); however, not all peer influences 
are equal because peers perceived as more similar 
exert a greater impact (Vik et al., 1992). Greater 
peer involvement with substances, higher percep-
tions of peer use, and greater perceived peer accep-
tance of substance use are risk factors for adolescent 
substance involvement (Epstein & Botvin, 2002). 
Additionally, peers may also influence expectan-
cies about positive reinforcement from substance 
use, and perceptions of negative attitudes toward 
school by peers have been linked to earlier onset 
of cigarette and marijuana use among adolescents 
(Bryant & Zimmerman, 2002). Social context can 
exert powerful effects, with increased alcohol con-
sumption occurring in adolescents in the presence 
of other adolescents who are drinking (Curran et 
al., 1997) and greater exposure to peer use leading 
to adoption of values and beliefs that foster a sub-
stance use lifestyle (Tapert et al., 1999). Socializing 
with substance- using peers provides greater access 
to substances and environments supportive of 
risky and deviant behaviors (Brown et al., 1989). 
The influence of peers has also been shown to dif-
fer based on race and sex, such that White females 
exhibited the strongest susceptibility to peer con-
formity to use marijuana and cigarettes compared 
to Black and Hispanic youth (Mason et al., 2014). 
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Peer connection mediates the influence of paren-
tal alcoholism, family conflict, and socioeconomic 
adversity on adolescent substance abuse (e.g., 
Fergusson & Horwood, 1999). More broadly, peer 
delinquency and positive attitudes about delin-
quency have also been associated with substance use 
in adolescent males in particular (e.g., Chassin et 
al., 1993) and increased exposure to stressful situa-
tions (Tate et al., 2007).

Sex Differences in Addictive Disorders
Although men and women share commonalities 

in substance use and SUDs, important differences 
exist. Men consume greater quantities and abuse 
substances at higher rates than do women, but this 
gender gap is narrowing for both alcohol and illicit 
drugs (e.g., Nelson et al., 1998). Several studies pro-
vide evidence of accelerated development of alcohol 
problems and dependence in women when com-
pared to men, referred to as telescoping (e.g., Randall 
et al., 1999; Wojnar et al., 1997). Specifically, at 
similar levels of alcohol consumption, women expe-
rience problems faster, meet criteria for an AUD 
in a shorter time, and present for treatment earlier. 
Findings of accelerated progression for women for 
other substances are limited but have been docu-
mented for cannabis and opiates (Hernandez- Avila 
et al., 2004; Kosten et al., 1985).

Research shows that women are more vulnerable 
to many physical consequences of alcohol use and 
abuse. Higher blood alcohol concentrations occur 
in women after consumption of equivalent amounts 
of alcohol because of differences in metabolism of 
alcohol in both the stomach and liver and differences 
in body water. These differences in absorption and 
metabolism of alcohol have led to lower standards 
for the definition of moderate and heavy drinking 
for women compared to men. Women develop liver 
disease more quickly than men and have higher 
rates of liver- related mortality (Gavaler & Arria, 
1995; Hall, 1995), and they may also experience 
more alcohol- induced brain damage (Hommer 
et al., 2001; Mann et al., 2005). Increased risk of 
breast cancer has also been associated with moderate 
to heavy alcohol consumption in numerous studies 
(Chen et al., 2011; Singletary & Gapstur, 2001).

In addition to physical effects, women with 
AUD experience more psychiatric comorbidity 
than men (Helzer et al., 1991). Women who abuse 
substances meet criteria for depression and anxiety 
disorders more frequently than their male counter-
parts, who are more likely to meet criteria for ASPD 
(Hesselbrock & Hesselbrock, 1993). Additionally, 

even after desistence of substance use, women tend 
to continue to exhibit higher rates of psychopathol-
ogy and social impairment compared to men (Foster 
et al., 2014, 2018) and display more adverse conse-
quences from SUDs relative to men (McHugh et al., 
2018). Finally, relationships between victimization 
and substance use have been documented. Women 
with childhood histories of victimization (physical, 
sexual, or neglect) are more likely to develop alcohol 
and drug problems (Widom et al., 1995; Wilsnack 
et al., 1997; Zilberman et al., 2003).

Risks Associated with Addictive Disorders
Interpersonal Aggression and Violence

Research has demonstrated a clear link between 
interpersonal aggression and substance use involve-
ment: individuals who abuse a variety of intoxicat-
ing substances are more likely to perpetrate or be the 
victim of interpersonal aggression (e.g., Bushman & 
Cooper, 1990; Chermack & Giancola, 1997). Both 
alcohol use and aggression are influenced by execu-
tive functions, like inhibitory control, and may 
reflect developmental factors that put individuals 
at risk for various externalizing behaviors (Doran 
et al., 2012). Friedman, Kramer, Kreisher, and 
Granick (1996) termed substance use an “interac-
tionist risk factor” in association with violence, such 
that substance use does not directly lead to vio-
lence or criminal behavior but may amplify a vari-
ety of other factors to create a high- risk situation 
for committing crimes or engaging in violent acts. 
Furthermore, it is unclear whether it is the acute or 
chronic effects of substance use that lead to aggres-
sive behaviors. Giancola (2000) proffered a concep-
tual framework pointing to executive functioning as 
both a mediator and moderator of alcohol- related 
aggression. Specifically, alcohol interferes acutely 
with executive functioning, and drinking is more 
likely to lead to aggressive behaviors in individuals 
with low executive functioning.

Several substances have been associated with 
experiencing intimate partner violence in both men 
and women; those with the most evidence are alco-
hol, cocaine, and amphetamines (Kraanen et al., 
2014; Smith et al., 2012). A large body of research 
has demonstrated an association between alcohol 
use and a variety of levels of aggressive behavior, 
including verbal aggression (e.g., O’Farrell et al., 
2000), familial/ marital aggression including child 
abuse (e.g., Caetano et al., 2001; Keller et al., 2009), 
sexual aggression (Davis et al., 2006; Ramisetty- 
Mikler et al., 2007; Stappenbeck & Fromme, 
2010), homicide (Klatsky & Armstrong, 1993), 
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and suicide (Brent et al., 1987; Kerr et al., 2011). 
Roizen (1993) demonstrated that perpetrators had 
consumed alcohol in 28– 86% of homicide cases 
and 30– 70% of suicide attempts. Experimental par-
adigms have also shown that acute alcohol admin-
istration leads to more aggressive behavior across a 
variety of situations (Giancola & Chermack, 1998; 
Hoaken et al., 1998).

Amphetamine and cocaine use are related to 
interpersonal aggression, although the hypothesized 
mechanisms differ. Acute amphetamine intoxication 
frequently leads to aggressive behavior, whereas pro-
longed amphetamine use results in a psychotic- like 
disorder, which in turn leads to aggressive behav-
ior (Baker & Dawe, 2005). Cocaine intoxication is 
associated with increased paranoia and irritability, 
often leading to interpersonal aggression (Murray et 
al., 2003). In both cases, the potential for aggression 
seems mediated through cognitive functions inter-
acting with contextual factors.

Sexual Behavior
Alcohol and drug use also have been shown to 

result in sexual dysfunction (O’Farrell et al., 1997; 
Simons & Carey, 2001). In a community epidemio-
logical sample of more than 3,000 adults, Johnson, 
Phelps, and Cottler (2004) found that the most 
common sexual dysfunction associated with alcohol 
and marijuana use was anorgasmia, whereas other 
illicit drug use resulted in painful sex and reduced 
sexual pleasure. However, neither drugs nor alcohol 
was associated with reduced sex drive. The mecha-
nism for the association between chronic substance 
use and sexual dysfunction is thought to be hor-
monal (Bannister & Lowosky, 1987; Van Thiel et 
al., 1980). These effects likely abate after prolonged 
periods of abstinence (Schiavi et al., 1995).

In addition to sexual dysfunction resulting 
from substance use, a common problem is the 
spread of sexually transmitted diseases resulting 
from increased sexual risk- taking, including but 
not limited to lack of condom use (Koopman et 
al., 1994; Leichliter et al., 2004). In contrast, one 
study using a diary method found that alcohol con-
sumption prior to sex was not predictive of con-
dom use; individuals followed their typical patterns 
of condom use or nonuse when intoxicated (Leigh 
et al., 2008). More recently, researchers have begun 
focusing on the disproportionate rates of SUDs 
among sexual minorities and have highlighted the 
increased risk for SUDs as well as negative sexual 
consequences (e.g., rates of risky sex and sexu-
ally transmitted infections/ diseases) among sexual 

minorities (Schuler et al., 2018). Substance- related 
risky sexual behavior is particularly salient in ado-
lescent populations, and substance use has been 
associated with an earlier onset of sexual activity 
(Bentler & Newcomb, 1986). The relationship 
between substance use and sexual risk- taking is 
appreciably stronger in White than in Black ado-
lescents (Cooper et al., 1994).

Neurocognitive Impairment
Chronic, sustained substance use often results in 

significant cognitive impairment. The etiology of 
such impairment is thought to involve interactions 
among a variety of factors, including neurotoxicity, 
malnutrition, and trauma and varies depending on 
the substance abused (Lundqvist, 2005). Although 
impairments may remediate following cessation 
of use (Zinn et al., 2004), abstinence successfully 
diminishes the cognitive impairment in only a por-
tion of the cases. Rourke and Løberg (1996) found 
that 45% of individuals with alcohol dependence 
still evidenced cognitive impairment after 3 weeks 
of sustained abstinence; 15% were still impaired at 
a year of abstinence. Methamphetamine- dependent 
individuals also demonstrated impairments dur-
ing the first 3 weeks of abstinence (Kalechstein et 
al., 2003). A body of research supports that this 
may be a result of permanent frontal lobe damage 
(Dao- Castellana et al., 1998; Moselhy et al., 2001). 
Adolescent substance use is hypothesized to inter-
fere with normal brain development, causing a vari-
ety of cognitive impairments (Hanson et al., 2011; 
Tapert & Brown, 1999); for example, one study 
found that during a 3- week period of abstinence 
from marijuana, adolescents’ attention deficits per-
sisted (Hanson et al., 2010).

Findings related to cocaine use are similar. 
O’Malley, Adamse, Heaton, and Gawin (1992) 
found that 50% of individuals with cocaine use dis-
order were cognitively impaired, compared to 15% 
of the control subjects, and severity of the impair-
ment was associated with recency of cocaine use. 
Jovanovski, Erb, and Zakzanis (2005) conducted a 
meta- analysis of 15 studies and found that cocaine 
use had its most substantial cognitive effects on 
attention and visual and working memory. The 
results for executive functioning tests across stud-
ies were mixed, but, overall, researchers consis-
tently found deficits in those areas of the brain (i.e., 
anterior cingulated gyrus and orbitofrontal cortex) 
that control both attention and executive function-
ing. Chronic cannabis use has a similar deleterious 
effect on both attentional processes and executive 
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functioning, whereas opiates may more specifically 
affect impulse control (Lundqvist, 2005).

Mental Health Comorbidity and 
Substance Use Disorders

Individuals with SUDs experience high levels of 
psychiatric comorbidity as documented by numer-
ous large- scale epidemiological studies (Grant et al., 
2004; Kessler et al., 1997). Explanations for the co- 
occurrence include (a) base rates of common psy-
chiatric disorders naturally result in co- occurrence 
(Schuckit, 1994b), (b) comorbidity may increase 
the likelihood of seeking treatment or being referred 
to treatment (Schuckit, 1994b), (c) substance use 
may precipitate disorders directly (Sato, 1992) or 
exacerbate subthreshold symptoms to diagnostic 
levels (Negrete, 1989), (d) common genetic factors 
exist (e.g., Fu et al., 2002; Prescott et al., 2000), 
and (e) shared environmental risk factors exist (e.g., 
trauma; childhood abuse or neglect, life stress). 
Finally, substance intoxication and withdrawal 
states can resemble psychiatric symptoms, particu-
larly depression, anxiety, and psychotic symptoms 
(Bacon et al., 1998; Schuckit, 1994b).

Comorbidity complicates diagnosis, treatment, 
and clinical course. Difficulties arise in differenti-
ating psychiatric symptoms that are independent 
of substance use from those that are substance- 
induced. Constructing a timeline for a patient’s 
life that incorporates dates of abstinence and ages 
when substance use and other mental health symp-
toms occurred can clarify whether symptoms persist 
during periods of abstinence (Bacon et al., 1998; 
Schuckit, 1994b). In addition to diagnostic compli-
cations, substance use can diminish the effectiveness 
of treatment efforts. Pharmacotherapy for comorbid 
disorders can be compromised as substance use may 
decrease medication adherence, cause serious side 
effects, and potentiate some psychotropic medica-
tions, thus increasing potential for overdose (Catz 
et al., 2001; National Institute on Alcohol Abuse 
and Alcoholism [NIAAA], 2005). Additionally, 
substance use is associated with increases in suicidal 
thoughts and attempts, necessitating a focus on cri-
sis management rather than other therapeutic goals 
(e.g., Claassen et al., 2007; Goldstein & Levitt, 
2006; Shen et al., 2006).

Mood Disorders
Symptoms of major depressive disorder, dys-

thymic disorder, and bipolar disorder frequently 
co- occur with SUDs (Hunt et al., 2020). The 
comorbidity of mood disorders and SUDs begins 

early among persons with SUDs who are aged 11– 
17 years, and increased risk of mood disorders has 
been documented across substance categories (alco-
hol, marijuana, other; Roberts et al., 2007). While 
the connection between SUDs and mood disorders 
is robust, the specific mechanisms across substances 
likely vary given the heterogeneity of mood and 
substance use symptoms (McHugh & Weiss, 2019). 
For example, cocaine and amphetamine withdrawal 
often include depression symptoms that persist 
beyond the acute withdrawal phase, and AUDs are 
commonly accompanied by depressive symptoms. 
Many adults with SUDs initiating addiction treat-
ment report clinical levels of depression, although 
these symptoms remit for many following weeks or 
months of abstinence (Brown & Schuckit, 1988; 
Brown et al., 1998).

To ascertain the prevalence of comorbid alco-
hol dependence and major depression indepen-
dent of alcohol effects, researchers using data from 
a national epidemiological survey compared the 
prevalence of a current major depression diagnosis 
(past year) among adults who were formerly alco-
hol dependent to that of those without a history of 
alcohol dependence. A history of alcohol depen-
dence (more than a year prior) increased the risk 
of current major depressive disorder by 4.2 times 
(Hasin & Grant, 2002), supporting a strong associ-
ation between these two disorders that is not solely 
a result of intoxication or withdrawal states. In the 
same national survey (undertaken in 2001– 2002) 
assessing 12- month prevalence, the odds of having 
an independent mood disorder were increased over 
fourfold (odds ratio [OR] =  4.5) for adults with any 
substance- dependence diagnosis relative to adults 
without substance dependence (Grant et al., 2004). 
More recent evaluations have suggested the rates 
of comorbidity between SUDs and mood disor-
ders have remained consistent over nearly 30 years 
of epidemiological data, indicating that between 
20% and 25% of individuals with a mood disorder 
also meet criteria for a SUD (Hunt et al., 2020). 
Lifetime prevalence of depressive disorders among 
adults with cocaine use disorders in research treat-
ment samples range up to 50% (e.g., Carroll et al., 
1994). Similarly, among individuals with opiate use 
disorder, prevalence of comorbid mood disorder 
was 64% and comorbid severe mental illness was 
nearly 27% (Jones & McCance- Katz, 2019).

Anxiety Disorders
In contrast to the clear association between mood 

disorders and SUDs, the relationship is less clear 
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for anxiety disorders. Adding to the complexity of 
evaluating research findings, studies have differed 
with respect to the disorders that were included 
under the umbrella of anxiety. The tension reduc-
tion hypothesis proposed that alcohol is consumed 
for its ability to reduce tension and anxiety, suggest-
ing an association between anxiety and AUDs that 
has intuitive anecdotal appeal. However, empirical 
studies with alcohol- dependent samples have not 
consistently supported this conceptualization (e.g., 
Langenbucher, & Nathan, 1990). In an extensive 
review of prevalence, family history, and disorder 
onset, Schuckit and Hesselbrock (1994) concluded 
that anxiety disorders (panic disorder, agoraphobia, 
obsessive- compulsive disorder, social phobia, and 
generalized anxiety disorder) did not occur at higher 
than general- population rates when substance- 
induced anxiety syndromes were excluded. In a 
sample of youth aged 11– 17 years, substance depen-
dence was associated with increased likelihood of 
an anxiety disorder (OR =  2.2, 95% confidence 
interval [CI] =  1.2– 4.3), but after controlling for 
other comorbid disorders, the relationship was not 
significant (OR =  1.0, 95% CI =  0.4– 2.8; Roberts 
et al., 2007). In an adult sample, Schuckit and col-
leagues (1997) reported an increased risk of panic 
disorder and social phobia disorders (but not ago-
raphobia or obsessive- compulsive disorders) among 
alcohol- dependent adults compared to controls. 
The lifetime rate for independent anxiety disorders 
(agoraphobia, panic disorder, obsessive- compulsive 
disorder, and social phobia) was significantly higher 
for participants with alcohol dependence (9.4%) 
than for controls (3.7%). A nationally represen-
tative epidemiological study reported a lifetime 
prevalence of 19.4% for any anxiety disorder (ago-
raphobia, social phobia, simple phobia, panic dis-
order, obsessive- compulsive disorder) among adults 
with alcohol dependence and 28.3% among adults 
with other drug dependence compared to 14.6% in 
this combined community and institutional sample 
(Regier et al., 1990).

In a large study including data from Canada, 
Germany, Mexico, the Netherlands, and the United 
States, 32% of individuals with alcohol dependence 
and 35% of those with drug dependence met cri-
teria for an anxiety disorder (generalized anxiety 
disorder, panic disorder, and phobic disorders were 
combined; Merikangas et al., 1998). Across coun-
tries, the onset of anxiety disorders preceded the 
onset of the AUD for the majority of participants. 
A large, nationally representative study reported 
increased odds of 2.8 for any independent anxiety 

disorder (panic disorder with and without ago-
raphobia, social phobia, specific phobia, general-
ized anxiety disorder) in adults with any substance 
dependence diagnosis (Grant et al., 2004). This 
finding was recently replicated and highlighted 
the increased odds for AUD and anxiety disor-
ders (2.11) and SUD and anxiety disorders (2.91), 
which reflects a significant increase in comorbidity 
risk among substance users (Lai et al., 2015).

Posttraumatic Stress Disorder
Posttraumatic stress disorder (PTSD) has been 

a focus of substantial research focused primarily on 
veteran populations and female survivors of sexual 
assault and abuse. As many as 89% of patients with 
an SUD report they have experienced a traumatic 
event in their lifetime (Farley et al., 2004) and the 
rate of PTSD among individuals in addiction treat-
ment has been reported to be 30– 59% (Stewart et 
al., 2000). Studies document that among men with 
PTSD, AUDs are the most commonly occurring 
comorbid disorder, with other SUDs also being 
very prevalent. Among women with PTSD, depres-
sion and other anxiety disorders are most com-
mon, followed by AUDs (e.g., Kessler et al., 1995; 
Kulka et al., 1990). The associations between PTSD 
and SUD are difficult to disentangle, though it is 
broadly purported that individuals with PTSD may 
use substances as self- medication to relieve PTSD 
symptoms, and, over time, PTSD symptoms may 
come to trigger cravings for alcohol and drugs 
(Chilcoat & Breslau, 1998; Jacobsen et al., 2001). 
A study seeking to examine several competing 
hypotheses about the relationship between PTSD 
and substance use in a community sample suggested 
there is strongest support for the “self- medication” 
hypothesis that suggests the presence of PTSD 
symptoms increases substance use more so than 
hypotheses focused on shared vulnerability or early 
substance use contributing to higher rates of PTSD 
(Haller & Chassin, 2014). Research findings have 
been mixed on this conceptualization of the rela-
tions between substances and PTSD (e.g., Bremner 
et al., 1996; Freeman & Kimbrell, 2004), though 
systematic studies have led to more sophisticated 
hypotheses about the underlying neurobiological 
dysfunction associated with comorbid PTSD and 
SUD (María- Rios & Morrow, 2020). Additionally, 
treatment- focused studies indicate that the presence 
of SUDs decreases treatment adherence in PTSD 
(Bedard- Gilligan et al., 2018) and have supported 
the approach of treating comorbid PTSD and SUD 
concurrently due to the enmeshed nature of the 
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symptoms and behaviors that may share etiological 
factors (Flanagan et al., 2016; Roberts et al., 2016).

Schizophrenia and Other Psychoses
Among individuals with schizophrenia, between 

40% and 50% also meet criteria for one or more 
SUDs (e.g., Blanchard et al., 2000; Hunt et al., 
2018; Regier et al., 1990). Comorbidity rates are 
slightly lower for women but substantially higher 
(80– 90%) in male homeless and incarcerated sam-
ples. A nationally representative epidemiological 
study sampling both community and institutional 
populations found individuals with schizophrenia 
had 4.6 times the odds of having an SUD compared 
to the general population (Regier et al., 1990). 
AUD and CUD appear to be most common among 
patients with schizophrenia (Hunt et al., 2018), and 
SUDs among those diagnosed with schizophrenia 
take a heavy toll, with higher rates of homeless-
ness, criminal offenses, medical problems, suicide, 
poorer treatment compliance, and rehospitaliza-
tion when compared to patients with schizophre-
nia without SUDs (Blanchard et al., 2000; Dixon, 
1999). Furthermore, in a large epidemiological 
cohort study in Scandinavia, co- occurring SUD 
and schizophrenia was associated with 50– 100% 
increase in hospitalizations and all- cause mortality 
rates (Lähteenvuo et al., 2021).

Eating Disorders
Co- occurrence of SUDs and eating disorders 

has been observed in both clinical and population 
samples (Holderness et al., 1994; Wolfe & Maisto, 
2000). Generally, individuals who primarily restrict 
intake (anorexia nervosa, restricting type) have 
lower rates of SUDs than patients with other types 
of eating disorders (bulimia nervosa and anorexia 
nervosa, binge- eating/ purging type); thus, the pres-
ence of binge- eating and purging may be consid-
ered a risk factor for development of SUDs among 
patients with eating disorders (Bahji et al., 2019). 
The prevalence of SUDs has been observed to be as 
high as 50% in treatment- seeking patients with eat-
ing disorders (Bulik et al., 2004) The co- occurrence 
of eating disorders and SUDs has been hypoth-
esized to be multifaceted, encompassing biologi-
cal, psychological, and social risk factors (Killeen 
et al., 2015). A review of mortality associated with 
psychiatric disorders observed the highest risk of 
premature death from both natural and unnatural 
causes in the SUDs and eating disorders (Harris & 
Barraclough, 1998), and co- occurrence of these dis-
orders may place patients at even higher risk (Keel 

et al., 2003). One study sought to explain the rela-
tion between substance dependence and eating dis-
orders and found that acting rashly when distressed 
(negative urgency) was more likely among a group 
of eating- disordered women than among control 
women. Additionally, individuals with comorbid 
SUD and eating disorders reported high levels of 
positive expectancies for both alcohol and eating/ 
dieting, and these findings have been replicated 
with young girls (Fischer et al., 2012).

Attention Deficit Hyperactivity Disorder
High rates of comorbidity for attention deficit 

hyperactivity disorder (ADHD) and SUDs have 
been documented in numerous studies (e.g., Clure 
et al., 1999; Ohlmeier et al., 2007); however, ques-
tions remain about the association between these 
disorders. Based on data from a survey of more 
than 4,000 youths aged 11– 17, Roberts and col-
leagues (2007) found no increase in odds of ADHD 
among youth with SUDs. Findings were the same 
after adjusting for other comorbid non– substance- 
related disorders. A recent study of childhood risk 
factors found that ADHD was predictive of earlier 
initiation of alcohol use but was not predictive of 
time from first drink to onset of alcohol dependence 
(Sartor et al., 2007). In contrast, Wilens, Biederman, 
Mick, Faraone, and Spencer (1997) found ADHD 
was associated with earlier onset of SUDs indepen-
dent of other psychiatric disorders, and ADHD 
has been shown to increase the likelihood of nico-
tine dependence (Ohlmeier et al., 2007; Wilens, 
2004). A recent meta- analysis examined longitudi-
nal studies that followed children with and with-
out ADHD into adolescence and adulthood, and 
children with ADHD were more likely to use and 
develop nicotine, alcohol, marijuana, and cocaine 
use disorders (Lee et al., 2011). Similarly, a recent 
study in a Swedish twin sample indicated ADHD 
increased the odds of experiencing any SUD; with 
AUD (OR =  3.58) and polysubstance use (OR =  
2.54) the most significantly increased outcomes 
(Capusan et al., 2019). However, questions remain 
about whether it is ADHD specifically or the pres-
ence of other disorders that frequently accompany 
the diagnosis (mood, anxiety, externalizing disor-
ders) that increases risk for development of SUDs. 
Recent research suggests that the hyperactivity and 
impulsivity components of ADHD pose more risk 
for substance use problems than does the inatten-
tion component (Elkins et al., 2007). Given that 
ADHD symptoms first appear during childhood, 
early identification and treatment for ADHD may 
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alter progression of substance use and problems that 
typically occur later.

Conduct Disorder and Antisocial Personality  
Disorder

Extensive research has verified a relationship 
between SUDs and conduct disorder (CD) and 
ASPD. A large prospective twin study assessed CD 
at age 11 and found an increased risk of initiating 
tobacco, alcohol, and illicit drug use by age 14 for 
adolescents with CD (Elkins et al., 2007). A diag-
nosis of CD by 14 years of age quadrupled the odds 
of nicotine dependence and more than quintupled 
the odds of alcohol or cannabis dependence by age 
18 (Elkins et al., 2007). Other studies have found 
similar results, with CD predicting both early alco-
hol initiation and transition to alcohol dependence 
(e.g., Pardini et al., 2007; Sartor et al., 2007). The 
personality traits associated with CD appear to 
overlap with risk for SUDs, including higher neu-
roticism and lower conscientiousness and agreeable-
ness, which may contribute to ongoing issues into 
young adulthood even if ASPD is not fully exhibited 
(Anderson et al., 2007). A large community sample 
of adolescents recruited from the juvenile correc-
tional system and substance use treatment programs 
and siblings around age 16 and followed into their 
early 30s found that mortality hazard rates for pro-
bands and their siblings were nearly 500% higher 
than controls, and CD symptoms independently 
predicted mortality rates after controlling for SUD 
and family history (Border et al., 2018). ASPD is 
characterized by continuation into adulthood of 
CD problems, and high rates of comorbidity with 
SUDs have also been observed. Among adults with 
ASPD, 83.6% met criteria for an SUD (Regier et 
al., 1990). In a nationally representative epidemio-
logical study, the lifetime prevalence of ASPD was 
2.6% in the general sample, increasing to 14.3% 
among adults with AUD and 17.8% for adults with 
other SUD. Thus, substance use may be character-
ized as a symptom of CD and ASPD, though it 
appears that the underlying behavioral tendencies 
in these individuals increase the risk for negative 
outcomes beyond SUDs.

Conclusion
In this chapter, we reviewed the available infor-

mation on diagnosis, risk factors, associated psycho-
pathology, and comorbidities for substance- related 
disorders. SUDs are a significant public health 
problem because of the associated health, social, and 
legal consequences related to these disorders. The 

variety of risk factors and comorbid disorders make 
SUDs multifaceted and complex, and they require 
the implementation of efficacious prevention and 
intervention strategies that reflect the biopsychoso-
cial conceptualization of these complex disorders. 
Regarding assessment of individuals with SUDs, 
close attention should be paid to other potentially 
dangerous behaviors or risk factors, such as risky 
sexual behavior and interpersonal aggression and 
violence. Given the high prevalence and frequent 
comorbidities, assessing for SUDs is paramount 
for treatment of any disorder. Developing a clear 
understanding of the relations between substance 
use and symptoms of other disorders is necessary 
for diagnosis and treatment planning. As SUDs are 
multiply determined, a careful assessment involving 
the aspects discussed in this chapter would enable 
more precise treatment recommendations.
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 13 
 Substance Use and Substance  
Use Disorders

Kenneth J. Sher, W. E. Conlin, and R. O. Pihl

Substance use (SU) and various problems arising 
from it represent major public health and clinical 
problems and touch virtually every aspect of soci-
ety. Recent estimates of the total costs (taking into 
account costs associated with healthcare, crime, and 
public safety) of SU including tobacco, alcohol, 
illicit drugs, and prescription opioids exceed $740 
billion a year, and this is likely an underestimate 
(National Institute on Drug Abuse, April 6, 2020; 
https:// www.drugab use.gov/ drug- top ics/ tre nds- sta 
tist ics/ costs- substa nce- abuse).

The noted so- called Father of Modern Medicine, 
and one of the founding physicians at Johns 
Hopkins Medical School, Sir William Osler, wrote 
that “the only characteristic that distinguishes man 
from other animals is his propensity to take drugs” 
(in Bean, 1951). It is not without irony that one of 
the other famed founding physicians at Hopkins, 
William Halsted, “considered one of the greatest 
and most influential surgeons of all time” (Lathan, 
2010, p. 31) fought cocaine and morphine addic-
tion for most of his professional life.

Osler might well have added that there are 
exceptions to his statement and that the propensity 
to “do drugs” is as old as human behavior; its evolu-
tionary roots date back to prehistory. Consider the 
fact that humans and many nonhuman animals, 
including invertebrates, curiously have enzymes 
for metabolizing alcohol. Why should this be? 
These enzymes are quite specific to alcohol. While 
evolutionary explanations are difficult to prove or 
disprove, it seems likely that the ability to digest 
ripening fruits that have started to “go bad” (i.e., 
ferment) extends the range of edible foods that 
may be necessary for survival. Moreover, detect-
ing the scent of ethanol emanating from overripe 
fruit is an efficient strategy for food localization 
(Dudley, 2000, 2004).

In addition to localizing and extending food 
sources essential for survival, animal behaviorists 
have commonly observed various species ingest-
ing substances for both medicinal and seemingly 
recreational purposes. The propensity to take drugs 
may not be as uniquely human as Osler believed, 
as intoxicated behavior is seen in nonhuman ani-
mals, from elephants to the catnip- consuming pet. 
Some consume hallucinogenic mushrooms— for 
example, Siberian deer— and then show incoordi-
nation and general intoxicated behavior (Cohen & 
Saavedra- Delgado, 1989).

Psychoactive substances have been part of 
human societies for at least several thousand years. 
References to poppy plants appear in Sumerian 
tablets dating back more than 4,000 years, and 
the word referring to them was synonymous 
with “to enjoy.” Remnants of hemp plants dat-
ing back 6,000 years have been found in China 
(Escohotado, 1999). Archeological evidence sug-
gests that alcoholic beverages were first produced 
5,000– 7,000 years ago (Crocq, 2007). While it 
appears that religious and medical use of most psy-
choactive substances were generally controlled and 
not associated with various harms, scholars have 
suggested that recreational use has often led to 

Abbreviations
 AUD Alcohol use disorder
 CD Conduct disorder
 DA Dopamine
 DUD Drug use disorder
 FASD(s) Fetal alcohol spectrum disorder(s)
 NAc Nucleus accumbens
 NMDA N- methyl- D- aspartate
 OUD Opioid use disorder
 VTA Ventral tegmental area  
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significant health and social problems, such as epi-
demics of alcohol use in England in the 1700s and 
opium use in eighteenth- century China (Heyman, 
2009; Westermeyer, 2016). In modern times, psy-
choactive substances are likely to pose greater risks 
than they have historically owing to innovations 
in the manufacturing of drugs leading to increased 
potency, employment of efficient routes of admin-
istration, and geopolitical and social factors that 
facilitate the spread of substances (Vetulani, 2001; 
Westermeyer, 1988).

Substance- Related Phenotypes
Attitudes toward the use of psychoactive sub-

stances vary across cultures and religions, such that 
a given substance may be taboo in one culture, tol-
erated in another, and viewed as beneficial and as 
a valued source of pleasure in yet another (Hart, 
2021). While some substances are associated with 
greater harm than others, psychopathologists dis-
tinguish between SU, per se, and substance use 
disorders (SUDs) including alcohol use disorders 
(AUDs), drug use disorders (DUDs), and tobacco 
use disorders.

Note that in contrast to most other forms of psy-
chopathology, with the notable exception of post-
traumatic stress disorder (PTSD), SUDs presume a 
necessary precondition: SU. In the case of PTSD, 
the precondition is presumed to be largely outside 
of the voluntary control of the individual. In con-
trast, SU initiation, regular use, and heavy use are, 
to varying degrees, operants in the service of some 
outcome, and SUDs are conceptualized to be con-
sequences of SU. We can conceptualize etiology as 
a two- step process: (1) etiological factors related to 
SU and (2) etiological factors in SUDs, conditional 
upon SU. The two different “stages” can have both 
distinct and overlapping risk factors (e.g., Sartor et 
al., 2007), and, consequently, we should ensure the 
stages are viewed as distinct even if intimately inter-
twined. As noted by Saunders et al. (2019, p. 1624) 
in describing alcohol dependence in the ICD- 11, 
“alcohol dependence is . . . understood as an adap-
tive response [i.e., a neurobiological adaptation or 
compensatory changes] following repeated use of 
alcohol, not as a primary biological disorder but an 
acquired one.” Thus, in thinking about etiology we 
want to distinguish factors that lead to repeated use 
of the drug (and related, acute consequences) and 
those that relate to the development of the conse-
quent adaptation/ compensatory changes. This is a 
key distinction that is, unfortunately, often insuf-
ficiently resolved in much of the research on SUDs.

Substance Use
The use of a given substance can be described 

in a number of ways: whether the person has ever 
partaken (lifetime use), use in a given period of 
time (e.g., past 12 months), frequency of use (e.g., 
number of use occasions in the past month), routes 
of administration (e.g., oral, via injection), typical 
quantity of use on a given occasion (e.g., number of 
cigarettes in a day when one smokes), frequency of 
heavy use occasions (e.g., number of days marked 
by consumption of five or more drinks), maximum 
dose on a given occasion, or cumulative lifetime 
exposure to a substance. Assessment is rendered 
even more complex by (a) the fact that individuals 
may use more than one substance (simultaneously 
or not) and (b) the possibility of synergistic effects 
among substances. For example, the co- ingestion of 
cocaine and alcohol results in a unique, pharmaco-
logically active metabolite (cocaethylene) with its 
own psychoactive effects that enhance the euphoric 
effect associated with cocaine (Jones, 2019). 
Interactions between alcohol and certain benzodiaz-
epines pose a significant risk for fatal overdose, well 
above that associated with alcohol alone (the risk 
for fatal overdose with benzodiazepines alone is low; 
Koski et al., 2002). Additionally, both alcohol and 
benzodiazepine use are associated with fatal opiate 
overdoses (Tori et al., 2020).

Not all researchers view the use versus use disor-
der distinction as valuable. For example, Rehm et 
al. (2013) argue that virtually all social and medical 
problems associated with the use of that drug can be 
most parsimoniously explained by the simple con-
cept of heavy use over time. They argue that other 
terms such as “addiction” or “substance depen-
dence” are unnecessary and likely stigmatizing and 
could represent a barrier to treatment.

Substance Use Disorders
The cardinal diagnoses for SUDs in DSM- III, 

III- R, IV, and IV- TR were substance abuse and sub-
stance dependence, with abuse being diagnosed on 
the basis of hazardous behavior (e.g., driving while 
intoxicated) or social/ interpersonal problems arising 
from SU, and dependence diagnosed on the basis 
of neuroadaptation to the substance (e.g., tolerance 
or withdrawal), preoccupation with the substance, 
and compulsion. In the latest revision of the DSM, 
DSM- 5, the specific diagnoses of substance abuse 
and substance dependence were jettisoned in lieu 
of the single, superordinate category of SUD with 
11 criteria and a gradient based on the number of 
criteria endorsed: mild (2– 3), moderate (4– 5), and 
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severe (6– 11). The working group that developed the 
DSM- 5 SUD criteria set and diagnostic rules touted 
the changes as significant improvements over DSM- 
IV in several ways (Hasin et al., 2013). For example, 
the legal problems criterion was dropped due to lack 
of theoretical integration, poor diagnostic validity, 
and bias (i.e., differential item functioning) as a 
function of race/ ethnicity. Furthermore, the addi-
tion of craving brought the DSM more into align-
ment with the ICD, which had included craving as 
part of its criteria set. Perhaps more importantly, 
craving is viewed as central to multiple theories of 
addiction and is the target of specific pharmacologi-
cal interventions (Tiffany & Wray, 2012).

However, some of the ostensible improvements 
were more questionable. While the decision to abol-
ish the abuse– dependence distinction was based on 
the failure of most factor analyses to identify more 
than a single dimension in SUD criteria sets, geneti-
cally informed factor analyses provide evidence for 
multiple factors (Kendler, Aggen et al., 2012) and 
most of the published work showing a unidimen-
sional structure were based on limited numbers of 
indicators, likely precluding the ability to identify 
multiple, meaningful factors (Watts et al., 2021). 
Perhaps most critical for the purpose of this chapter, 
the genetically differentiable factors identified by 
Kendler, Aggen, and colleagues had different cor-
relates, consistent with the idea of at least partially 
different etiologies for different phenotypic aspects 
of SUDs.

It is widely agreed that DSM- IV’s approach to 
criterion counts resulted in too many false- positive 
diagnoses, with only a single symptom required for 
an abuse diagnosis. However, the DSM- 5’s require-
ment of only 2 criteria for diagnosis failed to address 
ongoing concerns about false positives and overdi-
agnosis (Martin et al., 2011). The very high rate of 
DSM diagnoses of AUDs in epidemiological sur-
veys have led some to propose much stricter diag-
nostic criteria (Wakefield & Schmitz, 2014) which 
would produce dramatically lower prevalence rates 
from those based on current and past versions of 
the DSM.

In contrast to DSM versions III, III- R, IV, and 
IV- TR, the World Health Organization’s ICD- 10 
never made the distinction between dependence 
and abuse, focusing primarily on the concept of 
dependence. (The ICD does have a separate cat-
egory for “harmful use,” but that is conceptually 
distinct from abuse and not considered further 
here.) While there are differences between ICD- 11 
and ICD- 10 dependence as to how the diagnostic 

features are combined into criteria, the essential 
character of the diagnosis is similar. In ICD- 11, 
one must meet criteria in two of the following 
three areas: (1) impaired control over use, (2) the 
substance playing an increasingly important role in 
one’s life, and (3) physiological features (e.g., toler-
ance or withdrawal). While the 11 SUD criteria in 
DSM- 5 (p. 483) can be summarized as covering the 
domains of impaired control, social impairment, 
hazardous use, and pharmacological criteria, a per-
son can receive the diagnosis even if symptoms lie 
entirely in just one domain. Consequently, unlike 
ICD- 11, DSM- 5 lacks the conceptual core of physi-
ological dependence.

It is hard to pinpoint the exact phenotype being 
considered under DSM- 5 as there are more than 
2,000 ways to meet diagnostic criteria and 55 ways 
to meet the lowest threshold of only two symptoms 
(Lane & Sher, 2015). It seems likely that the clinical 
heterogeneity of DSM reflects considerable etiologi-
cal heterogeneity, and there could be considerable 
value in viewing SUDs as reflecting multiple con-
structs, each with somewhat distinct etiological 
features.

The Concept of “Addiction”
“Addiction” is not an official diagnostic term. 

Still, researchers and clinicians do use the term, 
increasingly so in recent years. Indeed, in the 
DSM- 5, SUDs are described in the section entitled 
“Substance- Related and Addictive Disorders” and 
the home page of the National Institute of Drug 
Abuse’s (NIDA) website (http://  https:// www.
drugab use.gov/ about- nida) states that NIDA’s 
mission is “to advance science on the causes and 
consequences of drug use and addiction [emphasis 
added].” Although there is no official definition, 
the constructs that researchers discuss when study-
ing “addiction” overlap the diagnostic criteria found 
in the DSM and ICD and include concepts such 
as compulsive use, neuroadaptation, craving, and 
a preference for the addictive substance over other 
reinforcers.

Table 13.1 outlines and tries to establish rela-
tions among DSM- 5 SUD criteria and the clinical 
constructs that are commonly equated with addic-
tion, plus a few, selected addiction constructs that 
have been proposed by leading theorists. This lat-
ter group of constructs includes incentive sensi-
tization (e.g., increased wanting and cue- elicited 
craving; Robinson et al., 2018), habit (use becomes 
automatized and difficult to unlearn and ultimately 
compulsive; Everitt & Robbins, 2016), allostasis 
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(change in the hedonic set point associated with 
adaptation to chronic drug use; Koob & Shulkin, 
2019), reinforcer pathology (“the persistently high 
valuation of a reinforcer, broadly defined to include 
tangible commodities and experiences, and/ or . . . 
the excessive preference for the immediate acquisi-
tion or consumption of a commodity despite long- 
term negative outcomes”; Bickel, Korrarnus et al., 
2014). Note that this list is not exhaustive and there 
are other influential models that exist that overlap 
with these (e.g., multistep models that focus on how 
continued heavy use in concert with a vulnerable 
endophenotype conspire to bring about addictive 
behaviors; Piazza & Deroche- Gamonet, 2013).

However, as noted by Bickel et al. (2019, p. 8) 
and as illustrated in Table 13.1,

 1. Theories of addiction vary with respect to the 
addiction constructs with which they are associ-
ated and the specific diagnostic criteria to which 
they relate.

 2. A one- to- one correspondence does not exist 
between diagnostic criteria of, say, DSM- 5 and 
specific addiction constructs. For example, 
multiple criteria (e.g., psychological and health 
problems, interpersonal and social problems) 
could index the same addiction construct (e.g., 
compulsive use).

 3. Some theories of addiction highlight features 
(e.g., negative affectivity) that are not part of 
our current diagnostic system for SUDs and 
overlap considerably with general psychopa-
thology (e.g., Caspi et al., 2014).

 4. Not all SUD criteria are fully consistent with 
clinical notions of addiction nor with specific 
theories of addiction that have been advanced.

 5. Related to this last point, two individuals with 
the same number of SUD criteria may vary 
greatly in the extent to which they are “addicted” 
depending on the specific symptoms manifested 
(Lane & Sher, 2015), further highlighting 
the conceptual distinction between addiction 
and SUDs.

The Importance of Etiology
Understanding the etiology of SUDs is impor-

tant for developing effective strategies for prevent-
ing and treating them. While there are a range of 
interventions designed to prevent the onset of 
SUDs (and other harms associated with SU) and to 
treat manifest disorder, the continuing persistence 
of both SU and SUDs indicates there is much more 
that can be done in this area.

Because use is a precondition for SUDs, many 
prevention approaches are at the policy level. This 
can involve national or local policies designed to 
restrict access to substances (e.g., prohibition), limit 
who can use them (e.g., age- related restrictions), 
make them difficult to use or obtain (e.g., via excise 
taxation), or minimize acute harm from use (e.g., 
impaired driving laws). Such prevention efforts 
are called “universal” in that they are meant to be 
applied to the total population. Such policy- driven 
prevention approaches don’t rely on etiological 
knowledge and can be extremely effective since the 
entire population is targeted. Dramatic decreases in 
the incidence of lung cancer over the past 50 years 
(Meza et al., 2015) can be attributed, to a large 
degree, to decreases in smoking rates fueled by pol-
icy changes (including but not limited to restricted 
opportunities to smoke in public and workplace set-
tings and taxation). In the United States, even more 
dramatic decreases in fatal alcohol- related motor 
vehicle crashes can be attributed to stricter drinking 
and driving laws initiated in the later part of the 
twentieth century (Voas et al., 2000). Other types 
of universal approaches include psychoeducational 
approaches in the schools (Foxcroft & Tsertsvadze, 
2012), advertising bans (e.g., Saffer & Chaloupka, 
2000), and public media campaigns (Allara et al., 
2015). These public health approaches are obviously 
critical but, by themselves, don’t totally eliminate the 
problem and, indeed, it’s possible that some of these 
interventions can have adverse effects. As noted 
by Allara et al. (p. 9) with respect to public media 
campaigns, “Contrary to common belief, antidrug 
media campaigns may be damaging and their dis-
semination is ethically unacceptable without a prior 
assessment of their effects.” Thus, all policies should 
be rigorously evaluated and not assumed to be use-
ful on the basis of their rationale. This bears special 
emphasis with respect to alcohol control given alco-
hol’s legal status, its high prevalence, and its exten-
sive comorbidities with other SU.

While some of the heterogeneity among SUDs 
likely reflects mechanisms specific to SU, a com-
plicating factor is that comorbidity, or the presence 
of another psychiatric diagnosis, is common (e.g., 
Bahji et al., 2019; Lai et al., 2015, Morisano et al., 
2014). When two or more disorders co- occur, be it 
concurrently or longitudinally, a distinction is often 
made between primary and secondary disorders. 
This distinction reflects the degree to which one 
disorder is thought to be responsible for the devel-
opment of the other, primarily based on the order of 
onset (e.g., Winokur et al., 1995). Although useful 
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in principle, there are two reasons why this approach 
is more complex than might appear. First, SUDs 
and potential comorbid disorders have characteris-
tic age- prevalence distributions with the modal age 
of, say, an SUD being younger than, say, the modal 
age of a co- occurring condition and so, a priori, 
SUDs will tend to be deemed primary or secondary 
based purely on their individual prototypic courses 
without clear implications for the presumed causal 
direction of influence from primary → secondary. 
Much of the variance in the primary– secondary 
distinction is due to factors related to the norma-
tive age- incidence curves of each disorder, although 
there are individual differences in the relative ages of 
onset of the comorbid disorder (e.g., Fossey et al., 
2006). That is, the degree to which order of onset 
itself is a meaningful index of presumed causality 
can always be questioned. Second, determining 
which disorder came first is always arguable. Should 
the onset of each disorder be dated to the time the 
pattern of symptoms reaches the diagnostic thresh-
old, as is the usual practice? However, subthreshold 
symptomatology (or the processes causing it) in one 
disorder could conceivably influence subthreshold 
(or suprathreshold) symptomatology in the other 
disorder. One could look at the age of “first symp-
tom” of each disorder to establish temporal prece-
dence, but who’s to say that that type of threshold 
captures the essence of the emergence of disorder? 
Moreover, dating age of onset at either the symptom 
or syndrome level presupposes that the underlying 
retrospection employed in most cross- sectional 
studies is accurate, a supposition not borne out by 
prospective studies that repeatedly query the age of 
onset of a particular problematic behavior (Parra 
et al., 2003). None of this is to say the primary– 
secondary distinction is not potentially useful, just 
that it is often hard to operationalize in a way that 
does justice to the concept and establish whether 
one disorder is predisposing or consequential.

The primary– secondary distinction should not 
be confused with a similar- sounding distinction 
between free- standing comorbid conditions and 
“substance- induced” mental disorders. The latter is 
applicable when a mental disorder develops within 
1 month of a substance intoxication or withdrawal, 
and when it is known that the substance is capable 
of producing that disorder (DSM- 5, p. 488). In 
most cases, the substance- induced mental illness 
should resolve over an extended period of absti-
nence. In any case, the primary– secondary distinc-
tion is deemphasized in the discussion of etiological 
factors that follows. What follows is a discussion of 

critical issues to consider when investigating current 
factors deemed etiologically significant for SUDs at 
multiple levels of analysis.

For any investigation of etiological underpin-
nings to prove meaningful, one needs to be mindful 
of several considerations. First, throughout different 
stages of substance involvement and psychosocial 
developmental, there is a dynamic interplay of risk 
factors over time. As such, the type and magnitude 
of the risk follows a temporally dynamic gradient. 
Both normative and deviant substance involvement 
are often age- graded, but stage of substance involve-
ment must be distinguished from stage of general 
psychosocial development as the two may have dif-
ferent correlates and meanings (Sher et al., 2004).

Second, ascribing causative status to a risk factor 
is challenging, and often what one is dealing with is 
mere correlation rather than causation. Indeed, even 
assuming that an ostensible outcome is “substance- 
related” can be difficult since it is often unclear if 
a seeming substance- related outcome (e.g., driv-
ing under the influence) reflects a complication of 
substance involvement or a generally heedless, risk- 
taking disposition (Martin et al., 2014).

Third, what we might think of as a genetic risk 
factor might actually be environmental and vice 
versa. For example, in choosing one’s peers, adoles-
cents who are at- risk to develop conduct disorder 
(CD) and substance misuse problems are also genet-
ically vulnerable to select/ prefer affiliation with 
delinquent peers (Knafo & Jaffee, 2013). Another 
issue is assortative mating, where an individual with 
an SUD is more likely to partner with someone who 
also has such a disorder (e.g., Grant, Heath et al., 
2007). In addition, depressed women, whose off-
spring are typically at- risk for conduct problems 
and/ or substance misuse, often have a personal his-
tory of conduct problems and antisociality, and they 
also tend to marry and/ or cohabitate with antisocial 
men (Moffitt, 2005).

Fourth, traditional categorical nosology as exem-
plified in the DSM and ICD arbitrarily delineates 
the boundaries of diagnostic categories, thereby 
implying that they are distinct taxa with distinct 
etiological mechanisms and obscuring the fact that 
comorbidity between mental disorders is typically 
the rule rather than the exception and likely, to vary-
ing degrees, reflective of hierarchical, dimensional 
traits affecting both (e.g., HiTOP; Kotov et al., 
2017). A direct, logical implication of such a view is 
that comorbidity will increase along with the sever-
ity of the target diagnosis or comorbid condition, 
a prediction borne out by epidemiological data. As 
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noted by Helle et al. (2020, p. 632) with respect to 
AUD, “Greater AUD severity increases the likeli-
hood of other psychopathology and, when present, 
‘more severe’ presentations. That is, on average, a 
given disorder (e.g., depression) is more severe when 
co- presenting with an AUD, and increases in sever-
ity along with the AUD.” While such a perspective 
is an implied corollary of hierarchical, dimen-
sional models, this phenomenon is probably quite 
underappreciated.

Typically, the natural history of SUDs begins with 
experimentation, progresses to regular use, escalates 
to a pathological pattern of use with respect to the 
frequency and amount consumed, and may result 
in neuroadaptations (e.g., withdrawal, alteration of 
the hedonic set point; Koob & Schulkin, 2019) that 
motivate compulsive SU (i.e., use that persists in the 
face of aversive consequences; Lüscher et al., 2020). 
Along the way, the substance user may experience a 
range of negative consequences (e.g., social or occu-
pational impairment); however, as noted above, it is 
often difficult, if not impossible, to ascribe various 
negative consequences to the substance itself since 
the users of substances may be prone to engage 
in a number of activities that have adverse conse-
quences with or without the substance “on board” 
(for a detailed discussed, see Martin et al., 2014). As 
cogently observed when describing defining char-
acteristics of psychopaths, Hervey Cleckley (1955) 
noted that the psychopathic personality is prone 
to exhibit “Fantastic and uninviting behavior with 
drink and sometimes without [emphasis added]” 
(pp. 406– 410). That is, one could observe wildly 
disinhibited behavior under conditions of sub-
stance intoxication, but apportioning causality of 
the behavior to the substance versus the substance 
user is not straightforward, and ostensible SU con-
sequences might not be consequences in a formal or 
meaningful sense.

In each of the stages of substance involvement, 
heterogeneous effects and mechanisms are likely. 
Moreover, the risk factors for one stage (e.g., initial 
use) aren’t necessarily the same for another stage (e.g., 
SUD conditional upon use). As noted earlier, these 
different stages can have similar risk factors (e.g., 
conduct disorders) but risk factors for initiation can 
be different from risk factors for progression. When 
considering presumed etiological correlates of SUDs, 
the exact nature of risk is obscured if progression and 
stage of pathological substance use are not considered.

Consequently, although many cases of SUDs are 
superficially similar, there are likely different spe-
cies of SUDs; that is, much of the similarity is only 

skin- deep. Stated more formally, the SUD pheno-
type can often be considered an instance of equifi-
nality (Cicchetti & Rogosch, 1996), where the same 
end state may be reached “from a variety of different 
initial conditions and through different processes” 
(p. 597). Returning to the example of hazardous 
use, such a criterion could reflect generalized risk- 
taking or heedlessness (i.e., not specific to the use of 
the substance), an indication of compulsive use, or 
both. Merely assessing the criterion without under-
standing its causes will fail to resolve what might be 
an important difference with respect to whether the 
symptom is best viewed as an indicator of an SUD 
or a noncausal correlate of an SUD.

At the Level of the Society
Culture

One’s culture substantially contributes to initiat-
ing use, sculpting established patterns of drug use 
and possibly misuse. Which and how much of a 
substance is used and what the substance does, sub-
jectively and objectively to and for individuals can 
strikingly be interculturally different (MacAndrew 
& Edgerton, 1969). This variation can determine 
how many individuals in each society use and mis-
use which forms of drugs and at which point of 
their life. Hence there is great relativity as to what is 
considered a harmful drug.

The relationships between cross- cultural dif-
ferences and demographic variations within cul-
tures are sometimes complex. For example, in 
the GENACIS project, a multinational study of 
gender- related and cultural influences on alcohol 
use and associated problems (Wilsnack, 2012) in 
38 countries spread across all continents (except 
Antarctica), men were found to drink more than 
women. However, women in some cultures drink 
more than men in other cultures. That is, these 
demographic differences are conserved within cul-
tures, but there is considerable variation in overall 
levels across cultures. Similarly, some correlates of 
alcohol excess (e.g., intimate partner violence) are 
similar across cultures.

However, some phenomena seen as “typical” in 
one culture may not appear in other cultures. For 
example, in North America, there is a strong age 
gradient in the prevalence of AUD (e.g., Vergés 
et al., 2012), with peak rates of onset and preva-
lence in late adolescence and young adulthood. 
The phenomenon is so strong that it has led to the 
conclusion that, on a population basis, AUDs can 
be considered a “developmental disorder of young 
adulthood” (Sher & Gotham, 1999). However, the 
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notable age gradient, or any other demographic 
phenomenon observed in one culture, should not 
be assumed to be independent characteristics of the 
disorder itself outside of the culture it is observed in.

Moreover, these cross- cultural differences are not 
static. Distinctions between “wet” (heavy drinking) 
and “dry” cultures (both within and across nations) 
appear to be changing in the age of globalization. 
Historically, the Nordic and Anglo- Saxon cultures 
were characterized by high levels of what we’d today 
call binge drinking in contrast to the more moder-
ate, wine- drinking Mediterranean culture. However, 
youth in the Mediterranean regions are now drink-
ing more like their age peers to the North, such that 
historical drinking style differences have tended to 
erode (Room, 2010). In the United States, multiple 
epidemiological surveys have demonstrated major 
shifts in the prevalence of alcohol use over the past 
20 years although these changes differ as a function 
of the age groups studied (Grucza et al., 2018).

Concerning alcohol, it has been shown that 
increases of price and taxes reduced alcohol 
consumption, morbidity, and mortality rates 
(Wagenaar et al., 2010). Furthermore, increas-
ing the legal drinking age reduced teen DWIs and 
traffic deaths. Alcohol prices, nonetheless, remain 
quite low (Albers et al., 2013), likely reflecting the 
fact that price increases are typically not indexed 
to inflation (Jernigan & Trangerstein, 2020). 
While various alcohol control strategies (e.g., price 
increases, restrictions in availability with respect 
to time and place of sales, marketing bans) at the 
population level can be highly effective (Berdzuli et 
al., 2020), their effects could vary considerably due 
to sociodemographic characteristics of jurisdiction 
(Room et al., 2013). Additionally, as the COVID- 
19 pandemic has taught us, major restrictions in 
on- premise alcohol sales have been accompanied by 
increases in off- premise availability in many coun-
tries (Berdzuli et al., 2020) highlighting the com-
plexities of designing alcohol control policies in the 
face of an ever- changing landscape.

Societal control of drug use is more readily 
achieved in isolated cultures, where it becomes 
interwoven into the basic fabric of life. The infor-
mational and commercial borderlessness of most 
Western societies predestines such control efforts 
to limited success, as witnessed by the failure of 
Prohibition, the war on drugs, and the fact that ciga-
rettes and alcohol, although legally prohibited from 
sale to minors, are readily available to them. There 
are subcultures that promote and others that inhibit 
drug use and misuse. Drug subcultures emerge from 

common identities, such as age or perceived and 
real alienation, which in turn can promote group 
solidarity or result in group dysfunction. Central to 
each subculture is the development of a set of shared 
beliefs and practices. Normative beliefs, which are 
perceptions of the extent to which significant oth-
ers approve or disapprove of or engage in a behav-
ior themselves, have been shown to be important 
predictors of drug use, particularly in adolescents 
and young adults (Brooks- Russell et al., 2014). 
Conversely, the degree of spiritual/ religious involve-
ment has been shown in many studies to protect 
one against drug misuse (reviewed in Dick, 2011).

High levels of binge drinking with serious conse-
quences by university students represent an illustra-
tive example of the role of social networks within 
subcultures. Psychosocial predictors of drinking 
by undergraduates include overestimates of oth-
ers’ drinking behavior and attitudes (Woodyard 
et al., 2013), membership in a fraternity or soror-
ity (Wechsler et al., 2009), binge drinking in high 
school (Wechsler & Nelson, 2008), family history 
for alcoholism (Dager et al., 2013), and nonreli-
giosity (Wichers, Gillespie et al., 2013). Despite 
changes over time, drinking levels and problem 
drinking by students remain high relative to other 
groups although these problems don’t necessarily 
continue past college (e.g., Bartholow et al., 2003) 
and this generalization doesn’t extend to other sub-
stances such as tobacco (Blanco et al., 2008).

Poverty and Related Variables
Although poverty per se is a weak predictor of 

drug misuse, poverty combined with other delete-
rious factors associated with impoverished areas 
(neighborhood deterioration, high crime) substan-
tially increase risk for SU problems. The relation-
ship between poverty, difficult living conditions, 
and drug misuse appears to be robust across many 
different cultures. The duration of time spent in 
poverty and the age of the individual moving into/ 
out of poverty also appear relevant. One Swedish 
population study found that, while economic 
instability in early childhood was a significant risk 
factor, instability during middle childhood or ado-
lescence presented the greatest risk (Manhica et al., 
2021). However, this increased risk is not specific 
to poverty in childhood, as an 18- year prospective 
study of adults found that living in a disorganized 
neighborhood was significantly associated with 
increased symptoms of AUD, with the link being 
mediated by psychological distress (Cambron et 
al., 2017).
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Culture paints the drug- taking context and 
expectations of response, which can have signifi-
cant influences on an individual’s response to the 
drug. The notion that substances, in part, produce 
culturally prescribed effects has long been sug-
gested by anthropologists who study drug use. 
There is substantial evidence, in crime and labora-
tory studies, that the use of alcohol increases the 
likelihood of aggression. Particular pharmaco-
logical effects on brain functioning that affect this 
behavior have been detailed (Parrot & Eckhardt, 
2018). Yet there is considerable cross- cultural 
variation in the extent to which this effect occurs. 
MacAndrew and Edgerton (1969) suggested that 
alcohol- related violence was in part due to cultural 
norms in certain societies, specifically that cultural 
views of alcohol provide a “time out” from the nor-
mal behavior and an option to disclaim personal 
responsibility for deviant behavior committed 
while intoxicated.

Along with differences in individually experi-
enced subjective effects, the cultural significance 
assigned to a drug has implications for SU. Cultural 
significance, in this case, refers to the aesthetic, his-
toric, scientific, social, or spiritual emphasis that 
a given culture places on a particular substance 
(Durrant & Thakker, 2003). This significance can 
be broad, such as the significance of cannabis in 
Jamaican culture (Rubin & Comitas, 2019), or 
narrow, with specific preparations or methods of 
ingestion, such as the consumption of hallucinogen 
N,N- dimethyltryptamine via Ayahuasca in some 
Peruvian tribes (Labate & Canvar, 2014). Cultural 
significance can even vary within substances, such 
as the different cultural significance of consuming 
champagne versus beer versus liquor. This cultural 
significance shapes expectancies about the effects 
produced by the drug, the situations in which the 
drug is considered acceptable to use, and even the 
types of positive and negative outcomes predicted 
by using the substance. Within many cultures, psy-
chotropic drugs are viewed in a spiritual rather than 
a hedonistic way, thus greatly coloring the response 
(De Rios & Smith, 1977). One particularly notable 
example of a culturally significant substance is alco-
hol. In many countries around the world, imbibing 
alcohol is a culturally constructed social practice, 
with alcohol consumption given social and emo-
tional significance for various issues including (but 
not limited to) celebration, identity, recognition of 
achievement, hospitality, mourning, entertainment, 
and social solidarity (Copaceanu & Balaceanu- 
Stolnici, 2018).

Reflecting shifts in patterns of drug use, pre-
scription drug use has recently surpassed tradi-
tional illicit drug misuse (cannabis excepted) by a 
considerable margin (Substance Abuse and Mental 
Health Services Administration, 2020). While there 
are growing concerns of prescription stimulants 
and benzodiazepine misuse among young adults, 
the most culturally significant trend of prescription 
drug misuse in the United States concerns opioid 
analgesics.

While opioids have a long and sordid history, the 
current “opioid epidemic” in the United States can 
be traced back to the mid- 1990s, when attitudes in 
the medical field began to shift regarding the man-
agement and treatment of pain (e.g., “pain as the 
fifth vital sign”; American Pain Society, 1999). As 
pain management became a priority for medical 
providers, opioid prescriptions in the United States 
skyrocketed, with opioid consumption rising from 
49,946 kg in 2000 to 165,525 kg in 2012. Although 
the initial response was positive, the cultural change 
had significant downstream consequences resulting 
in increased opioid misuse, addiction, and mortal-
ity. This sharp increase in prescription opioid use 
and misuse is also believed to be related to the 
recent increase in illicit opioid (e.g., heroin, fen-
tanyl) use in the United States. While opioid use has 
risen worldwide, this “crisis” is uniquely American, 
with recent figures estimating that the United States 
consumes 80% of the opioids manufactured in the 
world each year (Shipton, 2018), and drug overdose 
is the leading cause of accidental death (Schiller et 
al., 2021).

Cultural examples adroitly illustrate that defi-
nitions of problems with drugs often depend on 
where one resides and who the user is: consequently, 
comprehensive models of causation must be multi-
dimensional. Explanations that reside purely within 
the individual, either physiological or psychologi-
cal, provide only a limited perspective, and models 
of etiology are, by necessity, contextually dependent 
on the environment and the inherent philosophies.

The Peer Group
If one’s friends use and misuse drugs, the odds 

are much higher for oneself. Time spent with like 
friends that encourage and/ or model deviancy, lack 
of achievement, and depressed mood are important 
factors in predicting problem SU (Castellanos- Ryan 
et al., 2013; Pei et al., 2020). Furthermore, CD is 
consistently found to be a strong predictor of drug 
use initiation, persistence of drug misuse into adult-
hood, and progression to addiction (Sartor et al., 
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2007). The relationship is so strong that precocious 
SU has been considered a possible diagnostic crite-
rion for CD (Fairchild et al., 2019).This correlation 
between peer delinquency and SU and abuse could 
mirror a causal chain, wherein delinquent friends 
model and encourage SU among other problem 
behaviors or, conversely, a youth- governed phenom-
enon in which individuals at risk to use and misuse 
substances select and/ or prefer friends who model 
and condone use (Schwartz et al., 2019).

While socializing with a deviant peer group is a 
robust predictor of SU, there is evidence that the 
“type” of socializing also plays a role in the relation-
ship. One study found that unstructured socializing 
(“just hanging out,” or spending time without any 
particular preplanned activity) can explain some 
of the within- individual patterns of SU. In other 
words, a person may be at increased risk of SU while 
spending unstructured time with a group of friends 
who primarily engage in SU, whereas they may be 
more at risk of engaging in vandalism when spend-
ing unstructured time with friends who engage 
primarily in vandalism (Hoeben et al., 2021). 
Whatever the mechanisms, a temporally dynamic 
action and interaction of these processes with one 
another is likely to be the case. One large- scale twin 
study showed that, along with the genetic suscepti-
bility for externalizing disorders, peer delinquency 
was the strongest vulnerability for adverse drinking 
trajectories (Wichers, Gardner et al., 2013; Wichers, 
Gillespie et al., 2013). More recent research has 
found evidence for a gene– environment interaction 
wherein peer deviance moderates genetic influence 
for deviance. One longitudinal, nationally represen-
tative study found that genetic influences decreased 
and environmental influence increased as peer devi-
ance increased (Schwartz et al., 2019).

Related to these phenomena is the so- called gate-
way model, which postulates that the transition from 
using one drug to another (more specifically from 
legal to illegal drugs) occurs sequentially. The order 
is generally hypothesized to lead from more recre-
ational substances to “harder” drugs (substances 
that are less commonly used, more stigmatized, and 
present greater risk addiction, health consequences, 
and mortality). An approximation of this progres-
sion begins with cigarettes, alcohol, and marijuana; 
then moves to recreational stimulants, depres-
sants, and hallucinogens; then finally leads to crack 
cocaine, methamphetamine, and heroin. Obviously, 
this progression is not inevitable, and the order is 
variable, but exposure to peers who engage in drug 
use a step beyond one’s own is seen as an important 

determining factor, particularly if one is strongly 
identified with these peers.

This could in part be due to drug subcultures, 
as an individual may become exposed to new sub-
stances after associating with peer groups belonging 
to subcultures centered around particular substances 
(“stoners,” “ravers,” “psychonauts,” etc.). This iden-
tification is seen as involving expectations regard-
ing positive results from such drug use. Peer factors 
are thus central in three ways: first, in providing the 
drug; second, in developing attitudes about its use 
and effects; and third, in providing an exemplar. 
This peer cluster theory states not only that peers 
represent the most important predictor of use and 
progression to abuse but also that peers mediate 
the significance of other risk factors— for example, 
emotional problems and attitudes about oneself. 
Some research has confirmed these social learning 
interpretations, and the consequent argument has 
been made that interventions should be aimed at 
peers. However, while there is some support for the 
gateway theory, evidence that this effect is driven by 
peers or subcultures is mixed (Golub et al., 2005; 
Nkansah- Amankra, 2020), and the vast majority of 
individuals who use “softer” drugs do not progress 
into using harder drugs. Additionally, it is debated if 
subsequent drug use is actually caused by using the 
previous drug or if the apparent association is better 
explained by other factors (e.g., increased access to 
other substances, peer selection following drug use).

Part of the variability in characterizing peer and 
other factors in drug use arises from how use is 
defined. Studies that measure “ever used” may be 
selecting a suboptimal population for study since 
drug experimentation by adolescents, even with an 
illegal drug such as marijuana, appears to err on the 
side of normality as most adolescents have used the 
drug. A longitudinal study (Shedler & Block, 1990) 
found that adolescents who never experimented 
with drugs, particularly marijuana, showed indica-
tions of being more maladjusted than occasional 
experimenters. While experimenters do display 
some risk factors, heavy, escalating, and debilitating 
drug use should be the focus of concern.

The Family
Another area where modeling seems to play a 

role pertains to the behavior of one’s parents and 
siblings. It has been known for many years that 
alcohol and substance use runs in families. Some of 
this behavior is directly heritable through genetic 
predispositions to SU and SU risk factors, while 
other influences come from the types of behavior 
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modeled within the home and the family. Recent 
estimates suggest that roughly 50% of the variance 
of addictive behaviors is due to (epi)genetic effects 
(Friedel et al., 2021).

A large- scale investigation of a follow- up of 
nine large databases of adoptive children found 
that when either, versus neither, of the biological 
parents abused drugs, the offspring risk for drug 
abuse doubled, and when both did so, the risk tri-
pled (Kendler, Sundquist et al., 2012). A slightly 
greater risk was found in offspring with paternal 
versus maternal drug abuse, and males seemed 
to be more genetically vulnerable than females. 
Furthermore, a biological family history of alco-
holism, criminality, or other forms of psychopa-
thology also elevated risk in adopted offspring 
(Kendler, Sundquist et al., 2012). Consistently, 
a subsequent analysis by the same group demon-
strated that risk for SUDs was significantly greater 
when the age difference was smaller. Specifically, 
when both siblings were born on the same year, 
versus 10 years apart, the risk for a SUD in the 
unaffected sibling doubled. Risk also was sub-
stantially greater when the affected proband was 
older versus younger than the unaffected siblings, 
an effect that was much more pronounced in male 
versus female pairs (Kendler et al., 2013).

Children can also learn SU through the mod-
eling of their parents’ behavior. When parents 
provide their children with medication or use sub-
stances to relieve negative feelings, cope with stress, 
provide a social lubricant, etc., they are modeling 
both the behavior and the expectancies associated 
with the given drug. Drug and alcohol expectan-
cies are learned, in part, from parents’ attitudes and 
behaviors. Exposure to parental alcohol use models 
drinking behavior and expectancies for children/ 
adolescents, even if the parents experience negative 
consequences from alcohol use (e.g., Waddell et 
al., 2020). In addition to alcohol use, many stud-
ies have consistently supported parental drug use as 
a risk factor for adolescent initiation of use (Pentz 
& Riggs, 2013; Rusby et al., 2018). While there 
are specific genetic and environmental risk factors 
presented by the family, these risks are often cor-
related (i.e., families with genetic predisposition 
toward SU are also more likely to have deleterious 
environmental situations). Furthermore, research 
suggests that there is a cumulative risk, wherein 
exposure to multiple risks throughout development 
increasingly amplify one’s risk. These factors, along 
with the interactions between environment and 

gene expression, create a complicated amalgam of 
familial risk that can be difficult to attribute to any 
specific cause (Stallings et al., 2016).

A recent study from a large- scale investigation 
of seven Norwegian twin birth cohorts yielded 
evidence that SU is highly heritable (Waaktaar et 
al., 2018). This genetic heritability was present for 
alcohol use, tobacco use, and illicit drug use and 
was present throughout adolescence and into early 
adulthood. Other recent work has found that both 
genetic and neighborhood factors predict SU, with 
a significant interaction between socioeconomic sta-
tus (SES) and genetic risk for alcohol use (Pasman 
et al., 2020). Data from community- based samples 
show that more than half, and one- fifth of the off-
spring of alcoholics, become alcohol and illicit drug 
misusers, respectively, compared to one- fourth and 
one- tenth of matched controls (Hussong et al., 
2012). Furthermore, after adjusting for comorbid 
parental psychopathology, environmental stress-
ors, and familial dysfunction, parental alcoholism 
stands out as a unique predictor of drug use and 
misuse in adolescence and early adulthood.##

The simple availability of cigarettes, alcohol, 
marijuana, and prescription drugs within the fam-
ily seems to be a contributing factor to SU. Drug 
availability plus permissive parental attitudes, low 
parental monitoring, and poor parental support 
further facilitate use (Maggs & Staff, 2018; Rusby 
et al., 2018). Even parental permissiveness toward 
legal substances (e.g., tobacco, alcohol) predict ado-
lescent use of illicit drugs (Mehanović et al., 2021) 
As disordered conduct is a profound risk factor for 
substance misuse, family dynamics that increase 
risk of conduct problems also predict onset and 
progression of adolescent SU. These factors include 
maladaptive parenting; using harsh, coercive, and 
inconsistent discipline; and parent– child conflicts. 
Parental mistreatment is a particularly important 
risk factor in individuals at high genetic risk for 
CDs (Fairchild et al., 2019).

Stress is common in substance- abusing families. 
Stressors common in families with AUD include 
high conflict, poor communication, marital dis-
cord, coercive interactions, physical abuse and 
neglect, economic and social deprivation, and the 
extremes of parenting (i.e., too authoritarian or 
too lax; Velleman & Orford, 2013). Almost all 
(98%) of adolescents with drug abusing parents are 
beset by at least one other environmental adversity 
(McLaughlin et al., 2012). Considerable research 
has found that a history of childhood abuse is a 
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strong predictor of adolescent SU, which in turn 
is a strong predictor of subsequent development of 
substance abuse or addiction. A recent study found 
that the relationship between childhood maltreat-
ment and adolescent SU is not directly linked, but 
rather occurs through the development of posttrau-
matic stress symptoms and poor mother– child rela-
tionships (Yoon et al., 2017).

There is, of course, another side to this coin. There 
is evidence that positive family environments— 
involving such things as religious involvement, pos-
itive marital relationships, distance from delinquent 
peers, and high parental warmth and monitoring— 
reduce the likelihood of the development of SUDs 
(Dick & Kendler, 2012).

Positive family attributes may have effects that 
fluctuate and vary during the developmental pro-
cess. For example, a longitudinal investigation 
following approximately 1,000 young adolescents 
for 11 years and assessing their drug consump-
tion (specifically tobacco, alcohol, and cannabis) 
found that early adolescence use was predicted by 
lack of parental monitoring. However, as adoles-
cents transitioned to high school and later adoles-
cence, it was the quality of the family relationship 
(indexed by shared activities, mutual regard and 
positive affect between parents and adolescent 
offspring) that was most protective against SU. 
However, these family factors (parental monitor-
ing, family relationship) did not appear to be rel-
evant to drug use in young adulthood (Van Ryzin 
et al., 2012).

Seldom considered but potentially signifi-
cant family factors in the etiology of SUDs are 
teratogenic effects. Drug use by parents can del-
eteriously affect intrauterine development. One 
widely accepted teratogenic effect that has received 
considerable mainstream attention is fetal alco-
hol syndrome (FAS) and its more broad designa-
tion of fetal alcohol spectrum disorders (FASD), 
involving low birth weight, prematurity, infant 
mortality, and physical anomalies in the central 
nervous system (CNS) development, maturation, 
and function (Norman et al., 2013). Similar del-
eterious phenomena have been observed in infants 
prenatally exposed to cocaine and cigarettes (Liu 
et al., 2013), methamphetamines (Twomey et al., 
2013), opiates (Behnke et al., 2013), and many 
prescribed drugs, particularly barbiturates and 
other sedatives. In a birth cohort study (Alati et 
al., 2006), children of mothers who drank dur-
ing pregnancy produced offspring who were 2.95 

times more likely to later develop adolescent 
problem drinking when compared with controls. 
Another longitudinal study showed that the effect 
of maternal drinking during pregnancy bore a 
dose- response relationship with adult offspring 
self- reports of problematic behaviors (Day et al., 
2013). While the link between ethanol exposure 
and FASD appears intuitive, some have argued 
for the importance of moderators or mitigators of 
the link between drinking during pregnancy and 
FASD, suggesting that the latter cannot be fully 
explained by the unconditional effects of ethanol 
exposure because an impoverished family envi-
ronment also substantiates risk for FASD. It has 
been argued that FASDs are caused by nutritional 
deficiencies that ethanol exposure can exacerbate 
as opposed to their being a direct alcohol- induced 
neurotoxic effect (Ballard et al., 2012).

At the Level of the Individual
Given the same environmental context, not all 

individuals are equally likely to experiment with 
drugs, become regular users, or progress to heavy 
use with or without associated problems. A number 
of individual- level factors have been shown to be 
associated with risk for substance use and for SUD, 
and those that have received the most attention are 
highlighted below. Full description of individual- 
level factors requires consideration of those that are 
both general and specific.

Stress and Affective Factors
When asked, people frequently report that they 

abuse substances to reduce stress. However, when 
subjective distress and stressor exposure are assessed, 
neither usually correlates very highly with degree of 
substance use (Sher & Grekin, 2007).

The relationship between SUDs and stress is 
theorized to occur for a number of reasons. SU 
may be a coping strategy, most typically a form 
of emotion- focused coping, as described in theo-
ries as self- medication (Khantzian, 1985, 1997), 
tension reduction (e.g., Greeley & Oei, 1999), 
or stress- response dampening (e.g., Sher, 1987). 
That is, individuals take psychoactive substances 
to directly reduce psychological distress (or avoid 
anticipated distress) via pharmacological mecha-
nisms. For example, some drugs (especially ben-
zodiazepines, which are prescribed clinically to 
reduce anxiety and panic, but also barbiturates and 
alcohol in sufficient dosage) have well- characterized 
anxiolytic properties, and users seek these out for 
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their desired effects. While such effects are typically 
thought to be due to direct effects on neural sys-
tems involved in emotions, it is also possible that 
at moderate doses, certain drugs (e.g., alcohol) can 
facilitate emotion regulation by restricting atten-
tion to the most salient aspects of the surrounding 
environment. If these salient, environmental dis-
tractors are positive (or even neutral), attention is 
likely to be redeployed to them with less attention 
focused on distressing stimuli and/ or thoughts, 
resulting in a distress- reducing effect (Fairbairn & 
Sayette, 2013; Josephs & Steele, 1990; Steele & 
Josephs, 1990).

It is possible that some users sometimes consume 
substances to avoid or minimize stress associated with 
anticipated or feared failure via “self- handicapping” 
(i.e., using a substance to provide an external attri-
bution for failure; Jones & Berglas, 1978). In such 
cases, the neuropharmacological effect of the drug 
may be irrelevant or incidental because having an 
excuse (an attribution for one’s shortcomings) is the 
operative mechanism.

The transition to SUD is also likely modulated 
by additional factors. For example, for Vietnam 
veterans who had drug abuse problems associ-
ated with PTSD, there was an average of 3 1/ 
2 years between the onset of PTSD symptoms 
and the development of the SUD (Davidson et 
al., 1985). A meta- analysis of eight longitudinal 
studies showed that depression predicted alcohol 
consumption for women (Hartka et al., 1991). 
Consistent with the self- medication model, indi-
viduals with high levels of hopelessness report 
drinking to cope with depression, which can then 
lead to severe alcohol problems (Grant, Beck et al., 
2007). In particular, women report problems with 
intimacy and interpersonal stress as the reasons for 
excessive drug consumption (Frank et al., 1990). 
However, given the importance of stress, anxiety, 
or depression as etiological factors, the fact that 
the majority of individuals who undergo these 
conditions do not turn to drugs for relief suggests 
that more than a single explanation is required. 
Additionally, negative emotions such as depression 
and anxiety often arise from chronic, heavy SU 
(e.g., DSM- 5 substance- induced mood and anxi-
ety disorders) and so disentangling the primacy of 
affective symptomatology and SU and SUDs can 
be quite challenging. However, whether negative 
affectivity is premorbid to or acquired through 
chronic, heavy SU, it is thought to play an impor-
tant role in the maintenance and course of SUDs 
(Koob & Schulkin, 2019).

PersonaLiTy
For much of the past century, problem drug 

behavior was typically ascribed to an addictive per-
sonality. Indeed, a plethora of studies yielded evi-
dence supporting a wide range of personality profiles 
as etiologically significant. In an earlier review (Pihl 
& Spiers, 1978), it was determined that 93% of this 
research studied exclusively patients in treatment, 
thus likely reflecting the characteristics of individu-
als who seek or are mandated to treatment, or the 
concomitants of the problem rather than the cause 
of the problem. Barnes (1979, 1983) highlighted 
the differences between pre- alcoholic personality 
traits (i.e., those traits that prospectively predict 
the occurrence of an AUD) and clinical alcoholic 
personality traits (i.e., those traits that distinguish 
individuals with AUDs from those with other disor-
ders or no disorder). Perhaps the biggest difference 
is that persons who eventually develop AUDs show 
less negative affectivity premorbidly than do those 
currently exhibiting clinical manifestations (Sher & 
Gotham, 1999).

Indeed, a prominent view of addiction, allosta-
sis theory (Koob & Schulkin, 2019), suggests that 
chronic adaptations to substance use lead to a 
change in the hedonic set point. There are progres-
sive increases in negative affect, which then goad 
further consumption for transitory relief, thus set-
ting up a vicious cycle (Sher et al., 2005).

From the perspective of the Five Factor Model 
(sometimes referred to as the “Big Five”), the traits 
that appear to be most important to risk for SU 
and SUDs are those associated with neuroticism, 
agreeableness, and conscientiousness (e.g., Malouff 
et al., 2007). Notably, specific facets of neuroticism 
(e.g., impulsiveness/ negative urgency) and consci-
entiousness (lack of perseverance, lack of premedi-
tation) may be particularly relevant to SUDs (Dick 
et al., 2010). In conceptualizing the way personal-
ity might be related to SU and SUDs, it is impor-
tant to consider some less appreciated aspects of the 
relations between these two domains. First, person-
ality changes developmentally, with individuals 
tending to become less neurotic, more conscien-
tious, and more agreeable as they age, with these 
changes particularly evident in the third decade of 
life (Roberts et al., 2006). Coincidentally, this is the 
same period of time when individuals show decreas-
ing rates of AUDs (Vergés et al., 2012) and other 
SUDs (Vergés et al., 2013). These two processes 
appear linked. As individuals “mature out” of their 
problematic SU they also show greater psychosocial 
maturation, as evidenced by decreased neuroticism 
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and increases in conscientiousness and agreeable-
ness, and that part of desistance from problematic 
substance involvement reflects normative personal-
ity change (Lee & Sher, 2018). That is, the longi-
tudinal association between personality and SUDs 
appears to be driven, in part, by psychosocial  
development.

While personality might be related to SU and 
SUDs either as a premorbid risk factor or as a com-
plication of chronic use, an important issue largely 
overlooked in the research literature (but not among 
lay people or the recovery community) is the acute 
effects of a drug such as alcohol on personality 
expression, akin to a “Dr. Jekyll and Mr. Hyde” or 
“Nutty Professor” transformation. That is, intoxica-
tion might lead, in some, to state changes in per-
sonality; some people may be more agreeable and 
conscientious, others more antagonistic, and oth-
ers more extraverted when “under the influence” 
(Winograd et al., 2016, 2017).

Although personality has typically been viewed 
as relatively stable cross- situationally, recent views of 
personality highlight the importance of situational 
determinants of personality expression (Fleeson, 
2001). From this perspective, one important “situ-
ation” to consider is drug intoxication, which in 
some individuals occurs often and in important 
social contexts.

When discussing “why” might personality influ-
ence SU and SUDs more generally, it’s important to 
note that multiple pathways of influence have been 
posited including (1) sensitivity to drug effects, (2) 
general deviance proneness, (3) trait emotionality, 
(4) emotional regulation, and (5) peer and envi-
ronmental selection (Littlefield & Sher, 2016; Sher, 
1991). That is, while personality in general and 
individual traits may play a critical role in the eti-
ology of SUDs, it is not a single role and broadly 
encompasses most mechanisms that various theo-
rists have proposed as central.

Cognitive and Motivational Processes
Dual- process models emphasize that drug use 

can be viewed as the outcome of two compet-
ing tendencies: (1) approach motivations toward 
using a substance and (2) restraint motivations 
to abstain or limit use. While such models are 
relevant to a wide range of behaviors (Strack & 
Deutsch, 2004), they are particularly relevant to 
conceptualizing addiction (Wiers & Gladwin, 
2016; Wiers and Stacy, 2006). Such models pro-
vide the foundation of a general framework for 
integrating a diverse host of etiological factors, 

both internal and external, across multiple lev-
els of biospsychosocial organization and stages of 
substance involvement.

exPecTancies
Beliefs and expectancies regarding drug effects, 

reflecting both social learning and direct phar-
macological experiences, are a critical part of the 
cognitive context and expectations of drug effects 
and predict drug use. The brain reacts to stimuli 
in terms of context (Luria, 1980), with one’s cul-
ture, learning, and experience anchoring each new 
response. Regarding drugs, these factors coalesce in 
the form of expectancies. Generally, an individual 
frequently using a drug is more likely to perceive 
less risk and to approve more of the use of that drug. 
Among illicit substances, for example, marijuana 
is the most used (Substance Abuse and Mental 
Health Services Administration, 2020) and is per-
ceived as least harmful, although in recent years the 
perceived harmfulness of marijuana has decreased 
without a concomitant increase in prevalence of 
use (Sarvet et al., 2018). Of course, one’s attitudes 
toward a drug and beliefs about use are robustly 
associated with changing trends of drug use behav-
iors (Substance Abuse and Mental Health Services 
Administration, 2020).

The 1980s witnessed a decline in marijuana and 
cocaine use in the United States that was accompa-
nied by greater perceived risk of use. Conversely, a 
drastic shift of these attitudes to the other direction 
during much of the 1990s seems to have accounted 
for the elevated use of many illicit substances, spe-
cifically marijuana. As well, ecstasy use in some of 
the early 2000s dramatically decreased as a result of 
greater perceived danger of its use (Droungas et al., 
1995). Drug use is also affected by what one expects 
a drug to do to and for oneself, both objectively and 
subjectively. A large 9- year prospective study found 
that among males and females, consuming alcohol 
and marijuana could be predicted in adolescence 
and adulthood based on early expectations of the 
response of positive feelings to the drugs and the 
alleviation of negative feelings (Stacy et al., 1991).

Neural reflections of differential types of expec-
tancies have been identified in the lab. In one func-
tional magnetic resonance imaging (fMRI) study, 
participants were exposed to a noxious thermal 
stimulus after which they ingested a potent opioid 
receptor agonist. Those who had positive analgesia 
expectations showed double the benefit from the 
drug, which was associated with activation of the 
endogenous pain regulatory system. This benefit 
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was completely blunted among those with nega-
tive expectations, the latter of which correlated with 
decreased activation in brain regions involved in 
exacerbating pain via anxiety (Barrett et al., 2004). 
Some ostensible drug effects commonly associated 
with alcohol consumption (especially sexual arousal 
and aggression) have been found to be determined, 
to a nontrivial degree, by the belief one has con-
sumed the substance (Crowe & George, 1989; Hull 
& Bond, 1986). However, such expectancy or pla-
cebo effects are not inevitable and may be highly 
conditional upon individual and situational factors. 
Moreover, some expectancy effects are in the oppo-
site direction of alcohol effects, most likely reflecting 
compensatory strategies for managing intoxication 
(Testa et al., 2006).

Expectancies regarding drug effects are far more 
complex than simply positive (i.e., reinforcement) 
or negative (i.e., punishment). First, expectancies 
can vary as a function of the perceived dose of a sub-
stance (e.g., Wiers et al., 1997) or whether or not 
blood levels of the drug are increasing or decreas-
ing (e.g., Morean et al., 2012). For example, some-
one may anticipate pleasurable arousal in ingesting 
a moderate amount of alcohol but also anticipate 
distress when the effects of the alcohol are wear-
ing off, as occurs in hangover. How one weighs the 
costs and benefits of various substance effects and 
their immediacy interacts with individual differ-
ences in delay and probability discounting (Bickel, 
Koffarnus et al., 2014; Yi et al., 2010).

During adolescence, alcohol expectancies tend 
to become more positive (e.g., Sher et al., 1996) and 
then tend to decrease over adulthood (e.g., Nicolai 
et al., 2012). A recent study (Montes et al., 2019) 
found not only that baseline levels of positive expec-
tancies predicted the onset of SU (specifically, alco-
hol, tobacco, and marijuana) but also that the rate 
of change was a significant predictor of onset for all 
substances. In addition to being of interest in their 
own right, expectancies appear to play an impor-
tant mediating role for more distal risk factors such 
as personality (e.g., Mezquita et al., 2015). That is, 
personality tends to shape the types of expectan-
cies that someone forms based on intraindividual 
factors, such as individual differences in pharma-
cological sensitivity to various drugs, proneness to 
negative emotional states, sensation seeking, and 
other mechanisms (Littlefield & Sher, 2016).

Such expectancies are intimately related to the 
stated reasons that individuals endorse about why 
they choose to consume a substance (Cooper et al., 
2016). While there are similarities across different 

psychoactive substances such as alcohol and mari-
juana in the various SU motives endorsed (e.g., 
enhancement or getting “high,” coping with nega-
tive emotions, to conform with social norms, to 
heighten sociability), tobacco use motivations 
appear quite different and are characterized by auto-
maticity/ habit and responses to withdrawal cues. 
Note that someone can hold certain expectancies 
for a given SU effect but not necessarily use the sub-
stance for those anticipated outcomes. Thus, while 
intimately related to self- reported motivation, sub-
stance outcome expectancies are conceptually and 
empirically distinct.

Basic cogniTive FuncTioning
Variation in some aspects of cognitive function-

ing could put someone at risk for problematic use 
because they are associated with self- regulatory pro-
cesses or substance- related reinforcement. To iden-
tify preexisting cognitive deficits that increase risk 
for substance use, as opposed to cognitive deficits 
that may have occurred as a result of using sub-
stances, researchers can examine characteristics of 
individuals who are at high risk for SU or SUDs 
(e.g., children of individuals with a SUD), but have 
not yet engaged in SU or developed an SUD. Such 
studies often find mild to moderate neuropsycho-
logical deficits present. These impairments have 
been found in five broad categories of cognitive per-
formance: executive functions (which encompass 
abstracting, planning, and problem- solving abili-
ties), language- based skills, attentional and memory 
processing, psychomotor integration, and visuo- 
perceptual analysis and learning (Pihl et al., 1984).

Of central interest to understanding SU and 
SUDs is the role of executive function owing to its 
importance in decision- making and guiding self- 
directed behavior. “Executive function” refers to a 
broad set of cognitive abilities including working 
memory updating, task switching, and response 
inhibition (Friedman & Miyake, 2017; Miyake et 
al., 2000) although various measures of response 
inhibition (e.g., Hamilton, Littlefield et al., 2015) 
appear to be associated with a broad common fac-
tor (Miyake & Friedman, 2012). Given its general 
association with a range of externalizing disorders as 
early as early childhood (Schoemaker et al., 2013), 
executive function (especially response inhibition) 
would appear to be an important endophenotype 
to consider when understanding cognitive risk 
factors for SU and SUDs. However, recent work 
(Gustavson et al., 2017) suggests that response 
inhibition is most strongly associated with SU in 
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adolescence but not in later life or with the tran-
sition to SUDs, again highlighting the importance 
of distinguishing factors associated with SU versus 
those associated with transition from SU to SUD.

Certain drugs (particularly alcohol) acutely 
impair these cognitive functions (Porjesz et al., 
2005). This may be a central factor in explaining 
the high correlation between intoxicated behavior 
and aggression. For example, alcohol can disrupt 
executive functions necessary for restraint follow-
ing provocation (Giancola, 2004). The notion that 
disinhibitory effects of alcohol are attributable to 
disruption of higher cortical functions is consistent 
with long- standing speculations on how drugs lead 
to disinhibition (McDougall, 1929).

Along with premorbid executive function defi-
cits, chronic exposure to psychoactive substances 
can cause further impairment and thus can contrib-
ute to a worsening of substance- related problems. 
Fernandez- Serrano et al. (2010) showed a range of 
executive function deficits as a function of chronic 
use of different drugs of abuse and concluded that 
“alcohol abuse is negatively associated with fluency 
and decision- making deficits, whereas the different 
drugs motivating treatment have both generalized 
and specific deleterious effects on different execu-
tive components” (p. 317). There is also evidence 
that the neuroadaptations underlying addiction can 
also affect cognitive functions. For example, the 
development of incentive salience to drug cues is 
associated with impaired response inhibition (e.g., 
Lovic et al., 2011), potentially increasing addiction 
liability by both increasing approach and reduc-
ing restraining tendencies. Also, executive function 
and other higher intellectual functions appear to 
moderate other important cognitive risk factors for 
addiction such as delay discounting (Bailey et al., 
2018; 2020).

At least for human males, the P300 wave of 
the visual event- related potential (ERP; a brain- 
wave reflective of neural inhibition or attentional 
regulation and obtained via electroencephalogra-
phy) exemplifies what is perhaps the best currently 
known endophenotypic marker for SUDs (Bingel et 
al., 2011; Euser et al., 2012; Singh & Basu, 2009). 
The P300 wave is evoked when a subject responds 
to a distinct stimulus presented among many simi-
lar ones and must make some type of decision or 
judgment (Metrik et al., 2009). The P300 ampli-
tude has been shown to become attenuated in drug- 
naïve 11- year- old sons of alcoholic fathers, pointing 
to its heritability. This trait is also manifested in the 
full range of externalizing psychopathology as well 

as psychotic disorders, suggesting that the attenu-
ated P300 amplitude is an endophenotypic marker 
for low- order disinhibitory externalizing disorders 
(Patrick et al., 2006; Volkow et al., 2003) or psycho-
pathology more generally (Tang et al., 2020; Wada 
et al., 2019).

Anomalies in executive function and inhibitory 
control, added to augmented levels of anxious- 
disinhibited traits, have been detected in both 
individuals addicted to psychostimulants and their 
unaffected siblings, but to a significantly greater 
extent in the former. This may point to both neu-
rotoxic or other effects of persistent drug misuse 
(Miller & Rockstroh, 2013) and underlying vulner-
ability. These commonalities of reduced inhibitory 
control and increased anxious- disinhibition have 
thus been proposed as endophenotypic markers 
for the addiction to psychostimulants, reflected as 
a neurodevelopmental perturbation of prefrontal 
functioning (Iacono & Malone, 2011).

addicTion- reLaTed cogniTive changes
While premorbid, individual differences in exec-

utive function and other cognitive functions put 
one at risk for SU and SUDs, both the direct neu-
rotoxic effects of a drug on the brain and adaptive 
changes associated with prolonged heavy SU create 
further vulnerabilities for the development of severe 
SUDs and addiction.

Clearly the heavy consumption of most drugs 
is neurotoxic, and this is the case even for mari-
juana (Séguin et al., 1995). Cross- sectional stud-
ies tend to find small effects on neurocognition 
that are attenuated with abstinence (Scott et al., 
2018). One longitudinal study found that deficits 
in short- term and working memory predicted an 
earlier age of onset of cannabis use, and cannabis 
use across adolescence was associated in declines 
in verbal intelligence and some executive tasks and 
reward processing (Castellanos- Ryan et al., 2017). 
The issue of distinguishing premorbid and acquired 
deficits in SUDs is always one that is hard to resolve 
in individual cases.

This is problematic for drawing etiological con-
clusions given the indisputable fact that drugs of 
abuse are neurotoxic. They hijack the CNS and 
remodel it, both functionally and structurally 
(Benningfield & Cowan, 2013; Volkow et al., 2016), 
effects only some of which are reversible (Meier et 
al., 2012). In the absence of a picture of the brain 
prior to drug use, it is hard to rely on a picture of the 
addicted brain if one wishes to distinguish aspects 
that triggered the drug use from aspects that reflect 
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drug effects. Moreover, from a treatment perspec-
tive, uncertainty regarding the degree to which a 
given process or mechanism is likely premorbid or 
acquired in an individual patient makes it a chal-
lenge to set appropriate treatment targets.

As noted earlier, SUDs rarely appear in isola-
tion and almost always co- occur in the context of 
externalizing (i.e., disruptive- disinhibitory) and/ 
or internalizing (i.e., anxious- depressive) attri-
butes. To a considerable extent, the externalizing 
and internalizing factors are behaviorally and likely 
neurobiologically distinct, with the former corre-
sponding to the reward cue system and the latter to 
the fear processing system which includes, among 
other regions, the amygdala, nucleus accumbens, 
and the hippocampus/ parahippocampus (Li et al., 
2013; Servaas et al., 2013). This last brain struc-
ture develops much earlier and faster than do those 
underlying higher cognitive functions, and it gov-
erns primitive fight- or- flight responses to actual or 
perceived threat.

Inefficient functioning at any point in the fear 
circuit can result in overresponsivity to events 
and an exaggerated secretion of stress hormones, 
which further deteriorates the functioning of this 
network. These disorders have been repeatedly 
correlated by evidence with exaggerated amyg-
dalar activation associated with stimuli signal-
ing threat. In a large study of adult female twins, 
where personality traits were related to drinking 
motives and symptoms of an AUD, a genetic rela-
tionship was found with coping (i.e., stress damp-
ening) motives and AUDs symptoms (Littlefield 
et al., 2011). Conversely, in at- risk individuals 
whose response to drugs is mediated by the cue for 
reward system, at the core of their liability seems 
to reside a fundamental problem of impulse con-
trol. This problem can be analogized to stuck gas 
pedals and broken brakes, the latter being the pre-
frontal cortex and the former the limbic system. 
With the limbic system hyper-  and the prefrontal 
cortex hypoactivated, the result is an impulsive 
response (Zucker et al., 2011). Generally, most 
brain imaging studies have found marked neu-
ral functional and anatomical aberration within 
the frontostriatal circuits in addicted individu-
als, which makes sense given that these circuits 
subserve the core clinical feature of many cases 
of SUDs: that is, the impulsive and compulsive 
seeking of the drug. These individuals tend to use 
and abuse psychostimulant drugs, including alco-
hol. Thus, understanding what leads an individual 

to express these differential traits and how they 
determine differential risk profiles associated with 
SUDs should have great explanatory power.

Genetics
SUDs are at least moderately heritable. Since the 

1980s, a number of adoption and twin studies have 
examined SUDs and found heritability estimates 
between 40% and 70% across the various drugs 
of abuse (Kendler et al., 2011; for a comprehen-
sive review of the research on genetics of SU, see 
Lopez- Leon et al., 2021). Some studies (Korhonen 
et al., 2012; Stroud et al., 2009) have shown these 
heritability estimates to vary as a function of sex, 
while others have failed to find any sex differences 
(e.g., Baker et al., 2011). A study following more 
than 1,000 adolescent males and females aged 17– 
24 found that, while genetic effects became more 
relevant and important over time in men, envi-
ronmental effects assumed more importance over 
time in women (Hicks et al., 2007). Given the 
well- established (but shrinking) sex differences in 
alcohol use, but the lack of evidence supporting the 
presence of sex differences in heritability of alcohol 
use, it has recently been suggested that researchers 
explore sex- specific gene– environment interactions 
(Salvatore et al., 2017). Furthermore, adolescence 
onset and adulthood onset of addictions have been 
associated with differential developmental etiologic 
underpinnings, with the former showing substan-
tial evidence for shared environmental effects and 
little for genetic effects, and the opposite regarding 
adulthood- onset addiction (van Beek et al., 2012).

While many studies have focused on substance- 
specific heritability, polysubstance use appears to 
be the norm rather than the exception (Glantz & 
Leshner, 2000). Researchers have long hypothesized 
that a general liability of SU exists, with Young and 
colleagues (2006) suggesting that either AUD and 
DUD are different manifestations of a single under-
lying vulnerability or that the two are separate but 
highly correlated. Kendler and colleagues (2007) 
made similar conclusions, with two highly corre-
lated genetic factors (one for legal and one for ille-
gal substances). More recently, a large Norwegian 
twin study found heritability both common (across- 
substance) and unique (substance- specific) heri-
tability for substance use (Waaktaar et al., 2018). 
Moreover, at least with respect to alcohol depen-
dence, there is evidence for multiple, heritable fac-
tors related to different forms of symptomatology 
(e.g., high consumption/ tolerance, loss- of- control 
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and preoccupation, and withdrawal/ continued use 
despite problems). The overall picture to emerge 
from these studies is that there are multiple genetic 
factors contributing to SU and SUDs with some of 
these representing common liabilities and others 
that are substance- specific.

candidaTe gene sTudies
The heritability estimates of addictions are anal-

ogous to those for the majority of illnesses widely 
prevalent in Western societies (Bienvenu et al., 
2011). This high prevalence and heritability spurred 
a significant interest in identifying specific genetic 
variations that predispose one to SUDs. Two para-
digms have been prominent: gene association stud-
ies, which investigate the allelic variation in specific 
genes believed to confer risk, and genome- wide 
association studies (GWAS), which investigate up to 
a million genetic variations across the entire genome 
for associations with the risk for drug addiction.

The currently best available specific genetic evi-
dence of SUD risk involves cigarette addiction and 
implicates polymorphisms in the nicotinic acetyl-
choline receptors (Chang et al., 2009; Chen et al., 
2009). These have been robustly associated with 
the number of cigarettes consumed daily (Lips et 
al., 2010) and with serum cotinine concentration (a 
long- lasting metabolite of nicotine; Munafo et al., 
2012), which more objectively measures how much 
nicotine one inhales. Furthermore, individuals 
bearing a particular minor allele show a significantly 
decreased puff volume in response to smoking ciga-
rettes (MacQueen et al., 2014). Notably, these pre-
viously mentioned genetic polymorphisms have also 
been linked to lung cancer (Hung et al., 2008) and 
respiratory health phenotypes, associations which 
appear to be mediated by the quantity of cigarettes 
one consumes (Saccone et al., 2010) and amount 
of smoke inhaled (MacQueen et al., 2014). This is 
a rather powerful example of an “outside- the- skin” 
genetic pathway for a cancer liability gene; the risk 
allele in a nicotinic receptor increases the propensity 
to more frequently purchase and smoke cigarettes, 
thereby augmenting lung cancer susceptibility 
(Kendler, Chen et al., 2012).

In line with research suggesting that initial low 
sensitivity to alcohol (i.e., low level of response to 
a given dose of alcohol) is a predictor of risk for 
AUD (Quinn & Fromme, 2011; Ray et al., 2016), 
there is genetic research pointing to some genes that 
might transmit this risk. The strongest evidence of 
genes affecting the sensitivity to alcohol have been 

variants that encode for activity of alcohol dehydro-
genase and aldehyde dehydrogenase 2. These varia-
tions protect against the progression to alcoholism 
by contributing to an aversive response to ethanol. 
As such, the presence of certain genetic variance 
can indicate decreased vulnerability to the develop-
ment of the problem. Many East Asians, but very 
few Caucasians, have this polymorphism, which 
affects a liver enzyme that protects sixfold against 
the disorder. Individuals with this genetic variant 
have high levels of acetaldehyde build up in the 
blood, resulting in aversive sensations and a visible 
flush. Variants of other aldehyde genes are actu-
ally thought to enhance risk of alcohol problems in 
individuals of European descent.

There was initially much excitement about the 
role of many various candidate genes associated 
with neuropharmacological systems related to 
basic motivational and reinforcement processes in 
the brain. This included genes related to catechol-
aminergic function (especially dopaminergic func-
tioning), gamma- aminobutyric acid (GABA)- ergic 
functioning, serotoninergic functioning, and can-
nabinoid and opioid systems. For example, candi-
date gene studies have also identified specific genes 
related to general SU, with several being identified 
as increasing risk for two or more SU disorders, 
and the SLC6A4 gene being found to double an 
individual’s odds of having an SUD (Lopez- Leon 
et al., 2021). However, despite a number of high- 
profile initial findings, frequent failures to replicate 
and achieve statistical significance in GWAS stud-
ies have caused the robustness of these findings to 
be questioned. With continued failures to replicate 
candidate gene findings and mounting research 
elucidating how small the effect sizes of individual 
genes truly are, it has become widely believed that 
a very large proportion (possibly most) of candidate 
gene hypotheses for psychiatric disorders were incor-
rect (Duncan, Ostacher et al., 2019). Furthermore, 
it is commonly accepted that GWAS studies and the 
use of polygenic risk scores (PRS) have effectively 
rendered traditional candidate gene studies obsolete 
(Duncan, Shen et al., 2019) although there may be 
some situations where they are useful to study spec-
ify mechanistic hypotheses as part of more focused 
investigations.

PoLygenic risk scores
Put simply, a PRS is computed to represent a 

person’s overall genetic liability for a given trait, 
typically by calculating the weighted sum of their 
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trait- associated alleles. Research using PRS for 
human traits has proliferated rapidly in the past 
decade, and polygenic risk is now being heavily 
researched in a wide variety of areas (Duncan, 
Shen et al., 2019), with SU and SUDs being no 
exception. As noted above, despite the high heri-
tability of SU, the increase in SU risk associated 
with any individual gene is miniscule. Rather, it 
appears that SU and addiction heritability arises 
via small contributions from hundreds or even 
thousands of genetic variants. As such, GWAS 
studies and PRS have been primary avenues for 
further exploring the how of genetic risk for SU 
and addiction.

Studies using PRS have been conducted for 
many different substances. There is a considerable 
body of GWAS studies examining tobacco use 
and nicotine dependence. One study considered 
1.2 million subjects and identified many signifi-
cant risk loci; however, these mainly pertained to 
quantity and frequency of tobacco use rather than 
nicotine dependence (Liu et al., 2019). Large- 
scale GWAS findings on alcohol use have had sim-
ilar issues with finding risk loci for AUD, wherein 
the risk loci of quantity and frequency of drink-
ing is not necessarily the same as the risk loci of 
AUD. As noted above, the diagnostic operational-
ization of AUD (and other SUDs) creates remark-
able phenotypic heterogeneity, which reduces the 
power for GWAS studies to detect genetic effects. 
However, the increasingly large- scale GWAS stud-
ies being conducted continue to identify more 
risk loci. Recently, the largest AUD GWAS study 
ever conducted roughly tripled the number of risk 
loci identified for problematic alcohol use (Zhou, 
Sealock et al., 2020). While these PRS approaches 
(and GWAS approaches more generally) over-
come some of the “missing heritability problem” 
(i.e., the large discrepancy between heritability 
estimates based on biometric models of twin data 
and the heritability estimates based on the addi-
tive effects of candidate genes; e.g., Génin, 2020; 
Manolio et al. 2009), the implicit heterogeneity 
of this approach (i.e., the collapsing of many dif-
ferent genetic variants into a single score) may 
be less well suited to studying specific genetic 
mechanisms.

In 2020, Zhou, Rentsch, and colleagues con-
ducted the largest GWAS study to date on opioids 
and identified a significant association between an 
OPRM1 variant and opioid use disorder (OUD). 
Other studies have identified possible variants 
associated with OUD risk, but replications will be 

necessary (Gelernter & Polimanti, 2021). A simi-
lar situation exists for stimulant dependence, with 
very few well- powered GWAS studies and only 
a single risk variant, FAM53B, currently identi-
fied as being associated with cocaine dependence 
(Gelernter et al., 2014).

gene- environMenT inTeracTions
Further complicating these matters are the 

many possible interactions among variables (i.e., 
genes with environment) and with development 
(i.e., age of the individual), not to mention inter-
actions among various genes and interactions 
among various environmental variables. A longitu-
dinal large- scale Swedish twin study (Baker et al., 
2011) suggested a shared vulnerability factor that 
mediated the association between the use of ciga-
rettes, alcohol, and illicit substances at ages 13– 14, 
16– 17, and 19– 20. The effects of shared genetic 
and environmental factors were strikingly continu-
ous, and while the genetic effects assumed more 
relevance and specificity with age, shared environ-
mental factors became less important. Parental 
monitoring, for example, is tremendously impor-
tant when children first embark into adolescence, 
at which stage drug use and experimentation 
often begins, yet genetic effects become increas-
ingly important into young adulthood, where pat-
terns of heavy use are often developed (Palmer et 
al., 2013)

Along with changes throughout development, 
there is also evidence that environmental circum-
stances (e.g., urbanicity, living in communities with 
greater migration, more interaction with older ado-
lescents/ young adults) can moderate genetic effects 
on alcohol use (Prom- Wormley et al., 2017). Twin 
studies have found that low parental monitoring 
increases genetic risk for smoking, while another 
variant was identified as having reduced expression 
in the presence of high parental monitoring and 
nonsmoking peers (Kaprio, 2009). Research found 
that genetic risk for smoking was also increased by 
traumatic life events and decreased by high social 
cohesion within one’s community (Meyers et al., 
2013). The role of trauma interacting with vulner-
ability genes has also been demonstrated with can-
nabis (Meyers et al., 2013). As with GWAS studies, 
gene– environment interactions for illicit drug use 
have received relatively less attention than their licit 
counterparts and will be an important avenue for 
future research.

Finally, even when genes are implicated, we 
remain a good distance from knowing what is 
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inherited and, most important, just what vul-
nerability is and how it is affected. For example, 
regarding alcoholism, Gordis (1996, p. 199) has 
listed some possibilities of what it is that is inher-
ited: “differences in temperament, different initial 
sensitivity to the rewarding or aversive qualities of 
. . . [the substance], different rates and routes of 
[drug] metabolism, different taste preferences, dif-
ferent signaling from peripheral sites to the brain 
after . . . [consuming the substance] and different 
abilities to relate memories of . . . [drug] experiences 
to their consequences.” Linking underlying genetic 
and nongenetic factors to underlying mechanisms 
remains one of the highest priorities of etiological 
research in this area.

Biochemistry and Neuropharmacology
The neuropharmacology of drug effects repre-

sents key mechanisms for understanding both eti-
ology and rational pharmacological treatment. The 
neuropharmacological systems most implicated in 
SUD etiology and maintenance involve the dopa-
mine (DA), serotonin (5- HT), GABA, glutamate, 
endogenous opioid, and cannabinoid and nicotine 
systems. While these systems are responsible for a 
variety of different functions including (but not 
limited to) motivation, reward, reward prediction, 
energy, mood, sleep, and pain, they are of particular 
relevance to SU due to being the systems affected by 
commonly misused psychoactive drugs. Although 
discussed separately in what follows, these systems 
are intricately intertwined, continually acting and 
interacting with each other in facilitating and inhib-
itory fashions.

The doPaMinergic sysTeM
DA has a wide variety of physiological and psy-

chological functions including reward, emotion, 
cognition, memory, and motor activity. Regarding 
SU, the importance of the DA system primarily 
stems from its association with motivation and acti-
vation of reward, but the system’s function is much 
broader. The system is thought to signal the incen-
tive salience of stimuli, be they rewarding, aversive, 
novel, or unexpected (Goodman, 2008; Pruessner 
et al., 2010).

DA has been hypothesized to be a critical neu-
rotransmitter associated with addiction as virtu-
ally all drugs of abuse have been found to increase 
DA transmission in the limbic regions of the brain 
(Pierce & Kumaresan, 2006). A mainstream posi-
tion holds that the dopaminergic projections from 
the ventral tegmental area (VTA) and the nucleus 

accumbens (NAc) are required for most drugs 
to be reinforcing. For example, the rate of self- 
stimulation depends on the density of DA neurons 
(Jacobs et al., 2012). Studies of knockout mice in 
which genes expressing DA receptors have been 
disrupted have found reductions in the rewarding 
properties of ethanol and morphine (Sibley et al., 
2017). Furthermore, prolonged elevation of meso-
limbic DA results in sensitization to a given drug, 
meaning that the drug will produce an enhanced 
DA response in the future. This sensitization of the 
motivational salience of a drug has been hypothe-
sized to be a major contributing factor in addiction, 
specifically the presence of a persistent motivational 
“wanting” even in absence of the “liking” typi-
cally associated with the DA system (Robinson et 
al., 2018).

Although all classes of substances appear to affect 
the dopaminergic system, each of them appears to 
do so through distinct biochemical mechanisms 
(Badiani et al., 2018). Recent research has found 
significantly less overlap in neuronal activations 
produced by separate injections of cocaine and her-
oin than two equally spaced injections of cocaine, 
indicating that the two drugs were activating dif-
ferent neuronal populations (Vassilev et al., 2020) 
As such, it is important not to assume that all 
drugs that act on a given neurotransmitter system 
work in the same way or that each “addicted brain” 
will have similar neuroadaptations. There is also 
research suggesting that not all classes of substances 
depend on the DA system to induce a reinforcing 
effect. Animal studies have shown that disrupting 
the NAc minimally affects seeking and/ or consum-
ing morphine (Sellings & Clarke, 2003), or heroin 
unless the animal has a preexisting heroin addiction 
(Nader et al., 1994).

In a process called sensitization, wherein 
the response to a stimulus is enhanced follow-
ing repeated exposure to it, one drug may make 
another similar drug more reinforcing, a phe-
nomenon termed cross- sensitization (Robinson et 
al., 2018). This also helps explain the high co- 
occurrence between certain forms of drug use as 
well as between SUDs and externalizing traits and 
disorders. For example, nearly half of individuals 
with an AUD have also had a lifetime SUD, and 
up to 30% of cigarette smokers met criteria for 
DSM- IV alcohol dependence (Castillo- Carniglia 
et al., 2019). Likewise, research has found a his-
tory of AUD in 77% of individuals diagnosed with 
antisocial personality disorder (Castillo- Carniglia 
et al., 2019).
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The gaBa and gLuTaMaTe sysTeMs
GABA is the key inhibitory neurotransmitter in 

the CNS and the GABAergic neurons distributed 
throughout the brain (Ngo & Vo, 2019). Because 
of its high functional relevance, genes that play 
some role in modulating GABAergic signaling have 
become exceedingly popular in the study of addic-
tions (Schuckit, 2018). Benzodiazepines, barbitu-
rates, and alcohol are known to directly affect the 
GABAergic system (Costardi et al., 2015), with the 
extrasynaptic GABA- A receptors in the NAc being 
key neural substrates for the negatively reinforcing 
effects of alcohol (Cui et al., 2012).

Naturally occurring anxiolytic substances within 
the brain (Sangameswaran et al., 1986) and natu-
rally occurring substances that heighten anxiety 
(Bodnoff et al., 1989) affect GABA transmission 
through their effects on structures of the anti- 
reward system like the amygdala (Savage et al., 
2018). Thus, individuals affected by anxiety for 
whatever reason should find the use of alcohol, 
benzodiazepines, and barbiturates particularly rein-
forcing and such is seemingly the case; individu-
als who suffer from anxiety disorders and anxiety 
sensitivity show high comorbidity rates or risk for 
specific forms of SUDs. However, the GABA sys-
tem is not wholly responsible for addiction to these 
substances, which may explain why pharmacologi-
cal treatments for alcoholism that target GABA 
receptors have not received consistent support for 
their general effectiveness in treating withdrawal 
symptoms (Addolorato et al., 2012). One drug that 
has received considerable interest is acamprosate, 
which stimulates and attenuates the transmission of 
GABA and glutamate, respectively. Meta- analyses 
have found support for the efficacy of acamprosate 
(e.g., Cheng et al., 2020; Maisel et al., 2013), and 
current research focusing on precision medicine 
(finding which drug works best for which patients) 
is being conducted to identify specific indications 
for acamprosate and other AUD medications 
(Mann et al., 2018).

To explain withdrawal symptoms and drug- 
induced changes in brain functioning, researchers 
also have examined glutamate, a membrane pro-
tein that is an excitatory amino acid and a primary 
neurotransmitter dealing with excitatory neuro-
transmission. There are a number of glutamate 
receptors, and they are widespread throughout the 
CNS; one glutamate receptor that may have specific 
relevance to the effects of alcohol and other drugs 
is N- methyl- D- aspartate (NMDA). It appears that 

alcohol has three effects on glutamatergic transmis-
sion, which occur through the NMDA receptor: 
interfering with excitatory neurotransmission, pro-
moting excitotoxicity, and impairing neurodevelop-
ment (as in FASD). Chronic ingestion of alcohol 
by experimental animals results in an increase in 
NMDA receptors in both limbic and cortical brain 
areas. This effect is transient, and during withdrawal 
these receptors actually increase and glutamate 
functioning in general is accelerated (Chandler et 
al., 2006). To a certain degree this specific action of 
alcohol on the NMDA receptor explains both the 
symptoms of drug withdrawal and the development 
of brain damage, which is a common concomitant 
of heavy alcohol consumption.

The seroTonergic sysTeM
The neurotransmitter 5- HT is a critical regulator 

of human physiology and a wide spectrum of cog-
nitive, affective, and sensory aspects of one’s behav-
ioral responses to environmental stimuli. With at 
least 16 receptor subtypes, this system also modu-
lates circadian rhythms, food and water intake, 
sexual behavior, and response to pain (Sibley et al., 
2017). Structural and/ or functional aberrations in 
this system appear to generate disinhibited behav-
iors in addition to exaggerated sensitivity to stress as 
a result of perceived or actual threat, likely via dis-
turbing one’s learning of fear associations (Hartley 
et al., 2012). Indeed, disinhibition is a cardinal risk 
factor for many SUDs (Joyner et al., 2019), and a 
hypersensitivity to stress and threat is at the core of 
vulnerability for affective disorders.

Almost all commonly abused drugs acutely 
increase 5- HT activity throughout the brain. 
Following chronic SU, 5- HT tissue levels, basal 
extracellular activity, and the sensitivity of the sero-
tonergic system is significantly altered. Given the 
role of 5- HT in sensory processing, learning, and 
memory, these acute increases and chronic altera-
tions may be involved in the development of drug 
use behaviors and addiction (Müller & Homberg, 
2015). While the serotonergic system also con-
tributes to addiction indirectly through its influ-
ences on the DA and glutamatergic systems, there 
is evidence that the serotonergic system also makes 
distinct contributions to the development of drug 
intake behavior (Müller & Homberg, 2015).

Drugs of abuse also affect 5- HT systems in 
various ways. Some hallucinogens, lysergic acid 
diethylamide (LSD), dimethyltryptamine (DMT), 
psilocybin, and the phenethylamines (mescaline, 
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MDMA) have an affinity for 5- HT2 receptors 
(Titeler et al., 1988), and blocking the latter abol-
ishes the effects of these drugs. Conversely, acute 
use of cocaine blocks 5- HT reuptake in the short 
term, while chronic use likely attenuates serotoner-
gic signaling. MDMA has been repeatedly shown to 
increase extracellular 5- HT activity in a large num-
ber of brain regions including the NAc, striatum, 
and VTA. Although drugs have considerably differ-
ent effects on the serotonergic system, the general 
trend is an acute increase in 5- HT during drug use 
and an overall reduction in 5- HT after prolonged 
use (Müller & Homberg, 2015).

endogenous oPioid sysTeM
The opioid system regulates the extracellular 

drug- induced DA release. For example, individu-
als addicted to cocaine show remarkable elevations 
in mu- opioid receptor availability, likely mirror-
ing attenuated secretion of endogenous opioids 
(Goodman, 2008). The ingestion of opiate drugs 
results in direct stimulation of opioid receptors in 
the brain. The consumption of any other substance 
of abuse, palatable or sweet food, and engaging in 
gambling or sexual behavior are all correlated with 
the secretion of endogenous opioids (Emery & Akil, 
2020). This system is widespread throughout the 
body, with at least three types of receptors and three 
groups of known transmitters. Opioid receptors in 
the NAc appear to affect this system through the 
neurotransmitter DA. Stimulation appears reinforc-
ing, as animals will self- administer opioids.

The endogenous opioid system is involved in 
the rewarding properties of heroin and other com-
monly abused narcotics. Long- acting drugs aimed 
at occupying opioid receptors (e.g., methadone, 
buprenorphine) are effective in attenuating some 
aspects of craving. Drugs that block these receptors, 
such as naltrexone, naloxone (commonly known as 
Narcan), and nalmefene, diminish heroin- induced 
positive psychoactive effects in detoxed individuals 
and can be administered to rapidly reverse symptoms 
of heroin overdose (Robinson & Wermeling, 2014).

Naltrexone is a nonselective opiate antagonist 
that at least partially acts on the midbrain by inhib-
iting the mu- opioid receptors, thereby decreas-
ing alcohol- induced DA secretion in the NAc 
(Goodman, 2008). Approved to treat alcoholism 
in 1995, the support for effectiveness of this drug 
has been mixed, with emerging evidence indicat-
ing sex differences in effectiveness (Canidate et al., 
2017). Clinical studies have shown that naltrexone 

diminishes the high from alcohol and reduces crav-
ing (Boutrel, 2008). To the extent that this notion is 
correct, it is reasonable to conclude that naltrexone 
should (assuming compliance) be selectively thera-
peutic with this particular at- risk population.

cannaBinoid and nicoTine sysTeMs
Cannabinoid receptors are distributed through-

out the brain but are particularly prominent in the 
cerebellum, prefrontal cortex, hippocampus, and 
basal ganglia (Glass et al., 1997). Endocannabinoids 
are involved in a negative feedback loop in which 
they bind to presynaptic neurons and dampen their 
activity. Because they exist throughout the brain, the 
specific function of a given signal is highly depen-
dent on which neural circuits are involved. Research 
has indicated that cannabinoids have pleiotropic 
signaling functions that can help restore homeo-
stasis after neurological disruption; this has raised 
considerable interest in the development of thera-
peutic interventions based on the endocannabinoid 
system (Cristino et al., 2020). There is also evidence 
that the endocannabinoid system is involved in the 
rewarding effects of many commonly abused sub-
stances, and it has been implicated in the process of 
addiction (Maldonado et al., 2006). Rats exposed 
to THC in early life have blunted dopaminergic 
responses to naturally rewarding stimuli later in life 
(Bloomfield et al., 2016).

Nicotine has been, and still is, commonly 
thought to be the psychoactive substance that ren-
ders cigarettes addictive (Prochaska & Benowitz, 
2019). Sorge and Clarke (2011) and others have 
suggested that rats, if left in full control, self- 
administer doses of nicotine that are much lower 
than expected and do so at a slower rate. Along 
with other ingredients, nonchemical factors (e.g., 
sensory effects, habit, social aspects) have been 
found to significantly contribute to cigarette addic-
tion (Rose, 2006). Furthermore, there is a growing 
body of evidence that the cognitive enhancement 
(improved attention, focus, working memory) pro-
duced by nicotine may also significantly contribute 
to tobacco use, especially in individuals with cogni-
tive deficits (Valentine & Sofuoglu, 2018).

The effects of nicotine can be complex and 
unpredictable due to the combination of neural 
stimulation and desensitization that nicotine can 
produce (Hibbs & Zambon, 2017). The meso-
limbic reward system is activated, and the DA, 
endogenous opioid, and glucocorticoid systems are 
affected, among others. These reinforcing effects 
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produced by nicotine are strong enough to support 
reward- based conditioning (Winters et al., 2012), 
and tolerance and withdrawal develop.

Nicotine is highly addictive, with more than 
90% of smokers making attempts to quit; while 
about half do eventually achieve abstinence, less 
than 4% of yearly quit attempts are sustained long 
term (Prochaska & Benowitz, 2019). This obser-
vation, however, should not be construed as sug-
gesting that inhaled nicotine products instigate 
greater levels of physiological dependence than 
do other substances of abuse. There appears to 
be a variety of risk factors that predispose smok-
ers to becoming addicted, including age of first 
cigarette, other SU, other psychiatric disorders, 
and genetic vulnerability. Additionally, in recent 
decades social constraints have reduced the prev-
alence of smoking and have led to a shift from 
dependence to intermittent use among those who 
do smoke (American Lung Association, 2020, 
https:// www.lung.org/ resea rch/ tre nds- in- lung- 
dise ase/ toba cco- tre nds- brief/ over all- toba cco- tre 
nds). Such intermittent smokers may still exhibit 
significant dependence symptomatology, espe-
cially if they were once daily smokers (Shiffman 
et al., 2012).

Conclusion
DSM- 5 diagnoses were designed to maximize 

diagnostic agreement, and they rely on behavioral 
definitions, greatly reducing their explanatory rel-
evance with respect to understanding the nature 
of the underlying condition. As discussed in this 
chapter, understanding SUDs requires a multi-
disciplinary perspective that spans multiple levels 
of analysis; from the cultural to psychological to 
genetic to neuropharmacological. Marrying the 
multiple levels of analysis to produce a cohesive and 
coherent conceptual framework is clearly a major 
challenge, but one worth taking on.

In recent years, the value of adopting a more 
etiological, mechanistic framework for psychopa-
thology has been embraced by initiatives like the 
Research Domains Criteria (RDoC; Insel et al., 
2010). Although RDoC was not initially oriented to 
SU and SUDs, efforts have recently been launched 
to fill this hole. These include the Alcohol Addiction 
RDoC (AARDoC; Litten et al., 2015), the related 
Addiction Neuroclinical Assessment (ANA; 
Kwako et al., 2016), and the NIDA Phenotyping 
Assessment Battery (PhAB; e.g, Keyser- Marcus et 
al., 2021).

Related to these efforts is the Etiologic, 
Theory- Based, Ontogenetic Hierarchical (ETOH) 
Framework of AUD (Boness et al., in 2021). As 
illustrated in Figure 13.1, this framework was 
derived from Boness et al.’s “systematic review of 
reviews” of models of addiction. Borrowing from 
RDoC and HiTOP, the ETOH framework is struc-
tured around higher- order superdomains (reward, 
cognitive control, negative emotionality), which 
in turn encompass narrower domains and subdo-
mains and would appear to provide a more com-
prehensive set of constructs than ANA/ AARDoC, 
PhAB, RDoC, and HiTOP (see table 3 in Boness 
et al., 2021).

Note that the superdomains and subdomains 
are all somewhat transdiagnostic in the sense that 
these same constructs are relevant to other forms 
of psychopathology (and, by extension, comorbid-
ity of other forms of psychopathology with SUDs). 
However, the manifestation of certain subdomains 
or components is likely to be highly specific to a 
given substance (e.g., specific positive and nega-
tive expectancies, incentive salience, and habit). 
In addition, some components such as trait nega-
tive and positive emotionality are viewed as pre-
morbid characteristics, whereas other components 
(e.g., incentive salience, withdrawal) are viewed as 
consequential, and still others are a mix of both. 
The value in this and other similar frameworks is 
that they provide a conceptual structure for seem-
ingly disparate concepts and hold the potential for 
developing personalized interventions targeting 
those components likely to be important in a given 
person.

While such frameworks would appear to hold 
great promise for both guiding basic and applied 
research on SUDs and for developing personal-
ized interventions, their clinical utility has yet to 
be adequately tested. This is not a trivial issue as 
the challenges of validly assessing these constructs 
in a way that does justice to them and is psycho-
metrically sound, coupled with pragmatic con-
cerns about their norming and interpretation, are 
considerable. Additionally, as alluded to earlier, 
such implicitly endophenotypic approaches need 
to be carefully considered in the context of cultural 
and societal differences regarding how substances 
are controlled (both formally and informally) and 
viewed more generally. The integration of these 
endophenotypic perspectives with environment, 
broadly conceived, represents an important prior-
ity for future research.
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For Susan, a young graduate student, undergo-
ing a psychotic break was “like turning on a fau-
cet to a torrent of details” (Weiner, 2003). Strange 
questions arose, like what lay beneath superficial 
appearances? What did that person intend by say-
ing “Hello”? What was the secret meaning of the 
ad on that passing bus, or even the significance of 
a falling leaf? According to Susan, the world had 
become suffused with new meanings like light, in 
this case an overwhelming, sinister, and saturating 
light. She no longer attended classes or met with 
friends. She changed her name, broke off con-
tacts with her family, gave away her things, and 
disguised her identity. After 6 months— terrified, 
alone, and exhausted— she gave up her efforts to 
resist what she now understood as a US Central 
Intelligence Agency plot. She began a sequence of 
ever- more harrowing suicide attempts that eventu-
ally brought her to the attention of police and then 
psychiatrists. For Susan and her family, this would 
become a lifelong struggle with schizophrenia, one 
of the most disruptive and distressing illnesses of 
any kind.

Unfortunately, Susan’s story is not rare. Still, 
it is important to bear in mind that people with 
schizophrenia have many different symptoms. 
What they have in common is lives interrupted, 
and often hopes, dreams, and plans irrevocably 
changed. This chapter will discuss the affective and 
cognitive impairments, pathophysiology, and eti-
ology of schizophrenia. Chapter 15 of this volume 
further addresses the social aspects of this disor-
der including psychosocial treatments, whereas 
Chapter 16 of this volume discusses other condi-
tions along the schizophrenia spectrum. First, we 

will unpack the symptoms of the disorder and its 
prevalence.

Nosology
Schizophrenia is a syndrome that involves a col-

lection of symptoms that appear unrelated but co- 
occur in many patients. In DSM- 5, the diagnosis of 
schizophrenia requires two or more of the follow-
ing symptoms: delusions (believing something that 
most people don’t and despite evidence to the con-
trary), hallucinations (perceiving something that is 
not present), disorganized speech, disorganized or 
catatonic behavior, or negative symptoms (lacking 
normal emotional responses to events, reduced lev-
els of motivation, or a disrupted flow of speech). 
To increase the consistency of course and outcome 
for people diagnosed with the disorder, the criteria 
also include a minimum duration and rule- outs for 
other conditions.

These criteria are not without controversy. In 
authoring the DSM- 5 criteria there was discussion 
about including cognitive impairment as a criterion 
for schizophrenia (Keefe & Fenton, 2007), which 
was ultimately set aside because it is not specific to 
this disorder. There were questions about using or 
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investigating the use of a more dimensional organi-
zation scheme for what have been classified as dif-
ferent psychotic disorders thought to exist along a 
spectrum (for review, see Krueger & MacDonald, 
2005; Van Os & Tamminga, 2007). However, any 
such changes will have to wait to be incorporated at 
a later date, if ever (Heckers et al., 2013). Therefore, 
the diagnostic criteria that remain in place today 
largely derive from those put forward in the 
Research Diagnostic Criteria (Spitzer et al., 1975), 
a forerunner to DSM- III, which was published in 
1979. The DSM- III criteria supplanted more vague 
descriptions of schizophrenia that existed in DSM- II 
and harmonized practice in the United States with 
psychiatric practices in Europe, which had main-
tained the more rigorous, descriptive traditions of 
German psychiatrist Emil Kraepelin (1856– 1926), 
a man frequently recognized as the founder of mod-
ern psychiatry.

History of the Clinical Disorder
Allusions to psychoses can be found in many 

cultures the world over. For example, psychotic 
symptoms are mentioned in classical Greek, Roman 
(Evans et al., 2003), and Chinese works (Nei et 
al., 1975). However, in these sources, there does 
not appear to be any conceptualization of schizo-
phrenia as a coherent disease per se. The construct 
of schizophrenia that we use today derives largely 
from the work of Emil Kraepelin. By all accounts, 
Kraepelin was an active physician with training in 
experimental psychology and a keen appreciation 
for the importance of collecting data. Beginning in 
1886, while practicing in Estonia, and soon after-
ward while leading the Psychiatry Departments at 
the University of Heidelberg and then Munich, he 
compiled detailed clinical histories with a particu-
larly keen ear for his patients’ experiences of their 
illness over time. These accounts led him to dif-
ferentiate schizophrenia, which he called dementia 
praecox (literally premature madness), from manic- 
depressive insanity. This aspect of the description 
remains a fundamental organizing principle of the 
DSM- 5 to this day. Even so, the validity of this 

distinction— now referred to as the Kraepelinian 
dichotomy— has never been fully embraced for rea-
sons we consider later. Kraepelin had a tremendous 
influence on twentieth- century psychiatry through 
his prolific students and through his frequently 
revised Textbook on Psychiatry (German Lehrbuch 
der Psychiatrie; see Heckers & Kendler, 2020, for 
an analysis of the various editions of his classifica-
tions). A pattern of psychotic symptoms over time, 
rather than any particular cluster of symptoms, was 
the hallmark of dementia praecox, and he believed it 
was progressive and largely untreatable (Kraepelin 
& Barclay, 1971).1

A contemporary of Kraepelin, Swiss psychia-
trist Eugene Bleuler (1857– 1939), coined the term 
schizophrenia. He argued vehemently against the 
Kraepelinian view of inevitable deterioration and 
felt the term dementia praecox misled trainees to 
focus on the wrong aspect of the disorder. He used 
the term schizophrenia to delineate a “ ‘splitting’ 
of the different psychic functions” of the mind 
(Bleuler & Zinkin, 1911/ 1950, p. 8). One unan-
ticipated side effect of this new word has been a 
fusing, now common in public discourse, between 
schizophrenia and multiple personalities (or disso-
ciative identity disorder, DID). Students of psychi-
atry and clinical psychology grind their teeth when 
they hear references to schizophrenia as a “split 
personality.” But the confusion is illuminating if it 
reminds us about an essential, phenomenological 
aspect of schizophrenia. Consider the experience of 
a woman named Clara:

Despite the “usual” voices, alien thoughts and 
paranoia, what scared me the most was a sense 
that I had lost myself, a constant feeling that my 
self no longer belonged to me. What made such 
an existential orientation even more intolerable is 
the voices incessantly telling me that the only way 
to reunite with my real self is to commit suicide. 
So I tried. Still, nothing had happened. I was 
simply sectioned again, detached from my real self, 
observing what was being done to me in a third- 
person perspective. . . . Even though I am now 
stabilized on a new medication, I still cannot accept 

1 A tragic consequence of Kreapelin’s prognosis for schizophrenia would soon play itself out as eugenic doctrines became popular. 
In an era when gene expression was only beginning to be understood, eugenics held that population health would improve if so- called 
unhealthy genotypes did not reproduce. In this context, Kraepelin became an active proponent of eugenics and “mental hygiene.” 
Interested readers are referred to Shepherd’s (1995) treatment of this aspect of early psychiatry. This history plays an often unspoken 
role in the late adoption in America of theories of schizophrenia that emphasized the importance of genetic liability because many 
recoiled from this eugenic interpretation.
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the diagnosis. The medication helps the observing 
self dominate over the suffering self, but the real 
“me” is not here anymore. I am disconnected, 
disintegrated, diminished. (Kean, 2009)

Clara’s distress is clear, and this vivid description 
captures a splitting of the mind and that fractured 
sense of self that Bleuler took to be a core feature of 
schizophrenia. Though there are elements of disso-
ciation here, it is not a description of separate per-
sonalities as in DID.

Epidemiology and Course of Illness
Based on accepted definitions, schizophre-

nia occurs in all populations studied. This was 
the prominent conclusion of the World Health 
Organization (WHO)’s 10- country study of 
schizophrenia around the world (Jablensky et al., 
1992) which was conducted in the context of the 
Cold War and a vocal antipsychiatry movement. 
Sites were chosen in developing and developed 
nations, East and West, and in urban and rural 
districts. The rate of people who fulfilled these 
harmonized criteria for schizophrenia over their 
lifetime (called lifetime morbid risk) was similar 
across sites and approximately 1%. This may be a 
slight overestimate, with more recent reviews esti-
mating the median lifetime morbid risk across 27 
studies to be 72% (McGrath et al., 2008). In con-
trast to the WHO’s epidemiological study there 
seems to be variation across locations such that 
prevalence is greater in more developed econo-
mies. Also, there did not appear to be changes in 
these rates over time.

According to population- based epidemiological 
studies, the highest incidence, or first episode, of 
schizophrenia is age 20– 24 for men and 25– 29 for 
women (Kirkbride et al., 2006), although the first 
symptoms of psychosis might appear several years 
beforehand (Häfner et al., 1994). While men have 
an earlier onset and a more severe course, there 
is no difference between men and women in the 
median estimates of lifetime morbid risk for the 
disorder (McGrath et al., 2008). Thus, women 
gradually “catch up” to men with more later- onset 
cases. Formerly, there was some thought that, by 
the age of 40 or 50, people exited the risk period 
for schizophrenia, but more recently it has been 
suggested that this is an arbitrary distinction and 
that cases of schizophrenia in older, and even 
elderly, patients may occur, although these cases 
may have a different symptom profile (Howard et 

al., 2000). While rare cases of schizophrenia and 
schizophrenia- like symptoms in early childhood 
have been reported, the earliest onset of schizo-
phrenia cases is early puberty (Remschmidt & 
Theisen, 2012). Thus, while the traditional view of 
schizophrenia as a disorder of late adolescence and 
young adulthood is still accurate for most cases, 
our understanding must incorporate a wider risk 
period, including a period during which an attenu-
ated psychosis syndrome may emerge.

The attenuated psychosis syndrome, now 
included in DSM- 5, is characterized by symptoms 
that, notably, do not quite reach the threshold for 
psychotic intensity and duration. Syndromes are a 
way to systematize the symptoms and other measur-
able signs of an illness that often, but do not neces-
sarily, co- occur. This syndrome is also referred to as 
clinical high risk or ultra high risk and is typically 
characterized by relatively intact insight. Outcomes 
vary for people who meet criteria for attenuated 
psychosis syndrome, making the term “prodro-
mal” inappropriate because only approximately 
36% go on to develop a full psychotic disorder 
within 3 years (Fusar- Poli et al., 2012). However, 
the syndrome is distressing and impairing in its 
own right and is often accompanied by comorbid 
mental health issues. Efforts to improve outcome 
prediction have led to risk calculators such as one 
by the North American Prodrome Longitudinal 
Study, which found specific symptoms (e.g., 
unusual thoughts, suspiciousness, lower cogni-
tive performance), a decline in social functioning, 
and an earlier onset to be particularly predictive of 
conversion to a psychotic disorder (Cannon et al., 
2016). Importantly, the course of psychotic disor-
ders is episodic in nature, with periods of recovery 
and recurrence for most patients (Jobe & Harrow, 
2010), though there is a good deal of variation 
in people’s experiences with the illness over time 
(Tandon et al., 2009).

Given the varied course of schizophrenia and 
the diverse outcomes of individuals who experience 
an attenuated psychosis syndrome, additional epi-
demiological research is needed to understand risk 
factors for illness and prognosis. The WHO epide-
miological study has been corrected with regard to 
risk factors that are now accepted, such as whether 
or not one is an immigrant (McGrath et al., 2008). 
We will address other risk factors, such as father’s 
age at conception, cannabis use in adolescence, and 
season of birth in higher latitudes, when we exam-
ine the etiology of schizophrenia. However, it is 

 

 



SCh izoPhrenia 335

one thing to locate where and when schizophrenia 
happens and quite another to locate the construct 
of schizophrenia amid the broader symptoms of 
psychopathology.

Locating the Constructs of Schizophrenia and 
Psychosis
deFiniTions and reLaTed cLinicaL consTrucTs

A perennial discussion exists about how to 
think about schizophrenia. On the one hand, it 
is a diagnosis. As a diagnosis it is a closed con-
struct we can use to define who has it and who 
does not. On the other hand, schizophrenia is just 
as much a syndrome as the attenuated psychosis 
syndrome. Unlike diagnoses, syndromes are open 
concepts without necessary and sufficient condi-
tions for membership. For some, this argument 
over whether the construct of schizophrenia is a 
diagnosis or a syndrome is a silly semantic dis-
traction that detracts from the work of solving 
the problem. For others this is a debate about the 
very nature of the disorder itself, without which 
the problem cannot be solved. To start, it will be 
useful to agree on several distinctions that might 
otherwise be confusing based on their use.

“Psychosis,” originally from the Greek psyche 
(mind or soul) and - osis (an abnormality or derange-
ment) is a broad term for describing the state of 
“losing touch with reality.” Thus psychosis describes 
the current symptoms. In DSM- 5, psychotic symp-
toms include delusions, hallucinations, and formal 
thought disorder consisting of disorganized think-
ing and speaking. Psychotic symptoms are present in 
many psychiatric illnesses other than schizophrenia, 
including bipolar disorder, dementia, drug- induced 
psychosis, and also a number of physiological con-
ditions such as delirium. Because of this, the term 
“psychosis” tracks with a patients’ state without 
making any assumptions about any enduring traits. 
For example, it is common for symptoms to ebb 
and flow among patients who warrant a diagnosis 
of schizophrenia. What fluctuates is how psychotic 
they are, not how schizophrenic.

The “schizophrenia spectrum” is a term first 
used in the late 1960s by several authors to refer 
to the marginal conditions of schizophrenia 
(Erlenmeyer- Kimling & Nicol, 1969; Kety et al., 

1971). Its early use was in the context of partial 
penetrance of genes associated with genetic liabil-
ity, and it served as shorthand for describing some-
one who appeared to have a genetic liability to 
schizophrenia; that is, someone with schizotaxia, 
but who had yet to fully decompensate (Meehl, 
1962). The schizophrenia spectrum is now often 
used in a manner that is almost synonymous with 
a dimensional approach to psychosis— that is, a 
continuum of symptom expression, including a 
range of clinical and subclinical symptoms includ-
ing odd behavior that may or may not ever mani-
fest as a clear case. It may also refer to diagnostic 
entities similar to schizophrenia, including the 
attenuated psychosis syndromes described above 
as well as schizophreniform disorder, schizotypal, 
schizoid, paranoid and avoidant personality dis-
orders, and, of course, schizophrenia. Following 
Kraepelin, authors generally do not include affec-
tive disorders, such as bipolar disorder, as part of 
the schizophrenia spectrum though these can be 
accompanied by psychotic features. Schizoaffective 
disorder, the construct to which we now turn, is 
included in the spectrum.

One thing that discussions of schizophrenia— 
singular, plural, or in spectrum— rarely clarify is 
whether the fundamental Kraepelinian distinction 
between dementia praecox and manic- depressive 
insanity exists in nature. Although not the first to 
observe the phenomenon (Kraepelin himself was 
apparently aware of such cases), Kasanin (1933) 
receives credit, or blame, for coining the term 
“schizoaffective” to describe patients with features 
of both schizophrenia and mania or depression. 
Thus the very construct of schizoaffective disorder 
presents a grave challenge to the original dichotomy 
of dementia praecox and manic- depressive insan-
ity. The construct was originally incorporated into 
DSM- I as a subtype, eventually gaining the status 
of a separate disease entity.2 This disorder survives 
despite a lack of evidence for any differences in 
etiology, in pathophysiology, in cognitive or affec-
tive functioning, and only occasional differences in 
treatment outcome between patients with schizo-
phrenia and schizoaffective disorder. Thus, while 
the schizoaffective diagnosis appears to occupy an 
intermediate place between schizophrenia and the 

2 Another “intermediate” diagnosis whose origin is relevant to schizophrenia is borderline personality disorder. The borderline here 
was that between psychosis and neurosis. In current practice, borderline personality disorder is rarely conceptualized as part of the 
psychotic spectrum although antipsychotic medicines may be prescribed.
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mood disorders based on symptoms (Laursen et 
al., 2009), there does not appear to be anything 
unique in terms of underlying features. As of now 
the schizoaffective construct remains in the lexicon 
because it has become a convenient way to describe 
patients with a mixed presentation.

sTaTisTicaL anaLyses and eMPiricaL consTrucTs
In the absence of a definitive test to distinguish 

psychiatric conditions, clinicians and researchers 
group patients much like Kraepelin and Bleuler 
did, by their history and observable symptoms. 
The diagnoses then applied to those groups implies 
that distinct latent constructs exist. But are the 
distinctions between psychiatric conditions, like 
the distinction between schizophrenia and bipolar 
disorder, real? An increasing number of scientific, 
and particularly statistical, tools have been turned 
toward the question of whether schizophrenia exists 
in nature distinct from other entities. This work, 
using the kind of large databases that would make 
Kraepelin proud, examines the meta- structure of 
psychopathology. This meta- structure describes the 
relationships between various observed symptoms. 
The evidence for this, discussed in Chapter 3 of this 
volume, suggests that in many cases clean distinc-
tions between clinical constructs do not really exist. 

This finding is largely borne out in the context of 
psychotic disorders as well.

As part of the statistical examinations of the 
relationships between symptoms, the Utility 
Work Group of Hierarchical Taxonomy of 
Psychopathology (HiTOP) derived the model for 
psychotic disorders illustrated in Figure 14.1 based 
on many studies (Kotov et al., 2020). What does 
it mean to specify a spectrum of thought disorder 
composed of reality distortions, disorganization, 
dissociation, and mania? It means those symptoms 
tend to co- occur, such that an elevation in one is 
somewhat predictive of elevations in others. We 
discuss these relationships more in the next section 
on Clinical Presentation. Similarly, what it means 
to have a spectrum of detachment is that symptoms 
like inexpressivity and avolition, commonly called 
negative symptoms, tend to co- occur. What does it 
mean to specify a superspectrum of psychosis? It 
means that thought disorder and detachment are 
themselves more related to each other than they are 
to other symptoms, like anxiety. Importantly, the 
symptoms themselves relate to a number of differ-
ent DSM- 5 diagnoses on the psychosis spectrum, 
as indicated by the ovals underneath the observ-
able symptoms. Across a number of studies using 
a variety of modeling approaches and populations, 
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evidence is weak that a nosological, or symptom- 
based, categorical distinction can be made between 
schizophrenia, bipolar affective disorder, and 
other entities on the psychosis spectrum. Instead, 
there appears to be a pattern of covariation in the 
symptoms in these disorders that suggests com-
mon elements of impaired cognitive and affective 
processing.

concePTuaLizing schizoPhrenia
A theme of this chapter will be that schizophre-

nia is neither a disease entity, nor a group of disease 
entities (for additional, convergent evidence, see 
MacDonald, 2013). For most purposes, it is useful 
to understand schizophrenia as an open concept. As 
a syndrome, schizophrenia is a collection of symp-
toms that may appear to be superficially unrelated 
but whose co- occurrence in many patients suggests 
a shared etiology of some kind. Open concepts 
frustrate precise definitions. While one can impose 
definitions, they remain artificial because there are 
no necessary or sufficient conditions for member-
ship in a class described by an open concept. Any 
boundary for the class should be taken with a grain 
of salt. Members of an open concept have a “fam-
ily resemblance,” one to the next, and we recognize 
members of the class because they are similar to this 
or that exemplar.

Understanding schizophrenia as an open con-
cept is not to deny its existence or to suggest the 
construct is useless or even harmful. In fact, most 
concepts are open concepts, and we build up our 
understanding of the concept through experience 
rather than through definitions. In natural lan-
guage, concepts with natural boundaries are the 
exception rather than the rule. Thus while natural 
boundaries between schizophrenia and other disor-
ders may not exist, open concepts like schizophrenia 
or the schizophrenia spectrum are useful for guiding 
the study of the causes and treatment of an illness. 
We can now turn to its internal structure and the 
challenge of understanding the differences among 
patients with schizophrenia.

Clinical Presentation and Structure of 
Symptoms

If we have located the construct of schizo-
phrenia as a delineated space on a schizophrenia 
spectrum with a certain level of symptom severity 
and no clear boundaries that exist in nature, there 
still remains a high level of heterogeneity among 
patients diagnosed with the illness in terms of 
its presenting symptoms and its prognosis. This 

is another kind of challenge to the construct of 
schizophrenia because it suggests that there may be 
different kinds of schizophrenia. Indeed, as early as 
1911, Bleuler and others were concerned about this 
level of heterogeneity and sought out meaningful 
subgroups of patients within the larger diagnosis 
(e.g., Bleuler & Zinkin, 1911/ 1950). Bleuler wrote 
of different schizophrenias, as one might discuss 
different cancers. These different schizophrenias, or 
subtypes as they came to be known, included para-
noid patients, whose presentation was dominated 
by preoccupation with delusions or auditory hal-
lucinations; catatonic patients, who were immobile 
or, in improved cases, showed flat affect and little 
motivation; and undifferentiated (or, in Bleuler, 
hebephrenic) patients, who did not fall conveniently 
into either of those categories but also did not have 
a milder form of the illness (referred to as simple 
schizophrenia). While subtypes of schizophrenia are 
still used in the popular press, they were inconsis-
tent over time, did not appear to track familial risk, 
provided little guidance for differential treatment, 
and were retired from DSM- 5.

Another way to cope with heterogeneity is to 
examine the important axes, or dimensions, along 
which patients vary, similar to the strategies used in 
HiTOP’s work, described above. Although the use 
of this approach can be dated to the mid- twentieth 
century (Wittenborn & Holzberg, 1951), the most 
influential schemes that guide thinking today date 
from the 1980s and delineate two factors: positive 
and negative symptoms. Subsequent schemes have 
added more dimensions such as disorganization, 
excitement, and depression (for review, and three 
further dimensions, see Peralta & Cuesta, 2001).

Positive symptoms, situated within HiTOP’s 
thought disorder spectrum, are so called because 
they can be thought of as additional capacities 
patients develop. These include persecutory ide-
ation, other sorts of delusions, and hallucinations 
that can involve various senses although auditory 
hallucinations are the most common. Consider the 
experience of one student.

(Rats) gnawed relentlessly on my neurons, causing 
massive degeneration. This was particularly upsetting 
to me, as I depended on a sharp mind for my work 
in neuroscience. The rats spent significant periods of 
time consuming brain matter in the occipital lobe 
of my brain. . . . So I sought means of ridding my 
body of them. I bled them out through self- cutting 
and banging my head until the skin broke, bloody. 
Continually, I kept my brain active, electrocuting 
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the rats that happened to be feasting on the activated 
neurons.

“As a neuroscientist, how can you believe all this?” 
the doctors queried.

“Because it is all of the Deep Meaning. . . . 
The Deep Meaning transcends scientific logic.” 
(Stefanidis, 2006)

These are the kinds of symptoms that fea-
ture most prominently in the press and film. Ted 
Kaczynski, the so- called Unabomber, published a 
persecutory diatribe arguing that his assassinations 
were a reasonable response to the threat to human 
freedom from technology. Nobel Prize winner John 
Nash’s delusions that he was helping hunt down 
communists were featured in the Hollywood film 
Beautiful Mind.

To say that positive symptoms constitute a 
dimension is to make at least two assertions. First, 
that if someone has one of these symptoms, they are 
at increased risk for the others, perhaps because they 
share a common causal factor. Second, that in the 
great variety of experiences patients report, there is 
a continuum from those with many of these symp-
toms and those who suffer from none of them. As 
in the above example, most delusions and halluci-
nations have a negative valence: they are frequently 
disturbing, they are sometimes positive (generally 
grandiose), and are almost never emotionally neu-
tral. Thus, they can be quite intrusive, although 
many chronic patients somehow learn to adapt.

Negative symptoms, similar to HiTOP’s detach-
ment spectrum, are so called because they can be 
thought of as lost capacities. Negative symptoms 
include blunted affect, emotional withdrawal, 
motor retardation, and anhedonia, which is the 
inability to experience pleasure. It is ironic that 
positive symptoms are frequently scary, whereas this 
other aspect of the disorder is marked by abnormally 
reduced emotion. Consider this patient’s report of 
her inability to experience pleasure:

[T] his nothingness of the self is permanently there. 
Not a single drug or therapy has ever helped with 
such nothingness. By nothingness, I mean a sense 
of emptiness, a painful void of existence that only 
I can feel. My thoughts, my emotions, and my 
actions, none of them belong to me anymore. This 
omnipotent and omnipresent emptiness has taken 
control of everything. I am an automaton, but 
nothing is working inside me. (Kean, 2009)

The motivations of wanting and fearing are fun-
damental to living organisms, and these seem to 

be strongly affected by negative symptoms. Many 
patients with negative symptoms also report reduced 
desires and aversions, but their experiences of plea-
sure and perhaps pain are unaffected (Gard et al., 
2007), which could be what this example is describ-
ing. Of note, antipsychotic medications typically do 
not improve negative symptoms, as we discuss in 
the later section on neuropsychopharmacology.

Disorganization symptoms are the dimension of 
inattention and formal thought disorder and are 
also situated with the HiTOP thought disorder 
spectrum. One prominent example of this is inco-
herence, also known as word salad. When asked the 
question “Why do people comb their hair?” one 
patient responded, “Because it makes a twirl in life, 
my box is broken help me blue elephant. Isn’t let-
tuce brave? I like electrons, hello please!” (Videbeck, 
2010). While incoherence is an extreme form of 
disorganization, more common forms include dis-
tractible speech; when asked, “Do you have prob-
lems keeping your attention on things?” the patient 
responds, “I don’t know. . . . What was that again?” 
Sometimes patients experience thought blocking, in 
which the patient stops in the middle of a thought 
and cannot finish the sentence. There are a num-
ber of problems patients experience in communi-
cating, such as illogicality and a tendency to lose 
one’s train of thought, known as derailment. This 
dimension also includes inappropriate affect, such 
as when a patient giggles while describing their sui-
cide attempt (Peralta & Cuesta, 1999).

Two other symptoms dimensions that fre-
quently emerge from factor analyses are excitement 
(sometimes called mania) and depression (Peralta 
& Cuesta, 2001). Obviously, these two factors are 
not specific to schizophrenia. Our consideration 
of models of personality and psychopathology 
described above might even suggest that these two 
factors are manifestations of positive and negative 
emotionality (or extraversion and neuroticism) and 
are prominent dimensions of normal personality 
variation (e.g., Markon, 2010; Wright et al., 2012). 
Also within that context of the meta- structure of 
psychopathology and our conclusion that schizo-
phrenia is an open concept, one might well wonder 
whether the positive, negative, and disorganization 
dimensions are dimensions of schizophrenia or 
dimensions of psychosis more broadly.

Other sources of variability between patients 
may require clinical attention, such as cognitive 
impairments and suicidality. The lifetime risk of 
suicide among people with schizophrenia is about 
6.6%, which is much higher than in the general 
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population and is indistinguishable from the rate 
(about 6.7%) among people with unipolar depres-
sion, a condition for which suicidal ideation con-
stitutes an actual symptom (Nordentoft et al., 
2011). Of course the number of suicide attempts 
is far higher still. Importantly, the risk for suicide 
attempts is highest among people early in the course 
of their psychotic illness (Sher & Kahn, 2019).

Symptoms can be thought of as retrospective 
and global descriptions of patients’ experiences and 
reactions to those experiences. One way to under-
stand these phenomena more objectively may be 
to examine the cognitive and affective mechanisms 
that lead to the experiences that are later reported 
as symptoms.

Cognition and Affect in Schizophrenia
Two traditions, from clinical science and experi-

mental psychology, have been used to evaluate 
cognition and affect in schizophrenia, in part to 
understand the relationships between thought and 
emotion and in part to provide a link across levels 
of analysis between symptoms and the biological 
mechanisms involved in the disorder. We will start 
with findings from the clinical neuropsychological 
tradition.

Neuropsychological Approach to Deficits in 
Schizophrenia

The neuropsychological approach to schizo-
phrenia is characterized by the use of standardized 
behavioral tests. The goal of this approach is to 
compare the pattern of performance in schizophre-
nia patients to patterns in patients with a variety of 
brain injuries to determine, by analogy, the brain 
abnormalities that might relate to schizophrenia.

By the turn of the twenty- first century, R. Walter 
Heinrichs and his students had built up a large data-
base of neuropsychological studies published on 
schizophrenia. They coded the studies in a manner 
that allowed them to calculate each task’s effect size, 
which is the difference between the means of the 
patient and control groups measured in standard 
deviation units (Heinrichs, 2001, 2005). This work 
showed that across a wide range of tests, in every 
category of thinking they examined— including 
verbal memory, nonverbal memory, attention, gen-
eral intelligence, spatial ability, executive function-
ing and language functioning— patients on average 
performed worse than controls. Patients performed 
the worst on global verbal memory (Cohen’s effect 
size =  −1.41) like the WAIS Logical Memory sub-
test, and they performed the least badly on tasks 

like the WAIS block design subtest (Cohen’s effect 
size =  −.46, Heinrichs & Zakzanis, 1998). Between 
these two extremes, there was little systematic sense 
to patients’ behavioral impairments. For example, 
nonverbal domains other than block design— from 
simple motor skills, like the Grooved Pegboard 
test, to other measures of performance IQ— were 
also among the most impaired (with effect sizes of 
−1.30 and −1.26, respectively). The average effect 
size across this assortment of neuropsychological 
tests was −.92, meaning patients on average per-
formed about a standard deviation below controls 
(Heinrichs, 2005). This deficiency was larger than 
in other domains studied with quantitative metrics, 
such as patients’ impairments in neuroimaging, 
electrophysiology, and even the molecular biologi-
cal studies Heinrichs also examined. This pattern 
of widespread behavioral impairments in patients 
with schizophrenia can be thought of as a general-
ized deficit (Chapman & Chapman, 1973). Despite 
medication, and despite improvements in measure-
ment of more specific domains of dysfunction, this 
generalized deficit still remains the most prominent 
feature of behavior on neuropsychological tests in 
patients with schizophrenia.

Does the generalized deficit relate to patients’ 
symptom expression? Dominguez and colleagues 
(2009) reviewed this literature by dividing neu-
ropsychological tasks into nine domains of per-
formance (executive control, speed of processing, 
verbal working memory, etc.) and comparing their 
relationship with positive, negative, disorganized, 
and depressed symptoms across 58 studies. In this 
light, positive and depressive symptoms showed few 
systematic relationships with performance across 
cognitive domains, whereas negative symptoms 
were correlated with the cognitive domains (r =  
−.08 to −.25) and disorganization symptoms were 
correlated (r =  −.12 to −.29). Thus, these off- the- 
shelf tests suggest that performance across domains, 
perhaps corresponding to the generalized deficit, is 
most closely linked to negative and disorganization 
symptoms, whereas they do not provide very much 
insight into the nature of delusions, hallucinations, 
and other positive symptoms. Let us then consider 
an alternative approach that may provide a comple-
mentary set of tools.

Cognitive- Experimental Approach to Deficits in 
Schizophrenia

The pattern of finding a generalized deficit across 
a broad swathe of neuropsychological tests presents 
a challenge to behavioral researchers. Logically, the 
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domain or domains with the largest effect sizes 
should provide guidance for choosing processes to 
be examined in detail. This examination might then 
isolate the brain networks and predisposing cogni-
tive processes that underlie symptoms. However, 
when so many facets of behavioral performance are 
impaired, and suspicion falls on nearly every brain 
region thought to support those processes according 
to clinical neuropsychological lore, there is no clear 
path to follow.

A different approach that also emphasizes 
behavioral performance is called the cognitive- 
experimental approach. Instead of using a broad 
battery of well- standardized tests to find group 
differences, this approach is hypothesis- driven. 
That is, it tests theories about mechanisms under-
lying the various symptoms of schizophrenia by 
comparing performance across closely matched 
conditions which are a kind of experimental 
manipulation. While experimental studies of 
schizophrenia patients have been conducted since 
the outset— indeed, Kraepelin trained in the labo-
ratory of the founder of experimental psychol-
ogy, Wilhelm Wundt— the modern tradition of 
cognitive- experimental psychopathology grows 
from the work of pioneers like David Shakow and 
Saul Mednick (1958) who applied new theories of 
information processing and learning, respectively, 
to the study of schizophrenia.

To follow one such pioneer, Shakow examined 
a phenomenon that came to be called reaction time 
crossover (Rodnick & Shakow, 1940). This meant 
patients responded faster to a probe following an 
irregular delay compared to a consistent delay. 
Patients’ performance was therefore relatively spared 
following an irregular delay, the condition that is 
harder for controls. Shakow conceptualized reac-
tion time crossover as a failure to maintain alert-
ness, or maintain set over time, and found it was 
related to patients’ level of disorganization symp-
toms (Rosenthal et al., 1960). As cognitive theory 
continued to develop, the construct of maintaining 
set fell out of favor and became subsumed within 
other psychological constructs; one such general-
ization was context processing. Context processing 
was introduced by Jonathan Cohen and colleagues 
to bring into a single framework the extant litera-
tures on executive control, attention, and work-
ing memory (Cohen & Servan- Schreiber, 1992; 
Servan- Schreiber et al., 1996). This posited that 
context processing was the goal- dependent modu-
lation of brain activity to support “nondominant” 
or underlearned responses. For example, patients’ 

performance on a modified continuous performance 
task was impaired on a condition that required extra 
context processing relative to the condition that did 
not. Reminiscent of Shakow, patients’ impairments 
correlated with disorganization symptoms, although 
not more so than for neuropsychological tasks (see 
MacDonald, 2008, for further discussion).

Positive symptoms may relate to another psy-
chological mechanism, predictive processes. A fun-
damental role of the mind is to predict because 
an organism’s survival depends on understanding 
how its actions impact itself and the world around 
it (Friston, 2009). When we are conscious of these 
predictions, they can even be expressed as beliefs. 
For example, part of the brain called the ventral teg-
mental area activates when an unexpected reward 
occurs, like a frosty milkshake on a hot day. Like 
Pavlov’s dogs (Pavlov, 1927), after predictors for the 
reward are learned this area fires when the predictor 
occurs, such as the appearance of the neon milk-
shake sign, before the actual reward (Schultz, 2007). 
This learning mechanism may be a general principle 
of thought and has been called the “Bayesian brain” 
after the eighteenth- century developer of probabi-
listic inference (see Corlett et al., 2020, for further 
discussion). A number of investigators have specu-
lated that impairments in these fundamental infer-
ential mechanisms, related to the salience network 
in the brain which evaluates rewards and threats, 
might lead to psychotic symptoms (Feeney et al., 
2017; Kapur, 2003). Whether conscious or not, if 
the process of belief formation becomes untethered 
from events in the world, then uncomfortable and 
uncanny feelings are inevitable. People seek expla-
nations or interpretations for those feelings. When 
they do, they will be seen as delusional if they can-
not be convinced by alternative explanations. There 
is growing evidence that such processes are involved 
in positive symptoms, although this mechanism 
may not account for all such symptoms (Donaldson 
et al., 2020).

Negative symptoms may relate to a distinct but 
related aspect of learning, insensitivity to rewards. 
As with predictive processing, there is a literature 
stretching back decades that examines processes 
of valuation, motivation, and emotional expres-
siveness. The notion that these mechanisms relate 
to negative symptoms has a great deal of appeal, 
although it has been noted that these impair-
ments are not particularly specific to schizophre-
nia (Strauss & Cohen, 2017). Gold and colleagues 
(2008) examined the extent to which measures of 
these processes related to symptom ratings. In one 
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task, participants pressed a button quickly to indi-
cate whether or not to see the current picture again 
later in the experiment. Controls pressed more to 
see pleasant and avoid unpleasant pictures, but not 
neutral pictures. Similarly, controls were willing to 
wait longer for larger rewards.

A common problem here, as with other symp-
toms domains examined using the cognitive- 
experimental approach, is their moderate correlation 
with symptoms among patients. For example, Gold 
and colleagues (2008) report that performance on 
their motivation and valuation tasks was occasion-
ally correlated with symptom ratings at a moderate 
level but was more commonly quite a bit lower and 
therefore indistinguishable from correlations with 
general neuropsychological tasks. Therefore, it is 
important to note that other cognitive- experimental 
approaches are continuing to develop, and these 
theories are naturally broadening to incorporate 
the methods and theories of cognitive neurosci-
ence, which we will address subsequently. In many 
respects, the cognitive- experimental approach to 
the behavioral level of analysis is the natural domain 
for demonstrating the relationship between the 
psychological mechanisms underlying moment- 
to- moment experiences and the global, frequently 
retrospective reports of symptoms. The approach 
incorporates and modifies tools to examine specific 
hypotheses as opposed to using well- standardized 
testing batteries. This flexibility presents a challenge 
because many paradigms will not perform in the 
manner expected, and even here it can be difficult 
to distinguish between specific deficits in a hypoth-
esized mechanism and the generalized deficit (see 
Chapman & Chapman, 1973). Despite these chal-
lenges, one measure of the success of the experi-
mental cognitive approach is that it has become 
an integral component of cognitive neuroscientific 
studies that use such tasks to challenge specific brain 
regions and networks during imaging. As such, we 
now turn our attention to the important findings 
from this level of analysis.

Cognitive Neuroscience and Systems 
Neuroscience of Schizophrenia

A widely accepted view is that schizophrenia is a 
disease of the brain. However, since all mental disor-
ders involve neuronal functions, this is not a partic-
ularly helpful revelation. Furthermore, it is not yet 
clear what kind of brain disease it might be. There is 
no single insult to the brain or any single structure 
or neurotransmitter that is uniquely responsible. 
Therefore, one challenge is to link the symptoms of 

schizophrenia and the problems in cognition and 
affect to particular facets of brain functioning.

It would be helpful to know that a handful of 
regions show slowed responses, relative decreases 
or increases in activation, or weaker connectivity in 
schizophrenia. Unfortunately, and despite a great 
deal of effort, this kind of pithy conclusion is not 
yet possible from the fragmented literature arising 
from the various methods used to study the neural 
processes in people with schizophrenia.

Electroencephalography
Scalp electrodes can reveal a number of differ-

ent aspects of the timing of brain functions. One 
method, called electroencephalography (EEG), 
focuses on the frequencies of different brain waves. 
Findings based on this technique have indicated 
that schizophrenia involves a reduction of the 
power of brain waves across a broad spectrum, but 
impairments in the gamma spectrum (which has 
a frequency of electrical brainwaves in the 30– 80 
Hz range) may be particularly telling (Gandal et 
al., 2012). This frequency is responsible for cogni-
tive coordination (Phillips & Silverstein, 2003) and 
for binding thoughts from different parts of the 
brain together into a coherent percept (Gonzalez- 
Burgos & Lewis, 2008). Another way of using scalp 
electrodes is to examine event- related potentials, 
which speak to the timing of brain responses to 
stimuli. Unsurprisingly, this technique has shown 
that many waveforms have a reduced magnitude in 
patients. The stand- outs in this crowd, either due 
to popularity of study or ease of reliable measure-
ment, are reductions in the P1, MMN, and P300 
wave forms (for review, see Ford et al., 2012): the 
P1 is a very early component associated with the 
perception of a stimulus; the MMN, which stand 
for mismatch negativity, is an early waveform inter-
preted as showing an impairment in the early, non-
volitional capacity to redirect attention; the P300 
is a component interpreted as indicating a capac-
ity for attentional orientation. Thus there is ample 
evidence that schizophrenia affects the timing of a 
number of important processes in the brain, some 
of which dovetails with evidence of early perceptual 
impairments and some of which suggests top- down 
failures of cognitive control processes.

Structure and Connectivity
If there are timing dysfunctions in the brain, 

what brain regions are most affected? Magnetic reso-
nance imaging (MRI) has been the tool of choice 
for addressing this kind of question in recent years 
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because MRI machines can be tuned to examine 
several aspects of brain anatomy: structure and 
structural connectivity and function and functional 
connectivity. Beginning with structure, a highly 
replicated and completely unspecific finding is that 
patients have reductions in intracranial, whole- 
brain, and total gray and white matter volumes 
and increases in ventricular volumes (De Peri et al., 
2012). Early efforts to show more specific abnor-
malities showed a consistent loss of gray matter in 
the superior temporal lobes, a region implicated in 
auditory sensory processing (Shenton et al., 2001). 
Inevitably, methods have evolved and there are now 
several quantitative reviews of the literature using 
whole- brain, voxel- by- voxel analyses, called voxel- 
based morphometry (Chan et al., 2011; Ellison- 
Wright et al., 2008). These reviews, reporting on 
two to three dozen studies, have found consistent 
reductions in gray matter in thalamus and limbic 
regions such as insula, anterior cingulate, uncus, 
and amygdala. While thalamus is an essential 
cortico- cortico relay network, these limbic regions 
are thought to work together in a salience network 
responsible for evaluating stimuli for rewards and 
threats in the environment. Of course the picture is 
not entirely consistent, and there are other regions 
where even these reviews differ, such as whether 
reductions in left inferior frontal gyrus or the cere-
bellum are reliably reduced in first- episode patients. 
The impact of chronicity has also been examined, 
with chronic patients continuing to show gray mat-
ter loss in some of these same limbic regions, such 
as the insula, but also starting to show gray matter 
compromised in executive control regions such as 
the inferior and dorsolateral prefrontal cortex, and 
in a region that becomes more active during rest, the 
medial prefrontal gyrus. Although far fewer studies 
have directly compared people with schizophrenia 
and bipolar disorder, they do appear to be similar 
in showing reductions in whole- brain volume and a 
number of other features compared to controls (De 
Peri et al., 2012). Schizophrenia patients may show 
more gray matter volume reduction, whereas bipo-
lar patients may have more white matter reduction, 
which may suggest some specificity.

White matter is composed of myelinated axons 
carrying information across the brain. An imag-
ing technique known as diffusion tensor imaging 
can be used to quantify the extent to which these 
axon fiber tracts are organized coherently, like rope, 
or incoherently, like lint. Unsurprisingly, the vast 
majority of this literature has found evidence for 
less coherence in the axon fiber tracts of patients 

with schizophrenia, with some evidence suggesting 
that the connections between frontal lobe regions 
are particularly compromised (Pettersson- Yeo et 
al., 2011). A shortcoming of both this structural 
connectivity literature and the structural abnor-
malities described above is that very few studies 
have reported how differences among schizophre-
nia patients relate to their symptom presentations, 
therefore making it difficult to tell a more refined 
story about the relationship between structure and 
symptoms. Nevertheless, we will try to rectify this 
when we turn to functional neuroimaging.

Function and Functional Networks
Functional imaging of the brain began in the 

1970s (Ingvar & Franzen, 1974), with a marked 
increase in interest following the advent of func-
tional MRI (fMRI) in the early 1990s. However, 
a concern soon arose as to whether differences in 
brain activity between patients and controls caused 
differences in performance or whether differences 
in performance, strategy, or motivation reduced the 
demands on regions that healthy participants used 
to perform tasks (e.g., Ebmeier et al., 1995). This 
causality confound still bedevils the field, increas-
ing the challenge of extracting a coherent meaning 
from the literally thousands of fMRI studies that 
have been published to date.

Despite this confound there are a number of 
conclusions from studies that have begun to link 
the heterogeneity in patients’ symptoms to differ-
ences in functioning across the brain (for review 
of symptom- activation relationships, see Goghari 
et al., 2010). For example, the occurrence of audi-
tory hallucinations corresponds to activity in the 
superior temporal gyrus, an area which we also 
noted had structural abnormalities. Thus, one of 
the most common symptoms in schizophrenia 
may reflect processing at the earliest sensory inputs 
into the brain. Positive symptoms more generally 
also appear to be related to abnormalities in the 
medial prefrontal cortex, a region associated with 
self- awareness and ideas about others’ state of mind. 
Reduced activation in ventral striatum, a region 
associated with reward processing, appears to cor-
relate with the extent to which negative symptoms 
are expressed. Negative symptoms have also been 
associated with blunted amygdalar responses. Both 
of these regions are involved in the salience network 
described earlier. Consistent with behavioral work, 
disorganization has been related to impairments of 
activation of the prefrontal cortex, a region of the 
brain implicated in executive functioning.
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While these findings begin to fit within our pic-
ture of schizophrenia, they also highlight a major 
flaw in this literature, which, due in part to small 
sample sizes, has largely neglected: the need to 
examine the relationships between brain activity 
and patient heterogeneity in symptoms and func-
tioning. This situation is beginning to improve, and 
several large data sets are currently being collected 
to allow more definitive tests of these relationships. 
In the meantime, our next step is to go below the 
level of systems and look more closely at molecular 
neurobiology.

Cellular Pathophysiology and 
Neuropsychopharmacology of 
Schizophrenia

A growing literature has examined the brain’s 
structure at a still more molecular level, scrutiniz-
ing which neurons and glia are present and how 
patients’ neuronal cells may differ from healthy con-
trols. This work has relied on brain tissues from peo-
ple who have donated this organ upon their death, 
and it reminds us of the importance of this kind 
of generosity for solving important mental health 
challenges. Since people live with schizophrenia 
for many years before dying, patients’ brains not 
only reflect the causes of the disorder, but also the 
sequelae of chronic illness and the use of medica-
tion. These caveats notwithstanding, a number of 
telling findings have emerged. Complementing this 
work, neuropharmacology addresses the chemical 
compounds that affect neurotransmission, includ-
ing but not limited to neurotransmitters. There are 
a number of candidates for study, with no reason 
to think that any one neurotransmitter can account 
for patients’ heterogeneity or is more fundamental 
to the disorder. This has not always been the case; 
for many years, schizophrenia was thought to be 
an illness uniquely associated with problems in the 
transmission of dopamine (DA).

The origin of the DA hypothesis of schizophre-
nia is useful to relay because it provides a nutmeg 
of consolation for students of psychopathology 
frustrated by how much we still have to discover 
after a century of schizophrenia studies. In the 
mid- twentieth century, psychiatry had to be con-
tent with many vagaries and empirical observa-
tions, which is a polite way of saying experiments 
guided by chance and providence. There was plenty 
of incentive and opportunity for experimenta-
tion: thousands and thousands of schizophrenia 
patients were permanently housed on the sprawl-
ing, overcrowded campuses of state hospitals. In 

this atmosphere, a class of compounds that had 
originally been developed for the textile industry 
in the nineteenth century and tested for possible 
antimalarial and anesthetic properties during World 
War I eventually came to the attention of a team of 
French psychiatrists (cf. López- Muñoz et al., 2005). 
After some tinkering, the compound that would 
be known as chlorpromazine proved to be surpris-
ingly good at reducing patients’ concerns about, 
and the occurrence of, delusions and hallucinations. 
Though it was hailed as a wonder drug, soon its side 
effects began to overshadow its successes. This, in 
turn, led to attempts to find compounds similar to 
chlorpromazine, without such severe side effects, 
that would come to be known as typical antipsychot-
ics. Interestingly, these were used in the treatment 
of schizophrenia starting in the mid- 1950s, long 
before it was understood how they worked. The 
definitive result underpinning the first dopamine 
hypotheses of schizophrenia was not published until 
the mid- 1970s, when it was demonstrated that clin-
ical effects of the various antipsychotic drugs avail-
able at that time strongly correlated with the extent 
to which they blocked DA receptors (Seeman & 
Lee, 1975). This illustrates that treatments can be 
viable even if the cause of the condition is unknown 
or even misunderstood. While the DA hypothesis 
accounted for a number of observations about psy-
chosis at the time, the façade of this simple expla-
nation would not stand indefinitely, despite several 
revisions (for a review of various DA hypotheses as 
well as a modern rendering of the hypotheses, see 
Howes & Kapur, 2009; for another perspective, see 
Kendler & Schaffner, 2011).

A challenge to the reigning hypothesis built 
around the therapeutic effects of DA antagonists 
came from the psychomimetic (psychosis- inducing) 
effects of another drug known as phencyclidine 
(PCP, “angel dust”). Phencyclidine was originally 
developed as a tranquilizer; however, people who 
used the drug showed transient schizophrenia- like 
symptoms, and patients who were given the drug 
showed long- lasting symptom exacerbations even at 
very low doses (Luby et al., 1962). When evidence 
emerged that phencyclidine and similar compounds 
such as ketamine (“special K”) increased the activity 
of the N- methyl- D- aspartate (NMDA) receptors 
on glutamatergic pyramidal neurons (Vincent et 
al., 1979), it brought into focus an alternative glu-
tamate hypothesis (Javitt & Zukin, 1991). Pyramidal 
neurons are pervasive and can be thought of as the 
primary working neurons and connections of the 
cortex. This glutamate hypothesis was parsimonious 
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insofar as it explained how a single dysfunction 
might result in numerous, correlated impairments in 
different brain systems and relate to the degradation 
of white matter tracts described above. Reinforcing 
this theory, postmortem studies began to show that 
pyramidal neurons in patients’ brains had shorter 
axons, tighter cell packing, and fewer NMDA 
receptors on their dendrites (see Lin et al., 2012, for 
review). It then became necessary to explain away 
the primary basis of the DA hypothesis, which could 
be done if the effectiveness of typical dopaminergic 
antipsychotic drugs was simply the result of dopa-
minergic modulation of glutamate or even second-
ary to their sedative effects. As a result only a few 
new pharmaceuticals have been developed based on 
these findings. For example, drugs targeting gluta-
mate receptors have been tested for and shown to 
be effective at reducing ketamine- induced psychotic 
symptoms and normalizing related brain activity in 
healthy volunteers (Kantrowitz et al., 2020). This 
low yield is in no small part due to the difficulty of 
safely modulating the activity of one of the most 
fundamental cell types of the brain.

A third pathophysiological and neuropharma-
cological hypothesis is largely built on postmortem 
brain tissue observations but also incorporates gene 
expression and brain network connectivity data. 
In this case, the abnormalities of interest are in the 
gamma- aminobutyric acid (GABA) interneurons 
that inhibit activity in other neurons, primarily 
pyramidal neurons. This is therefore known as the 
GABA hypothesis. These neurons, and in particular 
a subset of them known as basket and chandelier 
cells, contain parvalbumin. Parvalbumin maintains 
the tone of pyramidal neurons that is needed to 
resonate appropriately in the gamma frequency. 
This frequency, it will be recalled, underlies cogni-
tive coordination and binding. Originally based on 
postmortem studies of patients, the GABA hypoth-
esis incorporates the roles of DA and glutamate, 
proposing that perturbations of these neurotrans-
mitter systems are downstream from the dyscon-
nectivity that results from a failure to maintain the 
tone of pyramidal neurons (see Gonzalez- Burgos 
& Lewis, 2008, for review). Thus, parvalbumin 
neurons are thought to be impaired in producing 
and releasing GABA, which results in the cognitive 
deficits of schizophrenia (Lewis, 2014). While this 
hypothesis suggests a new neurotransmitter system 
to target with pharmaceuticals, this promise has 
yet to be realized. In the meantime, it provides an 
elegant example of how multiple methods and data 

from many levels of analysis can be synthesized into 
a comprehensive account of a mental illness.

Taken together, this work suggests an imbal-
ance between excitatory and inhibitory neuro-
transmission related to psychosis. Concentrations 
of glutamate and GABA, representing the pri-
mary excitatory and inhibitory neurotransmitters, 
respectively, are dysregulated in schizophrenia. 
Elevations of glutamate concentration are consis-
tently documented in schizophrenia spectrum dis-
orders (Merritt et al., 2016) and partly explained by 
genetic influences (Legind et al., 2019) while dys-
regulated GABA has met mixed findings in schizo-
phrenia (Egerton et al., 2017) and also bipolar 
disorder (Schür et al., 2016). Both glutamate and 
GABA concentrations are related to functional con-
nectivity problems between brain regions in schizo-
phrenia (Shukla et al., 2019) as well as cognitive 
functions such as working memory (Bojesen et al., 
2020). Some evidence for drug treatments target-
ing the glutamatergic and GABA balance have also 
emerged but await replication.

This section provides only a taste of an extensive 
literature on the neuroscience, pathophysiology, 
and pharmacology of schizophrenia. Before moving 
on to explore causes of these neural abnormalities, 
it will be useful to make two general observations. 
The first is that while the hypotheses are competing 
in the scientific community, they need not actually 
compete in the brain. That is, the hypotheses may 
all contain a non– mutually exclusive portion of the 
truth, and other mechanisms may be in play. While 
it is parsimonious to think that the neural basis of 
schizophrenia is simple, nature frustrates this hope. 
Research can be hypothesis- driven without making 
the naïve assumption that there is, at the core, a sin-
gle abnormality. The second is that, due to evidence 
of the kind described here, schizophrenia is often 
considered more organic, or biological, than many 
other disorders described in this text. This clas-
sification brings along many implicit assumptions 
about the condition and those who suffer from it. 
For example, it suggests that the true pathology of 
schizophrenia is to be found in neurons and that 
treatments for schizophrenia will require medicine 
to change those neurons. The distinction between 
psychological and organic causes for a disorder may 
be appealing, but it is increasingly untenable given 
our understanding of the tight relationships between 
the software and hardware of the brain. The brain 
limits the cognitive mechanisms that can be imple-
mented, but those same neurons also reflect the 
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traces of the cognitive mechanisms that have been 
required of them. In fact, all disorders addressed in 
this textbook have or will have neural correlates; all 
symptoms will respond to medicine, either real or 
hypothetical. Sometimes the symptoms of schizo-
phrenia appear to be more biologically based, but 
this is simply because new biological methods are 
often brought to bear here first, before expanding to 
other diagnoses. In the final analysis, schizophrenia 
is unlikely to prove a special case of mental illness 
in this regard.

Etiology of Schizophrenia
In reviewing findings on the causes of schizo-

phrenia, we will follow the simplified scheme of 
classifying causes as either genetic or environmental.

Genetic Risks for Schizophrenia
Some of the first examinations of the etiology 

of schizophrenia were family studies conducted by 
the protégées of Emil Kraepelin in the 1910s (see 
Kendler & Zerbin- Rüdin, 1996). Family studies 
allow inferences through the use of quantitative 
genetics, based on the association between degree 
of genetic relatedness and level of risk. These 
earliest studies showed patients’ siblings were 
at a markedly increased risk of illness relative to 
the general population, but the work was largely 
neglected until the 1960s when a new genera-
tion of scholars began to examine whether genes 
might play a role in the etiology of schizophrenia. 
Gottesman (1991) combined these data across 
studies to show a compelling relationship: third- 
degree relatives such as patients’ first cousins, who 
share about 12.5% of their genes, show a 2% risk 
of developing the disorder (compared to .7% in 
the general population). Second- degree relatives, 
such as uncles and nieces, share about 25% of their 
genes and have a 2– 6% risk, whereas first- degree 
relatives such as siblings, including fraternal twins, 
have a 6– 17% risk. Patients’ monozygotic twins, 
who share 100% of their genes, have nearly a 50% 
risk of developing the illness. These data are inter-
preted in the parlance of quantitative genetics as 
indicating the heritability of the liability to schizo-
phrenia. Liability can be thought of as the diathe-
sis to schizophrenia (i.e., it is necessary but not 
sufficient for developing the illness). These data, 
along with information about the prevalence of 
schizophrenia in the general population, show that 
the liability is 80% heritable in most populations, 
which is to say 80% of the variance in liability 

in that population is associated with variance in 
genes across the whole genome.

The data do not tell us how heritable schizophre-
nia is. As noted, the likelihood that you will develop 
schizophrenia if your monozygotic co- twin has the 
illness is 50%. These findings suggest a phenom-
enon called reduced penetrance. Simply inheriting 
the genetic liability for the illness is, on average, 
insufficient to cause the illness. Something addi-
tional is needed. Thus, the diathesis- stress model sug-
gests some kind of environmental stressor might be 
required in addition to the diathesis to make the 
disorder become manifested. We will review a num-
ber of such proposed stressors below, but it is worth 
noting that luck— the chance factors that govern 
whether or not this or that gene is expressed in the 
body’s cells— also counts as an “environmental” 
contribution within this model.

Quantitative genetic studies provide the impe-
tus for molecular genetic research, and this has now 
become one of the fastest developing domains of the 
schizophrenia literature. Rather than asking whether 
genes contribute to the illness, this research asks 
which genes contribute. The hope is not simply that 
identifying these genes will be interesting, but that 
the functions of those genes will suggest treatments, 
or even a cure. The thrust of the story of the molec-
ular genetics of schizophrenia is threefold: identify-
ing genes involved in the illness requires very large 
samples of patients and controls and more mark-
ers across the genome because there are likely to be 
many, many genes that convey a tiny bit of risk.

In the 1990s, the molecular genetics of schizo-
phrenia consisted largely of linkage studies that used 
measures of recombination frequency, rather than a 
specific physical distance along each chromosome, 
to detect regions of various chromosomes that might 
be associated with risk for schizophrenia. By the end 
of this era, there were a number of promising find-
ings, such as a portion of chromosome 2p12– q22.1 
that was consistently linked to the illness (Lewis et 
al., 2003). However, the method precluded identi-
fying specific genes and therefore precluded under-
standing the specific pathways to illness.

In the 2000s, attention turned to specific genetic 
markers known as single- nucleotide polymorphisms 
(SNPs), which formed the basis of the candidate 
gene approach. In this method, SNPs on a number 
of candidate genes were selected for closer scrutiny 
because they were thought to be involved in a puta-
tive neural mechanism. SNP markers on a number 
of genes came to light, including genes relevant to 
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DA (e.g., catechol- O- methyltransferase [COMT]), 
glutamate (e.g., neuregulin [NRG1]), GABA (e.g., 
glutamic acid decarboxylase 1 [GAD1]), and neu-
rodevelopment (e.g., disrupted in schizophrenia 1 
[DISC1]), among others. While a number of early 
studies using this method provided excited results, 
researchers became concerned about the low level 
of replicability of many findings, particularly those 
derived from small sample sizes (Ns < 1,000).

A series of new findings shook up this a priori 
approach to gene discovery when genotyping tech-
nology advanced and genome- wide association 
studies (GWAS) became practical. GWASs do not 
examine a few markers in selected genes. Instead, 
they look at markers across all chromosomes to 
determine any gene with a strong association to an 
illness. Armed with immense samples sizes, GWAS 
studies have discovered that many genes— likely 
numbering in the thousands— are statistically asso-
ciated with the illness and that many of these genes 
are quite common in the general population as well. 
In addition, all the genes that have so far been associ-
ated with schizophrenia together account for a very 
small proportion of the variance in schizophrenia in 
the population, suggesting that more complicated 
interactions and pathways will have to be taken 
into account. As opposed to implicating a specific 
genetic or molecular mechanism of risk, these stud-
ies so far suggest that a number of mechanisms may 
be relevant to the diathesis for schizophrenia and 
psychosis more broadly. Recently, efforts to quantify 
an individual’s overall genetic liability for schizo-
phrenia have calculated a “polygenic risk score” that 
sums one’s risk alleles weighted by their respective 
effect sizes from GWAS (Choi et al., 2020). This 
polygenic risk score can be combined with func-
tional neuroimaging to explain variance in brain 
function (Cao et al., 2020) and perhaps yield infor-
mation relevant for tailored treatment. Additionally, 
polygenic risk scores for schizophrenia have been 
used to predict other mental health concerns (e.g., 
anxiety, depression) and environmental conditions 
(e.g., nicotine use, trauma), though this work has 
yet to be extended to individuals of non- European 
descent (Docherty et al., 2018). The job of untan-
gling these genetic findings enough to turn them 
into treatment options remains a daunting task.

Environmental and Other Risks for Schizophrenia
In the decades following World War II, clini-

cal practice in the United States was dominated 
by psychodynamic— and therefore primarily 
environmental— explanations of psychosis. One 

tragic consequence of this bias was the growth of 
a myth of a schizophrenogenic mother. The schizo-
phrenogenic mother was said to have defective 
interactions with her children and a number of 
other vague and at times conflicting shortcomings 
as a parent that led the future patient to learn some-
thing that eventually manifested as the illness. The 
unintended result of these strongly environmental 
theories of schizophrenia was that the parents of 
patients, already struggling with the day- to- day dif-
ficulties of supporting their ill son or daughter, were 
further saddled by the guilt of having caused the ill-
ness itself. This is the cautionary environmentalists’ 
tale much as the history of eugenics cautions against 
overinterpreting genetic causal factors.

The fundamental observation that still requires 
an environmental, or nongenetic, account of the 
etiology of schizophrenia is that the concordance 
between monozygotic twins is about 50%. Since 
this is less than 100%, it is thought that there must 
be some nongenetic cause that leads to the ultimate 
manifestation. Table 14.1 lists eight additional risk 
factors that have been established through large 
meta- analyses. None of these risk factors implicates 
defective parenting, and most of them implicate 
either pre-  or perinatal events (older fathers, prena-
tal famine, maternal influenza, obstetrical compli-
cations, winter or spring birth) or other biological 
risk factors (Toxoplasmosis gondii exposure, lifetime 
cannabis use). That is, they are unlikely to affect 
one’s learning regimen.

Of note, given recent efforts to legalize marijuana 
across the world, cannabis use as a risk factor for 
schizophrenia carries a dose- response relationship 

Table 14.1 Nongenetic risk factors associated with 
schizophrenia

Risk factor Odds ratio

Migrant status 4.6

Older fathers 3.8

Toxoplasmosis gondii exposure 2.7

Prenatal famine 2.3

Lifetime cannabis use 2.1

Obstetrical complications 1.8

Urban rearing 1.7

Winter or spring birth 1.1

Note: For full citations, see MacDonald & Schulz (2009). 
Odds ratios are calculated as the increased odds of someone 
with the risk factor developing the condition, where 1.0 is 
the general population risk.

 



SCh izoPhrenia 347

such that patients who used cannabis more than 50 
times in their lifetime have a significantly higher rate 
of developing schizophrenia, especially if use began 
at a younger age (Ortiz- Medina et al., 2018). Of the 
two others, migrant status and urban rearing, it is 
unclear what aspect of these very general risk factors 
convey risk at this time, although an argument can 
be made for stress or anxiety. Importantly, even the 
most reliably potent risk factors— such as migrant 
status or older fathers— only moderately increases 
risk; most patients are not migrants or the off-
spring of older fathers. Furthermore, migrant status 
or urban rearing represent only a fraction of one’s 
environment, and recent research has attempted to 
examine broader contexts that reflect the interde-
pendence of environmental risk factors (e.g., eth-
nic density, presence of pollution and infectious 
agents; Plana- Ripoll et al., 2018). This type of 
work has been termed “exposome” research because 
it aims to examine the environmental exposures 
more comprehensively, similar to genome- wide 
analyses (Guloksuz, van Os et al., 2018). Exposome 
research, in attempting to capture the entirety of 
environmental exposures, has an admirable goal of 
identifying modifiable risk factors for schizophre-
nia, though not without encountering unique chal-
lenges (see Guloksuz, Rutten et al., 2018).

Another question that arises with a great deal 
of regularity is whether brain injuries cause schizo-
phrenia. Many researchers who use neuroimag-
ing and therefore screen patients for head injuries 
have observed that patients with schizophrenia are 
far more likely than controls to report an errant 
baseball bat or harrowing bicycle accident that left 
them with a concussion. According to published 
case studies, head injuries can only in rare instances 
lead to psychosis, and these patients generally have 
few negative symptoms (Fujii & Fujii, 2012). These 
findings would seem to suggest that a schizophrenia 
patient with few negative symptoms would be indis-
tinguishable from a head- injury– induced psychosis 
patient. However, this kind of question is tricky to 
study rigorously in sufficiently large samples for 
definitive conclusions.

Finally, careful readers will note that our clas-
sification of genetic and environmental causation 
is, like other convenient distinctions raised in this 
chapter, to be taken with a grain of salt. For exam-
ple, evidence for these risk factors does not rule 
out the possibility that a great deal of the reduced 
concordance between monozygotic twins is sim-
ply due to chance; such twins may have inherited 
differences in the strength of expressing certain 

genes, a phenomenon known as methylation. Thus, 
even nongenetic causes may involve the genome 
in some ways. Another way in which the genetic/ 
environmental distinction may be misleading is in 
the context of gene– environment correlations and 
gene– environment interactions. For example, can-
nabis use may only be a risk factor for people with 
a particular diathesis, such that people with a fam-
ily history of schizophrenia are more susceptible to 
the psychosis- inducing effects of cannabis (Ortiz- 
Medina et al., 2018). Thus, the reader should be 
prepared to critique such simplistic classifications. 
More often than not, etiological explanations of 
schizophrenia involve both genetic and environmen-
tal components. For instance, a growing literature 
exploring the connection between schizophrenia 
and immune functioning points to formative envi-
ronmental risk factors (e.g., maternal influenza, 
autoimmune disorders) that activate and prime 
immune reactivity, as well as schizophrenia risk 
genes that promote inflammation (Müller, 2018). 
This vulnerability- stress- inflammation model is yet 
another theory that emphasizes the complexity of 
schizophrenia.

Conclusion
The symptoms of schizophrenia constitute a 

devastating, serious, and persistent syndrome that 
affects a remarkably high proportion of the human 
race. It can affect all aspects of life, indeed short-
ening life itself through increased suicidality and 
other health consequences. Numerous theories of 
the nature of the illness have arisen and fallen in 
the 100 years since its description and coinage by 
Kraepelin and Bleuler. Were these progenitors alive 
today, they would survey the legacy of their work 
with a mixture of pride and disappointment.

There is much to be proud of in the century of 
work that has expanded our knowledge of how dif-
ferent symptom dimensions relate to each other 
and to other disorders, how these relate to cognitive 
functions and brain networks, and how these brain 
networks are in turn influenced by biochemical 
processes. The fact that these processes may not be 
specific to schizophrenia per se but may be relevant 
to disorders beyond that strict definition does not 
detract from those accomplishments. It is ironic, 
however, that much of the progress in treating the 
illness has proceeded entirely independent from the 
psychopathological science of it. Pharmacological 
treatment discoveries, although never coincidences, 
have only in recent years built on our understand-
ing of the causes of the disorder. It is also ironic 
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that psychosocial treatments, used rarely in the past, 
have become increasingly acceptable within this 
new zeitgeist of nonspecificity of symptoms and 
broad sources of causation. Thus, while the con-
struct introduced to psychiatry 100 years ago is cer-
tainly showing signs of ageing, it is sure to provide 
a reference point for thinking about psychosis far 
into the future.
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C H A P T E R

 15  Social Functioning and Schizophrenia

Jill M. Hooley and Stephanie N. DeCross

Impaired social functioning is a fundamental fea-
ture of schizophrenia. Recognized in the early clini-
cal descriptions of the disorder, social dysfunction 
remains one of the defining characteristics of the syn-
drome. A century ago, Emil Kraepelin noted the lack 
of concern for social convention that characterized 
the patient with schizophrenia, remarking that

[t] he patients no longer have any regard for their 
surroundings; they do not suit their behavior to the 
situation in which they are, they conduct themselves 
in a free and easy way, laugh on serious occasions, 
are rude and impertinent towards their superiors, 
challenge them to duels, lose their deportment and 
personal dignity; they go about in untidy and dirty 
clothes, unwashed, unkempt, go with a lighted 
cigar into church, speak familiarly with strangers, 
decorate themselves with gay ribbons. (Kraepelin, 
1919/ 1989, p. 34)

Though contemporary writers might describe 
these social difficulties less vividly, it is acknowl-
edged that everyday social encounters often present 
considerable challenges to those with schizophrenia. 
Of course, schizophrenia clinical profiles are heter-
ogenous in presentation. Nonetheless, withdrawal 
and social isolation are often primary components. 
Impairment in social or occupational functioning is 
also necessary for the diagnosis to be made in DSM- 5.

In this chapter we provide an overview of the 
literature concerning social functioning in schizo-
phrenia. This is a broad topic that covers a range of 
different research areas. Because of this, our review 
must necessarily be more selective than exhaustive. 
We are often unable to consider many interesting 
and important aspects of the topics that are dis-
cussed. What we hope to do is to trace the arc of 
research work in this area, highlighting the progres-
sion of knowledge over time. Wherever possible, we 

also draw readers’ attention to articles that provide 
more detailed consideration of specific issues.

Interpersonal Adjustment and 
Schizophrenia

The subjective reports of people with schizo-
phrenia are full of references to the difficulties they 
experience during ordinary social interactions. These 
difficulties are also mirrored in the comments of their 
family members. The ex- wife of “Jon,” who was diag-
nosed with schizophrenia, described it in this way:

Some aspects of Jon’s illness were particularly 
puzzling. I knew he was highly intelligent and 
perfectly at ease when it came to discussing 
complicated philosophical issues or analyzing the 
works of sophisticated artists. Why then was he at a 
loss when it came to dealing with everyday human 
relationships? He didn’t seem to be able to get the feel 

Abbreviations
 AIPSS Assessment of Interpersonal 

Problem- Solving Skills
 AS Attributional style
 CFI Camberwell Family Interview
 CHR Clinical high risk
 EE Expressed emotion
 FFT Family- focused therapy
 MEPS Means- end problem- solving
 Per- Mag Perceptual aberration and magical 

ideation
 QLS Quality of Life Scale
 SANS Scale for the Assessment of 
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 SCIT Social cognition and interaction 
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of people, to interpret their gestures correctly. Instead 
of relying on that intuitive understanding we usually 
have of what other people are trying to convey, he 
built up intricate theories that often led him to 
erroneous interpretations. It took me a long time to 
understand that this continuous theorizing might 
be his way of grappling with his own uncertainty 
and bewilderment. It was as though some strange 
deficiency prevented him from understanding some 
things that seem perfectly obvious to most people. 
(Anonymous, 1994, p. 228)

Relationships have been classified as a func-
tion of the interpersonal needs that they serve. 
Instrumental relationships are task- oriented and 
goal- driven. Work and service relationships, such as 
purchasing an item in a store, asking for directions, 
giving appropriate information in a job interview, 
or dealing with those responsible for processing 
disability benefits, primarily subserve instrumental 
role needs (see Liberman, 1982).

People with schizophrenia show significant 
impairment in their instrumental relationships (see 
Wallace, 1984, for a review of the early literature). 
For example, those with the illness are frequently 
unable to finish school or to achieve the level of 
education they desire.

After graduation I enrolled at a college near home. 
I stayed only 2 years. It was difficult for me to deal 
with ordinary situations, such as a problem with a 
teacher. (Herrig, 1995, p. 339)

Many individuals with schizophrenia are also 
unable to hold a job for sustained periods of time. 
Only about 10– 20% of patients are employed 
(Marwaha & Johnson, 2004), and when they do 
work, it is often at an employment level that is lower 
than that of their parents. Jon, the patient described 
earlier, had his first breakdown when he was in the 
army. He left the army and later found part- time 
work. Finding that too much, he subsequently gave 
up work entirely and stayed at home reading, writ-
ing, and doing household chores while his wife 
went out to work (Anonymous, 1994).

Deficits are also apparent in the social- emotional 
domain. In contrast to the task- oriented or goal- 
directed nature of instrumental interpersonal rela-
tionships, social- emotional aspects of relationships 
are driven more by the needs of the relationship 
itself. Social- emotional exchanges might include 
such things as asking how a spouse or partner feels, 
greeting a relative, going to an event with a friend, 
or chatting at a party (Liberman, 1982). Although 

these sorts of transactions are everyday occurrences 
for most of us, they are not routine for the person 
with schizophrenia.

I wanted to blend in in the classroom as though I 
were a desk. I never spoke. I didn’t participate in any 
extracurricular activities or have any close friends. 
(Herrig, 1995, p. 339)

Traditionally, marriage has been regarded as 
indicative of a person’s ability to develop and sus-
tain a close interpersonal relationship. Although 
marriage is far from a perfect indicator of social 
competence, compared to people in the general 
population, people with schizophrenia are six 
times less likely to marry (MacCabe et al., 2009). 
Rates of marriage are also much lower in patients 
with schizophrenia than they are in those with 
other severe forms of mental illness such as bipo-
lar disorder (Mueser et al., 2010). Notably, males 
with the disorder are particularly unlikely to marry. 
Although precise rates vary across studies, schizo-
phrenia severely reduces the probability of marriage 
for men, although it compromises it less for women 
(Häfner, 2003).

General descriptions of the problems experi-
enced by patients with schizophrenia are impor-
tant and informative. However, they tell us little 
about what these patients actually do (or fail to do) 
in social situations. Fortunately, researchers have 
explored the interpersonal problems associated with 
schizophrenia to better understand their nature 
and possible origins. It is to this literature that we 
now turn.

Measuring Social Behavior
Social Competence

Social competence is “a context- related and more 
or less subjective judgment or evaluation of observed 
behavior or social role performance” (Appelo et al., 
1992, p. 419). In general, it reflects how well we 
consider people to be doing in everyday social situ-
ations. Often used interchangeably with terms such 
as “social role functioning” or “social role adjust-
ment,” it is the most global level of analysis. As we 
have already seen, subjective accounts and clinical 
observations highlight the problems in social com-
petence that are so typical of schizophrenia. Studies 
that have examined social competence more for-
mally have also reached similar conclusions.

Early work in this area assessed patients using 
the Social Competence Scale (Zigler & Phillips, 
1961). This rather heterogeneous measure considers 
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age of onset, education, marital status, occupation, 
and employment history to yield a composite social 
functioning score. As might be expected, schizo-
phrenia patients typically score lower on the Social 
Competence Scale than do psychiatric patients with 
other disorders (e.g., Schwartz, 1967). Adolescents 
at risk for schizophrenia also score more poorly on 
this instrument, both relative to nonpsychiatric 
controls and to adolescents at risk for mood disor-
ders (Dworkin et al., 1990).

Other measures of global social functioning 
(see Yager & Ehmann, 2006, for a review) include 
the Social Adjustment Scale (SAS- II; Schooler et 
al., 1986) and the Quality of Life Scale (QLS; 
Heinrichs et al., 1984). The SAS measures inter-
personal performance in work, relationships with 
household members, relationships with other 
relatives, leisure and recreational activities, and 
personal well- being. The QLS has four dimen-
sions and provides ratings on interpersonal rela-
tions, instrumental role functioning (primarily 
occupational, student, or homemaker roles), 
intrapsychic functioning (i.e., cognitive, affec-
tive, and motivational functioning) and common 
objects and activities (which assesses whether the 
patient reads newspapers, possesses a wallet, or is 
otherwise involved with the objects and activi-
ties of everyday life). On both measures, patients 
with schizophrenia score worse than either non- 
patient controls or patients diagnosed with mood 
disorders (see Bellack, Morrison et al., 1990). 
Moreover, impaired social functioning relative to 
controls on the SAS- II is found even in patients 
who are experiencing their first episodes of illness 
(Ballon et al., 2007). Global difficulties in social 
competence thus seem to be characteristic of those 
diagnosed with schizophrenia at all stages of the 
illness.

Social Skills
Social skills represent a level of social function-

ing that is more molecular than the broad concept 
of social competence. They have been described 
as the “specific verbal, nonverbal and paralinguis-
tic (e.g., voice tone) behavioral components that 
together form the basis for effective communica-
tion” (Mueser et al., 1990, p. 138). Social skills 
include the ability to give and obtain information 
and to express and exchange attitudes, opinions, 
and feelings. These skills, which are apparent in the 
everyday conversations, encounters, and relation-
ships that people have with each other, are thought 
to be foundational for social competence.

In the research lab, one way to assess social skills 
is through role- play techniques. In role- playing, the 
patient interacts with a confederate in a prescribed 
situation (such as an exchange with a sales associ-
ate or a staged argument with a loved one). Various 
components of social skill, such as the appropriate-
ness of gaze, duration of speech, meshing (e.g., the 
smoothness of turn- taking and pauses in the con-
versation), or the expressiveness and congruence of 
facial expression (see Mueser, Bellack, Douglas, & 
Morrison, 1991), can then be assessed. Verbal skills, 
which are evaluated in the context of the social situ-
ation being enacted, are also considered.

Although best viewed as a measure of response 
capabilities rather than as a reflection of behavior 
occurring in the natural environment, role- play nev-
ertheless appears to be a valid method for the study 
of interpersonal behavior (see Mueser & Bellack, 
1998). Behavior during role- play is strongly cor-
related with more global measures of social com-
petence. Judges’ ratings of verbal and nonverbal 
behavior also differentiate patients with schizophre-
nia from people with mood disorders or healthy 
controls (Bellack, Morrison, Mueser et al., 1990).

Social skills research, relying heavily on role- 
playing tasks, has provided useful information 
about more specific social difficulties associated 
with schizophrenia. For example, in conversation, 
patients with schizophrenia show weaker verbal 
(e.g., clarity, negotiation, and persistence) and 
nonverbal skills (e.g., interest, fluency, and affect) 
than do non- patient controls (Bellack et al., 1994). 
Compared with patients diagnosed with mood dis-
orders or with non- patient controls, they also tend 
to be less assertive when challenged. Moreover, 
although in the face of criticism psychiatric and non- 
psychiatric controls tend to apologize or explain, 
schizophrenia patients tend to deny making errors 
or to simply lie (Bellack et al., 1992). It is important 
to note, however, that overall social performance in 
patients with schizophrenia tends to involve mild 
impairments across a range of component skill areas 
rather than marked problems in any one domain 
(see Mueser, Bellack, Douglas, & Morrison, 1991).

Social Problem- Solving
The ability to successfully recognize an inter-

personal problem, formulate a solution, and take 
action is fundamental to social success. Social 
problem- solving, another element of social compe-
tence, can be examined in a variety of ways. The 
Means- Ends Problem Solving (MEPS) procedure 
presents research participants with hypothetical 
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interpersonal problem situations and measures how 
well they can conceptualize and generate effective 
solutions to resolve each problem. In an early series 
of studies, Platt and Spivak (1972, 1974) reported 
that, compared with a control sample of hospital 
employees, patients with schizophrenia were less 
able to provide appropriate and potentially effective 
solutions to the problems under consideration.

Patients diagnosed more using more current 
(post- DSM- III) diagnostic criteria for schizophre-
nia also demonstrate problems with interpersonal 
problem- solving and perform worse than con-
trols. This is apparent using measures such as the 
Assessment of Interpersonal Problem- Solving Skills 
(AIPSS; Donahoe et al., 1990; Bowen et al., 1994). 
Bellack and his colleagues (1994) have also reported 
that inpatients with schizophrenia show deficits on 
other social problem- solving tasks. More specifi-
cally, relative to controls, the schizophrenia patients 
generated solutions that were rated by judges as 
being less appropriate and less likely to be able to 
be implemented. The patients were also generally 
less assertive and less able to recognize poor problem 
solutions that were unlikely to work. Nonetheless, it 
warrants mention that these difficulties also charac-
terized patients with bipolar disorder. Both patient 
groups performed less well than controls, and no 
significant differences between the patient groups 
were found.

Considered together, there appears to be ample 
evidence demonstrating that schizophrenia patients 
exhibit a wide range of problems across a diverse 
array of social domains when compared with con-
trol participants. There is also evidence that, even 
when compared to patients with other forms of psy-
chiatric disorders (such as mood disorders), patients 
with schizophrenia still show more impairments 
(Bellack, Morrison, Wixted et al., 1990; Bellack 
et al., 1992; Mueser et al., 2010), though this is 
not always the case (e.g., Bellack et al., 1994). It 
is quite likely that the factors that underlie poor 
social problem- solving in patients with chronic 
schizophrenia (e.g., cognitive impairments) are 
not the same as the factors associated with poor 
social functioning in patients with bipolar disorder 
(e.g., acute symptoms). More data on the extent to 
which problems remain when patients show clini-
cal improvement would be informative. Although 
social impairments appear to be stable over time in 
people with schizophrenia (Cornblatt et al., 2007; 
Mueser, Bellack, Douglas, & Morrison, 1991), less 
is known about the long- term stability of skill defi-
cits in other diagnostic groups. However, even in 

older patient samples (age 50 years or older) social 
functioning deficits are still more marked in schizo-
phrenia patients than they are in those with major 
mood disorders (Mueser et al., 2010).

Gender and Interpersonal Functioning
A sizeable literature suggests that the course of 

the illness is more benign in women than in men. 
For example, female patients have a characteristi-
cally later age of onset of the illness (Häfner et al., 
1993; Abel et al., 2010). Men show a peak in the 
incidence of schizophrenia between 20 and 24 years 
of age. For women, the peak in the number of new 
cases during these ages is less marked, and the onset 
of schizophrenia is instead more broadly distributed 
throughout the 20s and early 30s. Females also have 
shorter and less frequent psychotic episodes and 
show a better response to treatment than do their 
male counterparts (see Leung & Chue, 2000).

Gender differences are also apparent in the 
interpersonal realm. Compared with males, female 
patients have a milder range of interpersonal prob-
lems and are characterized by better social func-
tioning. Both Dworkin (1990) and Perry, Moore, 
and Braff (1995) have reported that females with 
schizophrenia, as a group, scored significantly bet-
ter than males with schizophrenia on the Social 
Competency Index (Zigler & Phillips, 1961). Andia 
and her colleagues (1995) also found that women 
with schizophrenia were more likely than men with 
the disorder to live independently, be employed, 
and have been married despite having similar symp-
tom profiles. Moreover, females in this last study 
had higher levels of social functioning even though 
they were being maintained on lower doses of anti-
psychotic medication than the male patients.

Similar gender differences have been reported 
by other research groups. Using a role- play test, 
Mueser and his colleagues (1990) reported a clear 
gender difference across a range of different mea-
sures. Although they did not differ from male 
patients with respect to their symptoms, females 
with schizophrenia were more skilled than males in 
the appropriateness of the duration of their speech 
(very short or very long responses were rated less 
favorably), their meshing or turn- taking abilities 
during conversations, aspects of their verbal con-
tent in specific role- play scenarios, and their overall 
social skills. There is also evidence that the relation-
ship between gender and social skill may be specific 
to schizophrenia. In the study just described, gender 
was unrelated to social skill in either the mood dis-
order or the non- psychiatric control groups.
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Gender differences are not universally docu-
mented. Indeed, in the study just described, no dif-
ferences were found between the male and female 
patients with schizophrenia on measures of social 
adjustment such as the SAS- II and the QLS. More 
global measures of social adjustment may simply be 
less sensitive to gender differences than laboratory- 
based assessments are. Overall, however, when gen-
der differences are found, the results typically point 
toward better interpersonal functioning in females 
with schizophrenia.

Why do women score better on measures of 
social functioning? Differences in the age of onset 
of the illness may provide a partial explanation. As 
we have noted, more men than women develop 
schizophrenia in their late teens or early 20s, with 
a later average age of onset for women (Abel et 
al., 2010). During adolescence and young adult-
hood, social relationships typically become a major 
focus of interest and there is a rapid acquisition of 
social skills. An earlier age of onset in men may 
disrupt developmental processes supporting social 
functioning to a greater extent than is the case for 
women, who develop the disorder later. Women 
may also be more likely to marry and have children 
in part because these life changes may occur before 
the development of the disorder.

The increased levels of social functioning appar-
ent in female patients may simply reflect the fact 
that women, for reasons that are not fully clear, 
tend to have a somewhat milder form of illness. 
Related to this, some authors have speculated about 
the neuroprotective properties of estrogen (Rao & 
Kőlsch, 2003). Because of its ability to reduce the 
sensitivity of D2 dopamine receptors, estrogen may 
exert a weak neuroleptic- like effect on symptoms 
(Kulkarni et al., 2008). Females may also be less 
susceptible than males to structural brain abnor-
malities that could lead to developmental problems 
and greater impairment in functioning (Abel et al., 
2010). Interestingly, the social functioning advan-
tages apparent in women with schizophrenia are not 
seen in older patients (Mueser et al., 2010). This 
may be because of reduced estrogen production in 
older women.

Social Functioning and Clinical 
Symptoms

Schizophrenia is characterized by symptoms 
such as hallucinations, delusions, affective flatten-
ing, and anhedonia. Each or all of these might be 
expected to be associated with interpersonal diffi-
culties. In this section we examine the evidence as a 

function of two major symptom groupings: positive 
and negative.

Developed in an effort to explain the heteroge-
neity in schizophrenia, the division between positive 
and negative symptoms (Andreasen & Olsen, 1982) 
is based on whether the symptoms of the disorder 
are florid (or in excess of “normal”) or instead repre-
sent the absence of the typical (i.e., a “defect” or fail-
ure to display a “normal” behavior). Symptoms such 
as delusions, hallucinations, formal thought disor-
der, or bizarre behavior are thus regarded as positive 
symptoms, while alogia (greatly reduced speech or 
speech conveying very little information), affective 
flattening, avolition (apathy), and anhedonia are 
characteristic negative symptoms (Kirkpatrick et 
al., 2006). Negative symptoms that are enduring 
and that do not reflect efforts to cope with posi-
tive symptoms are also termed deficit symptoms 
(Carpenter et al., 1988).

Positive symptoms in general do not appear 
to be particularly related to social adjustment 
(Bellack, Morrison, Wixted et al., 1990; Bora et al., 
2006; Perry et al., 1995; see also Dworkin, 1990). 
However, reports of associations between positive 
symptoms (more or more severe symptoms) and 
impaired social competency can be found (Appelo 
et al., 1992; Corrigan & Toomey, 1995). This sug-
gests that intact thought processes may be neces-
sary for effective social functioning. Precisely which 
symptoms might compromise which domains of 
interpersonal functioning and under what circum-
stances, however, are questions in need of further 
investigation.

Examining the association between negative 
symptoms and social functioning is not as straight-
forward as it might first appear. As Dworkin 
(1992) has noted, many ratings on the Scale for 
the Assessment of Negative Symptoms (SANS; 
Andreasen, 1982) are based on the patient’s behav-
ior during an interview. Yet an interview is an 
interpersonal situation. Moreover, the ratings that 
are made are based on behavioral indicators such 
as unchanging facial expression, decreased sponta-
neous movements, and poor eye contact. But these 
behavioral indicators of negative symptoms could 
be the result of social skills deficits.

Recognizing this problem, what do we know 
about the association between negative symptoms 
and social functioning or social skills? Perhaps not 
surprisingly, negative symptoms have been linked to 
poorer social functioning, particularly when more 
global measures of social adjustment are used (e.g., 
Appelo et al., 1992; Blanchard et al., 1998; Bora 
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et al., 2006; Pinkham & Penn, 2006). Moreover, 
even in first- episode patients, the presence of more 
severe negative symptoms is associated with having 
a smaller social network with fewer friends (Thorup 
et al., 2006).

In a focused examination of the role of negative 
symptoms, Bellack and his colleagues (Bellack et 
al., 1989; see also Bellack, Morrison, Wixted et al., 
1990) administered the SANS to a sample of inpa-
tients with schizophrenia. These patients were then 
further divided into a group that had more severe 
negative symptoms and a group that had less severe 
negative symptoms (i.e., positive symptom and 
mixed symptom patients; see Andreasen & Olsen, 
1982). Consistent with prediction, the negative- 
symptom patients were found to be significantly 
more impaired on the SAS- II and the QLS than 
were the other schizophrenia patients or the con-
trol patients with schizoaffective disorder or bipolar 
disorder.

Less compelling, however, are the data linking 
negative symptoms with more specific social defi-
cits. Jackson et al. (1989) reported impressive asso-
ciations between negative symptoms and social skills 
during a role- play task. Corrigan and his colleagues 
(Corrigan, Green, & Toomey, 1994) also found that 
patients’ scores on a scale assessing blunted affect, 
emotional withdrawal, and motor retardation were 
negatively correlated with their performance on 
a social cue recognition task. However, Appelo et 
al. (1992) concluded that negative symptoms did 
not explain specific skill deficits in their sample of 
schizophrenia patients, and no compelling links 
between negative symptoms and problem- solving 
ability were reported by Bellack et al. (1994). 
Finally, using the Physical Anhedonia Scale and the 
Social Anhedonia Scale (see Chapman et al., 1976), 
Blanchard, Bellack, and Mueser (1994) found no 
relationship between either of these two anhedonia 
scales and measures of social skill in their patient 
samples.

Overall, the findings suggest that, although neg-
ative symptoms may not be particularly associated 
with any specific social skill deficit, they do pre-
dict unemployment (Marwaha & Johnson, 2004), 
reduced social network size (Thorup et al., 2006), 
and diminished social competence more broadly. 
This raises the question of whether the social deficits 
of schizophrenia patients can be explained solely by 
negative symptoms.

The answer is “probably not.” Although schizo-
phrenia patients with negative symptoms gener-
ally perform less well than non- negative symptom 

schizophrenia patients on measures of interpersonal 
skill, the latter still perform less well than affec-
tively ill or community control groups (Bellack et 
al., 1989; Bellack, Morrison, Wixted, & Mueser, 
1990; Dworkin, 1990; Dworkin et al., 1991). This 
suggests that social impairments are associated with 
schizophrenia in general and are not linked only to 
the negative symptoms of the disorder.

Moreover, in Dworkin’s (1990) study of twins 
with schizophrenia, male patients showed greater 
asociality and withdrawn behavior, as well as poorer 
premorbid social competence than did females. 
This, as we have seen, is in keeping with the gener-
ally better social functioning of female versus male 
patients. However, Dworkin found no significant 
differences between the sexes with respect to the 
symptoms that they exhibited. The differences in 
social functioning found in this sample are therefore 
not easily explained simply by differences in symp-
toms (see also Andia et al., 1995).

In summary, these results suggest that negative 
symptoms and social functioning may reflect differ-
ent processes in the development and manifestation 
of schizophrenia. Negative symptoms may exacer-
bate the poor interpersonal abilities of those with 
schizophrenia. However, negative symptoms alone 
do not provide a full explanation for the interper-
sonal deficits that characterize the disorder. Rather, 
the data point to the likely existence of some more 
focal deficit that is related to social functioning.

Are Social Deficits Apparent Before the 
Onset of Schizophrenia?

If the social deficits that characterize people 
with schizophrenia are simply a consequence of 
the symptoms of disorder (or are secondary to 
the effects of medications and hospitalization) we 
would not expect them to be observable prior to the 
onset of the illness. However, evidence suggests that 
interpersonal difficulties often appear long before 
any psychiatric illness is diagnosed.

One way to examine this issue is to explore 
the premorbid adjustment of currently diagnosed 
patients using retrospective reports. Cannon and 
colleagues (Cannon et al., 1997) interviewed the 
mothers of 70 patients with schizophrenia, 28 
patients with bipolar disorder, and 100 healthy con-
trols. Mothers were asked to report on their chil-
dren’s adjustment in several areas, including social 
functioning. Compared with the mothers of both 
the healthy controls and the patients with bipolar 
disorder, mothers of patients with schizophrenia 
reported that their children were significantly less 
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sociable and more withdrawn in their childhood 
and adolescent social relationships. Differences in 
the premorbid social adjustment of the patients with 
bipolar disorder were also apparent when compared 
to the healthy controls. However, overall, they were 
less impaired than the schizophrenia group, and 
they continued to do quite well in school despite 
their social problems.

Of course, retrospective investigations are not 
without methodological problems. One concern is 
the accuracy of the historical reports. In a creative 
series of studies Walker and her colleagues (e.g., 
Walker & Lewine, 1990) circumvented this problem 
by examining the home movies of people diagnosed 
with schizophrenia. These home movies featured the 
patients and their healthy siblings interacting dur-
ing childhood, years before any psychiatric difficulties 
became apparent in one of the children. Despite this, 
independent raters, who did not know which child 
later developed schizophrenia, were able to suc-
cessfully identify the vulnerable child. This was the 
case even though the sample was selected to include 
patients whose parents reported that their children 
showed no unusual behavior or signs of illness when 
they were growing up. Although raters were given 
no specific instructions about how to evaluate the 
children in the home movies, they indicated that 
their decisions were frequently guided by interper-
sonal aspects of the children’s behavior. Behaviors 
such as decreased social responsiveness, reduced eye 
contact, and lack of positive affect were mentioned, 
although other factors, such as motor behavior, also 
influenced the decisions.

Other evidence of premorbid social deficits in 
schizophrenia comes from examinations of high- risk 
populations. In the classic form of high- risk inves-
tigation, the offspring of parents with diagnosed 
schizophrenia are recruited in childhood and then 
studied prospectively. These children, who are at 
genetically heightened risk for psychiatric disorder 
themselves, can be followed closely as they mature. 
Using data from the New York High- Risk Project, 
Dworkin and his colleagues reported that adoles-
cents at risk for schizophrenia were rated as being 
less socially competent than adolescents who were 
at risk for affective illness (Dworkin et al., 1990, 
1991; Dworkin et al., 1994). These evaluations, 
made by trained raters, were based on information 
from interviews conducted with the adolescents 
themselves as well as from interviews with their 
parents. The adolescents at risk for schizophrenia 
also reported significantly poorer peer relationships 
and decreased hobbies and interests relative to the 

adolescents at risk for mood disorders. In other 
words, among high- risk adolescents, those who 
were later diagnosed with schizophrenia had poorer 
peer relationships even before they became ill.

More recent work has introduced other 
approaches in the service of earlier identification 
and intervention for risk states. One option is to 
select subjects who score high on measures known 
to be predictive of later schizophrenia. Such peo-
ple are considered at behavioral high risk. Another 
approach involves studying people who are thought 
to be at high risk for developing schizophrenia 
because they are already showing some of the pro-
dromal (early clinical) signs of the disorder along 
with functional decline, commonly known as clini-
cal high- risk or ultra high- risk states (Keshavan et 
al., 2011).

In an example of the former approach, Zborowski 
and Garske (1993) selected male subjects who 
scored high on a self- report measure of schizotypic 
traits involving perceptual aberrations and magical 
ideation (the Per- Mag Scale; see Chapman et al., 
1982, 1994). These males were then compared to 
control male undergraduates who had low scores on 
the same self- report scale. Although the two groups 
were comparable with respect to their age and class 
rank, the groups differed in important ways when 
they interacted with a female research assistant in 
a videotaped interview. Males high on the Per- Mag 
scale showed more odd behavior during the inter-
view. They were also rated as being more avoid-
ant. Interestingly, the female interviewers reported 
that, when interacting with the hypothetically 
schizophrenia- prone males, they felt more anxious, 
angrier, and less curious than when interacting with 
the control males. These data suggest that under-
graduate males who are not psychiatrically ill but 
who are at statistically higher risk for the develop-
ment of schizophrenia show interpersonal anoma-
lies during social interactions. Importantly, their 
odd and avoidant behavior also appears to create 
social discomfort for those with whom they interact.

Given that social impairments are associated with 
both genetic and behavioral high risk for the devel-
opment of schizophrenia, it should come as little 
surprise that social difficulties also characterize those 
who have prodromal positive symptoms but who 
are not psychotic (Ballon et al., 2007; Cornblatt et 
al., 2007). Moreover, these social deficits may be an 
omen for what is to come. Cornblatt and colleagues 
(2007) reported that social impairments measured 
in the prodrome predicted the presence of psychosis 
1 year later. This raises the possibility that impaired 
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social functioning could be an early marker for 
schizophrenia. Of course, whether social function-
ing deficits reflect a vulnerability to the disorder or 
simply create the kinds of stressful circumstances 
that might trigger the onset of schizophrenia is not 
resolved. Social difficulties may be a manifestation 
of an underlying diathesis, a behavioral marker that 
engenders increased social stress (perhaps from irri-
tated peers or family), or both.

Regardless, research has identified poor pre-
morbid social functioning as a negative prognos-
tic sign. Retrospective studies have linked poorer 
premorbid social functioning to a more chronic 
clinical course and more frequent hospitaliza-
tions (Cannon- Spoor et al., 1982). In contrast, 
good premorbid functioning has been shown to 
be predictive of more complete remissions after an 
episode of illness (Amminger & Mutschlechner, 
1994). Premorbid functioning is also predictive of 
the level of community functioning and adjust-
ment that can be attained once the illness has 
developed (Childers & Harding, 1990). Simply 
put, social difficulties, whether indexed via mea-
sures of premorbid adjustment or through other 
global assessments, appear to signal serious clini-
cal problems in the future.

Exploring the Role of Cognition in Social  
Dysfunction

So far, we have described how social behavior is 
altered in schizophrenia. But what are the building 
blocks of typical social functioning, and how might 
compromise in these domains affect social behav-
ior? One potential factor here is cognition, defined 
as “the ability to accurately perceive, attend to, and 
remember information” (Green, 2016, p. 9). An 
extensive literature documents the difficulties that 
schizophrenia patients experience in aspects of their 
neurocognitive functioning relative to healthy con-
trols (see Heinrichs, 2005). Given this, it is reason-
able to ask if problems with cognition might serve 
as “rate limiters” (see Bellack, 1992) for how well 
patients can function in a social domain. Certainly, 
the interpersonal skills that most of us take for 
granted depend on a wide range of cognitive opera-
tions. They are also much more complex than we 
typically appreciate. For example, entering into 
a conversation requires us to selectively focus our 
attention on the appropriate stimulus (our conver-
sational partner) while at the same time filtering out 
the rest of the background noise that is around us. 
In addition, to respond appropriately we need to 
remember what our partner has said and generate 

a comment of our own that is related and on- topic. 
This places obvious demands on our memory sys-
tems and on higher- level information processing 
and executive skills. Moreover, all of this must be 
done while simultaneously processing the mul-
tiple verbal and nonverbal cues that our partner 
generates.

The conversational abilities of even healthy sub-
jects can be easily disrupted. Barch and Berenbaum 
(1994) asked college students to complete a com-
plex processing task while at the same time talk-
ing to an interviewer. The students’ performance 
under this condition was then compared to their 
performance during a control interview that did 
not have a concurrent task. Under the condition 
of reduced processing capacity, the students’ con-
versational skills showed marked impairment. 
More specifically, they spoke less, showed less 
syntactic complexity in their language, and said 
“um” and “ah” significantly more than they did 
during the control interview. This experimental 
manipulation reveals just how important certain 
facets of information processing are likely to be to 
smooth social performance. They also suggest that 
those who more ordinarily lack sufficient cogni-
tive resources to meet competing demands might 
well be expected to experience difficulties making 
sense of and navigating the interpersonal world. A 
personal comment from a schizophrenia patient 
highlights this struggle.

I have trouble concentrating and keeping my 
mind on one thing at a time, especially when I’m 
with people. I can hear what they’re saying, but 
I can’t keep up with them and make sense of the 
conversation. I lose my grip on being part of the 
conversation and drift off. It’s not so bad when I’m 
talking with just one other person, but if I’m trying 
to tune in to a conversation with several people, 
things come in too fast and I get lost. It’s hard for me 
to contribute to a conversation when the ideas get 
blurred. (Liberman, 1982, p. 78)

Neurocognition and Social Functioning
Neurocognition and social functioning are clearly 

linked. A patient’s ability to function in the commu-
nity, for example, is related to the kind of executive 
functioning skills that are assessed by tasks such as the 
Wisconsin Card Sort Test (WCST; Heaton, 1981). 
In this task the subject is presented with four key 
cards that show different shapes, colors, and quanti-
ties (e.g., a red triangle, three blue squares, two yellow 
circles). The subject is presented with a card from a 
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deck and asked to match it to a key card according to 
a matching principle that is not revealed by the tester 
(e.g., color, number, shape). The only feedback the 
subject receives is whether the match they have made 
is correct or incorrect. After the subject has been suc-
cessful over several trials, the matching principle is 
abruptly changed, and a formerly correct response is 
now incorrect. The subject is required to discover the 
new matching principle and sort the cards according 
to that until it changes again.

The WCST involves abstract conceptual learn-
ing and problem- solving. Although healthy controls 
can complete the WCST without much problem, 
patients with schizophrenia often experience dif-
ficulties. Moreover, how well patients perform on 
the WCST is predictive of their functioning in the 
community. In a meta- analytic review, Green and 
colleagues (Green et al., 2000) reported a modest 
relation (r =  .23) between card- sorting performance 
and global social functioning. This association sug-
gests that the kinds of skills tapped by the WCST 
(executive functioning, concept formation, and cog-
nitive flexibility) are also necessary for good social 
competence (see also Lysaker et al., 1995; Jaeger & 
Douglas, 1992).

Memory skills are important, not only for social 
competence in general (e.g., Goldman et al., 1993), 
but also for social problem- solving. Poor memory 
has been related to greater social skill impairments 
in patients with schizophrenia and schizoaffec-
tive disorder but not in patients with mood disor-
ders (Mueser, Bellack, Douglas, & Wade, 1991). 
Memory has also been found to be linked to the 
ability to implement solutions in a role- play task 
(Bellack et al., 1994).

Consistent with these observations, Green et al.’s 
(2000) review highlighted the role of memory in the 
functional outcome of patients with schizophrenia. 
The ability to learn new psychosocial skills (such 
as might be taught in a rehabilitation program) is 
predicted by immediate verbal memory. This con-
cerns the ability to acquire, store, and retrieve infor-
mation for more than a few minutes, as might be 
required to remember items to purchase on a trip to 
the supermarket. Secondary verbal memory, which 
involves the ability to acquire and recall informa-
tion after a longer delay (e.g., lists of words, sto-
ries), is also important. Secondary verbal memory 
predicts community functioning at the global 
level; it also predicts both performance on social 
problem- solving tasks and psychosocial skill acqui-
sition. Overall, however, immediate verbal memory 
appears to be a little more strongly associated with 

functional outcome in schizophrenia (r =  .40) than 
is secondary verbal memory is (r =  .29).

Another neurocognitive domain that emerges 
with some frequency in the functional outcome lit-
erature concerns vigilance. Vigilance, or sustained 
attention, is a process required to read a book or 
focus attention while receiving instructions. Green 
and colleagues (2000) have reported an effect size 
of r =  .20 between vigilance and functional out-
come and provided solid support for the association 
between vigilance and social problem- solving as 
measured by the AIPSS.

The link between attentional dysfunction and 
interpersonal deficits is further suggested by results 
of one of the high- risk projects described earlier. 
As part of a comprehensive assessment battery, 
subjects from the New York High Risk Project 
were tested on a wide array of attentional mea-
sures, allowing a single “attentional index” score 
to be assigned. Consistent with findings discussed 
earlier for diagnosed patients, children’s attention 
scores were found to be highly correlated with 
two factors derived from the Personality Disorders 
Examination (PDE; Loranger et al., 1987) and 
measured in adulthood. These factors reflected a rel-
ative insensitivity to other individuals coupled with 
an indifference to their feelings, and an avoidance 
of interpersonal interactions whenever possible (see 
Cornblatt, et al., 1992). Thus, children who exhib-
ited deficits in their attentional skills were, as adults, 
less socially sensitive, more socially indifferent, and 
more socially avoidant. Using data from a second 
sample in this same project, Dworkin et al. (1993) 
were further able to demonstrate that childhood 
attentional dysfunction was predictive of signifi-
cantly poorer social competence when the children 
reached adolescence. Thus, even in those simply at 
high risk for schizophrenia, the link between atten-
tion and interpersonal performance is apparent. In 
children at risk as well as in adults with schizophre-
nia, deficits in attention are associated with deficits 
in social competence and social skills.

To summarize, research findings implicate card- 
sorting performance, immediate memory, sec-
ondary verbal memory, and sustained attention/ 
vigilance in the functional outcomes of patients 
with schizophrenia. These functional outcomes 
include global functioning in the community, social 
problem- solving, and psychosocial skill acquisition. 
Yet traditional measures of neurocognition leave 
much of the variability in social functioning unac-
counted for (Penn et al., 1997). This has prompted 
the search for other factors that might lead to greater 
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understanding of the cognitive underpinnings of 
impaired social functioning in schizophrenia. Of 
central importance here has been the study of social 
cognition.

Social Cognition in Schizophrenia
Social cognition is concerned with the mental 

operations that underlie the capacity to perceive, 
interpret, and process social information (Green et 
al., 2019). It is a broad construct that includes many 
different abilities. Unlike nonsocial cognition, it con-
cerns stimuli that are personally relevant. Moreover, 
although social cognition obviously requires nonso-
cial neurocognitive skills, it also involves other skills 
(see Couture et al., 2006). These include the ability 
to perceive and make correct inferences about the 
emotions of others (emotion processing), the ability 
to pick up social cues (social knowledge), the ability 
to understand that others have mental states that 
differ from one’s own and make correct inferences 
about another person’s intentions or beliefs (mental-
izing and theory of mind [ToM]), and the ability to 
use causal attributions to draw conclusions about 
social events that occur (attributional style). Skills 
in these domains are considered more proximal to 
social behavior than the skills traditionally assessed 
in neurocognitive paradigms. They may also prove 
to be more amenable to intervention than basic cog-
nitive processes.

Emotion Perception
People who have schizophrenia struggle with 

the kinds of social processing tasks that most of us 
perform with relative ease. A case in point is emo-
tion perception (see Edwards et al., 2002). Those 
with the disorder have problems identifying spe-
cific emotions in faces. They also have difficulties 
making judgments about differences in emotional 
expressiveness— again typically in faces. Compared 
to controls, the effect sizes associated with these 
performance deficits in patients with schizophrenia 
are large in magnitude (d =  −0.89 for facial emo-
tion identification; d =  −1.09 for differentiation; see 
Kohler et al., 2010). A subsequent meta- analysis 
conducted by Savla and colleagues (2013) reported 
comparable effect sizes of g =  0.89 for emotion per-
ception and g =  .89 for emotion processing, which 
involves understanding emotions, discriminating 
between different emotions, and managing emo-
tions and emotional reactions.

Patients with schizophrenia are also impaired 
relative to healthy controls in their ability to rec-
ognize emotion being conveyed in speech (e.g., 

Hooker & Park, 2002). In some instances, they 
may fail to comment on emotional expression at 
all (e.g., Cramer et al., 1992; Hellewell, Connell, 
& Deakin, 1994). Face perception and face affect 
recognition deficits have also been demonstrated in 
psychosis- prone, schizotypic individuals (e.g., Poreh 
et al., 1994). Differences in facial affect recognition 
between controls and individuals at clinical high 
risk for psychosis have also been noted, although 
Barbato et al. (2015) reported that this difference 
was no longer significant after controlling for age 
and IQ. This is interesting because several other 
studies have reported impairments in facial emo-
tion processing in clinical high- risk individuals 
(e.g., Amminger et al., 2011; Kohler et al., 2014). 
Going forward, the role of IQ in particular warrants 
additional consideration in studies of this type.

In clinical high- risk samples, problems with 
recognizing emotion in faces do not appear to be 
related to the presence of positive or negative symp-
toms (Barbato et al., 2015). However, problems 
with emotion recognition have been linked to both 
negative symptoms (e.g., Mueser et al., 1996) and 
positive symptoms (Poole et al., 2000) in patients 
with the full illness. Nonetheless, in a large sample 
of patients with schizophrenia (N =  521), the corre-
lations between ability to recognize facial emotions 
and positive and negative symptoms, although sig-
nificant, were very small in magnitude (around r =  
.1; see Maat et al., 2015). Moreover, even when in 
remission, schizophrenia patients performed worse 
than healthy controls. Although more remains to be 
learned, symptoms do not appear to provide a full 
explanation for the emotion perception difficulties 
characteristic of schizophrenia.

Finally, as might be expected, there is a link 
between emotion recognition problems and inter-
personal functioning. Mueser et al. (1996) noted 
strong associations between schizophrenia patients’ 
abilities to identify facial emotions from photo-
graphs and nurses’ ratings of those patients’ social 
skills in a hospital setting. A similar correlation 
between better performance on tasks of emotion 
recognition and better social functioning has also 
been reported by other researchers (e.g., Hooker & 
Park, 2002; Ihnen et al., 1998; Poole et al., 2000). 
Such findings highlight how integral the ability to 
identify and distinguish different emotions is for 
successful social adjustment.

Social Perception and Knowledge
Being successful in interpersonal situations 

requires social knowledge. It is difficult to imagine 
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how a person lacking a basic understanding of the 
structure and rules of social interactions could par-
ticipate fluidly and competently in social exchange. 
Given the interpersonal difficulties that are associ-
ated with schizophrenia, it is not surprising that 
people with this disorder often perform poorly 
on tests that measure social perception or social 
knowledge.

In an interesting early study, Cutting and Murphy 
(1990) gave patients multiple choice questions that 
were designed to tap two knowledge domains. The 
first concerned practical knowledge (e.g., “Why is it 
not safe to drink tap water in some countries?”). The 
second assessed knowledge in a more social domain 
(e.g., “How would you tell a friend politely that 
they had stayed too long?”). For this latter question, 
the answer choices included “There’s no more cof-
fee left,” or “You’d better go. I’m fed up with you 
staying too long,” or (correct answer) “Excuse me. 
I’ve got an appointment with a friend.” Compared 
with those diagnosed with bipolar disorder or major 
depression, the patients with schizophrenia showed 
significant impairment on the social knowledge 
test. Interestingly, the nonsocial knowledge test did 
not discriminate between the patients with schizo-
phrenia and bipolar disorder, although both patient 
groups scored significantly worse than the depressed 
patients.

Social knowledge can also be assessed in other 
ways. The Schema Component Sequencing Task 
(SCST; Corrigan & Addis, 1995) contains 12 sets 
of cards. Each set contains 5– 8 cards that describe 
the component actions involved in different social 
situations (e.g., going shopping, getting a job). The 
person completing the test is presented with the 
cards in a mixed- up order and then asked to arrange 
the cards in the order that makes sense for the suc-
cessful completion of the social task. Compared to 
nonclinical controls, patients with schizophrenia 
take longer to sort the cards and are less likely to 
put them in the correct order (Pinkham & Penn, 
2006). Moreover, in the study just described, sort-
ing time and accuracy on the SCST were highly 
correlated with interpersonal skill measured during 
a conversational role play. As Pinkham and Penn 
(2006) noted, “to interact effectively, one needs to 
know the rules that govern social settings” (p. 176).

Meta- analysis suggests that the mean effect size 
for problems with social perception and social 
knowledge in those with schizophrenia is large for 
social perception (g =  1.04) and medium (g =  .54) 
for social knowledge (Savla et al., 2013). Social per-
ception is also compromised in those at clinical high 

risk and is unrelated to symptoms and IQ (Barbato 
et al., 2015; Piskulic et al., 2016). This suggests that 
problems understanding social rules and social rela-
tionships may be a key feature of vulnerability to 
psychosis.

Theory of Mind and Mentalization
Frith (1992) was the first to suggest that people 

with schizophrenia might have difficulties under-
standing the mental states of others, a skill that 
he referred to as “theory of mind.” Research since 
then has confirmed that schizophrenia patients do 
indeed experience problems with metacognition. 
This is apparent on tasks that require an under-
standing of the beliefs or intentions of others (ToM 
tasks) as well as on tasks that require evaluations 
of the affective states of others (often referred to as 
mentalization).

In an early study, Corcoran, Mercer and Frith 
(1995) explored how well schizophrenia patients 
and patients with other psychiatric conditions 
were able to pick up hints made by others. Patients 
with schizophrenia, depressed or anxious psychi-
atric controls, and psychiatrically healthy controls 
were given brief scenarios that featured interac-
tions between two characters. At the end of each 
scenario, one of the characters dropped a very obvi-
ous hint (e.g., “I want to wear that blue shirt but 
it’s creased”). Subjects were then asked to say what 
the character meant and what he or she was hint-
ing at. If the subject failed to get the hint, an even 
more obvious cue was given (e.g., “It’s in the iron-
ing basket”). Consistent with a problem in meta-
cognition, the schizophrenia patients did poorly on 
this task, scoring significantly lower than those in 
the two control groups. Findings such as this again 
bring to mind the earlier comment from the ex- 
wife of “Jon”: “It was as though some strange defi-
ciency prevented him from understanding some 
things that seem perfectly obvious to most people” 
(Anonymous, 1994).

A more advanced metacognitive test is the 
Faux Pas Recognition test (Baron- Cohen et al., 
1999). Developed for use in autism research, this 
test requires the experimenter to read stories to 
the research participant and then ask that person 
whether someone in the story said something that 
they should not have said. The research participant 
is also asked additional questions so that the experi-
menter can confirm that they understand why the 
faux pas comment should not have been made and 
why the person who made the faux pas comment 
might have said it.
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Compared to healthy controls, patients with 
schizophrenia perform poorly on the Faux Pas test 
(Hooker et al., 2011; Zhu et al., 2007). Moreover, 
although impaired performance on this test is cor-
related with worse social functioning, faux pas rec-
ognition appears to be unrelated to the presence of 
clinical symptoms.

In addition to being characteristic of patients 
with chronic schizophrenia, ToM and mental-
ization deficits can also be seen in first- episode 
patients (see Bora & Pantelis, 2013; Bora, Yücel 
& Pantelis, 2009a, for meta- analyses). In each 
case the effect sizes are large relative to healthy 
controls. The effect sizes associated with impair-
ments in metacognition are also remarkably simi-
lar across the first episode (d =  −1.0) and chronic 
(d =  −1.1) patient groups. These findings suggest 
that such difficulties probably do not result from 
factors such as illness progression or long- term 
medication use. It is also unlikely that problems 
in metacognition result from the presence of 
severe symptoms because they have been noted in 
remitted patients (Herold et al., 2002). Although 
the effect sizes are much smaller, impairments in 
metacognition can even be detected in first- degree 
relatives of patients with schizophrenia as well as 
in people at clinical high risk for the disorder 
(Bora & Pantelis, 2013; Janssen et al., 2003). For 
example, Barbato et al. (2015) observed problems 
detecting sarcasm in a large sample of clinical 
high- risk individuals— problems that were inde-
pendent of age or IQ. Taken together, these find-
ings provide further support for the independence 
of metacognition impairments and clinical state 
and again suggest that difficulties in this domain 
of social cognition may be a vulnerability marker.

It warrants mention that ToM difficulties and 
problems with mentalization are not specific to 
schizophrenia. They are also found in patients with 
autism and those with bipolar disorder (Bora, Yücel 
& Pantelis, 2009b). For example, Donahoe and 
colleagues (2012) reported that, relative to healthy 
controls, patients with bipolar disorder and patients 
with schizophrenia performed equally poorly on 
the Reading the Mind in the Eyes test (Baron- 
Cohen et al., 2001). This requires participants to 
identify the emotion being depicted when only the 
eye region of a given face is shown. However, on 
another ToM task (hinting task), the performance 
of the patients with bipolar disorder was intermedi-
ate between the performance of the controls and the 
performance of the patients with schizophrenia. In 
other words, the patients with bipolar disorder were 

much less impaired. The differences just reported 
also remained when IQ and symptom severity were 
statistically controlled. Findings such as these sug-
gest that the decoding of mental state (eyes task) is 
impaired in both bipolar disorder and schizophre-
nia, although the former group of patients may have 
more mild impairments in the area of mental state 
reasoning (hinting task). They are also consistent 
with the idea that, rather than being entirely dis-
tinct disorders, schizophrenia and bipolar disorder 
may lie on a spectrum of neurodevelopmental/ affec-
tive pathology, with bipolar disorder involving less 
cognitive impairment and schizophrenia reflecting 
more neurodevelopmental compromise and more 
cognitive difficulties (Craddock & Owen, 2010).

Attributional Style
Another domain of social cognition concerns 

how people tend to explain the causes of events that 
happen in their lives. This is referred to as attribu-
tional style (AS). Within schizophrenia, it has been 
demonstrated that patients who have persecutory 
delusions or paranoid ideation tend to blame other 
people, rather than the situation itself, when there 
is a negative circumstance that demands an explana-
tion (see Bentall et al., 2001). For example, if we 
encounter a person who acts in an unfriendly way 
toward us, we might make an attribution that they 
are rude. On the other hand, if we subsequently 
learn that they received bad news just before we met 
them, we would likely correct our initial impres-
sion. People with persecutory delusions, how-
ever, typically fail to update or modify their initial 
impressions, retaining the blaming attribution. A 
strong need for early closure, impairments in cogni-
tive flexibility, and deficits in mentalizing and ToM 
are possible factors that could prevent people with 
schizophrenia from countering natural biases in 
attribution style (see Couture et al., 2006).

Attributional bias is the least well studied domain 
of social cognition. However, meta- analysis suggests 
that the differences between patients with schizo-
phrenia and healthy comparison samples are very 
small (Savla et al., 2013). As such, this aspect of cog-
nition may play a less prominent role in our under-
standing of social adjustment in schizophrenia.

In summary, across a wide range of social- 
cognitive tasks, schizophrenia patients appear to 
perform poorly. Not only do they have difficulties 
with respect to reading emotional cues, but they 
also appear to be less socially facile. They fail to spot 
the kinds of subtle (or not so subtle) social hints that 
most of us detect without difficulty. Compounding 
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these problems, they also have impairments in gaze 
perception, perceiving a face with an averted gaze 
as making eye contact with them (Tso et al., 2012; 
Hooker & Park, 2005). Since the days of Kraepelin 
we have known that navigating the social world 
presents serious challenges for those with schizo-
phrenia. As a result of research efforts spanning sev-
eral decades, we now know much more about the 
behavioral components of social functioning that 
are most severely compromised.

Is Social Cognition a Better Predictor of Social 
Behavior Than Neurocognition?

A considerable proportion of the variance in 
social cognition is explained by nonsocial cognition 
(Vauth et al., 2004); intact cognitive functions are 
clearly required for a person to perform well on tests 
of social cognition. Yet evidence suggests that neu-
rocognition and social cognition are largely distinct 
constructs (Allen et al., 2007; Sergi et al., 2007). 
This has prompted researchers to examine how well 
measure of neurocognition and social cognition 
predict overall social functioning.

In an early consideration of this issue Corrigan 
and Toomey (1995) administered a battery of non-
social cognition measures to a sample of patients 
with schizophrenia and schizoaffective disorder. The 
measures of nonsocial cognition included a mea-
sure of vigilance (the degraded stimulus form of the 
Continuous Performance Test), a measure of imme-
diate memory (Digit Span Distractibility Task), a 
measure of secondary memory (the Rey Auditory 
Learning Test), and a measure of conceptual flex-
ibility (the WCST). In addition, a measure of social 
cognition, the Social Cue Recognition Test (SCRT), 
was also administered. The SCRT consisted of eight 
videotaped vignettes that featured two or three 
people interacting in a social situation. After view-
ing the vignettes, subjects were asked to answer a 
series of true- false questions about the interpersonal 
cues they saw in the interactions. The measures of 
nonsocial and social cognition were then correlated 
with performance on a measure of interpersonal 
problem- solving, the AIPSS. Social cue sensitivity 
was found to be related to receiving (detecting a 
problem), processing (coming up with a solution), 
and sending (role- playing the solution) skills. In 
contrast, none of the nonsocial cognitive variables 
predicted performance on the AIPSS. These find-
ings suggested that measures of social cognition 
were more strongly associated with interpersonal 
problem- solving skills than were measures of non-
social cognition.

In a subsequent study Pinkham and Penn (2006) 
administered several tests of neurocognition (assess-
ing overall intellectual functioning, immediate 
memory, and executive functioning) and several 
tests of social cognition (assessing emotion rec-
ognition, social knowledge, and ToM) to outpa-
tients with schizophrenia as well as to nonclinical 
controls. These variables were then used to pre-
dict interpersonal skill as measured in a role- play 
test that involved talking to a confederate. For the 
patients with schizophrenia, the measures of social 
cognition accounted for almost twice as much vari-
ance in interpersonal skill as did the measures of 
neurocognition.

As this and other studies illustrate, measures 
of social cognition contribute additional variance 
to functional outcome in schizophrenia over that 
contributed by measures of neurocognition (see 
also Brekke et al., 2005; Sergi et al., 2006). Further 
support for this conclusion comes from two recent 
meta- analyses (Fett et al., 2011; Halverson et al., 
2019). Using data from 166 studies involving 
12,868 participants with nonaffective psychosis, 
Halverson and colleagues (2019) reported a sample- 
weighted average effect size of 0.21 between neu-
rocognition and measures of functional outcome, 
with the largest effect size (.33) being seen for the 
relationship between neurocognition and social 
skills. For social cognition (considered as an overall 
summary variable), the effect size was slightly higher 
(.24) with the largest effect being noted for the rela-
tionship between ToM and social skills (effect size 
=  .38). Consistent with this, Maat, Fett, and Derks 
(2012) have observed that performance on the hint-
ing task (also a ToM measure) was the best predictor 
of quality of life in a large sample of patients with 
schizophrenia. Overall, there is good support for the 
idea that social cognition is a critical mediator in 
the link between neurocognition and social func-
tioning in schizophrenia (see Schmidt et al., 2011; 
Halverson et al., 2019). Neurocognitive impair-
ments may lead to problems with social cognition 
which in turn exert a negative influence on social 
functioning.

More recently, researchers have begun to con-
sider whether the negative symptoms so closely 
linked with social impairment represent a behav-
ioral manifestation of social cognition. Some data 
suggest that certain facets of social cognition are 
associated with specific negative symptoms; other 
data suggest that fundamental abnormalities 
may affect social cognition broadly and result in 
negative symptoms. Reflecting this, an integrated 
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model has now been proposed to capture how 
these associations may emerge (Pelletier- Baldelli 
& Holt, 2020). Work of this kind demonstrates 
how social cognition, compared to neurocogni-
tion, is increasingly becoming a primary area 
of focus in the investigation of social deficits in 
schizophrenia.

Neural Basis of Altered Social Cognition in 
Schizophrenia

Neuroscientific methods are now being used to 
illuminate how neural alterations relate to impair-
ments in social cognition. Here, we consider some 
representative studies and discuss findings across 
various stages of illness.

One active area of interest concerns the neurobi-
ological basis of ToM, or mentalization. As we noted 
earlier, ToM involves the ability to perspective- take, 
make inferences about, and attribute mental states 
to the self and to others. In healthy controls, brain 
regions such as the temporal pole, temporoparietal 
junction, precuneus, and medial prefrontal cortex 
are involved in these tasks. People with schizo-
phrenia generally show aberrant patterns of activa-
tion in these regions when engaged in ToM tasks, 
although such differences are not always consistent 
across studies. Most studies report hypoactivation 
within mentalization systems, with hypoactivation 
being related to poor task performance. However, 
other studies report hyperactivity of these regions 
in schizophrenia and comparable task performance 
between groups. Quite possibly, individuals with 
schizophrenia require higher levels of activation to 
achieve the same mentalization proficiency (Green 
et al., 2015). This interpretation is complemented 
by structural findings of ventromedial prefron-
tal cortex gray matter reduction in schizophrenia, 
which has been found to be associated with poorer 
performance on task- based, self- reported, and 
interview- rated ToM assessments (Hooker et al., 
2011). Aberrant structure and function in these 
regions related to impaired mentalization likely 
contributes to the social difficulties experienced by 
people with schizophrenia.

It should be noted that not all processes may be 
impacted. Affect- sharing is a process that describes 
the functional correspondence between an indi-
vidual observing another person with an emotional 
expression and the activation of the observer’s own 
emotion- related brain regions, including dorsal 
anterior cingulate cortex and anterior insula. This 
aspect of social cognition appears to be intact in 
schizophrenia (Horan et al., 2014). Aspects of ToM 

like self- reflection have also been investigated in 
relatives of patients with schizophrenia, providing 
insights into potential biological vulnerabilities. 
In a study of self- reflection, compared to controls, 
first- degree relatives of patients with schizophrenia 
showed less activation in posterior cingulate cortex 
and superior temporal gyrus— regions known to be 
involved in self and other processing (Brent et al., 
2014). Furthermore, reduced activation was asso-
ciated with higher levels of subclinical delusional 
ideation. This suggests that functional alterations in 
this circuitry are associated with genetic liability for 
schizophrenia and may also confer vulnerability to 
delusional thinking.

Many domains of social cognition are often 
at least partially dependent on higher level 
knowledge— knowledge that may itself be impaired 
in schizophrenia. Another approach is studying 
lower level, nonverbal processes that may under-
lie social cognitive processes and support social 
behavior. Certain perceptual social cue processes, 
like affective face perception and affective vocal 
prosody, are prime examples. People with schizo-
phrenia generally demonstrate hypoactivation of 
relevant regions during such processing, show-
ing reduced activation in the fusiform face area 
and amygdala during affective face processing and 
reduced activation in superior temporal gyrus and 
inferior frontal gyrus during affective voice process-
ing. In contrast, patients also show hyperactivation 
in regions not typically associated with face percep-
tion during affective face processing (Green et al., 
2015). Relatedly, a meta- analysis demonstrated that 
patients with schizophrenia exhibit increased amyg-
dala activation in response to neutral, rather than 
aversive emotional stimuli (Anticevic et al., 2012). 
This may have important implications for the per-
ception of neutral social cues.

Another example of a crucial lower- level pro-
cess is “personal space,” or the preferred distance an 
individual maintains when interacting with another 
individual (Hayduk, 1983). Personal space is an 
important communicative tool; greater proximity 
promotes social affiliation (Kahn & McGaughey, 
1977), and greater distancing, while offering more 
protection against physical threat, can also convey 
mistrust (Lourenco et al., 2011). Personal space has 
long been known to be larger and more inflexible in 
schizophrenia (Horowitz et al., 1964), and recent 
work has investigated the possibility that neural 
alterations might be implicated in this. Holt and 
colleagues (2015) focused on a region of a fronto-
parietal network involved in the sensory monitoring 
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and guiding of behaviors occurring in personal 
space. In schizophrenia patients, one region of 
this network, called the dorsal intraparietal sulcus, 
was found to be hyperresponsive to social stimuli 
appearing to intrude on personal space. Patients 
showed the expected finding of larger personal space 
sizes. Larger personal space sizes were also associated 
with neural hyperresponsivity as well as being corre-
lated with more negative symptoms. Alterations of 
neural circuitry involved in preferred social spacing 
may contribute to changes in low- level behavioral 
social communication that exacerbate interpersonal 
difficulties in schizophrenia.

The default mode network is a large- scale brain 
network known to be broadly involved in self- 
referential thinking and self and other process-
ing, in addition to more specific processes such as 
ToM, mentalization, emotion recognition, and 
autobiographical memory. Adults with schizophre-
nia show increased connectivity within the default 
mode network, although there are mixed findings 
of increased and decreased connectivity between the 
default mode network and other networks. These 
disruptions in adults are associated with poorer 
cognitive and social functioning (Hu et al., 2017). 
There is also evidence for neural alterations in the 
resting- state functional connectivity of the default 
mode network in adolescents with early- onset psy-
chosis (Nair et al., 2020). Moreover, these neural 
alterations are generally consistent with the overall 
pattern found in adults. This suggests that similar 
changes may characterize the brain at the onset of 
illness, regardless of age.

Social deficits are often early warning signs of 
schizophrenia even before onset of illness (Kimoto et 
al., 2019), suggesting that neural changes likely pre-
cede the onset of full- blown psychotic symptoms. 
As we have noted earlier, research with samples of 
individuals at clinical high risk for psychosis can be 
informative here. For example, in the schizophre-
nia literature, patients show gray matter volume 
reductions in neural regions supporting cognition, 
and this reduction in gray matter volume predicts 
worse social functioning (Hooker et al., 2011). 
Other work has reported similar, albeit less severe 
gray matter volume reductions in clinical high- risk 
samples (Fusar- Poli et al., 2012). Compared to 
healthy controls, clinical high- risk individuals show 
reduced gray matter volume in parahippocampal 
gyrus, postcentral gyrus, and anterior cingulate cor-
tex (Lincoln & Hooker, 2014). Volume reductions 
in these latter two regions were also associated with 
self- reported social impairment. The finding that 

structural abnormalities in regions associated with 
social and emotional processing were related to 
social functioning deficits is interesting, given that 
the majority of clinical high- risk individuals do not 
convert to psychotic illness. It suggests that find-
ings such as these are but one element of a broader 
constellation of evolving neural, psychological, 
and functional declines on the trajectory toward 
psychosis.

Relevant to this point, other social cognitive pro-
cesses such as mental simulation appear to be intact 
in clinical high- risk samples. Mental simulation is 
the process of generating internal representations 
of another’s thoughts and feelings, a part of ToM. 
Lincoln and colleagues (2020) examined neural cor-
relates of mental simulation of pain, asking individ-
uals to watch videos of another person experiencing 
pain and then to simulate the observed situation on 
themselves. Across clinical high- risk individuals and 
healthy controls, greater activation in somatosensory 
cortex was associated with greater rates of positive 
social experiences and affective empathy. Not only 
was this process not compromised in clinical high- 
risk individuals (at least in somatosensory cortex), 
but these findings also suggest that the neural mecha-
nisms underlying simulation are important for social 
behavior and can help explain individual variability. 
Such work with at- risk individuals highlights how 
including clinical high- risk populations in research 
expands our knowledge across stages of illness.

Motivational Processes and Social Functioning
To this point we have described some of the 

social difficulties characteristic of people with 
schizophrenia (or those at increased risk of develop-
ing schizophrenia) and considered the neural sys-
tems that may support effective social competence. 
Unaddressed thus far, however, is the role of social 
motivation— the internal drive to connect with oth-
ers and form meaningful relationships. Initially, it 
was believed that diminished interest or pleasure in 
social interactions (the negative symptom known 
as social anhedonia) accounted for the social iso-
lation and poorer social functioning characteristic 
of schizophrenia (Kwapil, 1998). However, people 
with schizophrenia express a need for connection 
through their choices of activities (Gard et al., 
2014). They also regard improved social function-
ing as an important treatment goal (Shumway et 
al., 2003). This suggests that something other than 
reduced interest in social engagement may be play-
ing a role, leading to a focus more specifically on 
motivation.
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At a general and global level, motivation has been 
shown to mediate the link between neurocognition, 
social cognition, and functional outcome including 
social behavior (Gard et al., 2009). Yet motivation is 
a multifaceted construct that comprises several dis-
tinct processes. These include hedonic experience 
(the ability of a person to like or enjoy something 
they experience), incentive salience (how rewarding 
the event is expected to be and how much the per-
son wants the experience), and effort computation 
and expenditure (which involves integrating infor-
mation about the costs and benefits of seeking a 
potentially rewarding outcome; see Barch & Dowd, 
2010). Difficulties in any or all of these domains 
are likely to compromise social behavior and impair 
social functioning.

Basic behavioral neuroscience has distinguished 
between two components of pleasure: “liking” versus 
“wanting.” “Liking” describes reactive feelings of plea-
sure to a stimulus in the moment. It is often referred 
to as hedonic experience. “Wanting,” on the other 
hand, refers to the anticipation of pleasure that could 
be obtained from a stimulus in the future. Because 
such a stimulus is marked as relevant, or salient to 
the individual, “wanting” is otherwise referred to as 
incentive salience. These processes are supported by 
different neural pathways in the brain, where “liking” 
is associated with distributed hotspot patterns of acti-
vation across the brain and the serotonin and opioid 
systems, whereas “wanting” is associated with neural 
structures such as the striatum and the dopamine sys-
tem (Berridge & Robinson, 1998, 2016).

People with schizophrenia demonstrate intact 
hedonics. In other words, they report similar levels 
of pleasure in the moment (consummatory plea-
sure, “liking”) from daily activities as do healthy 
controls. On the other hand, people with schizo-
phrenia report less expected pleasure from future 
activities (anticipatory pleasure, “wanting”). What 
this suggests is that the deficit may be specific to 
incentive salience (Gard et al., 2007).

Incentive salience is a core mechanism in reward 
learning whereby individuals learn to predict which 
stimuli are associated with rewards and respond 
behaviorally to obtain those rewards. Dopamine 
plays a mediating role in this. Reward learning defi-
cits have been demonstrated in schizophrenia, with 
impairments in learning associated with the receiv-
ing but not the removal of reward; these alterations 
are also correlated with negative symptom severity 
(Reinen et al., 2014).

The assessment of the effort involved to obtain 
rewards and the cost- benefit analysis of that effort 

expenditure are another set of related processes 
modulated by dopamine (Salamone et al., 2007) 
and altered in schizophrenia. At a behavioral level, 
people with schizophrenia show less of an increase 
in effort when higher magnitude or higher prob-
ability rewards are available. This is suggestive of 
abnormalities in effort- cost computations. These 
impairments are correlated with negative symp-
tom severity and with community as well as work 
functioning (Barch et al., 2014; Gold et al., 2013). 
Patients also show inaccuracies in estimating the 
effort required to obtain goals and report engaging 
in less effortful activities and setting less effortful 
goals; this is again related to functioning (Gard et 
al., 2014).

Effort- based decision- making involves dopamine 
and brain regions such as the anterior cingulate cor-
tex, ventral striatum, and amygdala (Culbreth et al., 
2018; Treadway & Zald, 2011). Neurobiological 
differences in these regions may contribute to 
impaired effort computation and expenditure. 
Work examining this question in schizophrenia is 
still preliminary. However, altered functioning in 
the cingulate gyrus, ventral striatum, and dorso-
lateral prefrontal cortex appears to be implicated 
(Culbreth et al., 2018, 2020; Huang et al., 2016).

Social Motivation: An Emerging  
Research Direction

Research is providing us with increased knowl-
edge of the components involved in global motiva-
tion. However, social interactions are qualitatively 
unique. Not only do they present opportunities for 
social reward (i.e., acceptance, connection) but they 
also bring with them the possibility of social pun-
ishment (i.e., rejection). Emerging work in these 
areas has the potential to deepen our understand-
ing of factors involved in social motivation more 
specifically.

In healthy controls, the neurobiological repre-
sentations may differ across social (i.e., faces) versus 
nonsocial (i.e., monetary) rewards and punishments, 
across social rewards versus social punishments 
more generally, and for anticipation versus consum-
mation of rewards and punishments (Fulford et 
al., 2018). Neural regions associated with reward/ 
affective, mentalizing, and mirror neuron systems 
have all been shown to be involved in social reward 
and punishment processing and have recently been 
proposed as a “social interaction network” (Redcay 
& Schilbach, 2019). A recent systematic review of 
the small number of studies on social reward and 
punishment in schizophrenia- spectrum disorders 
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has highlighted weaker modulation of brain activ-
ity of regions within this social interaction network, 
including amygdala, insula, and prefrontal, cingu-
late, and striatal regions (Mow et al., 2020).

Effective social functioning involves the simulta-
neous avoidance of social punishment and pursual 
of social reward in an optimal way; relative sensi-
tivity to different aspects of social reward is likely 
to modulate social motivation. As we have already 
noted, one factor contributing to decreased social 
motivation in schizophrenia may be reduced sen-
sitivity to reward. While playing a cooperative 
social game, male patients with nonaffective psy-
chosis showed blunted reward- related activation 
in the caudate nucleus relative to healthy control 
males (Gromann et al., 2013). Relatedly, despite 
showing no impairment in the recognition of emo-
tion, patients with schizophrenia show decreased 
tendencies to approach happy faces (Radke et al., 
2015). Other work has found that patients with 
schizophrenia are faster to avoid happy faces (de la 
Asuncion et al., 2015). Reduced reward sensitivity 
and heightened rejection sensitivity may be playing 
key roles here.

Unlike the specific deficit in general anticipa-
tory pleasure, people with schizophrenia may show 
diminished anticipatory as well as consumma-
tory pleasure in the social domain. Compared to 
healthy controls, patients report less anticipated 
pleasure about participating in social interactions 
(Engel et al., 2016). They also report less pleasure 
after engaging with smiling conversational part-
ners (Campellone & Kring, 2018). Importantly, no 
work has yet examined the impact of social punish-
ment on subsequent social reward anticipation in 
schizophrenia. Also currently lacking is a consider-
ation of how people with schizophrenia make deci-
sions about social engagement. Social interactions 
require effort. Although they have the potential 
to be rewarding, they can also involve social costs 
including the risk of rejection. Social decision- 
making thus involves weighing the potential for 
both social reward and social punishment; altered 
sensitivity to either or both of these aspects of social 
interactions may differentially impact effort calcula-
tions and behavioral choices.

Social interactions are dynamic and complex 
and are often ambiguous in terms of the poten-
tial for rewarding versus punishing outcomes 
(FeldmanHall & Shenhay, 2019). Research thus 
far has largely neglected the dynamic, interactive 
nature of reward and punishment in a social set-
ting and how this interplay may influence social 

motivational processes and shape social behavior. 
This paves the way for a new frontier of research 
moving forward, especially work that examines 
such questions in ecologically valid, creative ways. 
Ecological momentary assessment (EMA) is emerg-
ing as one approach for collecting data in real time, 
permitting investigations of the time course of 
real- world social interactions (Fulford et al., 2018). 
Elucidating such nuances holds great promise in 
addressing the complexities of social motivation 
alterations and their impact on social functioning 
in schizophrenia.

The Social Consequences of Schizophrenia  
Patients’ Social Difficulties

Our focus so far has been on the interpersonal 
functioning of patients diagnosed with schizophre-
nia. Although the nature of the social difficulties 
observed tends to vary from study to study, one 
conclusion can be safely drawn. Schizophrenia 
patients are less skilled and less fluid in complex 
interpersonal situations than are people in the gen-
eral population. In many cases, they are also more 
impaired than are patients with other severe psychi-
atric conditions.

Blanchard and Panzarella (1998) have specu-
lated on how affective flattening, one characteristic 
symptom of schizophrenia, may disrupt interper-
sonal functioning. They hypothesized that dimin-
ished emotional expressiveness in the person with 
schizophrenia may be interpreted by others as a lack 
of feeling. In other words, family, friends, and co- 
workers may interpret blunted affect as apathy or 
insensitivity. To the extent that this is true, it might 
be expected to damage interpersonal relations. 
Indeed, Blanchard and Panzarella (1998) reported 
findings that highlight how readily observers misin-
terpret the feelings of someone with schizophrenia 
based on facial cues.

Misinterpretation does, in fact, appear to be the 
most accurate description of what happens. There is 
no evidence that the affective flattening that we see 
in schizophrenia patients represents a lack of true 
emotional experiences. Patients with schizophrenia 
are less expressive facially than are controls when 
they view emotional film clips or engage in social 
role- play. However, they report experiencing emo-
tion at equal or greater levels (Aghevli et al., 2003; 
Berenbaum & Oltmans, 1992; Kring et al., 1993). 
Indeed, in some studies, schizophrenia patients 
appear to be more aroused (as measured by skin 
conductance) by emotional stimuli than are healthy 
controls (Kring & Neale, 1996). Thus, there appears 
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to be a lack of congruence between the expressive 
and the subjective experience response systems of 
emotion in schizophrenia. The lack of affective 
expression among schizophrenic patients may not 
be due to an underlying experiential deficiency, but 
rather may represent a failure to express the emo-
tions being experienced in a manner detectable by 
others.

This may be one reason why interacting with 
a person with schizophrenia does not seem to be 
easy for the average person. Earlier, we described 
the results of a study in which female interviewers 
interacted with male college students who scored 
high on two scales associated with increased risk for 
schizophrenia (Zborowski & Garske, 1993). Even 
though the male students only showed schizotypic 
traits, interacting with them resulted in more anger, 
increased anxiety, and less interest on the part of the 
female interviewers than did interactions with males 
who did not exhibit these schizotypic traits.

In another study, Nisenson, Berenbaum, and 
Good (2001) had student research assistants form 
brief friendships with schizophrenia patients at a 
local inpatient psychiatric facility. Although the 
students were specifically selected because of their 
congenial dispositions, over the course of the 2 
weeks of the study, the amount of negativity that 
the students expressed toward the patients increased 
significantly. Findings such as these lend credence to 
the idea that interacting with patients with schizo-
phrenia may present a considerable social challenge. 
This is especially unfortunate because many indi-
viduals, even those in the early stage of the illness, 
report feelings of loneliness.

Interpersonal Stress and the Onset of Schizophrenia
Social interaction is a two- way street. People 

with schizophrenia have social problems that 
tend to make those with whom they interact feel 
uncomfortable. However, in the other direction, 
schizophrenia patients are also sensitive to the social 
environments in which they live.

It is widely accepted that problems in the fam-
ily environment do not cause schizophrenia in the 
absence of any genetic diathesis for the disorder. 
However, people at high genetic risk for schizo-
phrenia may be especially sensitive to high levels 
of family disorganization compared to those at low 
genetic risk. Over the course of a longitudinal study, 
Tienari and his colleagues (2004) collected data on 
the psychiatric outcomes of children born to moth-
ers with schizophrenia but adopted at an early age. 
A comparison sample consisted of children who 

were adopted early in life but who had no specific 
genetic risk for schizophrenia. After observing, test-
ing, and interviewing the adoptive parents of the 
children, the researchers made ratings of the family 
environment. They then looked at the number of 
children who went on to develop schizophrenia or 
schizophrenia spectrum disorders (less severe psy-
chotic disorders that are thought to be related to 
schizophrenia) in adulthood.

The results were quite striking. For the children 
at low genetic risk, being raised in a healthy or dis-
organized family environment made little differ-
ence to their eventual psychiatric outcomes. In both 
cases, about 4% of the children went on to develop 
schizophrenia or schizophrenia spectrum disorders. 
For the children who were at high genetic risk for 
schizophrenia, however, this was not the case. When 
they were raised in a healthy family environment, 
the rates of schizophrenia in the high genetic risk 
group were comparable to those of the low risk 
group (4.4%). However, when they were raised in 
an aversive family environment, 18.6% of the high- 
risk children went on the develop schizophrenia or 
schizophrenia- related illnesses as adults.

Tienari et al.’s findings highlight the impor-
tance of gene– environment interaction in the 
development of schizophrenia. More specifically, 
they suggest that genetic factors may play a role in 
determining how susceptible to the possible adverse 
effects of dysfunctional family environments each 
of us may be. Perhaps most importantly, however, 
these findings illustrate the protective effects that 
can result from living in a healthy family environ-
ment, even for those at high genetic risk.

The family environment can also play a power-
ful role for individuals at clinical high risk for psy-
chosis. Thompson and colleagues (2019) found that 
family functioning (family communication, cohe-
sion, problem- solving, and support) moderated the 
association between positive symptoms and social 
and role functioning in a clinical high- risk sample, 
such that this relationship held for those with low 
family functioning, but not for those with high 
family functioning. In other words, family environ-
ments characterized by greater levels of communica-
tion, cohesion, problem- solving, and support may 
serve as a buffer against the link between positive 
symptoms and poorer social and role functioning in 
this population.

Interpersonal Stress and Relapse
Decades ago, Brown and his colleagues noticed 

that the social environment into which patients 
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with schizophrenia were discharged after they left 
the hospital was significantly associated with how 
well they fared psychiatrically over the next several 
months (Brown et al., 1962). In later work, Brown 
and his co- workers attempted to quantify the aspects 
of the family environment that were associated with 
patients relapsing or remaining well after a hospital 
stay. The result of these efforts was the construct of 
expressed emotion (EE).

EE reflects the extent to which the relatives of a 
psychiatric patient talk about that patient in a criti-
cal, hostile, or emotionally overinvolved way dur-
ing an interview conducted in the patient’s absence. 
This interview, which is termed the Camberwell 
Family Interview (CFI), asks the relative a series of 
semi- structured, open- ended questions about the 
patient’s previous and current psychiatric difficul-
ties. Most important, it provides the family mem-
ber with an opportunity to talk about the index 
patient’s functioning in the months prior to the 
hospitalization.

A series of studies conducted all over the world 
have established that high EE (especially high criti-
cism) is a robust and reliable predictor of early relapse 
in schizophrenia (see Butzlaff & Hooley, 1998). 
Patients who return home to live with relatives who 
are rated as being high in EE have relapse rates that 
are more than double those of patients who return 
home to live with low EE relatives (e.g., 50– 60% vs. 
20– 30%). Interestingly, this association is not unique 
to schizophrenia. EE has also been shown to predict 
poor outcome in patients with mood disorders, anxi-
ety disorders, eating disorders, and substance abuse 
disorders (see Hooley, 2007, for a review).

Although the prevalence of high EE in families 
varies across cultures (Jenkins & Karno, 1992), high 
EE tends to be normative in Europe and the United 
States. It has been measured not only in the relatives 
of psychiatric patients but also in psychiatric staff 
involved in supervising and treating patients (Berry 
et al., 2011). In many cases, high levels of EE may be 
a natural response to the stress of prolonged caretak-
ing and continued exposure to psychopathology. EE 
levels do seem to increase in families where patients 
have been ill for longer periods of time (Hooley & 
Richters, 1995). Nisenson et al.’s (2001) findings 
of increased negativity in the students who visited 
schizophrenia inpatients also lends credence to this 
notion that criticism and hostility might develop as 
a consequence of continued interaction with a chal-
lenging patient.

High EE may also be a reaction to the symp-
toms (or to the social or behavioral disturbances) 

of the patients themselves. For example, spouses of 
psychiatric patients who have more negative symp-
toms are less happy with their relationships than 
are spouses who are married to patients with more 
positive symptoms (Hooley et al., 1987). This may 
be because negative symptoms, as we have discussed 
earlier, are associated with more interpersonal defi-
cits on the part of patients, and these interpersonal 
difficulties may generate tension within a marital 
relationship. Another possibility is that spouses who 
live with patients who have more pronounced posi-
tive symptoms are, because of the unusual nature 
of the symptoms, more likely to view such patients 
as being psychiatrically ill and thus remain more 
sympathetic and understanding (Hooley & Gotlib, 
2000). In contrast, one unfortunate consequence 
of many negative symptoms (e.g., apathy or poor 
self- care) is that they may not readily be attributed 
to severe mental illness. Families may thus be more 
likely to blame patients for negative symptoms in 
a way that they would not blame them for positive 
symptoms. Several empirical studies have now pro-
vided data consistent with this attributional model 
(see Barrowclough & Hooley, 2003, for a review). 
Moreover, experience suggests that family members 
are much more likely to complain about patients’ 
generally low levels of activity and lack of cleanli-
ness than they are to complain about delusions or 
hallucinations.

Finally, characteristics of the relatives themselves 
may also be important. Hooley (1998) has shown 
that relatives who have a more internally based locus 
of control make more critical remarks about patients 
than do relatives with a more external locus of con-
trol. Personality characteristics such as flexibility 
and tolerance also appear to be negatively related to 
high EE attitudes (Hooley & Hiller, 2000). Certain 
personality characteristics may thus render relatives 
more or less likely to become high EE when chal-
lenged by the stress of coping with psychopathology 
in a loved one.

How might these observations be integrated? 
Taken together, these findings are consistent with 
the notion that high EE relatives are people who 
(not unreasonably) find atypical behavior difficult 
to accept. Perhaps because they believe that patients 
are capable of controlling certain aspects of their 
symptoms or problem behaviors, these relatives 
then make efforts to encourage patients to behave 
differently. These efforts may be well- intentioned 
and designed to help patients function at a higher 
level. In some cases, these interventions may be 
helpful and well- received by patients. In other cases, 
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patients may be unable (or possibly unwilling) to 
change in the way that the relative wants. The rela-
tive’s level of frustration may rise, tolerance may 
decrease, and, over time, critical attitudes (and later, 
hostility) may be the inevitable result. According 
to this formulation, relatives’ characteristics and 
patient factors interact over time to produce high 
levels of tension in the household and create stress 
for relative and patient alike.

Precisely why patients are more likely to relapse 
in the face of high EE is still an unanswered ques-
tion. However, within a diathesis- stress framework, 
EE is generally assumed to be a form of psychosocial 
stress. In a series of studies Hooley and colleagues 
have used functional magnetic resonance imag-
ing (fMRI) to explore what happens in the brains 
of people who are emotionally healthy and people 
who are vulnerable to psychopathology when they 
are directly exposed to personal criticisms (Hooley 
et al., 2005, 2009, 2012). Overall, the findings sug-
gest that, compared to healthy controls, those with a 
vulnerability to psychopathology show less engage-
ment of prefrontal areas (e.g., dorsolateral prefron-
tal cortex) and more activation in limbic regions 
(e.g., amygdala) during exposure to criticism. Both 
of these are key brain regions with regard to emo-
tion processing. They are also brain areas implicated 
in many forms of psychopathology. Current think-
ing is that criticism from family members may be 
problematic because it challenges some of the neu-
ral circuitry involved in the regulation of emotions.

Psychosocial Approaches to Treatment
Schizophrenia is a disorder with strong biological 

underpinnings. Yet even when medications result in 
symptomatic improvement, social deficits remain 
(Bellack et al., 2004). This speaks to the importance 
of psychosocial treatments (Mueser et al., 2013). 
Although no strategy alone is sufficient to treat 
schizophrenia, as Bellack and Mueser (1993) have 
noted, “psychosocial interventions can play a criti-
cal role in a comprehensive intervention program 
and are probably necessary components if treatment 
is to improve the patient’s overall level of function-
ing, quality of life, and compliance with prescribed 
treatments” (p. 318).

Developed in the 1970s, one of the most fre-
quently used treatments aimed at the correction of 
interpersonal deficits in schizophrenia involves social 
skills training (SST). SST programs are designed to 
teach patients a wide variety of interpersonal skills. 
These may range from very basic behavioral skills 
(e.g., eye contact or turn- taking) to more elaborate 

sequences of behaviors such as those involved in 
being assertive. In SST, complex sequences of social 
behaviors, like making friends or interviewing for a 
job, are broken down into their component parts. 
These parts are then further reduced to more basic 
elements. After being first taught by instruction 
and modeling to perform the component elements, 
patients then learn to combine them in a more fluid 
manner through further instruction coupled with 
reinforcement and feedback.

Meta- analytic reviews support the efficacy of 
social skills training for improving social compe-
tence. Pfammatter, Junghan, and Brenner (2006) 
reported that social skills training resulted in post- 
treatment improvements in social skill acquisition (d 
=  .77) and assertiveness (d =  .43) as well as in social 
functioning (d =  .39). Improvements in skill acqui-
sition (d =  .52) and social functioning (d =  .32) were 
also apparent in follow- up studies. Importantly, 
rates of rehospitalization were reduced (d =  .48). A 
later review of 23 randomized controlled trials by 
Kurtz and Mueser (2008) also showed that skills 
training had beneficial effects on social and daily liv-
ing skills (d =  .52) as well as community functioning 
(d =  0.52). Benefits to negative symptoms (d = .40) 
and on relapse rates (d = .23) were also apparent. The 
benefits of social skills training for negative symp-
toms were further highlighted in the meta- analysis 
conducted by Turner and colleagues (2018).

Given the neurocognitive deficits associated with 
schizophrenia, cognitive remediation therapy is also 
an appealing intervention strategy. Studies in this 
area often involve repeated practice on cognitive 
tasks, or the learning of compensatory strategies 
(e.g., Wykes et al., 2007). The results overall appear 
to be positive. Cognitive remediation is associated 
with post- treatment improvements in attention (d 
=  .32), memory (d =  .36), and executive function-
ing (d =  .28); social cognition (d =  .20) and social 
functioning (d =  .49) also improve (see Pfammatter 
et al., 2006). A more recent meta- analysis of 40 ran-
domized controlled trials involving 2,104 partici-
pants reported significant effect sizes for cognitive 
remediation for improving global cognitive func-
tioning (d =  .45), social cognition (d =  .65), and 
psychosocial functioning (d =  .42) as well as smaller 
and less durable effects on reducing symptoms (d = 
.18; see Wykes et al., 2011). Unfortunately, having 
more symptoms is associated with smaller benefits 
overall (Wykes et al., 2011). The benefits of cog-
nitive remediation for older patients (≥40 years) 
also appear to be much more limited (Kontis et al., 
2013). Cognitive remediation has also been shown 

 



Major Cl in iCal  SyndroMeS372

to be beneficial for patients in the early stages of 
illness, although the effect sizes overall tend to be 
smaller than they are for patients with more estab-
lished illness (Revell et al., 2015).

Although cognitive remediation therapy some-
times leads to improvements in social cognition, 
this is not always the case (Horan et al., 2011; 
Wolwer et al., 2005). This suggests that neurocog-
nitive changes may not be necessary for social cog-
nitive improvement. It also highlights the need to 
target social cognition more directly.

In general, efforts to ameliorate social cognition 
deficits in schizophrenia take one of two forms. 
Some interventions are highly specific and target 
a single domain, such as facial affect recognition 
(see Wolwer et al., 2005). Other treatment pro-
grams are much more broad- based and target mul-
tiple domains. An example here would be Social 
Cognition and Interaction Training (SCIT; Penn et 
al., 2007). This is an 18-  to 24- week group- based 
intervention designed to improve emotion per-
ception, attributional bias, and ToM abilities (see 
Combs et al., 2007, 2009).

To date, relatively few studies have been con-
ducted, and the number of patients involved in each 
study is generally quite small. More randomized 
controlled trials with adequate follow- up assess-
ments are still needed (see Horan & Green, 2019). 
Nonetheless, there is cause for cautious optimism. 
Results of an effect- size analysis that included 16 
studies (with 313 participants) showed that social 
cognitive training produced significant improve-
ments in facial affect identification (d =  0.84) and 
social perception (d =  1.29) as well as enhancing 
ToM skills (d =  0.70). Improvements on measures 
of executive functioning (d =  1.70) were also noted. 
However, at least as currently delivered, social cog-
nitive training does not seem to produce significant 
changes in positive symptoms (d=  .27) and only has 
a small effect (d =  .32) on negative symptoms (Kurtz 
et al., 2016).

Importantly, psychosocial interventions target-
ing neurocognition and social cognition have been 
shown to be effective in populations at clinical 
high risk for psychosis. In a randomized controlled 
trial, participants were measured at baseline, after 
treatment, and at 3- month follow- up (Friedman- 
Yakoobian et al., 2020). Compared to those who 
received an active control intervention, participants 
who received an integrated neurocognitive and 
social cognitive remediation intervention showed 
significantly greater improvements in social func-
tioning and social cognition (ToM and managing 

emotions), both after treatment and at 3- month 
follow- up. These types of interventions therefore 
show promise for populations at different points 
along the trajectory toward psychotic illness

Finally, it warrants mention that psychosocial 
interventions targeted at helping families cope 
with schizophrenia also provide clinical benefits. 
Typically, family- based interventions begin by edu-
cating relatives about the symptoms, etiology, treat-
ment, and prognosis of schizophrenia. Families are 
then provided with family- based therapy, in either 
an individual family context (e.g., Leff et al., 1982, 
Tarrier et al., 1988) or in a group containing patients 
and relatives from several families (e.g., McFarlane 
et al., 1995). Meta- analyses (e.g., Pfammatter et al., 
2006) indicate that such approaches improve rela-
tives’ knowledge about the disorder (r = .39), reduce 
levels of EE (r = .59), improve patients’ social func-
tioning (r = .38), and result in decreased rates of 
relapse (r = .42) at 6-  to 12- month follow- up.

Most recently, family- based interventions have 
been used to help youth at clinical high risk for 
developing psychosis. Interventions like Family- 
Focused Therapy (FFT) combine psychoeducation 
with other topics such as stress management, com-
munication enhancement, and problem- solving 
skills training in the family context (Miklowitz et 
al., 2014). Results of these family- based interven-
tions are promising, often resulting in a return to 
higher levels of functioning and avoidance of con-
version to psychosis altogether (McFarlane, 2016). 
Although much remains to be learned about how 
such interventions work, such findings highlight 
the key role that family can play in altering the tra-
jectory toward and clinical course of schizophrenia.

Conclusion
Difficulties in the interpersonal domain char-

acterize schizophrenia patients at all stages of the 
illness. Although the extent and nature of social 
difficulties varies considerably from one individual 
to another, males appear to be particularly likely to 
experience difficulties in their social relationships. 
Social difficulties also frequently predate the illness, 
are found in those who are at risk for schizophrenia, 
and remain present even during periods of symp-
tom remission.

Although the symptoms of schizophrenia com-
promise social functioning to some degree, there is 
reason to believe that the social difficulties experi-
enced by many schizophrenia patients are impor-
tant in their own right. Precisely why they are 
such a central feature of the illness is not clear. 
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Interpersonal impairments seem, at least to some 
degree, to be related to neurocognitive deficits, 
particularly those involving attention/ vigilance and 
aspects of memory. Difficulties in these areas may 
also underlie some problems in more social areas 
of cognition. However, social cognition is distinct 
from neurocognition. Importantly, it appears to 
serve as a mediator between neurocognition and 
functional outcome. Altered processes related to 
social motivation serve as additional factors contrib-
uting to social difficulties in schizophrenia.

It is likely that schizophrenia patients’ difficul-
ties in relating to and understanding the social 
world seriously limit the extent to which they can 
develop supportive interpersonal relationships. This 
is unfortunate because schizophrenia patients, like 
many other patients, appear to be at higher risk of 
relapse when they live in emotionally stressful home 
environments. Helping patients improve their 
social skills and helping families cope with the stress 
of a schizophrenic relative is important for many 
reasons.

Understanding the nature and origins of social 
functioning impairments in schizophrenia is hin-
dered by the variability in social functioning mea-
sures used in different studies. Social adjustment 
is a broad concept that encompasses performance 
on lab- based tasks of social skill as well as global 
functioning in the community. As noted by others 
(Cohen et al., 2006; Green et al., 2000), different 
types of cognitive deficits are associated with differ-
ent domains of social functioning. Unfortunately, 
most research investigations do not involve both 
lab- based and community- based assessments (but 
see Addington & Addington, 1999; Addington et 
al., 1998, for exceptions).

The extent to which particular social difficul-
ties are specific to schizophrenia is also not always 
clear. This speaks to the need for appropriate psy-
chiatric control samples. More information about 
the stability of interpersonal functioning in gen-
eral and skill deficits in particular is also needed. 
Longitudinal investigations are the exception 
rather than the rule in this research area. Perhaps 
most important, however, is the question of why 
social deficits are so characteristic of patients with 
schizophrenia.

Going forward, some of the most exciting 
directions will be those that continue to build on 
existing neurobiological evidence for alterations 
in brain structure and function in schizophrenia. 
Social motivation is one area particularly ripe for 
investigation, with a need to study the interaction 

of social reward and social punishment processing 
and how that relates to anticipation of and effort- 
based decision- making regarding social interac-
tions. Continued investigations of neural correlates 
of social cognition and social motivation that link 
neurobiology with real- world social behaviors, par-
ticularly across various stages of illness including 
clinical high- risk populations, will no doubt shed 
light on how neurobiological, psychological, and 
behavioral changes conspire to result in impaired 
social functioning in schizophrenia. They may also 
give us new insights about how to enhance current 
remediation efforts and reduce the social disability 
that is, sadly, so characteristic of this disorder.
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 16  Paranoia and Paranoid Beliefs

Richard P. Bentall

A Conceptual History
As a review in an earlier edition of this volume 

pointed out, the terms “delusion” and “paranoia” 
often appear together in the psychiatric literature, 
reflecting the development of modern clinical ter-
minology which employs both words to refer to 
abnormal forms of belief (Blaney, 2015). However, 
both terms have also found a place in everyday lan-
guage, reflecting the complex interplay in the way 
that concepts are employed by mental health pro-
fessionals and ordinary people. This interplay, and 
the shifting ways in which these terms have been 
defined in textbooks of psychiatry and abnormal 
psychology, have presented opportunities for confu-
sion that should be addressed at the outset.

In the case of delusion, common language usage 
preceded the technical, clinical application of 
the term. The earliest English uses of the word to 
describe “a fixed false opinion or belief with regard 
to objective things,” listed in the Oxford English 
Dictionary, date from the sixteenth century (e.g., 
Abraham Fraunce’s The Lawiers Logike, published in 
1588: “For that thereby men fell headlong into div-
ers delusions and erronious conceiptes”). The words 
paranoia and paranoid, by contrast, were first estab-
lished in the clinical literature and only found their 
way into everyday language in the second half of the 
twentieth century. Derived from the Greek words 
para (beyond, beside) and nous (mind, intellect), the 
OED dates the earliest nonmedical use to Samuel 
Beckett’s 1938 novel Murphy, although the context 
is a description of psychotic patients in a psychiatric 
ward (“Paranoids, feverishly covering sheets of paper 
with complaints against their treatment or verbatim 
reports of their inner voices”). How paranoia sub-
sequently became part of common English remains 
murky. In a celebrated essay, the historian Richard 
Hofstadter (1964) talked about the paranoid style 

in American politics, explicitly drawing parallels 
between what he understood to be the characteris-
tics of certain psychiatric patients and political atti-
tudes and movements that have become manifest at 
various points in US history. But popular culture 
has no doubt also played a role; Black Sabbath’s sec-
ond studio album (1970) was named Paranoid and 
Douglas Adam’s radio comedy series (later a series of 
books), The Hitchhiker’s Guide to the Galaxy (1978) 
had a character called Marvin the Paranoid Android 
(although, in the clinical sense, Marvin was more 
neurotic than paranoid, and the term was no doubt 
chosen for its alliteration).

The clinical use of both concepts dates from the 
nineteenth century, when French and German psy-
chiatrists, for example Jean- Étienne Esquirol (1772– 
1840) and Karl Kahlbaum (1828– 1899), identified 
groups of patients who appeared to present with a 
limited form of insanity in which abnormal beliefs 
affected only circumscribed areas of functioning, 
leaving intact other domains of reasoning and judg-
ment (Kendler, 1995). By the end of this period, 
the concept of delusion as a particular kind of false 
belief that was a symptom of mental illness was 
widely accepted (Berrios, 1991) although, as we will 
see, the criteria for distinguishing delusions from 
nonpathological beliefs remains contested.

The German psychiatrist Emil Kraepelin (1856– 
1927) was particularly influential in the development 

Abbreviations
 BADE Bias against disconfirmatory evidence
 JTC Jumping to conclusions (bias)
 PANSS Positive and Negative Syndrome Scale
 SCAN Schedules for Clinical Assessment in 
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of psychiatric classification in general (Bentall, 2003) 
and shaping the modern concept of paranoia specifi-
cally. Over the course of his career, he proposed many 
clinical concepts that remain important today, grad-
ually refining his diagnostic criteria over iterations 
of his textbook of psychiatry, which went through 
nine editions between 1883 and 1927. In this way, 
he introduced the concept of dementia praecox (the 
precursor of the modern concept of schizophrenia), 
which he defined as a chronic, nonsenile, deteriorat-
ing condition that affected all of the psychic functions 
and that could present in various forms, including 
a form in which persecutory delusions were promi-
nent, paranoide formen dementia praecox (Kendler, 
2020). However, in his later work, Kraepelin distin-
guished patients who had this disorder from those 
he described as suffering from paranoia, whose delu-
sions formed gradually, without any evidence of 
intellectual deterioration, and were based on the mis-
interpretation of events, often against a background 
of adverse life experiences (Kendler, 2018).

In the years following Kraepelin, paranoia was 
used in a bewildering variety of ways in different 
countries, as nosological categories expanded and 
collapsed in a process that has been likened to the 
“endless shuffling of the same old cards” (Hoenig, 
1980). Debates during this period concerned 
whether paranoia was a type of schizophrenia, a stage 
in the progression to severe psychosis, or a separate 
diagnostic entity with symptoms that can occur in 
mild forms that sometimes evade psychiatric inter-
vention (Dowbiggin, 2000). In the middle years of 
the twentieth century, the concept fell out of favor 
in clinical usage, particularly in the United States, 
where the diagnosis of schizophrenia was increas-
ingly employed to cover a wide range of mental 
and social pathologies, provoking concerns about 
the cross- cultural validity of the concept (Cooper 
et al., 1972) and about the reliability of psychiatric 
diagnoses in general (Spitzer & Fliess, 1974). These 
concerns eventually provoked the neo- Kraepelinian 
revolution in psychiatry, which sought to return the 
discipline to the firm foundations established by 
Kraepelin (Blashfield, 1984).

The neo- Kraepelinian’s greatest achievement was 
the publication of DSM- III in 1980, which sought 
to provide unambiguous diagnostic criteria for psy-
chiatric disorders. This edition of the American 
Psychiatric Association’s manual included the diag-
nosis paranoid disorder, which encompassed only 
persecutory delusions; in addition, the diagnosis 
was not to be applied when a diagnosis of schizo-
phrenia was warranted (an exclusion criterion that 

has been retained ever since). However, at about the 
same time, some US psychiatrists, notably George 
Winokur (1977) and Kenneth Kendler (1980), 
were making efforts to characterize patients whom 
they believed merited the diagnosis and argued that 
the concept should be broadened. Their views were 
influential when later editions of the manual were 
published so that, when DSM- III- R was published 
in 1987, the concept of paranoia was side- lined in 
favor of a broader concept of delusional disorder. 
This condition is described in DSM- 5 as a disor-
der in which disorganized speech and negative 
symptoms are absent, hallucinations are rare, and 
in which the pathognomic symptom is nonbizarre 
delusions (Kendler, 2017). The manual lists seven 
subtypes: erotomanic (characterized by the delusion 
that someone is in love with the individual), grandi-
ose (having great but unrecognized talent or having 
made some important discovery), jealous (the delu-
sion that a spouse is being unfaithful), persecutory, 
somatic (delusions about bodily functions or sensa-
tions), mixed and unspecified (used when the domi-
nant delusional theme cannot be specified).

A notable deviation from this historical pro-
cess of nosological reification was made by Ernst 
Kretschmer (1888– 1964), who rejected a disease 
model of paranoia and claimed that some delu-
sional states occurred when people with vulnerable 
personalities responded to stressful events.

He found that this clinical syndrome is caused by a 
triad of factors. There is a special personality factor 
characterized by hypersensitivity, exhaustibility, 
psychosexual inhibitions, and lack of normal 
intuitive erotic under- standing. Partial immaturities 
and familial psychopathology are frequently found. 
The second factor is an embarrassing or hurtful 
experience brought about when these usually quiet 
people are driven by their normal sexuality or 
the requirements of their daily lives into intense 
interaction with others. If the third factor, their 
social environment, does not allow any escape, the 
stage is set for the formation of paranoid reactions 
which can grow into true delusions. While the 
full- blown psychiatric picture is not very common, 
abortive or transient variations are quite frequent. 
(Hoehne, 1988)

The idea that some individuals have persistent 
paranoid traits in the absence of delusions has been 
represented in all editions of the DSM as paranoid 
personality disorder, characterized by suspicions 
of being deceived, doubts about the trustworthi-
ness of others, reluctance to confide in others, the 
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inference of threatening or demeaning meanings in 
benign remarks, the bearing of grudges, unfounded 
perceptions of attacks on character or reputation, 
and suspiciousness about the fidelity of a spouse. 
However, following extensive disagreements about 
the nature of personality disorders during the 
writing of the most recent edition of the manual 
(Widiger, 2011; Krueger, 2013), an alternative 
classification system is included in DSM- 5, in a 
final section on emergent models of psychopathol-
ogy. This section contains a general definition of 
personality disorder and then further definitions 
of six different types— antisocial, avoidant, bor-
derline, narcissistic, obsessive- compulsive, and 
schizotypal— which are all described as disorders of 
identity (how the individual thinks of him or her-
self ), self- direction (goals), empathy, and intimacy 
(ability to form close relationships with others). 
The absence of a paranoid type should be noted. 
A parallel although less fractious process (Mulder, 
2021; Reed, 2018) led to a fundamental revision 
of the ICD classification so that, in ICD- 11, eight 
different types have been replaced with a single 
classification of personality disorder which can be 
supplemented with descriptions of specific person-
ality traits shown by the patient; again, no paranoid 
type is specified.

These persisting debates suggest that there is no 
settled agreement about the usefulness of the con-
cept of paranoid personality disorder. As a conse-
quence, only limited research has been conducted 
on the topic (Lee, 2017). Moreover, researchers who 
have attempted to study the condition have contin-
ued to disagree about whether it is related to either 
schizophrenia or delusional disorder (Triebwasser  
et al., 2013). However, as we will see, there is a rich 
literature on paranoia in nonclinical populations 
that has been conducted outside the framework of 
diagnostic psychiatry.

Case Study
Diagnostic categories do little justice to the 

wide variety of paranoid beliefs and presentations 
encountered in clinical practice. Although each 
individual psychiatric patient presents unique com-
plexities that are difficult to capture in biographical 
sketches, a case vignette reported by British psy-
chiatrists Dimech, Kingdon, and Swelam (2009), 
which was subjected to review and commentary by 
three independent clinicians, illustrates the differ-
ent ways in which paranoid beliefs are approached 
by mental health experts with different theoretical 
orientations.

Dimech et al.’s account concerned a young man 
called Zeppi, a 29- year- old migrant to the United 
Kingdom from Malta, arrested for the possession of 
offensive weapons (a machete and a dagger) after 
he had threatened his cousin, who owned the take- 
away restaurant where he worked. When inter-
viewed at a police station in London, Zeppi was 
guarded but at the same time relieved because he 
had felt in danger of being attacked for more than a 
year and had sought police protection on a number 
of occasions.

Zeppi’s difficulties had become apparent when 
he had begun to feel vulnerable when working late 
shifts at the restaurant. His cousin had been forced 
to take on another member of staff as a consequence, 
but Zeppi had accused the new employee of trying 
to kill him by using a high- tech electronic device to 
fire magnetic waves at his body, causing him to feel 
palpitations. When Zeppi’s cousin expressed skep-
ticism about his complaints, Zeppi concluded that 
he, too, was part of a conspiracy, which involved 
an international criminal organization under the 
control of his former parish priest in Malta. Zeppi 
believed that the priest wished him to die a slow and 
painful death and that his cousin, who he referred 
to as “the traitor,” had informed the priest of his 
whereabouts.

The three independent experts who reviewed 
Zeppi’s case brought different training and concep-
tual tools to the task. Casey (2009), a psychiatrist, 
referred to the then current edition of the DSM, 
DSM- IV, and diagnosed Zeppi as suffering from 
schizophrenia, chronic paranoid type. Wilder (2009), 
a psychologist schooled in the behavior analytic 
approach, drew attention to the fact that Zeppi had 
been raised by his maternal grandmother during 
his first years of life but had largely been ignored 
by her. He had experienced only 7 years of school-
ing, with few opportunities to acquire social skills. 
In London, he was friendless and isolated. These 
observations led Wilder to suggest that a simple 
reinforcement approach might be effective, with a 
therapist systematically providing attention when 
Zeppi discussed mundane topics but ignoring him 
when he began talking about his delusions.

The present author, a clinical psychologist 
schooled in cognitive- behavior therapy and who 
had participated in clinical trials of psychologi-
cal treatments for psychosis, drew attention to the 
wider psychological literature on the psychology 
of paranoia (Bentall, 2009). It is fair to describe 
Zeppi’s family as highly dysfunctional. He had been 
the product of an incestuous relationship between 
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his mother and her grandfather. The pregnancy was 
concealed by his mother and only became known 
to the rest of the family when she went into labor. 
Because of the family’s deep shame about these 
events, Zeppi was not baptized, his birth was never 
registered, and he was made to hide away whenever 
the local priest visited. He spent the first 8 years of 
his life living on his maternal grandparents’ farm 
without attending school, but, after his grand-
father died, he moved to live with a kindly aunt 
on the nearby island of Gozo. There, he began to 
attend school but was badly bullied by the other 
schoolchildren. He had a very close relationship 
with his younger cousin, but his older cousin was 
hostile toward him and, on one occasion, sexually 
abused him. At the age of 15 years, he began work-
ing with his younger cousin in a local bakery but 
became severely depressed when the cousin moved 
abroad, resulting in a period of inpatient psychiatric 
treatment. When his younger cousin visited from 
London, he suggested that Zeppi should follow him 
to the UK to work for him.

There are several aspects of this biography that 
are consonant with the research literature on para-
noia, which will be discussed later, notably the 
importance of the attachment process and experi-
ences of victimization in the development of para-
noid symptoms. A striking aspect of the story is that 
Zeppi’s beliefs, although apparently incomprehen-
sible when considered out of context, appear to be 
much more comprehensible— although still very 
strange— once his life story is known.

Modern Definitions
Delusions

In DSM- 5, delusions are defined as

fixed beliefs that are not amenable to change in light 
of conflicting evidence. Their content may include 
a variety of themes (e.g., persecutory, referential, 
somatic, religious, grandiose). . . . Delusions are 
deemed bizarre if they are clearly implausible and 
not understandable to same- culture peers and do not 
derive from ordinary life experiences.

The definition contained in the current edition 
of the World Health Organization’s diagnostic man-
ual, ICD- 11 is similar to that in previous editions of 
the DSM, which described delusions as false beliefs.

A belief that is demonstrably untrue or not shared 
by others, usually based on incorrect inference 
about external reality. The belief is firmly held with 
conviction and is not, or is only briefly, susceptible 

to modification by experience or evidence that 
contradicts it. The belief is not ordinarily accepted by 
other members or the person’s culture or subculture 
(i.e., it is not an article of religious faith).

However, each of these definitions, and many 
others that have been suggested, creates numerous 
conceptual problems, particularly when attempt-
ing to distinguish between the pathological beliefs 
of psychiatric patients and nonpathological but 
extreme beliefs such as violent political and religious 
ideologies and conspiracy theories (Bentall, 2018). 
For example, the criterion that a belief is false might 
also be thought to apply to the conspiracy theory 
that the 2020 US presidential election was rigged, 
although this belief is not usually considered delu-
sional (at least in the technical sense). This criterion 
is also difficult to apply in cases where a belief is 
pathological but coincidentally true (it has been 
observed that the spouses of patients with delusional 
jealousy, when their patience wears thin, often des-
ert them for new partners; Enoch & Trethowan, 
1979), or when delusions have religious content, 
or when they seem implausible but not impossible 
(as in the case of a patient who claims to be the 
subject of surveillance by the intelligence services) 
(Cermolacce et al., 2010).

The criterion that beliefs should be held rigidly 
in the face of evidence that would refute them is 
similarly problematic if used to distinguish between 
delusions and other kinds of beliefs. On the one 
hand, there is evidence that some deluded patients 
are able to consider the possibility that their beliefs 
are mistaken, adjust their beliefs in the face of hypo-
thetical contradictions, and generate alternative 
explanations for their experiences (e.g., Buchanan 
et al., 1993); this observation is supported by the 
modest success of cognitive- behavioral interven-
tions (which encourage patients to evaluate their 
own beliefs) for people with delusions (Mehl et 
al., 2015) with better outcomes in the most recent 
studies (Sitko et al., 2020).

On the other hand, a considerable number of 
studies, for example using interview methods (e.g., 
So et al., 2012) or by asking people to assess con-
flicting information (e.g., Woodward et al., 2008) 
(see later section on cognitive impairments) have 
shown that belief inflexibility (the unwillingness to 
change beliefs in the light of updated information) 
is associated with delusional conviction (the indi-
vidual’s certainty that the belief is true) and also, 
to a lesser extent, with the distress associated with a 
delusional belief and the individual’s preoccupation 

 

 



Major Cl in iCal  SyndroMeS384

with it (Zhu et al., 2018). However, a general prob-
lem in interpreting these findings is the failure to 
consider the inflexibility of the personally impor-
tant beliefs (e.g., religious beliefs and political con-
victions) of nondeluded people. For example, a 
considerable literature has demonstrated motivated 
reasoning and resistance to attitude change in peo-
ple with strongly held political ideologies (Taber & 
Lodge, 2013; Westen et al., 2006). When Colbert et 
al. (2010) asked people with delusions, people who 
had recovered from delusions, and healthy controls 
whether they were willing to consider whether their 
delusional (patients) or idiosyncratic but mean-
ingful (controls) beliefs were mistaken, personally 
meaningful beliefs were held with equal conviction, 
and equally inflexibly, in all three groups.

A feature of delusions that was emphasized by 
Kraepelin, although he did not believe it applied to 
all cases, was that they are nonsensical. Subsequent 
commentators have defined delusions as bizarre 
if they violate agreed ideas about what is possible 
(Mullen, 2003) or deviate from “culturally deter-
mined consensual reality” (Kendler et al., 1983), 
and this concept is included in DSM- 5, which 
advises clinicians to note whether delusions are 
bizarre (“clearly implausible, not understandable, 
and not derived from ordinary life experiences”) 
when diagnosing disorders such as schizophrenia 
and delusional disorder. However, although stud-
ies show that clinicians can generally agree on 
which beliefs are delusional, the reliability of the 
distinction between bizarre and nonbizarre delu-
sions has been consistently reported as poor (Bell 
et al., 2006).

Other investigators have focused on subtle 
aspects of experience associated with beliefs. Those 
working in this tradition, mostly from continental 
Europe, have been inspired by philosophers such 
as Franz Brentano (1838– 1917), Edmund Husserl 
(1859– 1938), and Martin Heidegger (1889– 1976) 
(see Broome et al., 2012) and have argued that the 
psychotic disorders are, in general, disturbances of 
the way that the individual experiences being in the 
world, which can only be revealed by subtle engage-
ment with the patient and interrogation about his 
or her symptoms (Bovet & Parnas, 1993).

A pioneer in this approach to psychopathology 
was the German psychiatrist and philosopher Karl 
Jaspers (1913– 1959). Jaspers (1912/ 1968, 1913/ 
1963) argued that the first task of the clinician is to 
employ empathy to understand the unique mean-
ingful connections that compose the patient’s psy-
chic life. These connections, he argued, are quite 

different from the kind of causal relations usually 
studied in the natural sciences:

In the natural sciences we find causal connections 
only but in psychology our bent for knowledge is 
satisfied with the comprehension of a quite different 
sort of connection. Psychic events “emerge” out of 
each other in a way which we understand. Attacked 
people become angry and spring to the defence, 
cheated persons grow suspicious. The way in which 
such an emergence takes place is understood by 
us, our understanding is genetic. . . . We can have 
no psychological understanding without empathy 
into the content (symbols, forms, images, ideas) 
and without seeing the expression and sharing 
the experienced phenomena. All these spheres of 
meaningful objective and subjective experience  
form the matter for understanding. Only in so far 
as they exist can understanding take place. (Jaspers, 
1913/ 1963, pp. 302– 303)

In Jasper’s view, empathy with the patient is not 
possible in the case of true delusions. The patient’s 
statements are therefore ununderstandable and can 
only be “explained” as manifestations of illness. 
Later commentators elaborated this idea into the 
distinction between the form and content of a dis-
order. For example, Kurt Schneider (1887– 1967) 
argued that diagnosticians should be concerned with 
how a symptom occurs and is experienced, rather 
than its content. The latter, he argued, can best be 
interpreted in terms of the patient’s biography and 
is less relevant to diagnostic issues (Hoenig, 1982).

Phenomenological investigators have there-
fore argued that the abnormal form of delusions 
is revealed by subtle changes in mental state, some 
of which precede the onset of the fully developed 
delusional system. For example, in detailed studies 
of more than a hundred psychotic patients— mostly 
soldiers with paranoid symptoms— conducted in 
a military hospital during World War II, Klaus 
Conrad (1905– 1961), claimed to identify a series of 
stages through which their paranoid ideas evolved 
(see Bovet & Parnas, 1993; Mishara, 2009). First, 
according to Conrad (1958/ 2012), there was an 
initial phase of das Trema (derived from Greek, col-
loquial for stage fright) or delusional mood, which 
may last for a few days or much longer, in which 
the patient feels a sense of tension, that there is 
something in the air but is unable to say what has 
changed. At first, this applies only to certain events 
and objects, but it gradually spreads to encompass 
everything in the patient’s world, creating sus-
piciousness, fear, and a sense of separation from 
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others. This leads to a state of apophany (revela-
tion) in which the delusion appears suddenly, as an 
“ah- ha!” experience, often bringing about a sense 
of relief. Finally, in the anastrophe (turning back) 
phase the patient feels him-  or herself to be the pas-
sive center around which the delusional business of 
the world is revolving. These ideas have been influ-
ential when some modern researchers have tried to 
identify very early prodromal or basic symptoms of 
psychopathology (e.g., Klosterkotter et al., 2001) 
but there has been a dearth of empirical studies to 
determine whether these kinds of stages are typical 
in patients with paranoid beliefs.

Two important limitations of the phenomeno-
logical approach should be noted. First, as acknowl-
edged by many in the field, the ability to describe the 
form of others’ experiences is limited by language, 
not only of the interviewer but also of the person 
attempting to describe his or her own mental states. 
Second, and less often acknowledged, by focusing 
exclusively on the experiences of patients with path-
ological mental states, phenomenologists have not 
been sufficiently cognizant of the phenomenology— 
indeed, sometimes frank weirdness— of ordinary 
human experiences (Bentall, in press). This becomes 
evident when, instead of thinking about mundane 
beliefs, we consider more emotionally charged 
but nonetheless widely accepted experiences and 
beliefs. For example, the zoologist Sir Alister Hardy 
(1896– 1985) collected accounts of religious experi-
ence from more than 6,000 people in which many 
reported experiences that were strikingly similar 
to the unusual phenomenological characteristics 
of delusions described by Conrad (Hardy, 1979). 
Twenty- nine percent of these accounts included, “A 
patterning of events in a person’s life that convinces 
him or her that in some strange way they were 
meant to happen.” A detailed analysis of a small 
number cases of people who had made themselves 
known to Hardy’s research unit found that these 
types of experiences could not be distinguished 
from psychotic experiences either in terms of form 
or content (Jackson & Fulford, 1997).

Paranoid Beliefs
Today the terms paranoid and persecutory tend 

to be used interchangeably to describe delusions in 
which the individual believes he or she is the victim 
of some kind of persecution. Nearly every scholar 
who has studied severe mental illness since the earli-
est days of psychiatry has noted that these kinds of 
beliefs are particularly common among psychiatric 
patients. In the Schedules for Clinical Assessment 

of Neuropsychiatry (World Health Organisation, 
1997), this type of delusion is defined as the 
patient’s belief “that someone, or some organiza-
tion, or some force or power, is trying to harm them 
in some way; to damage their reputation, to cause 
them bodily injury, to drive them mad or to bring 
about their death.” In a detailed consideration of 
this and other proposed definitions, Freeman and 
Garety (2000) suggested the more precise definition 
given in Box 16.1.

Paranoid delusions are very common in patients 
with a first- episode of psychosis; in a large- scale 
clinical trial of patients who were offered psycho-
logical interventions soon after being diagnosed 
as suffering from a schizophrenia spectrum disor-
der, 250 (98%) of 255 patients who were suffer-
ing from a first episode and were assessed within 
2 weeks of becoming known to services scored 
above the clinical cutoff of 3 on the Positive and 
Negative Syndrome Scale P1 item (delusions), and 
235 (98.1%) scored above the clinical threshold 
for suspiciousness (P6) (Moutoussis et al., 2007). 
Persecutory delusions are also found, although 
less often, in patients with other diagnoses such 
as depression (Bentall, Kinderman, Howard et al., 

Box 16.1 Freeman and Garety’s (2000) Criteria for 
Classifying a Delusion as Persecutory

A. The individual believes that harm is occurring, or 
is going to occur, to him or her.

B. The individual believes that the persecutor 
has the intention to cause harm.

There are a number of points of clarification:

I.  Harm concerns any action that leads to the 
individual experiencing distress.

II.  Harm only to friends or relatives does 
not count as a persecutory belief, unless 
the persecutor also intends this to have a 
negative effect upon the individual.

III. The individual must believe that the 
persecutor at present or in the future will 
attempt to harm him or her.

IV.  Delusions of reference do not count within 
the category of persecutory beliefs. A 
delusion of reference involves the belief that 
innocuous events (e.g., a casual glance from 
a stranger in the street or a news bulletin on 
the radio) have special significance for the 
individual.
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2008) and both the depressive and manic phases of 
bipolar disorder (Smith et al., 2017).

A complication in classifying delusions is that 
people, particularly when severely psychotic, often 
report multiple beliefs. However, a recent meta- 
analysis of 99 studies of the prevalence of different 
delusional system in different psychiatric popula-
tions around the world, all of which allowed more 
than one delusional theme to be recorded per 
patient, found that paranoid delusions were the 
most common (64.4% of patients), followed by 
delusions of reference (the belief that innocuous 
events; e.g., a casual glance from a stranger in the 
street or a news bulletin on the radio, have special 
significance for the individual; 38.9%), grandiose 
delusions (28.4%), delusions of control (the belief 
that the body, emotions, or thoughts are being 
controlled by someone else; 21.3%), and religious 
delusions (18.0%) (Collin et al., in submission). A 
wide variety of political and socioeconomic vari-
ables relating to the countries in which the studies 
were conducted were examined in this study, but 
these had very little impact on the distributions; for 
example, paranoid delusions were the most com-
mon in both the industrialized, developed nations 
and also in poorer developing nations, and this was 
true when individualist and collectivist cultures 
were compared.

The covariation between these different kinds of 
delusions has not been comprehensively studied. 
However, some studies have addressed the comor-
bidity between paranoid beliefs and grandiose delu-
sions, and others have addressed the relationship 
between persecutory delusions and delusions of ref-
erence. Patients with both paranoid and grandiose 
delusions are quite common, and it is common in 
clinical practice to encounter delusional systems in 
which both types of belief are intertwined, as in the 
case of a patient who believed that he had invented 
the helicopter and pop- up toaster and blamed his 
doctors for stealing the revenues that should have 
accrued from these achievements (Bentall, 2003). 
In a British study of 301 chronically ill (at least 
two episodes) patients with schizophrenia or related 
diagnoses, 63.8% were found to have persecutory 
delusions, 32.2% had grandiose delusions, but a 
further 19.3% had both (Garety et al., 2013).

The relationship between persecutory delusions 
and delusions of reference has been more con-
tested. For example, as noted above, Freeman and 
Garety’s (2000) criteria for classifying a delusion as 
persecutory explicitly excluded delusions of refer-
ence and yet the same research group, a few years 

later, included a subscale measuring ideas of refer-
ence (“People definitely laughed at me behind my 
back,” “People have been dropping hints for me”) 
in a questionnaire measure of paranoia (Green et 
al. 2008; see below). Startup and Startup (2005) 
attempted to clarify this issue by showing that delu-
sions of reference fall into two separate types: delu-
sions of observation (patients believe that they are 
being spied on or gossiped about) and delusions of 
communication (patients believe that some kind of 
general sign or message, e.g., a bulletin by a tele-
vision news announcer, is being directly addressed 
to them); they found that only the former type co- 
occurs with persecutory delusions.

In most accounts of delusional paranoia, the 
patient considers him-  or herself to be an inno-
cent victim of persecution. However, Trower and 
Chadwick (Chadwick et al., 2005; Trower & 
Chadwick, 1995) have argued that two distinct 
types of paranoia can be identified, which they 
termed poor me and bad me. In the poor me vari-
ety, the patient considers herself to be the target of 
unfair victimization, but, in the bad me variety, he 
or she believes that the persecution is warranted 
in the light of some personal flaw or misbehavior. 
However, longitudinal studies in which patients 
have been asked to report the extent to which they 
deserve persecution at different time points suggest 
that they often fluctuate between the two types of 
beliefs (Melo et al., 2006; Melo & Bentall, 2013). 
An experience sampling study, in which schizo-
phrenia spectrum patients with paranoid symp-
toms reported their beliefs up to 10 times a day, 
found that patients who were classified as bad me 
at the onset showed especially marked fluctuations 
between poor me and bad me beliefs (those who 
were classified as poor me at the outset were more 
stable), and these fluctuations were accompanied by 
changes in self- esteem (Udachina et al., 2012). This 
finding has been interpreted in terms of a model 
that argues that paranoid beliefs are the conse-
quence of dynamic attempts to regulate self- esteem 
(Bentall et al., 2001; see below).

The Continuum Hypothesis
One way of resolving the difficulties in defining 

whether a belief is delusional is to propose a con-
tinuum between abnormal and normal beliefs so 
that, for example, paranoid delusions are viewed 
as an extreme variant of more common paranoid 
ideas and beliefs, such as suspicions about the inten-
tions of others or the sense of being viewed critically 
by colleagues and neighbors. This idea has been 
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particularly advocated by psychologists, who have 
not been convinced by the phenomenological stud-
ies (reviewed above) that have claimed to identify 
abnormal modes of experience that make delusions 
qualitatively different from other kinds of beliefs.

One type of evidence that is sometimes cited 
in this regard is the surprisingly high rate at which 
apparently delusional beliefs are endorsed by ordi-
nary people who take part in epidemiological 
surveys. For example, when a large sample of gen-
eral practice patients in the Aquitaine region of 
Southwest France were asked to complete a ques-
tionnaire measuring types of delusional beliefs com-
monly reported in the psychiatric literature, 69.3% 
of those with no history of psychiatric disorder 
reported that people were not who they seemed 
to be; 46.9% reported telepathic communication; 
42.2% reported experiencing seemingly innocu-
ous events that had double meanings; and 25.5% 
reported that they were being persecuted in some 
way (Verdoux et al., 1998). In a study of the 7,000 
adults interviewed in the Dutch NEMESIS epi-
demiological study, 3.3% were classified as having 
“true” delusions and 8.7% were judged to have delu-
sions that were not clinically relevant (i.e., which 
were not associated with distress and did not require 
treatment) (van Os et al., 2000). A recent critical 
systematic review by Heilskov, Urfer- Parnas and 
Nordgaard (2020), identified 17 studies of this kind 
and pointed out that the reported prevalence rates 
of delusions in the general population varied very 
considerably from study to study. They attributed 
this variation to the use of self- report instruments or 
brief interviews conducted by lay interviewers and 
recommended that future studies should include 
detailed interviews of subsamples of participants 
conducted by experienced clinicians.

A small number of studies have explicitly tested 
the continuum hypothesis, focusing specifically on 
paranoid ideas. Freeman et al. (2005) administered 
a questionnaire measure of paranoid thoughts to an 
online convenience sample of more than a thousand 
(predominantly female) students at three UK uni-
versities. Participants were asked to rate each item 
(e.g., “People communicate about me in subtle 
ways,” “People would harm me if given an oppor-
tunity”) for frequency over the last month, con-
viction, and distress. The three scales were highly 
correlated, and total scores fitted a mathematical 
distribution (an exponential decay curve) in which 
the most common scores were close to zero, after 
which there was a smooth decrease in the number 
of people with increasing scores so that very few 

participants scored at the extreme. Large num-
bers of participants endorsed the least pathological 
items on the questionnaire, but the rarer items were 
endorsed only by those had very high total scores, 
who were therefore judged highly paranoid. A later 
study by the same group (Bebbington et al., 2013) 
used data from the UK Adult Psychiatric Morbidity 
Survey, a face- to- face interview study of 7,000 UK 
adults, and picked out items from the Psychosis 
Screening Questionnaire (Bebbington & Nayani, 
1995) and other survey items which related to para-
noid thinking. The analysis, using a complex type of 
factor analysis, identified four separate components 
of paranoia— interpersonal vulnerability, ideas of 
reference, mistrust, and fear of persecution— and 
again found that total scores on the items were dis-
tributed along an exponential decay curve.

A limitation of these studies is that they did 
not include clinical samples. Recently, Elahi et al. 
(2017) compiled data on more than 2,000 healthy 
participants (mainly students and predominantly 
female), 157 patients with prodromal psychosis, 
and 360 patients with psychosis from various stud-
ies that had used the same paranoia measure. Three 
separate taxometric techniques designed to dis-
criminate between continua and taxons (classes of 
individuals with unique characteristics) were used 
to interrogate the score distributions from the entire 
sample and the nonclinical participants alone, with 
the findings from all six analyses strongly support-
ing a continuum model.

The continuum approach carries the implica-
tion that we can further our understanding of the 
psychological mechanisms involved in paranoia by 
studying subclinical variants in the normal popu-
lation; we shall see later that this approach has 
been quite fruitful. However, phenomenologically 
inclined researchers such as Feyaerts et al. (2021) 
have remained skeptical because they argue that 
this approach is focused entirely on the content of 
beliefs and ignores more subtle mental phenomena 
associated with paranoia of the kind discussed ear-
lier. Indeed, it can be argued that much of the psy-
chological literature on delusions assumes an inner 
list model in which an individual’s beliefs are a list of 
propositions that can be simply read off by asking the 
right questions; although this idea has deep roots in 
Western culture, it is philosophically hard to justify 
and underestimates the dynamic aspects of belief 
systems (Bentall, 2018). Future research address-
ing the continuum hypothesis would benefit from 
integrating the phenomenological and psychologi-
cal approaches by investigating nonpropositional 
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aspects of belief alongside belief content in both 
clinical and large, representative samples.

The Assessment of Paranoia
Many paranoia measures have been developed 

over the years, and each has advantages and disad-
vantages depending on the purpose of the assess-
ment and the resources available (Freeman, 2008).

In clinical samples, paranoid beliefs are usu-
ally assessed using instruments designed to mea-
sure psychotic symptoms or assign diagnoses. For 
example, the Schedules for Clinical Assessment 
in Neuropsychiatry (SCAN; World Health 
Organisation, 1999) is a comprehensive psychiatric 
interview schedule designed primarily for diagnostic 
purposes. It includes a section on delusions, which 
includes questions about paranoid delusions, beliefs 
about conspiracies, and also many other types of 
abnormal belief. Each is rated on a 4- point scale of 
severity, either over the lifetime of the individual, 
during the present episode or the past month. The 
main disadvantages of this assessment, aside from 
the requirement for training before administering 
it, is that each type of delusion is identified by a 
single question and the severity range is restricted.

The Positive and Negative Syndrome Scale 
(PANSS; Kay & Opler, 1987) is specifically designed 
to assess the severity of psychotic symptoms, rather 
than for diagnostic purposes, and is widely used in 
clinical trials. It includes separate scales for delusions 
and suspiciousness, each rated on 7- point scales of 
severity. Its advantage is that it is possible to take 
either the suspiciousness scale alone, or both scales 
together, to generate a measure of paranoia severity, 
but it lacks the fine- grain analysis of other delusions 
which is possible with the SCAN.

A number of questionnaire measures of paranoia 
have been developed. For example, Fenigstein and 
Vanable (1992) developed a 20- item paranoia ques-
tionnaire primarily for the purposes of social psy-
chological research; each item is scored on a 5- point 
scale. Although the scale was designed to assess 
subclinical paranoid beliefs, it was subsequently 
shown to correlate with clinically assessed para-
noia in a sample of schizophrenia patients (Smari 
et al., 1994).

The 21- item Peters Delusions Inventory (Peters 
et al., 1999) uses items derived from the SCAN 
to measure a wide range of beliefs and hence is 
designed to detect clinically relevant delusional 
beliefs. However, only two items refer specifically 
to paranoid ideas (“Do you ever feel that you are 
being persecuted in some way?” “Do you ever feel 

that there is a conspiracy against you?”). Other 
items sample delusions of reference, grandiose and 
religious delusions, and a wide variety of less com-
mon (e.g., being influenced by computers or elec-
trical devices, or believing that the world is going 
to end) and less pathological beliefs (e.g., believing 
in witchcraft or telepathy). Respondents first of all 
answer each question “yes” or “no” and then, if the 
answer is “yes,” proceed to rate whether the belief is 
distressing or preoccupying, and also their convic-
tion, on 5- point scales.

Freeman et al. (2005) developed an 18- item 
paranoia checklist to assess paranoid beliefs in the 
general population, but then went on to develop a 
more widely used scale designed for both clinical and 
healthy samples, the Green Paranoia Scale (Green 
et al., 2008). This scale originally had two 16- item 
subscales: Part- A measuring ideas of reference and 
Part- B measuring ideas of persecution. However, 
the scale has recently been revised (Freeman et al., 
2021), and the subscales have been cut down to 8 
and 10 items, respectively, each rated on a 5- point 
scale ranging from “not at all” to “totally.” The 
questionnaire has very good psychometric proper-
ties and discriminates well between subclinical and 
clinical paranoia; recommended cutoff scores are 
provided.

For the purpose of measuring very rapid fluc-
tuations of paranoia, for example, in experimental 
studies, Schlier et al. (2016) have published very 
short (3-  and 5- item) versions of Freeman’s original 
Paranoia Checklist, selecting items (e.g., “People try 
to make me upset”) that had proved most sensitive 
to change in previous studies and adapting them so 
that respondents reported the extent to which they 
applied “at the moment.”

Finally, inspired by Trower and Chadwick’s 
(1995) theory of two types of paranoia, Melo et al. 
(2009) adapted items from Fenigstein and Vanable’s 
(1992) scale to create a 10- item measure in which 
respondents first indicated whether they agreed 
with a series of paranoid beliefs (“There are times 
when I worry that others might be plotting against 
me,” with responses ranging from “certainly false” to 
“certainly true”) and then, if they score 2 (“unsure”) 
or higher on an item, whether they deserved to be 
persecuted (“Do you feel like you deserve others to 
plot against you?” with responses ranging from “not 
at all” to “very much”). Scores on persecution (P 
subscale) were calculated as the sum of the relevant 
items, and for deservedness (D subscale) as the 
mean of those items they completed. The scale had 
good psychometric properties and discriminated 
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between healthy and clinical participants. An inter-
esting difference between the two groups was that 
P and D scores were positively correlated in the 
healthy participants but nearly all of the clinical 
participants had very low D scores (they were “poor 
me”). A shortened 5- item version of the P subscale 
has subsequently been developed for epidemiologi-
cal studies and shown to have good psychometric 
properties (McIntyre et al., 2018).

Genetic and Social Determinants of 
Paranoia

It is fair to say that, over the past two decades, 
there has been a dramatic reappraisal of the rela-
tive contributions of genetic and environmental 
factors to severe mental illness, and any analysis of 
the role of these factors in paranoia must be seen in 
this context. For example, until quite recently, the 
high heritability estimates, typically around 80% 
(Sullivan et al., 2003), calculated for schizophrenia 
in family, twin, and adoption studies was assumed 
to preclude the importance of life experience (van 
Os & McGuffin, 2003). A conceptual error, in 
many interpretations of these findings, has been the 
assumption that heritability is a measure of causa-
tion that applies to the individual, whereas, in fact, 
it is an estimation of the correlation between genes 
and outcomes within a specific population and 
therefore subject to all the usual caveats about the 
meaning of correlations (Bentall, 2021).

Molecular research has shown that the genetic 
risk of schizophrenia and other related forms is 
massively polygenic, although there are rare genetic 
mutations that confer a high level of risk in a small 
number of cases (Kendler, 2015; Owen, 2012). At 
the same time, population, clinical, and even a small 
number of prospective studies have shown a very 
strong association between various types of envi-
ronmental exposures, especially in childhood, and 
the development of psychosis in adulthood. These 
include both forms of collective adversity, such 
as poverty (Wicks et al., 2005), social inequality 
(Johnson et al., 2015), exposure to urban environ-
ments (Vassos et al., 2012), ethnic minority status 
(Bosqui et al., 2014), and the experience of migra-
tion (Castillejos et al., 2018), but also specific inter-
personal traumas such as sexual and physical abuse 
and victimization by peers. The effects of interper-
sonal trauma have been particularly well- replicated 
and supported by meta- analyses, with a dose- 
response effect suggestive of causation (McGrath et 
al., 2017; Varese et al., 2012). A small number of 
studies that have assessed the impact of childhood 

adversity and genes at the same time, using either 
classical (Alemany et al., 2013; Arseneault et al., 
2011) or molecular methods (Trotta et al., 2016), 
have pointed to independent and additive effects of 
the two types of risk factors.

Genetic studies of paranoid phenomena have 
been few and far between. Some studies have 
attempted to assess the heritability of paranoid 
personality disorder, usually in the context of a 
broader genetic investigation of personality disor-
ders in general, and have reported modest to mod-
erate heritability estimates (Reichborn- Kjennerud, 
2010). Even fewer investigations have specifically 
examined the heritability of paranoia considered 
as a symptom. In a recent study of a large sample 
of adolescent identical and nonidentical twins who 
were assessed using dimensional measures of a range 
of specific psychotic experiences, the heritability of 
paranoia was estimated at 50% when using tradi-
tional methods based on the comparison of the two 
types of twins (Zavos et al., 2014); this estimate 
was little affected when only extreme scorers on 
the dimension were considered, suggesting that the 
genetic architecture of paranoia remains the same 
across nonclinical and clinical variants. A later anal-
ysis using molecular methods yielded a heritability 
estimate of 14% (Sieradzka et al., 2015), a finding 
that is consistent with many other observations of 
discrepancies between the estimates derived from 
the two methods (the missing heritability problem), 
which is especially marked in child and adoles-
cent samples and which has yet to be adequately 
explained (Cheesman et al., 2017).

Most of the research on the role of adverse 
environmental factors in psychosis has not consid-
ered the relationship between particular types of 
exposures and specific symptoms, and so research 
focused on the environmental determinants of 
paranoia has been limited. Perhaps the strongest 
evidence for the influence of collective adversity 
concerns socioeconomic factors. One of the earliest 
studies of the relationship between urban environ-
ments and psychosis was conducted in Chicago by 
Faris and Dunham (1939), who reported a higher 
prevalence of schizophrenia in inner- city areas and 
also noted that patients in those areas often showed 
paranoid symptoms. In a later survey of residents of 
El Paso in the United States and Juarez in Mexico, 
Mirowsky and Ross (1983) found that paranoia was 
associated with circumstances which they character-
ized as victimization and powerlessness; specifically, 
low social status interacted with an external locus of 
control to lead to mistrust and paranoia.
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Using epidemiological data from the United 
Kingdom, Wickham et al. (2014) found that a 
global index of neighborhood deprivation predicted 
the likelihood of paranoid and depressive symp-
toms but not hallucinations or manic symptoms. A 
later study using a different epidemiological dataset 
found, again, that people reported more severe par-
anoid beliefs if they were living in deprived neigh-
borhoods and, using network analysis, found that 
paranoia was a possible bridge symptom (pathway) 
between specific neighborhood characteristics (e.g., 
exposure to incivilities and mistrust of neighbors) 
to symptoms of depression and anxiety (McElroy 
et al., 2019). If replicated, this finding suggests that 
subclinical paranoid beliefs may have much greater 
public health implications than is widely recognized. 
The finding that harsh neighborhood environments 
foster paranoia has been further supported by stud-
ies in which people, either drawn from the general 
population (Corcoran et al., 2018) or who suf-
fer from paranoid symptoms (Ellett et al., 2008), 
are asked to walk around urban environments and 
report their thoughts and feelings; in deprived 
neighborhoods, people feel more paranoid.

It is difficult to disaggregate the many factors 
that could explain these effects. For example, one 
possibility is that people are more likely to experi-
ence victimization and other kinds of adverse inter-
personal interactions in deprived areas, and another 
is that these areas are not rich in social capital and 
networks of supportive relationships. These hypoth-
eses are not mutually exclusive, and there is evidence 
for each of them.

For example, a Dutch longitudinal epidemio-
logical study reported by Janssen et al. (2003) 
found that, in those individuals who showed no 
evidence of paranoid ideation at baseline, reports 
of discrimination on the basis of age, gender, dis-
ability, appearance, skin color, ethnicity, or sexual 
orientation predicted the onset of delusions but not 
hallucinations in the following 3 years. In a more 
recent British epidemiological survey, experiences 
of bullying and lack of social support also partially 
explained a specific association observed between 
sexual minority status and paranoia but not halluci-
nations (Qi et al., 2020).

The sense of belonging to a neighborhood was 
shown to protect individuals against both paranoia 
and depression (but not hallucinations) in a British 
epidemiological survey; a follow- up study with UK 
students, in which the sense of belonging to their 
university was measured, obtained comparable 
results (McIntyre et al., 2018). In a further analysis 

of the same datasets, Elahi et al. (2018) found that a 
strong sense of social identity moderated (reduced) 
the relationship between financial difficulties (a 
fairly objective measure of stress) and the same men-
tal health symptoms. This finding is consistent with 
research by social psychologists, who have argued 
that having multiple social identities (not only 
belonging to groups but defining oneself in terms 
of those group memberships) is protective against 
mental ill- health (Haslam et al., 2009).

It has been hypothesized that, because ethnic 
minority and migration status are associated with 
victimization and sometimes with the inability to 
identify with the majority population, these groups 
should be especially likely to experience paranoid 
symptoms (McIntyre et al., 2016). However, spe-
cific evidence in support of this hypothesis is limited 
to a few, relatively small- scale studies. Combs et al. 
(2002) found that African Americans scored higher 
on a paranoia scale than White Americans and, 
later, that perceived racism in African Americans 
predicted a measure of subclinical paranoia but not 
scores on a clinical measure (Combs et al., 2006). 
In a small sample of Muslim Americans, it was also 
reported that perceived religious discrimination 
was associated with subclinical paranoia (Rippy & 
Newman, 2006), and, in a study of female Emirati 
students, it was found that identification with US 
culture in preference to Arab culture (measured 
using an implicit technique based on reaction 
times when making judgments about national sym-
bols such as flags) was associated with paranoid 
beliefs (Thomas et al., 2016). It is likely that the 
two factors considered here— discrimination and 
identity— interact. McIntyre et al. (2019) examined 
the relationship between social identity and para-
noia in UK Afro- Caribbeans, finding that, in those 
who reported positive relationships with the White 
majority, identifying as British was associated with 
low levels of paranoia whereas in those who had 
experienced negative relationships with the White 
majority, identifying as British was associated with 
high levels of paranoia.

Some studies have examined the role of adverse 
childhood experiences in paranoia. An analysis of 
epidemiological data from the United Kingdom 
found a particularly strong association between 
being raised in institutional care (a strong indicator 
of damaged relationships with caregivers) and para-
noid symptoms in adulthood, whereas hallucina-
tions were strongly associated with childhood sexual 
abuse (Bentall et al., 2012); the same relationship 
did not hold for children raised in foster care. These 
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findings were subsequently replicated in a large 
sample of UK prisoners (Shevlin et al., 2015).

An analysis of a US epidemiological data-
set found that neglect by parents was the type of 
childhood adversity most associated with paranoid 
beliefs, whereas, again, hallucinations were associ-
ated with sexual abuse (Sitko et al., 2014). A more 
recent study used data from a US epidemiological 
sample of adolescents and also a replication dataset 
collected from UK adults; in both samples, reports 
of verbal abuse and physical abuse were associated 
with a higher likelihood of reporting paranoia, 
whereas reporting a high level of care from parents 
was associated with a low likelihood of reporting 
paranoia (Brown et al., 2021). A network analysis 
of the UK dataset allowed these associations to be 
studied in more detail, and it was found that all of 
the parenting variables were closely connected but 
that the variable most closely linked to paranoia was 
maternal indifference.

These findings have been mirrored by the results 
from a small number of studies with clinical sam-
ples. Rankin et al. (2005) found that both currently 
ill and recovered paranoid patients reported adverse 
relationships with their parents during childhood; 
the fact that the recovered patients’ reports matched 
those of the patients who were currently ill was 
taken as indicating that these reports were unlikely 
to be caused by the patients’ paranoid symptoms. 
In an analysis of data from a group of UK psychotic 
patients, it was found again that paranoid symp-
toms were specifically associated with childhood 
emotional neglect (Wickham & Bentall, 2016). 
Studies of patients diagnosed as suffering from 
paranoid personality disorder have also generated 
parallel findings. For example, Bierer et al. (2014) 
studied a large sample of patients with personal-
ity disorders and found a high level of childhood 
trauma overall but, in the cluster A (schizotypal, 
schizoid, and paranoid) group, paranoid personal-
ity disorder alone was predicted by sexual, physical, 
and emotional abuse.

There are some important limitations of this 
research that should be noted. All have employed 
retrospective reports of childhood experiences by 
either adults living in the community or patients. 
In the wider psychosis literature, this limitation 
has been addressed by showing similar findings 
from prospective studies (Varese et al., 2012) or 
by conducting investigations to verify the valid-
ity of patients’ retrospective reports (Fisher et al., 
2011) but these kinds of investigations are absent in 
studies focusing specifically on paranoia. However, 

cautiously, it is reasonable to say that the develop-
ment of both clinical and subclinical paranoia in 
adulthood seems to be related to disrupted early 
attachment relationships with caregivers and expo-
sure to harsh environments and victimization in 
later life. These findings, which point to the impor-
tance of the individual’s history and social context, 
obviously have important implications for how 
paranoia is conceived by clinicians and researchers, 
as is evident in the account of Zeppi discussed ear-
lier. Specifically, although research to be reviewed 
below shows that various cognitive and emotional 
processes contribute to paranoid thinking, it is a 
mistake to assume that these kinds of beliefs never 
have a foundation in real- life events.

Psychological Models of Paranoia
Psychological models of paranoia are of broadly 

three kinds, although they to some extent overlap. 
Some researchers following Maher and Ross (1984) 
have seen paranoid beliefs and delusions in general 
as attempts to construct meaningful explanations 
of anomalous experiences. Others, particularly 
Freeman and his colleagues (Freeman et al., 2002; 
Freeman, 2016), have argued that cognitive abnor-
malities of one kind or another play a direct role 
in generating paranoid beliefs. Still others, notably 
Frith (1992), have proposed that paranoia arises 
from a difficulty in understanding the intentions 
of others. Finally, some researchers, sometimes 
inspired by psychoanalytic theory, for example 
Colby (1977), have argued that paranoid beliefs 
emerge as a dynamic process as a consequence of the 
individual’s attempts to avoid threats to self- esteem 
(Bentall et al., 2001) (sometimes called the paranoia 
as a defense model). These theories have led to rich 
avenues of empirical research, and the literature on 
the psychological mechanisms underlying paranoia 
has grown from a smattering of studies in the 1990s 
to an enormous number today. Hence, the follow-
ing review can only focus on the most widely stud-
ied processes.

Paranoia and Anomalous Experiences
Maher and Ross’s (1984) original formulation 

of the anomalous experience model of delusions 
consisted of two separate propositions: first, that 
delusional beliefs were invariably preceded by expe-
riences which seemed anomalous to the individual 
and, second, that people with delusions did not 
suffer from cognitive abnormalities. Hence delu-
sions were seen as more or less rational attempts to 
explain anomalous experiences. It is important to 
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note that the two parts of this theory (the role of 
anomalous experiences and the idea that reason-
ing is unimpaired in deluded patients) are logically 
independent of each other; one could be true and 
the other remain false.

On the first proposition, Maher cited exam-
ples of patients whose delusions appeared to be 
responses to hallucinatory experiences. Also, factor 
analytic studies have consistently shown that delu-
sions and hallucinations tend to co- occur, with both 
belonging to the positive syndrome of psychosis 
(Safer & Dazzi, 2019). However, this co- occurrence 
might, in principle be caused by shared underlying 
processes, by hallucinations leading to delusions, 
or by delusions leading to hallucinations. The fact 
that delusions often (although not always) precede 
hallucinations during the early stages of psychosis 
(Compton et al., 2012) suggests that the last of 
these pathway is the most likely one, and this expla-
nation for the covariation of the two symptoms is 
supported by the fact that exacerbations in paranoid 
thinking often precede the onset of hallucinations 
in patients’ daily lives (Oorschot et al., 2012) and 
by experimental studies which have shown that 
hallucinatory experiences in patients (Haddock 
et al., 1995; Mintz & Alpert, 1972), people with 
schizotypal traits (Alganami et al., 2017), and even 
ordinary people (Barber & Calverley, 1964) can 
be influenced by simple suggestions (the manipu-
lations of expectancies about what participants 
expected to see or hear). An epidemiological study 
using directed acyclic graphs (a technique that can 
increase the confidence in causal effects, even in 
cross- sectional data) also found support for a path-
way from persecutory beliefs to hallucinations but 
not vice versa (Moffa et al., 2017).

But this does not mean that other kinds of 
anomalous experiences do not play a role in para-
noia. Early studies suggested that paranoid beliefs, 
particularly in elderly patients, are often associated 
with the slow onset of deafness, with the possible 
explanation that hearing loss can prompt individu-
als to believe that those around them are either not 
communicating with them or speaking in whispers 
(Cooper & Curry, 1976). One study claimed to 
induce paranoia in healthy persons by using a hyp-
notic induction to simulate deafness (Zimbardo et 
al., 1981). More convincing are recent epidemio-
logical studies which have also shown an association 
between hearing loss and paranoid beliefs (Stefanis 
et al., 2006; Thewissen et al., 2005).

Several additional recent observations about 
the factors relating to paranoia can also be 

accommodated within the anomalous perception 
model. For example, it may explain the possible role 
of cannabis consumption in paranoid symptoms 
(Freeman et al., 2014). On the assumption that 
sleep disturbance may lead to anomalous perceptual 
experiences, it may also explain the likely associa-
tion between insomnia and paranoia (Freeman et 
al., 2009; Freeman et al., 2011), although the find-
ings from different kinds of sleep investigations have 
been varied, with cross- sectional studies showing a 
more consistent association than sleep interventions 
designed to detect a causal effect (see Barton et al., 
2018, for a review).

One further type of anomalous experience 
that should be considered in this context is disso-
ciation, which is a common consequence of severe 
psychological trauma and involves a disturbance 
in the integration of cognitive functions and emo-
tional processes, leading to a sense of detachment 
from self (depersonalization) and/ or the environ-
ment (derealization) (Dalenberg et al., 2012). It is 
worth noting that these experiences are not dissimi-
lar to the subtle alterations in experience reported 
in phenomenological investigations of delusions, 
for example by Conrad (1958/ 2012). Many stud-
ies have reported that dissociation at least partially 
mediates the relationship between trauma and hal-
lucinations (Pilton et al., 2016; Varese et al., 2011), 
but a recent meta- analysis reported that dissocia-
tion was associated with all of the positive symp-
toms of psychosis, including paranoia (Longden et 
al., 2020).

These findings, of course, do not show that 
anomalous experiences are a necessary condition 
for paranoid beliefs. Nor do they address the second 
proposition in Maher’s model, which is that reason-
ing in deluded patients is normal. In support for this 
claim, Maher cited studies of syllogistic reasoning 
in psychiatric patients, but these are not convincing 
because healthy performance on syllogistic reason-
ing tasks is often poor and because subsequent stud-
ies have revealed many ways in which the reasoning 
of paranoid people appears to be abnormal.

Cognitive Factors and Delusional Beliefs
A number of researchers have attempted to iden-

tify psychological processes that contribute directly 
to paranoid thinking, but much of this work has 
been inspired by a theoretical framework devel-
oped by Freeman and colleagues (Freeman, 2016; 
Freeman et al., 2002). This model encompasses 
Maher’s anomalous perception model to the extent 
that unusual experiences are seen as setting the 
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occasion for the individual to search for the mean-
ing of events, but a number of cognitive deficits and 
emotional biases are hypothesized to shape the expla-
nation eventually arrived at. It attempts to explain 
not only the onset of paranoia as a consequence of 
this interaction between experience and psychologi-
cal biases but also the subsequent maintenance of 
the resulting delusional beliefs by safety (avoid-
ance) behaviors (e.g., avoiding areas where threats 
are thought to be most likely) which prevent the 
individual from discovering new information that is 
contrary to their delusional beliefs (Freeman et al.,  
2007).

One of the most widely studied cognitive 
abnormalities thought to influence delusion for-
mation is known as the jumping to conclusions 
(JTC) bias although it is probably more correctly 
described as a deficit than a bias. This phenom-
enon is usually assessed with the beads in a jar 
task, in which the individual is asked to observe a 
sequence of blue or red beads and decide whether 
they are drawn from a jar with a majority of red 
beads or a jar with a majority of blue beads. After 
each draw, the individual can either make a deci-
sion or ask to see another bead. In early stud-
ies, Huq et al. (1988) and Garety et al. (1991) 
reported that patients with delusions ask to see 
fewer beads before making a decision in compari-
son to controls, and this has been replicated many 
times, including with patients suffering from 
paranoid delusions (Corcoran et al., 2008) and 
with ordinary people with high levels of paranoid 
conviction (Freeman et al., 2008). Several meta- 
analyses have shown that this effect is robustly 
related to psychosis (So et al., 2016) and delusion 
severity (Dudley et al., 2016), although it is prob-
ably not specific to paranoid beliefs.

A second type of reasoning bias which has been 
explored in relation to delusions is the bias against 
disconfirmatory evidence (BADE) effect, which was 
first demonstrated by Woodward et al. (2006). In 
this study, patients with psychosis were asked to rate 
the plausibility of four possible interpretations of 
the events shown in a picture; they were then asked 
to adjust their ratings as pictures with further rel-
evant information were shown to them. A BADE 
was demonstrated by the unwillingness to adjust 
ratings in response to new information that was 
inconsistent with formerly plausible interpretations, 
and this effect was shown to be greatest for patients 
suffering from delusions. This finding has been rep-
licated a number of times, using variations in meth-
odology (e.g., using sentences instead of pictures as 

stimulus material) and in studies with nonclinical 
participants scoring highly on a measure of delusion 
proneness (Woodward et al., 2007; see McLean et 
al., 2016, and Zhu et al., 2018, for meta- analytic 
reviews). In a factor analysis of BADE responses in 
a large group of schizophrenia and bipolar patients, 
Speechley et al. (2012) found that the patients’ per-
formance could be accounted for by two factors: a 
failure to integrate new evidence and a more general 
conservative response bias (a general unwillingness 
to make high ratings); only the former component 
distinguished between deluded and nondeluded 
patients.

Like the JTC bias, the BADE effect is probably 
not specific to paranoid as opposed to other kinds 
of delusional beliefs. An interesting feature of the 
BADE task is that the scenarios are unrelated to 
patients’ delusions and hence the task appears to 
demonstrate a bias in general reasoning. However, 
Woodward et al. (2008) found a BADE effect only 
when schizophrenia patients were provided with 
evidence against strongly held initial beliefs— they 
were as willing to change weakly held initial beliefs 
as controls— and the BADE effect has also been 
shown to modestly predict political dogmatism and 
racial prejudice in healthy people (Bronstein et al., 
2017). Indeed, as noted earlier, similar effects have 
been observed in other studies of political reason-
ing (Taber & Lodge, 2013; Westen et al., 2006). 
Further research is therefore needed to establish the 
extent to which the BADE effect is specific to delu-
sions or also is found in people with other kinds of 
very strongly held beliefs.

Another question that remains unresolved is 
whether the JTC and BADE tasks measure a spe-
cific domain of cognitive functioning or whether 
poor performance on these tasks reflects a more gen-
eral impairment. Several studies have reported that 
performance on the JTC task closely correlates with 
measures of executive function (Bentall et al., 2009; 
Ochoa et al., 2014), and detailed, trial- by- trial anal-
ysis of patients’ responses on the task has shown that 
impaired performance more likely reflects impulsive 
or even random responding rather than a preference 
for making an early decision (Moutoussis et al., 
2011). (In most versions of the task, the first two 
beads are alternative colors so that, at the second 
trial, the patient has no information whatsoever to 
indicate which jar the beads might have been drawn 
from; nonetheless, many patients make a decision 
after the second draw.) Similarly, BADE perfor-
mance has been found to correlate with more gen-
eral cognitive abilities (Eifler et al., 2014).
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Theory of Mind
The term “theory of mind” (ToM) was coined 

in a celebrated paper by the primatologists Premack 
and Woodruff (1978), which asked whether chim-
panzees had an ability to understand the mental 
states of other chimpanzees. This question had 
two consequences. First, it established the slightly 
misleading term (ToM), which ever since has been 
used to refer to the human ability to understand 
the thoughts and feelings of other people. Second, 
it stimulated a vast research literature by cogni-
tive psychologists, comparative psychologists, and 
developmentalists to attempt to understand the 
origins of this ability (Wellman, 2017). An impor-
tant discovery, which created great impetus in this 
respect, was that autistic people suffer from severe 
ToM impairments (Baron- Cohen, 1995; Baron- 
Cohen et al., 1985).

Frith (1994) suggested that ToM impairments 
could explain the paranoid symptoms of psychotic 
patients. The idea behind this hypothesis was that 
individuals who had difficulty in understanding 
the intentions of others might assume those inten-
tions were malign. Frith argued that patients might 
be especially likely to make this assumption if their 
psychotic breakdown had been preceded by a period 
of good mental functioning in which the ability 
to understand the intentions of others was unim-
paired. Several studies appeared to provide support 
for this hypothesis (Corcoran et al., 1995, 1997), 
and ToM impairments have been reported specifi-
cally in paranoid patients (Corcoran et al., 2008). 
In one study, which compared Asperger’s syndrome 
patients (adults with less severe autistic traits) with 
paranoid patients, the two groups were found to 
be comparable on a ToM measure, but only the 
paranoid patients showed an attributional bias (see 
below) (Craig et al., 2004).

However, other studies have reported that 
impaired ToM is associated with a wide range of 
psychotic symptoms, including thought disorder 
(Grieg et al., 2004; Sarfati & Hardy- Bayle, 1999) 
and lack of insight (Langdon et al., 2006). Indeed, 
impaired ToM has been reported in both bipolar 
(Bora et al., 2016) and depressed patients (Bora & 
Berk, 2016) (although, as noted earlier, paranoid 
delusions are sometimes reported by patients in 
both of these groups). A study which divided para-
noid patients between those with and without ToM 
deficits found that the latter scored high on a mea-
sure of social anxiety, suggesting that impaired ToM 
and social anxiety separately contribute to paranoid 
beliefs (Lysaker et al., 2016).

In a recent study using two British epidemiologi-
cal samples, autistic traits assessed using a question-
naire screening instrument were strongly associated 
with not only paranoia but also with all other 
psychotic symptoms with the exception of mania 
(Martinez et al., 2021). This finding is consistent 
with a birth cohort study which found that autistic 
traits in children predicted the development of psy-
chotic (but not specifically paranoid) experiences in 
adolescence (Jones et al., 2012).

A further issue concerns whether ToM deficits in 
psychosis reflect a specific domain of cognition or 
more general deficits; a recent meta- analysis of 91 
studies found strong evidence that the latter is the 
case (Thibaudeau et al., 2020).

Emotional Biases and Paranoid Beliefs
Much of the research on emotional processes in 

relation to paranoia was stimulated by the paranoia 
as a defense model. This model was based on the 
observations by Kaney and Bentall (1989, 1992) 
of abnormalities in the way that paranoid patients 
explained events. Previous research had shown 
that depressed patients tended to make internal 
(self- blaming), stable (the cause was unchange-
able), and global (it affected all areas of life) attri-
butions (explanatory statements) about negative 
events (Abramson et al., 1978). Kaney and Bentall 
found that paranoid patients also made global and 
stable explanations for these kinds of events, but 
their explanations were, by contrast, highly exter-
nal (they attributed the cause to factors other than 
themselves). Subsequent studies showed that these 
external explanations typically implicated other 
actors rather than circumstances (Kinderman & 
Bentall, 1997).

To account for these findings Bentall et al. (1994) 
proposed that this attributional style protected the 
individual from the unpleasant experience of dis-
crepancies between their actual selves (themselves as 
they thought they really were) and their ideal selves, 
thereby maintaining their self- esteem. A subsequent 
iteration of the model (Bentall et al., 2001), made 
to accommodate the distinction between poor me 
and bad me paranoia (Trower & Chadwick, 1995), 
proposed a dynamic process by which the inter-
pretation of events was influenced by current self- 
esteem (someone with low self- esteem should tend 
to attribute a negative event to themselves) but that 
attributions should, in turn, influence future self- 
esteem (an external explanation for a negative event 
would have less psychologically damaging conse-
quences than an internal explanation). This version 
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of the model had the implication that self- esteem 
should be highly unstable in paranoid patients. The 
model also predicted that paranoid patients should 
show discrepancies between implicit (indirect) mea-
sures of self- esteem, which should reveal a negative 
appraisal of the self, and explicit (direct measures), 
which should show a positive appraisal.

An important objection made to the defense 
model is that self- esteem is often low in paranoid 
patients. Indeed, numerous studies have shown 
that paranoia is associated with low self- esteem 
(Bentall, Kinderman, & Moutoussis, 2008) and 
negative beliefs about the self (Fowler et al., 2006), 
and, indeed that, longitudinally, negative beliefs 
about the self predict a poor recovery from para-
noia (Fowler et al., 2012). These findings have been 
supported by a recent meta- analysis (Humphrey et 
al., 2021) although the authors noted that a com-
plication was the effect of depression, which often 
co- occurs with paranoid symptoms. Studies in 
which implicit and explicit measures of self- esteem 
were used have also failed to support the defense 
model (Murphy et al., 2018), although recent 
meta- analyses have supported the prediction of 
an extreme self- serving attributional bias (Müller  
et al., 2021) and also high self- esteem fluctuations  
in paranoid patients (Müller et al., 2021; Murphy 
et al., 2018).

Recently, researchers have begun to investi-
gate whether the emotional negativity found in 
paranoid patients might be associated with more 
general interpersonal processes and specifically 
attachment styles. Bowlby (1969) proposed that 
experiences with caregivers led young children to 
create internal working models of their relation-
ships, which then affected their interactions with 
other people throughout adult life (Mikulincer 
& Shaver, 2007). The internal working models 
of the majority of children— based on their con-
fidence that the caregiver will always be available 
when needed— incorporate a positive model of the 
self, a positive model of others, and the expecta-
tion that others can be trusted. However, insecure 
ways of relating to others were explained in terms 
of two dimensions of insecure attachment: anx-
ious attachment, reflecting negative beliefs about 
the self, need for approval, and fear of rejection, 
and avoidant attachment, reflecting fears about the 
intentions of others and a preference for emotional 
distance.

Bentall and Fernyhough (2008) proposed that 
these styles might explain the relationship between 
early childhood adversity and paranoia. Empirical 

studies of healthy individuals varying in trait para-
noia (Pickering et al., 2008) and patients differ-
ing in the severity of their persecutory delusions 
(Wickham et al., 2015) confirmed that paranoid 
beliefs were associated with both the anxious and 
avoidant styles, a finding that has subsequently been 
replicated by other researchers (see Murphy et al., 
2020, for a meta- analysis). In an experience sam-
pling study, in which patients with persecutory delu-
sions and healthy controls recorded their thoughts 
and feelings up to 10 times a day for 6 days, it was 
also shown that fluctuations in attachment- related 
cognitions predicted changes in paranoid symptoms 
(Sitko et al., 2016).

Several mediators of this relationship have been 
identified, including low self- esteem (Pickering et 
al., 2008; Wickham et al., 2015), fear of power-
ful others, and anticipation of threat (Pickering et 
al., 2008). In a recent study with a large popula-
tion sample, Martinez et al. (2021) asked par-
ticipants to complete measures of attachment and 
self- esteem and also to judge the trustworthiness 
of a series of computer- generated faces that had 
been previously classified as appearing trustwor-
thy or untrustworthy. Signal detection analysis was 
used to distinguish between the general ability to 
discriminate between the two types of faces (sensi-
tivity) and a response bias toward judging the faces 
as untrustworthy. The pathway from both avoidant 
and anxious attachment to paranoia was mediated 
by low self- esteem, but the pathway from avoidant 
attachment to paranoia was also uniquely mediated 
by response bias (but not sensitivity) when making 
the trustworthiness judgments.

Conclusion
Despite some disagreement between the mod-

els, it is striking that there has recently emerged 
a consensus about the psychological origins and 
mechanisms involved in paranoia. First, the con-
tinuum model, although leaving some questions 
unanswered (particularly with regard to some 
unusual phenomenological characteristics of delu-
sional paranoia), has been very fruitful in generat-
ing research and progressing theory development. 
Second, it now clear that paranoid beliefs, like other 
psychotic phenomena, are associated with adverse 
life experiences. Disrupted early attachment rela-
tionships, exposure to harsh environments, victim-
ization by others, the absence of social bonds and 
the sense of belonging are all circumstances that 
create a high risk of paranoid beliefs. Third, a num-
ber of psychological mechanisms that contribute to 
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paranoia have been identified, particularly problems 
in reasoning about sequential information, insecure 
attachment styles, negative beliefs about the self, an 
exaggerated self- serving bias, and (less certainly) an 
impaired ToM.

The four psychological models discussed in 
this chapter differ in the extent to which each of 
these factors is given precedence and also in how 
these mechanisms are thought to interact. Maher 
and Ross’s (1984) anomalous experience model 
has stimulated some important discoveries about 
factors that influence paranoia, but it is clear that 
unusual experiences are not sufficient to explain 
the development of persecutory delusions. Frith’s 
(1994) proposal that impairments of ToM are 
central to paranoia is only very weakly supported 
because ToM deficits do not seem to be specific to 
paranoid symptoms, and some paranoid patients 
have preserved ToM. The remaining two theories, 
the model of Freeman and colleagues (Freeman, 
2016; Freeman et al., 2002) and the defense model 
of Bentall et al. (2001), both emphasize the role of 
cognitive and emotional processes (e.g., difficulties 
in reasoning about sequential information, negative 
beliefs about the self that are related to interpersonal 
vulnerabilities, and insecure attachment styles). Of 
the two models, the model by Freeman and col-
leagues is currently the most strongly supported, 
with some of the predictions arising from the 
defense model (e.g., about discrepancies between 
implicit and explicit self- esteem) lacking empirical 
support.

The development of these psychological mod-
els has emboldened clinical researchers to develop 
psychological interventions for paranoid patients 
who, not many decades ago, were thought to be 
beyond the reach of psychotherapy. As noted ear-
lier, there is evidence that conventional cognitive- 
behavior therapy interventions, in which patients 
are encouraged to evaluate their beliefs and the 
evidence pertaining to them, are modestly effective 
(Mehl et al., 2015; Sitko et al., 2020). However, 
more recent trials have begun to target processes 
and psychological mechanisms which are thought 
to exacerbate paranoid thinking, such as sleep 
abnormalities (Myers et al., 2011) and over- hasty 
reasoning (Garety et al., 2021). In many ways, 
therefore, research on paranoia is a model of how 
clinical psychological science can progress from 
small- scale experimental studies to interventions 
that make a real difference to the lives of vulner-
able people. It is to be hoped that this progress 
will continue in the years ahead.
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 17  Sexual Dysfunction

Cindy M. Meston, Bridget K. Freihart, and Amelia M. Stanton

Sexual problems can be broadly conceptual-
ized as the inability to exhibit a sexual response or 
experience sexual pleasure. For such problems to 
be diagnosed as a sexual dysfunction, the concerns 
need to be further identified as personally distress-
ing. Moreover, two additional morbidity criteria 
were added with release of DSM- 5: (1) the problem 
must be persistent, recurrent and/ or present during 
75– 100% of sexual encounters (i.e., a severity crite-
rion), and (2) the individual must have experienced 
the problem for at least 6 months (i.e., a duration 
criterion). Each sexual dysfunction is subsequently 
categorized as lifelong versus acquired and general-
ized versus situational. A lifelong disorder refers to a 
sexual dysfunction that is chronic and has always 
been present, whereas an acquired disorder refers to a 
sexual dysfunction that developed after an identified 
period of unimpaired function. A generalized sexual 
dysfunction refers to a sexual problem that reliably 
occurs in all contexts; a situational sexual disorder 
refers to a problem that only occurs in certain con-
texts, such as with specific partners, in specific loca-
tions, or while engaging in specific sexual activities. 
These criteria apply, with some minor variation, to 
each sexual dysfunction mentioned in this chapter.

Although individuals may present with a range of 
sexual problems, DSM- 5 recognizes only three major 
categories of sexual dysfunction: interest/ arousal, 
orgasm, and pain. This chapter provides an overview 
of the definition, prevalence, and etiology of each of 
the sexual disorders within these three categories.

Sexual Interest/ Arousal Disorders
Sexual interest, commonly referred to as “desire” 

or “sex drive,” refers to the motivation to engage 
in sexual activity and/ or the feelings that motivate 
a person to seek sexual activity in both partnered 
and individual contexts. Sexual arousal, on the 
other hand, is characterized by readiness for sexual 

activity. Arousal includes physiological changes that 
prepare the body for a sexual interaction (e.g., erec-
tion, vaginal swelling and lubrication), as well as 
cognitive shifts (e.g., experiencing positive mental 
engagement with a sexual stimulus).

Female Sexual Interest/ Arousal Disorder
deFiniTion, diagnosis, and PrevaLence

In DSM- 5, female sexual interest/ arousal disor-
der (FSIAD) is defined as a significantly reduced or 
totally absent sense of sexual interest and/ or arousal. 
To receive a diagnosis, a woman must have three 
of the following six symptoms: absent or reduced 
interest in sexual activity, absent or reduced sexual 
thoughts or fantasies, no or reduced initiation of 
sexual activity, reduced receptivity to a partner’s 
attempts to initiate, absent or reduced sexual excite-
ment or pleasure in almost all or all sexual encoun-
ters, absent or reduced sexual interest/ arousal in 
response to any internal or external sexual cues, 
and absent or reduced genital or nongenital sensa-
tions during sexual activity in all or almost all sexual 
encounters.

Abbreviations
 DE Delayed ejaculation
 ED Erectile disorder
 FOD Female orgasmic disorder
 FSAD Female sexual arousal disorder
 FSIAD Female sexual interest/ arousal 

disorder
 GPPPD Genito- pelvic pain/ penetration 

disorder
 HSDD Hypoactive sexual desire disorder
 MHSDD Male hypoactive sexual desire 

disorder
 PE Premature (early) ejaculation
 PVD Provoked vestibulodynia  
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FSIAD is relatively new to the DSM. DSM- IV- 
TR included separate diagnoses for hypoactive sexual 
desire disorder (HSDD) and female sexual arousal 
disorder (FSAD). HSDD was characterized by the 
lack of desire for sexual activity, whereas FSAD was 
characterized by an inability to maintain or develop 
a sufficient lubrication/ swelling response. The DSM- 5 
Sexual Dysfunctions subworking group chose to com-
bine these disorders, citing a number of studies that 
failed to reliably distinguish between desire and arousal 
in women (Brotto et al., 2009; Graham et al., 2004).

Given that FSIAD is a relatively new diagno-
sis, few prevalence studies on the disorder have 
been published. Available evidence suggests that 
the new morbidity criteria (duration and severity) 
may reduce the number of women who will meet 
diagnostic criteria for FSIAD. A recent probabil-
ity sample found a 1- year prevalence rate of 6.5% 
for interest/ arousal concerns in women, with only 
0.6% of women meeting criteria for the disorder 
when considering the duration and severity criteria 
(Mitchell et al., 2016). Notably, the authors specify 
that their classification only included women who 
reported both interest and arousal problems and 
may thus be a poor proxy for FSIAD prevalence in 
the general population, given that women can meet 
criteria for the disorder by endorsing exclusively 
interest-  or exclusively arousal- related concerns.

To that end, it is important to consider previous 
prevalence estimates for FSAD and HSDD to effec-
tively estimate FSIAD rates. HSDD prevalence rates 
have been estimated to range from 7.3% (Bancroft et 
al., 2003) to 23% (Witting et al., 2008), and FSAD 
has been estimated between 2.6% (Mercer et al., 2003) 
to 28% (Dunn et al., 1999), varying as a function of 
age, cultural background, and reproductive status.

FacTors associaTed wiTh FeMaLe sexuaL  
inTeresT/ arousaL disorder

Research on the etiological factors associated 
with both reduced sexual interest and arousal in 
women is reviewed here. These elements are broken 
down into biological factors (e.g., physical health, 
hormones, medications) and psychological factors 
(e.g., stress, relationships, comorbid mental illness, 
history of sexual abuse).

Biological Factors. With regards to low sexual 
interest, the most commonly discussed biological 
factor is endocrine function. A wide range of stud-
ies have found a close association between hormone 
levels and overall sexual desire. The onset of meno-
pause is closely associated with low sexual desire, in 
part due to decreased ovarian function that, in turn, 

results in decreased estrogen production. Similarly, 
an oophorectomy (i.e., surgical removal of the ova-
ries) results in notable estradiol and testosterone 
decrements that reflect a more prominent risk factor 
for sexual interest concerns than natural menopause, 
particularly among younger women (Dennerstein et 
al., 2006; Leiblum et al., 2006). Conversely, higher 
levels of sexual desire have been found in women 
nearing ovulation (e.g., Diamond & Wallen, 2011; 
Pillsworth et al., 2004), while decreased sexual 
desire follows the chemical suppression of ovarian 
hormones (Schmidt & Rubinow, 2009).

As is the case with sexual interest, there is a close 
link between endocrine function and arousal levels 
in women. In particular, there is evidence to suggest 
that estrogen plays a structural role in tissue func-
tion and may govern blood flow into genital tis-
sue through vasodilatory and vasoprotective effects 
(Sarrel, 1998). Menopause and lactation both result 
in decreased estradiol levels, and both are associ-
ated with reduced blood flow into the vaginal walls 
(and, as a consequence, reduced lubrication) (e.g., 
Graziottin & Leiblum, 2005; Simon, 2011). While 
menopause has been closely associated with reduc-
tions in arousal and lubrication as a function of 
decreased estrogen (Sandhu et al., 2011), there is no 
specific threshold at which one’s level of estrogen is 
sufficient for sexual arousal. It is therefore difficult 
to determine whether estrogen deficiency itself can 
be deemed a cause of sexual arousal problems.

While it is clear that sex hormones, including 
androgens, estrogens, and progestins, impact female 
sexual interest and arousal, questions remain as to 
which of these hormones plays the most critical role 
in sexual function (Sandhu et al., 2011). The struc-
ture and function of the cervix, vagina, labia, and 
clitoris are governed by androgens and estrogens. 
Androgens may be most influential factor impact-
ing levels of sexual desire, as they immediately 
precede estrogen synthesis and thus impact sexual 
desire, mood, and energy (Goldstein et al., 2004). 
Notably, the theory that androgen insufficiency 
causes low sexual desire in women is controversial. 
It was originally thought that androgen depletion 
occurred in response to an age- related decline in 
adrenal and ovarian androgen production. More 
recently, the field has recognized that declines in 
female androgen production begin in the early 20s, 
suggesting a phenomenological decoupling with 
natural menopause (Sandhu et al., 2011).

Interestingly, testosterone is most closely linked 
with solitary sexual desire in women. Whereas 
dyadic sexual desire refers to the desire to be sexual 
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with another person, solitary desire (i.e., the desire 
to engage in sexual activity with or without another 
person) is thought to be a more “true” measure of 
desire as it is less influenced by relational context 
and more responsive to endogenous physiology 
(Van Anders, 2012). Several studies have indicated 
that higher levels of testosterone are associated 
with increased solitary desire, while dyadic desire 
has shown either no association with testosterone 
levels, or in some cases, even a slight negative cor-
relation (Van Anders et al., 2009; Van Anders & 
Gray, 2007). To that end, masturbation— a behav-
ioral index of solitary desire— has been closely 
associated with testosterone levels in women (Van 
Anders, 2012).

Given the evidence for hormonal modula-
tion of female interest and arousal, there has 
been research interest in the relationship between 
oral contraception use and sexual function. Oral 
contraceptives, which include a combination of 
estrogens and progesterone, cause an increase in 
sex hormone- binding globulin (SHBG) levels. 
SHBG, in turn, has been known to lower testos-
terone levels; thus, it is feasible that this decrease 
in testosterone could contribute to lower sexual 
desire in women taking oral contraceptives. 
Research on the relationship between oral con-
traceptives and sexual desire has yielded mixed 
results, and despite the fact that oral contracep-
tives have been shown to decrease androgen levels, 
they have not been consistently associated with 
decreases in sexual desire (Burrows et al., 2012). 
Indeed, a recent meta- analysis found no differ-
ences on various domains of sexual function (i.e., 
desire, orgasm, lubrication, pain) between women 
currently taking oral contraceptives and women 
who were not engaged in oral contraceptive usage 
(Huang et al., 2020). Similarly, when McCall and 
Meston (2006) assessed cues for sexual desire, 
they determined that contraceptive use did not 
influence sexual desire in women with and with-
out sexual desire concerns.

At the same time, other research has found a 
negative association between oral contraceptives 
and sex drive. One study found a significantly 
lower rate of sexual thoughts and interest among 
women taking oral contraceptives compared to 
nonusers (Davison et al., 2008). Similarly, a rela-
tively large- scale study found that oral contracep-
tive users demonstrated notably lower scores on 
the desire subscale of the Female Sexual Function 
Index relative to women who were not currently 
using oral birth control (Wallwiener et al., 2010). 

Importantly, these studies are cross- sectional and 
do not necessarily suggest that oral contracep-
tives play a causal role in decreased desire. It is also 
worth noting that the benefits accompanying oral 
contraceptive use (i.e., reduced fear of pregnancy, 
reduction in menstrual side effects) may serve to 
enhance, rather than inhibit, sexual desire. This 
effect may obscure any possible decrements in sex-
ual desire and arousal that occur as a function of 
testosterone levels.

More recent research suggests that several neu-
rochemical factors may affect both interest and 
arousal concerns. A recent study found two distinct, 
neurologically modulated pathways to FSIAD: (1) 
insensitivity in brain systems associated with sexual 
excitation and (2) a phasic increase in serotonergic 
activity following sexual stimulation, leading to an 
inhibitory response to sexual stimuli (Tuiten et al., 
2018). Relatedly, psychoactive medications that act 
on these brain systems, including antidepressants, 
are implicated in FSIAD. With regards to anti-
depressants specifically, there is a large amount of 
variability in these effects depending on neurotrans-
mitter receptor profiles (Clayton, El Haddad et al., 
2014). The most commonly used antidepressants, 
selective serotonin reuptake inhibitors (SSRIs), 
function by increasing serotonin levels. This pro-
cess increases activation in the serotonin- 2 receptor, 
which confers a variety of sexual side effects in both 
men and women, including decreased desire. More 
modern classes of antidepressants act as antagonists 
at the serotonin- 2 receptor level and are thus linked 
to fewer sexual side effects (Keks et al., 2014). In 
addition to variations in neurotransmitter pro-
files, it is also possible that the sexual side effects 
of antidepressants may differ due to larger genetic 
variations. Clayton and colleagues (2014) suggest 
that future research should seek to examine genetic 
factors associated with antidepressant medication 
usage, including side- effect profiles, to ultimately 
facilitate the advancement of individualized medi-
cine in this area.

Both branches of the autonomic nervous system, 
the sympathetic and the parasympathetic (SNS and 
PNS), have been shown to impact female genital 
arousal specifically. With respect to SNS involve-
ment, norepinephrine (NE) plays an important 
role. The neurotransmitter that facilitates SNS com-
munication, NE increases after exposure to sexu-
ally arousing content (Exton et al., 2000). Strong 
support for the role of the SNS in female sexual 
arousal comes from the spinal cord literature, as 
women with spinal cord injuries in areas associated 
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with sympathetically mediated vasocongestion (i.e., 
between areas T11 and L2) show a lack of lubrica-
tion during sexual arousal (Sipski et al., 1997).

Laboratory studies have also demonstrated the 
role of SNS involvement in female sexual arousal. 
For instance, Meston and colleagues found that 
moderate activation of the SNS using exercise 
(Meston & Gorzalka, 1995, 1996a, 1996b) or 
ephedrine (Meston & Heiman, 1998) facilitates 
genital sexual arousal, whereas genital arousal is 
inhibited by suppression of the SNS (Meston et al., 
1997). Consequently, an optimal level of SNS acti-
vation has been proposed to facilitate genital arousal 
in women (Lorenz et al., 2012). Indeed, Lorenz and 
colleagues found a curvilinear relationship between 
SNS activation and sexual arousal such that moder-
ate increases in SNS activity were associated with 
higher sexual arousal levels, while both very low and 
very high levels of SNS activation were associated 
with lower levels of sexual arousal. Moreover, rest-
ing state heart rate variability (which indexes the 
relative balance of the SNS and the PNS) has been 
identified as risk factor for sexual arousal problems 
(Stanton, Lorenz et al., 2015; Xhyheri et al., 2012). 
Therefore, factors that disrupt normal SNS activity, 
such as stress, may negatively affect women’s sexual 
arousal.

Psychological Factors. Psychosocial factors are 
also implicated in low sexual interest and arousal. 
For instance, relationship duration is a significant, 
negative predictor of sexual desire, even after con-
trolling for related variables including age, relation-
ship satisfaction, and sexual satisfaction (Murray &  
Milhausen, 2012). Other research has examined 
the mechanisms underlying this association, finding 
that married women experience decreases in sexual 
desire accompanying feelings of overfamiliarity in 
their relationships (Sims & Meana, 2010). Sexual 
desire might also be impacted by daily stressors 
(i.e., childrearing, financial stress) and professional 
concerns (i.e., long hours, deadlines), as well as a 
range of partner- level issues. Women who report 
lower levels of intimacy and affection in their rela-
tionships, as well as lower levels of relationship sat-
isfaction overall, also tend to report decreased sexual 
desire. The mechanism driving these associations 
has been theorized to be related to communication, 
as couples who communicate more openly have 
a better forum for learning about their partner’s 
sexual preferences (for a review, see Freihart et al., 
2020). Gender roles also impact sexual function, 
and women who subscribe to traditional gender 
roles may be at greater risk of experiencing sexual 

problems given a decreased sense of sexual agency 
(Nobre & Pinto- Gouveia, 2008).

Societal factors may also impact sexual interest 
and arousal levels in women. Sexual norms differ 
greatly as a function of culture, with broad implica-
tions for sexual function. For instance, women who 
are socialized to believe that sexual desire is shame-
ful frequently report experiences of guilt and shame 
during sex. This pattern may result in lower levels 
of sexual desire and arousal longer- term (Woo et 
al., 2012).

Four distinct clusters of cues for sexual desire 
in women have been reported, including emo-
tional bonding cues (e.g., experiencing emotional 
closeness with a partner), erotic/ explicit cues (e.g., 
watching an erotic film), visual/ proximity cues (e.g., 
being in close proximity to an attractive person), 
and romantic/ implicit cues (e.g., giving or receiv-
ing a massage) (McCall & Meston, 2006). When 
compared to sexually healthy women, women with 
desire concerns report significantly fewer cues in 
each of these domains. Research has also identified 
cues for sexual arousal. When describing their sex-
ual arousal experiences, women with sexual arousal 
problems reported relying less on physiological or 
genital arousal cues (e.g., heart racing, genital lubri-
cation, genital warmth, etc.) and more on external, 
partner, or environmental cues than did women 
without arousal concerns (Handy et al., 2019). 
Perhaps without reliable physiological markers of 
arousal (i.e., lubrication), women with low arousal 
come to depend on their environmental context to 
enhance their sexual experiences.

Sexual interest concerns are frequently comor-
bid with different mental health disorders, includ-
ing social anxiety disorder, obsessive- compulsive 
disorder, panic disorder, and major depressive dis-
order. With regard to depression, the mechanism 
underlying this comorbidity may be rumination 
about negative events. Individuals who present 
with depressive rumination may also maintain an 
exclusive focus on the negative aspects of a sexual 
experience. Moreover, individuals with depres-
sion may interpret negative experiences to stable, 
global causes (Hankin et al., 2005), resulting in 
feelings of hopelessness that could maintain sexual 
dysfunction. Similarly, FSIAD has been linked to 
poor emotion regulation skills, and decrements in 
sexual desire/ arousal may be a function of difficul-
ties in tolerating and reappraising difficult emotions 
(Dubé et al., 2019).

Finally, a history of nonconsensual sexual experi-
ences may contribute to impairments in both sexual 
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desire and arousal in women. Research has found 
that many women with a history of childhood sex-
ual abuse may, in adulthood, come to fear sexual 
intimacy, avoid sexual interactions with a partner, 
and present as less receptive to a partner’s sexual 
approach (Rellini, 2008). Sexual self- schemas, or 
cognitive generalizations about sexual aspects of 
the self (Andersen & Cyranowski, 1994), have been 
shown to differ between women with and without 
a history of childhood sexual abuse (Meston et al., 
2006; Stanton, Boyd et al., 2015). More specifi-
cally, women with histories of nonconsensual sexual 
experiences often view sex as risky or threatening, 
or alternatively, as a central component of overall 
self- worth. Perhaps as a consequence of these sexual 
self- schemas, a high proportion of women with a 
history of childhood sexual abuse engage in risky 
sexual behaviors (e.g., Bensley et al., 2000). It is 
currently unknown whether this pattern of behav-
ior is a reflection of high levels of sexual desire, an 
inability to maintain or enforce physical boundar-
ies, higher levels of sexual compulsivity, emotional 
avoidance, or some combination of the above.

Male Hypoactive Sexual Desire Disorder
deFiniTion, diagnosis, and PrevaLence

Male hypoactive sexual desire disorder 
(MHSDD) is defined in DSM- 5 as persistent or 
recurrently deficient sexual or erotic thoughts, fan-
tasies, and desire for sexual activity. One major shift 
with the release of DSM- 5 is the gender specific-
ity of the disorder; in past editions of the DSM the 
hypoactive sexual desire disorder diagnosis could be 
applied to men or women. Sexual desire and arousal 
problems in women have been collapsed into a sin-
gle diagnostic category in DSM- 5. Other than the 
shift in gender specificity, there are no major dif-
ferences in MHSDD diagnostic criteria between 
DSM- IV- TR and DSM- 5. Only one minor change 
was made: in DSM- IV- TR, hypoactive sexual desire 
disorder required “persistent” low interest in sex, 
whereas DSM- 5 specifies that symptoms must be 
present for at least 6 months.

Men are much more likely to present with erec-
tile disorder (ED) than MSHDD, perhaps due 
to cultural norms portraying men as extremely 
sexually desirous. Men may feel stigmatized when 
reporting symptoms of low sexual desire to health-
care providers, and therefore available prevalence 
estimates may underreport the true prevalence 
rate. Moreover, most epidemiological studies have 
not inquired about the full set of diagnostic crite-
ria for HSDD (i.e., asking about lack of interest in 

sex but not the duration of those concerns or the 
degree to which they are experienced as distress-
ing), making it difficult for researchers to determine 
accurate prevalence rates. One international study 
did examine the prevalence of low sexual interest 
in men over a 2- month period, finding that 14.4% 
of respondents reported a distressing lack of sexual 
desire (Carvalheira et al., 2014). These concerns 
were most common among men aged 30– 39, per-
haps as a consequence of professional or childrear-
ing stressors.

A range of factors predict variation in prevalence 
rates for MHSDD. Self- reported prevalence rates 
vary by region, ranging from 4.8% in the United 
States (Laumann et al., 2009) to 17% in the United 
Kingdom (Mercer et al., 2003). MSHDD preva-
lence may also vary by age, with rates exceeding 
40% in men older than 65 (Fugl- Meyer & Sjogren, 
1999). Rates typically decrease when studies include 
information about the persistence of the problem; 
one study found that 4.8% of men reported an 
occasional lack of sexual desire whereas only 3.3% 
reported a frequent lack of sexual desire (Laumann 
et al., 2009). Finally, rates also vary depending 
on the type of sample (e.g., community vs. clini-
cal). Men in community samples are more likely 
to report desire problems than are men in clini-
cal samples, and reports of desire concerns exceed 
reports of erectile problems (Fugl- Meyer & Sjogren, 
1999; Mercer et al., 2003). Men in clinical settings 
may feel more comfortable talking about erectile 
problems than desire problems, especially if they 
attribute their problems to biological rather than 
psychological mechanisms (Kedde et al., 2011).

FacTors associaTed wiTh MaLe hyPoacTive  
sexuaL desire disorder

Most research to date on the biological factors 
implicated in male sexual desire has focused on hor-
mones and neurological disorders. Psychological 
causes of low sexual desire in men include relation-
ship difficulties and psychopathology.

Biological Factors. Hormonal patterns are often 
associated with male sexual desire concerns. In 
men with intentionally suppressed androgen levels, 
low testosterone is linked to lower levels of sexual 
desire (Bancroft, 2005). Testosterone replacement 
has been shown to increase sexual desire among 
these men, but not among men with normal and/ 
or sufficient androgen levels (Corona, Jannini et 
al., 2011; Isidori et al., 2005; Khera et al., 2011). 
Hypogonadism (i.e., diminished functional activ-
ity of the gonads) has been observed in 3– 7% of 
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men between the ages of 30 and 69 and in 18% of 
men aged 70 and older (Araujo et al., 2007) perhaps 
accounting for age- related declines in sexual inter-
est. Hyperprolactinema (i.e., clinically high levels of 
prolactin) and hypothyroidism have also been asso-
ciated with low sexual desire in men (Carani et al., 
2005; Corona et al., 2004; Corona, Restrelli et al., 
2011; Maggi et al., 2013).

Certain psychoactive medications (e.g., SSRIs, 
selective norepinephrine reuptake inhibitors 
[SNRIs]) have been linked to low sexual interest 
in men (Clayton, El Haddad et al., 2014), as have 
neurological disorders and a range of other medi-
cal conditions. Atypical antidepressants may have 
lower incidence of sexual desire side effects (Clayton 
et al., 2013). With respect to medical conditions, 
one study found that 25% of men with multiple 
sclerosis reported low sexual interest (Lew- Starowicz 
& Rola, 2014). Low sexual desire has also been 
reported among men with inflammatory bowel dis-
ease (IBD), Crohn’s disease, and ulcerative colitis. In 
such cases, decreased desire may be a side effect of 
the medications used to treat conditions like IBD, 
which have a demonstrated impact on testosterone 
levels. This association could also be mediated by 
depression levels; IBD is highly comorbid with 
depression, which may drive observed decreases 
in sexual interest (O’Toole et al., 2014). Coronary 
disease, heart failure, renal failure, and HIV have 
also been associated with low sexual interest in 
men (Bernardo, 2001; Lallemand et al., 2002; 
Meuleman & Van Lankveld, 2005; Toorians et al., 
1997). Further research in this area is warranted, as 
it remains unclear whether decreases in desire are 
due to the conditions themselves, the medications 
used to treat the conditions, and/ or the psychosocial 
stressors that often accompany the conditions.

Psychological Factors. Many psychological factors 
have been associated with low sexual desire in men, 
including relationship concerns, concerns related to 
sexual performance, and comorbid psychopathol-
ogy (e.g., depression, anxiety). In fact, one study 
found that psychosocial symptoms were more pre-
dictive of low sexual interest than were biological 
factors, including hormone levels (Corona et al., 
2004). Interpersonal factors, in particular, have 
been strongly associated with sexual interest. For 
example, men are more likely to experience low sex-
ual desire if their partners also have desire concerns 
(McCabe & Connaughton, 2014). Desire problems 
have also been linked to partner- level factors, such 
as not finding one’s partner attractive and being in 
a relationship for more than 5 years (Carvalheira 

et al., 2014). Individual factors, including men-
tal health concerns, may also compromise sexual 
desire. In a survey of male outpatients seeking treat-
ment for sexual dysfunction, 43% of men reported 
a history of psychiatric symptoms (Corona et al., 
2004). To that end, many studies have highlighted 
the association between depression and low sex-
ual desire (Carvalheira et al., 2014; McCabe & 
Connaughton, 2014; Pastuszak et al., 2013).

Erectile Disorder
deFiniTion, diagnosis, and PrevaLence

ED is defined in DSM- 5 as the recurrent inabil-
ity to achieve an erection, the inability to maintain 
an adequate erection, and/ or a noticeable decrease 
in erectile rigidity during partnered sexual activ-
ity. ED occurs in men of all ages but is most com-
mon among men aged 50 and older. Indeed, while 
only 7% of men between the ages of 18 and 29 
have erectile concerns, almost 20% of men 50 to 
59 endorse such problems (Laumann et al., 1999). 
Feldman and colleagues (1994) found that 10% of 
men under the age of 35 experience ED, compared 
to more than 50% of men over the age of 60. The 
Global Study of Sexual Attitudes and Behaviors 
reported that 18.8% of men over the age of 40 
indicate occasional erectile problems, whereas only 
3.5% report such problems consistently (Laumann 
et al., 2005; Nicolosi et al., 2004).

The prevalence of ED varies as a function of 
several factors other than age. Married men are 
less likely to report erectile problems compared to 
men who have never been married or are divorced 
(Laumann et al., 1999). Men with cardiovascular 
disease, diabetes, and metabolic syndrome are also 
more likely to have ED than are men without these 
diseases (Grover et al., 2006). Relatedly, health fac-
tors such as smoking, obesity, and lack of exercise 
have been linked to higher rates of ED (Rosen et 
al., 2014).

FacTors associaTed wiTh erecTion and erecTiLe 
dysFuncTion

Over the past 30 years, a great deal of research 
has identified a number of key biological and psy-
chological causal mechanisms in ED. Biological 
factors are largely related to changes in blood flow 
to the penis, while psychological factors most com-
monly involve anxiety and negative expectations for 
performance.

Biological Factors. Erection is caused by increased 
blood pressure in the corpora cavernosa, which 
occurs as a function of increased blood inflow and 
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decreased blood outflow. An overwhelming body 
of evidence suggests that the likelihood of ED 
increases with different types of vascular disease, 
such as hyperlipidemia, coronary heart disease, and 
diabetes (e.g. Kirby et al., 2005; Roumeguère et al., 
2003; Seftel et al., 2004). In fact, the link between 
vascular problems and ED is so strong that ED is 
considered an early biomarker of vascular disease, 
especially when it presents in men under the age 
of 40 (Chew et al., 2010; Miner, 2009). To that 
end, some researchers favor conceptualizing ED as 
a vascular disorder rather than a sexual dysfunction 
(Schouten et al., 2008; Thompson et al., 2005).

ED can be caused by other medical conditions 
and procedures, including surgery, diabetes, alco-
holism, infectious diseases (e.g., HIV), and pel-
vic pathologies. Drugs that decrease dopamine or 
reduce testosterone production are also implicated 
in ED. These include antihypertensive medications, 
antipsychotic drugs, anxiolytics, antiandrogens, 
anticholesterol agents, and drugs used to regulate 
heart rate. Conversely, antiparkinsonian medica-
tions increase dopamine and facilitate erection.

Psychological Factors. The sexual tipping point 
model, developed by Perelman in 2009, considers 
sexual function in terms of an individualized arousal 
threshold necessary to experience a sexual response. 
One’s sexual tipping point, according to Perelman, 
is determined by a variety of complex factors that 
span physiological and psychosocial categories. 
Examples of psychosocial issues in men that may 
influence erectile function include performance 
anxiety, guilt and shame resulting from religious 
beliefs, and/ or a history of sexual trauma (Perelman 
& Rowland, 2006; Waldinger & Schweitzer, 2005).

Barlow’s (1986) feedback model of sexual dys-
function elucidates how these psychosocial factors 
work together to maintain ED. Men who experi-
ence anxiety related to their sexual performance 
tend to maintain focus on their own behaviors dur-
ing a sexual encounter, leading to decrements in 
the ability to notice and experience pleasure. This 
pattern, known as spectatoring, serves to increase 
anxiety, which, in turn, inhibits the physiological 
relaxation of smooth muscles that is necessary for 
erection. This pattern then contributes to a nega-
tive mood state that drives future negative expec-
tancies surrounding sexual experiences. Given 
that the result is impaired erectile responding, the 
man’s performance- related fears are confirmed and 
reinforced, leading to an increased likelihood of 
repeating this process in subsequent sexual situa-
tions. In most cases of ED, performance anxiety is 

also present, perhaps because the occurrence— or 
absence— of an erection is visible to both the man 
and his partner, which increases the focus on perfor-
mance. According to Rosen and colleagues (2014), 
men experiencing performance anxiety engage in 
visual or tactile checking of the penis to ensure an 
erection is sustained.

Conversely, men without sexual concerns tend 
to approach sexual situations with positive expec-
tancies and focus more closely on erotic cues. This 
sets the stage for a positive feedback loop: they 
become aroused, are able to obtain and sustain an 
erection, and then approach future sexual situations 
with positive expectations based on experience. 
While spectatoring can be detrimental for sexual 
function at any age, it appears to be particularly 
problematic when young men first begin engaging 
in sexual activity. Given the absence of sexual expe-
rience, young men are particularly vulnerable to the 
influence of negative expectations about erectile 
performance.

Other psychosocial factors can contribute to the 
development and maintenance of ED. According 
to Nobre and Pinto- Gouveia (2006, 2009), men 
are more likely to meet criteria for ED if they (1) 
endorse myths about male sexuality (e.g. “men 
always want to have sex”), (2) view themselves as 
incompetent, and (3) view their sexual problem as 
internal and stable over time. A range of mental 
health conditions, including depression, generalized 
anxiety disorder, obsessive- compulsive disorder, and 
paraphilic disorders, have been linked to ED. Last, 
a survey of college- aged men found that off- label 
Viagra use was correlated with erectile dysfunction 
(Harte & Meston, 2011). This study suggested that 
recreational Viagra use could lead to subsequent 
erectile problems by way of increasing psychological 
dependence on the drug for performance.

Orgasm Disorders
The category of orgasm disorders refers to a 

broad collection of difficulties surrounding the 
presence or absence of orgasm during sexual activ-
ity. Both sexes can experience an inability to achieve 
orgasm. In men, the most frequent presentation is 
premature orgasm, or achieving orgasm too quickly. 
In women, the most common presentation is the 
inability to attain orgasm.

Female Orgasmic Disorder
deFiniTion, diagnosis, and PrevaLence

Female orgasmic disorder (FOD), as defined 
by DSM- 5, refers to a reduced intensity, delay, 
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infrequency, and/ or absence of orgasm. Although 
not formally stated in DSM- 5, the clinical consen-
sus is that as long as a woman can obtain an orgasm 
through some mode— manual stimulation, stimu-
lation with a sex toy, intercourse, or some com-
bination of the above— she does not meet criteria 
for FOD (unless she is distressed by her orgasmic 
response).

Historically, the field has lacked a clear definition 
of female orgasm, making the operationalization of 
FOD difficult. In fact, one study cited more than 25 
distinct definitions of female orgasm proposed by 
different authors (Mah & Binik, 2001). The follow-
ing definition of female orgasm was derived by the 
committee on female orgasm and presented at the 
International Consultation on Urological Diseases 
in Official Relationship with the World Health 
Organization (WHO), in Paris, 2003:

An orgasm in the human female is a variable, 
transient peak sensation of intense pleasure, 
creating an altered state of consciousness, usually 
accompanied by involuntary, rhythmic contractions 
of the pelvic, striated circumvaginal musculature 
often with concomitant uterine and anal contractions 
and myotonia that resolves the sexually- induced 
vasocongestion (sometimes only partially), usually 
with an induction of well- being and contentment. 
(Meston, Levin et al., 2004)

Orgasms are the result of sustained erotic stimu-
lation to both genital and nongenital zones of wom-
en’s bodies, including the clitoris, vagina, other areas 
of the vulva, the breasts, and nipples. Female orgasm 
may also result from fantasy and/ or mental imagery, 
and may occur during sleep, precluding the necessity 
of consciousness for an orgasm to occur. Orgasms 
generally do not occur spontaneously without some 
form of sexual stimulation (either physical or psy-
chological); however, some psychotropic drugs have 
been reported to induce spontaneous orgasms in 
women. Interestingly, women experiencing orgas-
mic difficulties do not typically present with the 
same level of distress that has been reported in men 
with ED. This may be because women, unlike men, 
are able to replicate the appearance of orgasm, thus 
reducing performance- related anxiety concerns.

In the United States, orgasm difficulties are 
the second most common female sexual problem, 
with 22– 28% of women (ages 18– 59) reporting an 
inability to attain orgasm (Laumann et al., 1994). 
More recent research accounting for DSM- 5 mor-
bidity criteria finds that approximately 16.3% of 
women report difficulties with orgasm over the 

past year, but only 1.9% meet diagnostic criteria 
(Mitchell et al., 2016). In particular, young women 
(18– 24 years) have lower rates of orgasm, both with 
a partner and during masturbation, likely owing to 
levels of sexual experience (Laumann et al., 1994; 
Mitchell et al., 2016). Differences in research meth-
odology and diagnostic criteria make it difficult 
to accurately determine prevalence rates for FOD. 
Indeed, in a review of 11 epidemiological studies, 
Graham (2010) found a low- end prevalence rate for 
FOD at 3.5% when DSM- III criteria were used and 
a high rate of 34% when women were simply asked 
whether or not they had difficulties experiencing 
orgasm.

FacTors associaTed wiTh woMen’s orgasM 
and Fod

The female orgasm results from a complex inter-
action of biological, psychological, and cultural pro-
cesses. The most common causes of FOD include 
disturbances to these processes, such as disruptions 
in the SNS response, different types of chronic ill-
ness (particularly spinal cord injury), sexual guilt, 
anxiety, and relationship concerns.

Biological Factors. Impairments in nervous sys-
tem function, endocrine levels, and/ or various 
brain mechanisms involved in female orgasm may 
cause orgasmic dysfunction (Heiman, 2002). With 
respect to the nervous system, studies examining 
blood plasma levels of neurotransmitters before, 
during, and after orgasm suggest that epineph-
rine and norepinephrine levels peak during female 
orgasm (e.g., Exton et al., 2000). Oxytocin levels 
are positively correlated with the subjective inten-
sity of orgasm among orgasmic women, with ele-
vated prolactin levels up to 60 minutes post orgasm 
(for review, see Meston & Frohlich, 2000). Studies 
in humans suggest that the paraventricular nucleus 
of the hypothalamus, an area of the brain that pro-
duces oxytocin, is involved in the orgasmic response 
(McKenna, 1999). Impairments in any of these sys-
tems may lead to FOD.

Medical issues and conditions impacting a wom-
an’s orgasmic ability include damage to the sacral/ 
pelvic nerves, multiple sclerosis, vascular disease, 
Parkinson’s disease, epilepsy, hysterectomy compli-
cations, vulvodynia, hypothalamus- pituitary disor-
ders, kidney disease, fibromyalgia, and sickle- cell 
anemia. Women with spinal cord injuries in the 
sacral region (interfering with the sacral reflex arc 
of the spinal cord) have shown difficulty attain-
ing orgasm (Sipski et al., 2001). This is believed 
to be caused by interference with the vagus nerve, 
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which connects the cervix to the brain (Whipple et 
al., 1996).

Several psychotherapeutic drugs have dem-
onstrated orgasmic side effects in women. For 
instance, drugs that increase serotonergic activity 
(e.g., some antidepressants) or decrease dopami-
nergic activity (e.g., antipsychotics) have been 
shown to decrease, delay, or, in some cases, com-
pletely limit orgasmic capacity (Meston, Levin et 
al., 2004; Graham et al., 2010). Indeed, problems 
with orgasm have been noted in about one- third 
of women who take SSRIs (Stimmel & Gutierrez, 
2006). There is interclass variability, however, in 
that some antidepressants have been associated 
with impaired orgasm more often than others, 
and these differences may be related to the spe-
cific serotonin receptor subtype being activated. 
As noted earlier, drugs that inhibit serotonin 
activity at the serotonin- 2 receptor (e.g., nefazo-
done, cyproheptadine) cause fewer sexual side 
effects in women (for review, see Meston, Levin 
et al., 2004).

It has been reported that an increasing number of 
women believe the structure of their genitalia may 
contribute to difficulties in achieving or maintain-
ing orgasm, leading to an increase in genital plas-
tic surgery, including labiaplasty (reduction of the 
size of the inner labia and the outer labia), vagino-
plasty (rebuilding the vaginal canal and its mucous 
membrane), hymenoplasty (reconstruction of the 
hymen), perineoplasty (tightening or loosening of 
the perineal muscles and the vagina and/ or correct-
ing clinical defects or damages of the vagina and 
the anus), and G- spot augmentation. While a few, 
relatively small studies have indicated that these sur-
geries resulted in increased sexual satisfaction (e.g. 
Goodman et al., 2010), little current evidence sup-
ports the efficacy of these procedures. Furthermore, 
many studies that examined the effects of these sur-
geries failed to (1) use standardized measures to for-
mally assess for sexual dysfunction and (2) include 
control groups. For these reasons, the American 
College of Obstetricians and Gynecologists and 
the Society of Obstetricians and Gynecologists of 
Canada discourage physicians from performing 
genital plastic surgery.

Psychological Factors. Common psychological fac-
tors associated with FOD include sexual guilt, sex-
ual anxiety, childhood loss, and relationship issues 
(for review, see Meston, Hull et al., 2004). Sexual 
guilt may arise from strict adherence to the values 
of Western religions, which sometimes view sexual 
pleasure as sin. This belief can influence orgasmic 

abilities by increasing anxiety and discomfort dur-
ing sex, by distracting a woman from what gives her 
pleasure, and by causing distressing thoughts dur-
ing sexual activity. Conversely, women who initi-
ate sex and/ or are more active participants during 
sexual activity report more frequent orgasms. Their 
active role may allow for finding sexual positions 
that facilitate a greater level of stimulation and plea-
sure. Women who engage in sexual activity, both 
partnered and solo, more frequently report more 
orgasms than women with infrequent sexual activ-
ity. It is likely that women who engage in sex more 
often have a greater knowledge of what gives them 
sexual pleasure and are therefore more likely to 
experience orgasm. Finally, women are more likely 
to have orgasms when in romantic relationships 
that are characterized by a high degree of sexual and 
nonsexual communication (Mallory et al., 2019). 
To that end, women experiencing relationship dis-
cord might be at greater risk for FOD than women 
who are satisfied with their relationships. It is impor-
tant to note that, because only a small percentage of 
women are distressed by their anorgasmia, preva-
lence rates of FOD are low (Graham, 2010).

A range of demographic factors are associated 
with FOD, including age, education, and reli-
gion. Women aged 18– 24 are more likely to report 
orgasm problems, compared to older women, dur-
ing both masturbation and partnered sexual activ-
ity (Laumann et al., 1994). Sexual experience may, 
as a consequence, be important for orgasmic abil-
ity, as might knowledge of one’s body and prefer-
ences. Lower levels of education are associated with 
orgasmic difficulties, even during masturbation. 
Indeed, only 42% of women with a high school 
education report “always or usually” achieving 
orgasm during masturbation, as compared to 87% 
of women with an advanced degree (Laumann et 
al., 1994). It’s possible that more educated women 
hold more liberal views on sexuality and might be 
more likely to center their own pleasure as a goal 
of sexual activity.

There is a negative relationship between high 
religiosity and orgasmic ability in women, such 
that religious belief may lead to experiences of guilt 
during sexual activity. Guilt, in turn, may impair 
orgasm through a number of cognitive mechanisms, 
including distraction. There is also a relationship 
between improved orgasmic ability and decreased 
sexual guilt (Davidson & Moore, 1994). Laumann 
and colleagues (1994) reported that a substantially 
higher proportion (79%) of women with no reli-
gious affiliation endorsed being orgasmic during 
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masturbation compared to women with a religious 
affiliation (53– 67%).

Last, it is possible that overarching societal 
notions of women’s sexuality, including the cultural 
value placed on women’s sexual pleasure, may play a 
role in female orgasmic capacity. Societies that value 
female orgasm have lower incidences of anorgasmia 
than societies that discourage sexual pleasure for 
women (for review, see Meston, Hull et al., 2004). 
Examples of societies that encourage sexual pleasure 
include the Mundugumor of Papua New Guinea 
and the Mangaia of the Cook Islands. Mangaian 
women are taught to have orgasms, with expecta-
tions of multiple female orgasms for each male 
orgasm, and specific attention is paid to mutual 
orgasm. In fact, Mangaian males who are not able 
to give their partners multiple orgasms are socially 
disparaged. At the opposite end of the spectrum are 
societies, such as the Arapesh of Papua New Guinea, 
that assume that women will have no pleasure from 
coitus and that the female orgasm does not exist. 
The Arapesh do not even have a word in their 
language for the female orgasm. It is feasible that 
women in societies that promote women’s sexual 
pleasure are more likely to experiment and there-
fore learn about what facilitates their ability to have 
an orgasm. Moreover, women in such societies may 
be more likely to admit to experiences of orgasm, 
whereas orgasm rates may be underreported in soci-
eties that discourage sexual pleasure.

Delayed Ejaculation
deFiniTion, diagnosis, and PrevaLence

As defined by DSM- 5, delayed ejaculation (DE) 
is a persistent difficulty or inability to achieve orgasm 
despite the presence of adequate desire, arousal, and 
stimulation. Most commonly, the term refers to a 
condition in which a man is unable to orgasm with 
his partner, even though he is able to achieve and 
maintain an erection. Typically, men with DE are 
able to ejaculate during masturbation or sleep.

Importantly, men experiencing retrograde ejacu-
lation do not meet the diagnostic criteria for DE. 
Retrograde ejaculation occurs when the ejacula-
tory fluid travels backward into the bladder rather 
than forward through the urethra. It may result 
from prostate surgery complications or as a side 
effect of certain medications (e.g., anticholinergic 
drugs), and, in some cases, men may be unaware 
that this phenomenon can account for lack of vis-
ible ejaculate.

There is clinical consensus that DE is both the 
least common of the male sexual dysfunctions and 

also the least understood. A key concern often 
associated with DE— and frequently missed by 
clinicians— is that partnered sexual activity may 
not be as sexually stimulating as masturbation. 
Stimulation techniques used during masturbation 
(e.g., pushing the penis against different objects, 
rolling the penis between one’s hands), may create 
an intense sense of friction that is otherwise elusive 
during sexual activity with a partner. In addition, 
masturbation often contains a strong fantasy com-
ponent, which may also be challenging to maintain 
when engaging in partnered intercourse.

Prevalence rates of DE in the literature are gen-
erally low, usually below 3% (e.g., Christensen et 
al., 2011; Líndal & Stefànsson, 1993; Perelman 
& Rowland, 2006). Researchers have suggested 
that, over time, the rate of DE will rise as a func-
tion of age- related ejaculatory decline (Perelman, 
2003) and widespread use of SSRIs (Georgiadis et 
al., 2007), which have been implicated in increased 
ejaculation latency.

The term “delay” in delayed ejaculation inher-
ently suggests a normative amount of time from the 
start of sexual activity to ejaculation. In fact, only 
one study has addressed this question. Waldinger 
and Schweitzer (2005) measured intravaginal 
latency time in 500 heterosexual couples cross- 
culturally. The median time to orgasm was 5.4 
minutes, the mean was 8 minutes, and the standard 
deviation was 7.1 minutes. Though these values 
are empirically interesting, it is noteworthy that 
DSM- 5 diagnostic criteria for DE do not include 
any objective measures of latency, which makes 
it challenging to determine overall prevalence. 
Furthermore, it is possible that some men may have 
unrealistic latency- to- orgasm expectations and may 
thus unfairly consider their ejaculation patterns to 
be delayed.

FacTors associaTed wiTh deLayed ejacuLaTion
Delayed ejaculation is associated with a number 

of biological and psychological factors. Biological 
factors include damage to nerve pathways that facil-
itate ejaculation, chronic medical conditions, and, 
potentially, age. Psychological etiologies of the dis-
order span from insufficient stimulation to assorted 
manifestations of “psychic conflict.”

Biological Factors. When men ejaculate, nerve 
impulses on sympathetic fibers travel through the 
sympathetic ganglia and peripheral pelvic nerves, 
causing the efferent release of semen and closure of 
the bladder neck (Segraves, 2010). While damage to 
any of these pathways may compromise ejaculation, 
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spinal cord injury is the most common nerve- related 
cause of DE.

Several chronic medical conditions, including 
multiple sclerosis and diabetes, are correlated with 
DE (Perelman & Rowland, 2006; Waldinger & 
Schweitzer, 2005). Ejaculatory delay may also be 
caused by short- term, reversible medical conditions 
(e.g., prostate infection, urinary tract infection, sub-
stance use) and psychopharmacological agents (e.g., 
antipsychotics, antidepressants; Segraves, 2010).

There is conflicting evidence regarding the effect 
of age on ejaculatory function (Segraves, 2010). 
DE is more common in older males (Perelman & 
Rowland, 2006), and the disorder may be related 
to low penile sensitivity, which is itself associated 
with aging (Paick et al., 1998; Rowland, 1998). On 
the other hand, low penile sensitivity is not usually 
the primary cause of DE (Perelman, 2014). Rather, 
individual variability in the sensitivity of the ejacu-
latory reflex, which is exacerbated with age, may be 
driving the relationship between age and DE.

Psychological Factors. Althof (2012) reviewed 
the four leading psychological theories of DE. 
The first focuses on insufficient mental or physi-
cal stimulation (Masters & Johnson, 1970). Men 
with DE experience less sexual arousal than men 
without the disorder and therefore may have a 
diminished ability to experience penile sensations 
(Rowland et al., 2004). A lack of proper ambiance 
or environmental cues for sexual arousal may also 
contribute to insufficient mental stimulation (Shull 
& Sprenkle, 1980).

The second theory posits that DE is caused by 
a high frequency of masturbation or by a unique, 
idiosyncratic masturbatory style that differs greatly 
from the physical stimulation that occurs during 
partnered intercourse (Althof, 2012; Perelman, 
2005; Perelman & Rowland, 2006). A large dispar-
ity may exist between the sensations that men with 
DE experience when masturbating to a specific fan-
tasy and the sensations that they experience during 
sex with a partner.

A third theory centers on the idea of “psychic 
conflict” as the root cause of DE. While this theory 
was more common in the early stages of psycho-
logical treatment, some psychodynamically ori-
ented therapists still conceptualize the disorder in 
these terms. Examples of psychic conflict include 
anxiety related to loss of self (due to loss of semen), 
fear that ejaculation may hurt the partner, fear of 
impregnating the partner, and guilt from strict 
religious upbringing (Friedman, 1973; Ovesey & 
Meyers, 1968).

The fourth and final theory suggests that DE 
may be masking the presence of a desire disorder. 
In this case, the male may be overly concerned 
with pleasing his partner and, even when he is not 
aroused, may seek to ejaculate (Apfelbaum, 1989).

Premature (Early) Ejaculation
deFiniTion, diagnosis, and PrevaLence

Premature (early) ejaculation (PE) is defined in 
DSM- 5 as a persistent or recurrent pattern of ejacu-
lation occurring during partnered sexual activity 
within approximately 1 minute following vaginal 
penetration. The diagnosis only applies to individu-
als who ejaculate before they would like to. Although 
the diagnosis may be applied to those who engage 
in nonvaginal sexual intercourse, specific duration 
criteria for such activities have not been established.

In recent years, there has been considerable 
disagreement about the definition, nature, and 
even the name of the disorder. The DSM- 5 Sexual 
Dysfunctions sub- work group changed the name of 
the disorder from “premature ejaculation” to “pre-
mature (early) ejaculation,” as some considered the 
existing name to be pejorative. Researchers have 
also argued that the time to ejaculation after pen-
etration criterion is overly simplistic and may limit 
scientific understanding of the condition (Metz et 
al., 1997). Others have suggested that PE might not 
warrant the term “dysfunction,” indicating that the 
disorder should probably not be of clinical concern 
unless it is extreme (Hong, 1984).

Owing in part to a lack of universally accepted 
diagnostic criteria, varying prevalence rates been 
reported. Importantly, there are currently no pub-
lished epidemiological studies that assess the preva-
lence of PE as defined in DSM- 5. However, many 
studies have assessed the prevalence of PE con-
cerns. For instance, Masters and Johnson (1970) 
identified PE as one of the most common male 
sexual dysfunctions. According to Laumann and 
colleagues (1994), PE is the most common sexual 
disorder in men, with approximately 30% of men 
in the United States reporting the condition in the 
previous year. Unlike ED, this condition has been 
estimated to affect younger men more so than older 
men. As many as 40% of men under 40 years of 
age and only 10% of men over age 70 have been 
estimated to experience premature (early) ejacula-
tion (Corona et al., 2004). When the intravaginal 
ejaculation latency time criterion is used (i.e., ejacu-
lation occurring within 1 minute of penetration), 
however, prevalence rates are much lower, usually 
around 1– 3% (Althof et al., 2010). High rates of 
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comorbidity are reported for PE and ED, with 
about one- third of men who suffer from PE also 
experiencing ED (Corona et al., 2004).

FacTors associaTed wiTh PreMaTure (earLy) 
ejacuLaTion

Causal factors have been identified for both 
normal and premature ejaculation. Historically, PE 
has been considered to be a psychological problem; 
however, recent research has implicated different 
biological systems in the development and mainte-
nance of the disorder.

Biological Factors. During sperm emission, the 
first stage of ejaculation, sperm moves from the 
epididymis into the vas deferens. This process is 
generated by the SNS, which controls the con-
traction of smooth muscles. Following sperm 
emission, the individual has the subjective experi-
ence that ejaculation is “inevitable,” known as the 
“point of inevitable ejaculation.” Rhythmic con-
tractions occur in the striate muscles surrounding 
the spongious tissue, the cavernous tissue, and in 
the pelvic floor, causing ejaculation to occur. The 
subjective experience of orgasm is normally asso-
ciated with the contractions of the striate muscles. 
In most men, emission, ejaculation, and orgasm 
are interconnected. For a small portion of men, 
however, these phenomena are independent. For 
example, some men train themselves to have the 
subjective experience of orgasm without ejacula-
tion, while some men with PE experience emis-
sion without ejaculation.

The precise cause of PE is unknown, but the 
most promising biological etiologies include mal-
function of the serotonin receptors, genetic predis-
position, and disruptions of the endocrine system. 
Waldinger, Berendson, and colleagues (1998) noted 
that, in rodents, activation of one serotonin receptor 
speeds up ejaculation, while activation of another 
serotonin receptor delays ejaculation. It is plausible, 
then, that men with symptoms of the disorder may 
have disturbances in central serotonergic neuro-
transmission, which could result in a lower thresh-
old for sexual stimulation (Waldinger, 2007). PE 
may also be influenced by genetic predispositions. 
In first- degree male relatives of Dutch men with 
lifelong PE, researchers found a high prevalence of 
PE (Waldinger, Rietschel et al., 1998). Similarly, a 
genetic study of Finnish male twins indicated that 
genetics account for 28% of the variance in PE (Jern 
et al., 2007). Recent research has confirmed the role 
of the endocrine system in the control of the ejacula-
tory reflex. Carani and colleagues (2005) found that 

50% of men with hyperthyroidism also had PE. In 
addition to testosterone and prolactin, the hormone 
thyrotropin has been shown to play an independent 
role in the control of ejaculatory function (Corona, 
Jannini et al., 2011; Maggi et al., 2013).

Psychological Factors. One of the primary causes 
and maintaining factors of PE may be anxiety. 
Althof (2014) explained that the term “anxiety” is 
characterized by three different mental phenomena 
related to PE. First, anxiety may refer to a phobic 
response, such as fear of the vaginal canal. Similarly, 
one may have an affective response, such as nega-
tive feelings toward one’s partner as a function of 
anxiety. Finally, anxiety may indicate performance 
concerns, such that a preoccupation with poor sex-
ual performance leads to decrements in sexual func-
tion and increased avoidance of sexual situations. 
Therefore, anxiety may have a reciprocal relation-
ship with PE; that is, performance anxiety may lead 
to problems with early ejaculation, which may then 
lead to performance anxiety (Althof et al., 2010). 
Despite the sound theoretical underpinnings, labo-
ratory studies have generally not shown significant 
differences in levels of anxiety reported by men with 
and without PE.

Additionally, early learned experiences and a lack 
of sensory awareness may be important psychologi-
cal factors contributing to PE. Masters and Johnson 
(1970) examined case histories of men with PE and 
found that many had early sexual experiences dur-
ing which they felt nervous and rushed. According 
to Masters and Johnson, these men learned to asso-
ciate sex and sexual performance with speed and 
discomfort. Kaplan (1989) considered lack of sen-
sory awareness to be the immediate cause of PE. She 
believed that men with PE fail to develop sufficient 
awareness of their own level of arousal.

Sexual Pain Disorders
The DSM- IV- TR included two sexual pain dis-

orders, dyspareunia and vaginismus. The DSM- 5 
Sexual Dysfunctions sub- work group combined 
these two disorders into genito- pelvic pain/ pen-
etration disorder (GPPPD). In DSM- IV- TR, dys-
pareunia was defined as genital and/ or pelvic pain, 
whereas vaginismus referred to an involuntary 
spasm or tightening of the pelvic muscles. The 
merging of dyspareunia and vaginismus emphasizes 
the multidimensional nature of genital pain, partic-
ularly in women. Mental health professionals, when 
confronted with a patient with any of these condi-
tions, should make sure that the condition is fully 
assessed by a gynecologist or urologist.
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Genito- Pelvic Pain/ Penetration Disorder
deFiniTion, diagnosis, and PrevaLence

In DSM- 5, GPPPD is defined as persistent or 
recurrent difficulties with one or more of the fol-
lowing: (1) vaginal penetration during intercourse; 
(2) vulvovaginal or pelvic pain during vaginal inter-
course or attempts at penetration; (3) fear or anxi-
ety about vulvovaginal or pelvic pain in anticipation 
of, during, or as a result of vaginal penetration; and 
(4) tightening or tensing of the pelvic floor muscles 
during attempted vaginal penetration.

GPPPD was established, in part, in response to 
arguments made by Binik (2010a), who questioned 
the logic of maintaining two separate sexual pain 
diagnoses for women, given the high rates of comor-
bidity between painful sex and difficulties with pen-
etration. The overlap between these two concerns 
is notable, with one study finding that 72.4% of 
women with vaginismus reported symptoms of 
dyspareunia and 47.7% of women with dyspareu-
nia reported symptoms of vaginismus (Peixoto & 
Nobre, 2013).

There has also been some larger debate regard-
ing the conceptualization of GPPPD, with some 
considering whether GPPPD should be considered 
a pain disorder that interferes with sexual activ-
ity or a sexual dysfunction characterized by pain 
(Kingsberg & Knudson, 2011). Evidence for the 
pain conceptualization comes from studies that 
suggest nonpelvic chronic pain is associated with 
chronic genito- pelvic pain (Paterson et al., 2009). 
As more research is needed to answer these ques-
tions, the DSM- 5 Sexual Dysfunctions sub- work 
group decided to maintain the status of GPPPD as 
a sexual dysfunction.

In addition to the collapsing of dyspareunia and 
vaginismus, another important change with the 
release of DSM- 5 was the exclusion of men from a 
sexual pain diagnosis. The DSM- IV- TR diagnosis 
of dyspareunia applied to both males and females. 
Due to a lack of empirical studies, male dyspareu-
nia has been excluded from GPPPD diagnostic 
criteria (Bergeron et al., 2014). There is, however, 
evidence to suggest that men do occasionally suf-
fer from localized or generalized pain during sexual 
activity, with prevalence estimates between 5% 
and 15% (Clemens, 2005). To address this type of 
pain, researchers have coined the term “urological 
chronic pelvic pain syndrome” (UCPPS), which 
applies only to men but is not included in DSM- 
5 (Shoskes et al., 2009). Davis and colleagues 
(2011) found that the patterns of sensitivity and 
pelvic floor muscle function observed in men with 

UCPPS are notably similar to those of women 
with GPPPD.

GPPPD is frequently comorbid with sexual 
arousal problems in women. The genital changes 
that occur when women become physiologically 
aroused (i.e., swelling, lubrication of the genitals) 
facilitate penetrative intercourse. In the absence 
of these physiological sexual readiness cues, inter-
course can result in friction, tearing, and overstimu-
lation of genital tissue, leading to sexual pain. As 
a consequence, some have theorized that a lack of 
genital arousal may be a key antecedent to sexual 
pain symptoms.

GPPPD is new to DSM- 5 and thus prevalence 
estimates are limited. One small Iranian sample 
yielded a prevalence rate of 10.5% among mar-
ried women living in Tehran (Alizadeh et al, 2019). 
These rates may not, however, be generalizable at 
the population level. Prevalence estimates do exist 
for dyspareunia and vaginismus. Rates of dyspa-
reunia range from 2% to 7% in general (Peixoto 
& Nobre, 2013), from 6.5% to 45% in older 
women (van Lankveld et al., 2010), and from 14% 
to 34% in younger women (van Lankveld et al., 
2010). Prevalence rates for vaginismus are reported 
to be 5– 6.6% (Fugl- Meyer et al., 2013; ter Kuile 
& Reissing, 2014). Notably, higher rates of pain-
ful sexual intercourse have been observed in clini-
cal settings (Nobre & Pinto- Gouveia, 2008) and 
in countries where arranged marriages, polygamy, 
and/ or widow inheritance are common (Amidu 
et al., 2010; Yasan et al., 2009). Some women are 
at increased risk of genito- pelvic pain after giving 
birth (Rosen & Pukall, 2016), with 10% of women 
reporting postpartum genito- pelvic pain (Paterson 
et al., 2009). Additional risk factors for GPPPD 
include poor health, lower education, low family 
income, high stress, more frequent emotional prob-
lems, and the presence of urinary tract symptoms.

FacTors associaTed wiTh geniTo- PeLvic Pain/ 
PeneTraTion disorder

Correlates of sexual pain in women include a 
number of medical conditions, as well as anxiety 
about sexual activity. When sex is painful, research 
suggests that women may develop anxiety related to 
sexuality that subsequently maintains the pain asso-
ciated with GPPPD.

Biological Factors. Genital pain is generally cat-
egorized as superficial or deep. Superficial pain may 
result from a dermatological disorder or another 
medical condition that impacts the genitalia (e.g., 
vaginal atrophy, anatomical variations, urinary tract 
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infections, injury, and other diseases and infections 
of the vulva). Conversely, deep pain more com-
monly results from uterine fibroids, endometriosis, 
urinary disease, and/ or ovarian disease (for review, 
see Schultz et al., 2005). Sexual pain has also been 
observed following pelvic radiation and chemo-
therapy (Fugl- Meyer et al., 2013; Kingsberg & 
Knudson, 2011).

At the superficial level, one of the major etiologi-
cal factors for pain is a biological disorder known 
as provoked vestibulodynia (PVD; formerly vulvar 
vestibulitis syndrome). PVD is characterized by a 
sharp, burning pain experienced to any touch or 
pressure on the vulvar vestibule, a region that falls 
between the inner labia minora, the frenulum of 
the clitoris, and the lower portion of the vaginal 
opening (Pukall et al., 2005). This condition can 
be diagnosed by a gynecologist by probing the area 
with a cotton swab to assess evoked pain sensations. 
PVD may be related to a history of yeast infections 
and hormonal events in adolescence, including the 
early onset of menstruation and use of oral contra-
ceptives (Farmer et al., 2011; Pukall et al., 2005). 
Another potential cause of superficial genital pain 
is vulvovaginal atrophy, or the deterioration/ reduc-
tion of flexibility and lubrication in vaginal tissue, 
naturally co- occuring with menopause. The vaginal 
symptoms reported by premenopausal women with 
PVD and postmenopausal women with vulvovagi-
nal atrophy are markedly similar (Kao et al., 2008).

One major hypothesized pathway to GPPPD 
involves the sensitization of neurons in the spinal 
cord and parts of the brain. It has been theorized 
that intense or abrasive stimulation of peripheral 
tissue during physical trauma may sensitize neurons 
that bring information about pain to receptive cen-
ters in the brain. As a result, the sensitized neurons 
will activate in response to less stimulation, or in 
some cases, in absence of simulation, resulting in 
pain from little to no touch. Indeed, women with 
this kind of genital pain also frequently report geni-
tal pain during nonsexual situations (Binik, 2010a).

Other etiological factors associated with deep 
genital pain include uterine fibroids, urinary diseases 
such as uterine retroversion and uterine myomas, 
ovarian diseases such as ovarian remnant syndrome, 
adenomyosis, endometriosis, pelvic congestion syn-
drome, levator and muscle myalgia, and IBS.

Little research has focused on the biological 
factors associated with vaginal spasms during sex-
ual penetration, though some have suggested that 
these involuntary spasms of the pelvic floor muscles 
may be due to genital malformations and/ or poor 

general pelvic muscle control (ter Kuile & Reissing, 
2014). As with genital pain, high rates of provoked 
PVD have been reported among women diagnosed 
with vaginal spasms (Binik, 2010b). Experts in sex-
ual pain have suggested that the vaginal spasms may 
be a physiological response to intense pain during 
penetration; that is, the vaginal spasm could be the 
body’s automatic physical reaction to protect itself 
from anticipated pain.

Psychological Factors. Marked fear of pain and 
consequent anxiety with sexual activity have been 
proposed as both symptoms of and etiological 
mechanisms for sexual pain. Women with genital 
pain exhibit a selective attentional bias toward pain 
stimuli compared to controls, and genital pain is 
associated with state and trait anxiety as well as fear 
of pain (Payne et al., 2005). Women with genital 
pain also tend to fear sexual interactions, and they 
show more phobic anxiety of sexual activity than 
sexually healthy women. It may be that after sexual 
pain has been experienced initially, anxiety about 
sexual activity maintains the pain by increasing 
hypervigilance toward pain cues. Evidence supports 
this pathway: one study found that women with 
PVD displayed an attentional bias toward pain- 
related stimuli on an emotional stressor task com-
pared to matched control women without PVD 
(Payne et al., 2005). Unsurprisingly, women with 
sexual pain are also more likely to have negative 
attitudes toward sexuality compared with women 
without pain.

GPPPD is far more common in women with 
histories of abuse. Indeed, one study found that 
women who experience sexual pain are 4.1 times 
more likely to have abuse histories (Harlow & 
Stewart, 2005), and vaginal spasms have been asso-
ciated with a history of abuse (Reissing et al., 2004). 
Moreover, fear of physical abuse has been linked to 
genital pain (Landry & Bergeron, 2011).

Associations between depression and genital 
pain are frequently noted in the literature, although 
longitudinal studies have not observed a direct rela-
tionship (Schultz et al., 2005). It is feasible that 
women with depression are more likely to attend 
to pain in general and sexual pain in particular, but 
there is no evidence that depression causes pain or 
vice versa. It is more likely that this association is 
mediated by relationship satisfaction. Negative cog-
nitions such as “My partner will leave me,” “I am a 
failure as a woman,” and “I must be tearing inside” 
are commonly reported by women with sexual pain. 
Women with genital pain report more pain when 
their relational distress increases, an indication that 
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sexual pain may be partially associated with negative 
feelings between or toward partners. Consequently, 
recent research has argued for a dyadic conceptu-
alization of GPPPD, such that GPPPD should be 
viewed as a disorder that is frequently maintained 
in the context of relationships and therefore must 
be treated with relational factors in mind (Rosen & 
Bergeron, 2019).

With respect to vaginal spasms, women who 
experience vaginal spasms report greater anxiety 
symptom severity. It is unclear, however, whether 
anxiety is a cause or consequence of such spasms 
(Schultz et al., 2005). Lower rates of positive atti-
tudes toward one’s sexuality have been observed in 
women who experience spasms during sexual pen-
etration (Reissing et al., 2004). It is possible that a 
lack of positive beliefs about one’s sexuality may cre-
ate a negative feedback loop, discouraging a woman 
from seeking out and experiencing positive sexual 
interactions and contributing to avoidance of sexual 
activity.

Conclusion and Future Directions
In summary, it is apparent that both biologi-

cal and psychosocial factors play a prominent role 
in the etiology of sexual dysfunctions in men and 
women, and, as such, both sets of factors must be 
carefully considered in both assessment and treat-
ment. The multidimensionality of sexuality calls for 
assessment and treatment strategies that account for 
all of the potential dimensions at play when an indi-
vidual experiences a sexual problem.

All forms of sexual dysfunction occur in the 
context of a person’s life. Consideration of that 
context, especially relational factors, can be used 
to guide treatment recommendations. Importantly, 
only a few of the sexual dysfunctions mentioned 
here have been formally conceptualized in a dyadic 
way, owing in part to a historical paucity of couples- 
based research. Despite this empirical gap, it is likely 
that each sexual problem outlined in the DSM is 
highly influenced by one’s interpersonal context. 
Relational factors that should be attended to in the 
context of treatment include overall relational satis-
faction, comfort with one’s partner, perceptions of 
a partner’s expectations, patterns of sexual and non-
sexual communication, and partner attentiveness in 
the context of a sexual encounter.

Similarly, effective treatment for sexual dys-
function may depend, in many cases, on effec-
tive psychoeducation. Misinformation related to 
sexual dysfunction abounds, particularly in an age 

with widespread exposure to Internet pornogra-
phy. Individuals may, for example, self- diagnose 
a sexual dysfunction based on faulty information 
(i.e., believing one has ED when only engaging in 
sex in the context of alcohol use). While it remains 
extremely important to develop effective treatment 
strategies for sexual dysfunctions, ameliorating 
sexual problems may begin with more widespread 
access to scientifically sound information.

Taken together, it is evident that the future of 
the field will feature a large degree of multidisci-
plinary collaboration— among psychologists, psy-
chiatrists, gynecologists, urologists, and primary 
care physicians— to continue to develop and refine 
research on the nature and treatment of sexual 
problems.

References
Alizadeh, A., Farnam, F., Raisi, F., & Parsaeian, M. (2019). 

Prevalence of and risk factors for genito- pelvic pain/ penetra-
tion disorder: A population- based study of Iranian women. 
Journal of Sexual Medicine, 16(7), 1068– 1077.

Althof, S. E. (2012). Psychological interventions for delayed 
ejaculation/ orgasm. International Journal of Impotence 
Research, 24, 131– 136.

Althof, S. E. (2014). Treatment of premature ejaculation: 
Psychotherapy, pharmacotherapy, and combined therapy. In 
Y. M. Binik & K. S. K. Hall (Eds.), Principles and practice of 
sex therapy, 5th ed. (pp. 112– 137). Guilford.

Althof, S. E., Abdo, C. H. N., Dean, J., Hackett, G., 
McCabe, M., McMahon, C. G., . . . Tan, H. M. (2010). 
International society for sexual medicine’s guidelines for 
the diagnosis and treatment of premature ejaculation. 
Journal of Sexual Medicine, 7(9), 2947– 2969. doi:10.1111/ 
j.1743- 6109.2010.01975.x

Amidu, N., Owiredu, W. K. B., Woode, E., Addai- Mensah, O., 
Quaye, L., Alhassan, A., & Tagoe, E. A. (2010). Incidence 
of sexual dysfunction: A prospective survey in Ghanaian 
females. Reproductive Biology and Endocrinology, 8, 106. 
doi:10.1186/ 1477- 7827- 8- 106

Andersen, B. L., & Cyranowski, J. M. (1994). Women’s sexual 
self- schema. Journal of Personality and Social Psychology, 
67(6), 1079– 1100.

Apfelbaum, B. (1989). The diagnosis and treatment of retarded 
ejacualtion. In S. R. Leiblum & R. C. Rosen (Eds.), Principles 
and practice of sex therapy: Update for the 1990s (pp. 168– 
206). Guilford.

Araujo, A. B., Esche, G. R., Kupelian, V., O’Donnell, A. B., 
Travison, T. G., Williams, R. E., . . . McKinlay, J. B. (2007). 
Prevalence of symptomatic androgen deficiency in men. 
Journal of Clinical Endocrinology and Metabolism, 92(11), 
4241– 4247. doi:10.1210/ jc.2007- 1245

Bancroft, J. (2005). The endocrinology of sexual arousal. Journal 
of Endocrinology, 186(3), 411– 27. doi:10.1677/ joe.1.06233

Bancroft, J., Loftus, J., & Long, J. S. (2003). Distress about sex: 
A national survey of women in heterosexual relationships. 
Archives of Sexual Behavior, 32(3), 193– 208. doi:10.1023/ 
A:1023420431760

 

 



Sexual  dySfunCt ion 419

Barlow, D. H. (1986). Causes of sexual dysfunction: The role 
of anxiety and cognitive interference. Journal of Consulting 
and Clinical Psychology, 54(2), 140– 148. doi:10.1037/ 
0022- 006X.54.2.140

Bensley, L. S., Van Eenwyk, J., & Simmons, K. W. (2000). 
Self- reported childhood sexual and physical abuse and adult 
HIV- risk behaviors and heavy drinking. American Journal 
of Preventive Medicine, 18(2), 151– 158. doi:10.1016/ 
S0749- 3797(99)00084- 7

Bergeron, S., Rosen, N. O., & Pukall, C. F. (2014). Genital pain 
in women and men: It can hurt more than your sex life. In 
Kathryn S. K. Hall & Yitzchak Binik (Eds.), Principles and 
practice of sex therapy (pp. 159– 176). Guilford.

Bernardo, A. (2001). Sexuality in patients with coronary dis-
ease and heart failure. Herz, 26(5), 353– 359. doi:10.1007/ 
PL00002038

Binik, Y. M. (2010a). The DSM diagnostic criteria for dys-
pareunia. Archives of Sexual Behavior, 39(2), 292– 303. 
doi:10.1007/ s10508- 009- 9563- x

Binik, Y. M. (2010b). The DSM diagnostic criteria for vaginis-
mus. Archives of Sexual Behavior, 39(2), 278– 291.

Brotto, L. A., Heiman, J. R., & Tolman, D. L. (2009). Narratives 
of desire in mid- age women with and without arousal diffi-
culties. Journal of Sex Research, 46(5), 387– 398. doi:10.1080/ 
00224490902792624

Burrows, L. J., Basha, M., & Goldstein, A. T. (2012). The effects 
of hormonal contraceptives on female sexuality: A review. 
Journal of Sexual Medicine, 9(9), 2213– 2223. doi:10.1111/ 
j.1743- 6109.2012.02848.x

Carani, C., Isidori, A. M., Granata, A., Carosa, E., Maggi, 
M., Lenzi, A., & Jannini, E. A. (2005). Multicenter study 
on the prevalence of sexual symptoms in male hypo-  and 
hyperthyroid patients. Journal of Clinical Endocrinology and 
Metabolism, 90(12), 6472– 6479. doi:10.1210/ jc.2005- 1135

Carvalheira, A., Traeen, B., & Štulhofer, A. (2014). Correlates of 
men’s sexual interest: A cross- cultural study. Journal of Sexual 
Medicine, 11(1), 154– 164. doi:10.1111/ jsm.12345

Chew, K.- K., Finn, J., Stuckey, B., Gibson, N., Sanfilippo, F., 
Bremner, A., . . . Jamrozik, K. (2010). Erectile dysfunc-
tion as a predictor for subsequent atherosclerotic cardio-
vascular events: Findings from a linked- data study. Journal 
of Sexual Medicine, 7(1 Pt 1), 192– 202. doi:10.1111/ 
j.1743- 6109.2009.01576.x

Christensen, B. S., Grønbaek, M., Osler, M., Pedersen, B. V, 
Graugaard, C., & Frisch, M. (2011). Sexual dysfunctions 
and difficulties in Denmark: Prevalence and associated 
sociodemographic factors. Archives of Sexual Behavior, 40(1), 
121– 132.

Clayton, A. H., Croft, H. A., & Handiwala, L. (2014). 
Antidepressants and sexual dysfunction: Mechanisms and 
clinical implications. Postgraduate Medicine, 126(2), 91– 99. 
doi:10.3810/ pgm.2014.03.2744

Clayton, A. H., El Haddad, S., Iluonakhamhe, J.- P., Ponce 
Martinez, C., & Schuck, A. E. (2014). Sexual dysfunction 
associated with major depressive disorder and antidepressant 
treatment. Expert Opinion on Drug Safety, 13(10), 1361– 
1374. doi:10.1517/ 14740338.2014.951324

Clayton, A. H., Kennedy, S. H., Edwards, J. B., Gallipoli, S., 
& Reed, C. R. (2013). The effect of vilazodone on sexual 
function during the treatment of major depressive dis-
order. Journal of Sexual Medicine, 10(10), 2465– 2476. 
doi:10.1111/ jsm.12004

Clemens, J. Q., Meenan, R. T., Rosetti, M. C. K., Gaos, S. Y., & 
Calhoun, E. A. (2005). Prevalence and incidence of intersti-
tial cystitis in a managed care population. Journal of Urology, 
173(1), 98– 102.

Corona, G., Jannini, E. A., Lotti, F., Boddi, V., De Vita, G., 
Forti, G., . . . Maggi, M. (2011). Premature and delayed 
ejaculation: Two ends of a single continuum influenced by 
hormonal milieu. International Journal of Andrology, 34(1), 
41– 48. doi:10.1111/ j.1365- 2605.2010.01059.x

Corona, G., Petrone, L., Mannucci, E., Ricca, V., Balercia, G., 
Giommi, R., . . . Maggi, M. (2004). The impotent couple: 
Low desire. International Journal of Andrology, 28(s2), 46– 
52. doi:10.1111/ j.1365- 2605.2005.00594.x

Corona, G., Rastrelli, G., & Maggi, M. (2011). Update in testos-
terone therapy for men (CME). Journal of Sexual Medicine, 
8(3), 639– 654. doi:10.1111/ j.1743- 6109.2010.02200.x

Davidson, J. K., & Moore, N. B. (1994). Guilt and lack of 
orgasm during sexual intercourse: Myth versus reality among 
college women. Journal of Sex Education and Therapy, 20(3), 
153– 174.

Davis, S. N., Morin, M., Binik, Y. M., Khalifé, S., & Carrier, 
S. (2011). Use of pelvic floor ultrasound to assess pelvic 
floor muscle function in urolgocial chronic pelvic pain 
syndrome in men. Journal of Sexual Medicine, 8(11), 
3173– 3180.

Davison, S. L., Bell, R. J., LaChina, M., Holden, S. L., & Davis, 
S. R. (2008). Sexual function in well women: Stratification 
by sexual satisfaction, hormone use, and menopause status. 
Journal of Sexual Medicine (5), 1214– 22.

Dennerstein, L., Koochaki, P., Barton, I., & Graziottin, 
A. (2006). Hypoactive sexual desire disorder in meno-
pausal women: A survey of Western European women. 
Journal of Sexual Medicine, 3, 212– 222. doi:10.1111/ 
j.1743- 6109.2006.00215.x

Diamond, L. M., & Wallen, K. (2011). Sexual minority 
women’s sexual motivation around the time of ovulation. 
Archives of Sexual Behavior, 40(2), 237– 246. doi:10.1007/ 
s10508- 010- 9631- 2

Dubé, J. P., Corsini- Munt, S., Muise, A., & Rosen, N. O. 
(2019). Emotion regulation in couples affected by female 
sexual interest/ arousal disorder. Archives of Sexual Behavior, 
48(8), 2491– 2506.

Dunn, K. M., Croft, P. R., & Hackett, G. I. (1999). Association 
of sexual problems with social, psychological, and physical 
problems in men and women: A cross sectional popula-
tion survey. Journal of Epidemiology and Community Health, 
53(3), 144– 8.

Exton, N. G., Chau Truong, T., Exton, M. S., Wingenfeld, 
S. a., Leygraf, N., Saller, B., . . . Schedlowski, M. (2000). 
Neuroendocrine response to film- induced sexual arousal in 
men and women. Psychoneuroendocrinology, 25(2), 187– 199. 
doi:10.1016/ S0306- 4530(99)00049- 9

Farmer, M. A., Taylor, A. M., Bailey, A. L., Tuttle, A. H., 
MacIntyre, L. C., Milagrosa, Z. E., . . . Mogil, J. S. 
(2011). Repeated vulvovaginal fungal infections cause 
persistent pain in a mouse model of vulvodynia. Science 
Translational Medicine, 3(101), 101ra91. doi:10.1126/ 
scitranslmed.3002613

Feldman, H. A., Goldstein, I., Hatzichristou, D. G., Krane, R. 
J., & McKinlay, J. B. (1994). Impotence and its medical and 
psychosocial correlates: Results of the Massachusetts Male 
Aging Study. Journal of Urology, 151(1), 54– 61.



Major Cl in iCal  SyndroMeS420

Freihart, B. K., Sears, M. A., & Meston, C. M. (2020). Relational 
and interpersonal predictors of sexual satisfaction. Current 
Sexual Health Reports, 1– 7.

Friedman, M. (1973). Success phobia and retarded ejaculation. 
American Journal of Psychotherapy (27), 78– 84.

Fugl- Meyer, A., & Sjogren, K. (1999). Sexual disabilities, prob-
lems and satisfaction in 18- 74 year old Swedes. Scandinavian 
Journal of Sexuality, 2, 79.

Fugl- Meyer, K. S., Bohm- Starke, N., Damsted Petersen, C., 
Fugl- Meyer, A., Parish, S., & Giraldi, A. (2013). Standard 
operating procedures for female genital sexual pain. Journal 
of Sexual Medicine, 10(1), 83– 93.

Georgiadis, J. R., Reinders, A. A. T. S., Van der Graaf, F. H. C. 
E., Paans, A. M. J., & Kortekaas, R. (2007). Brain activa-
tion during human male ejaculation revisited. Neuroreport, 
18(6), 553– 7.

Goldstein, I., Traish, A., & Kim, N. (2004). The role of sex ste-
roid hormones in female sexual function and dysfunction. 
Clinical Obstetrics and Gynecology, 47(2), 471– 416.

Goodman, M. P., Placik, O. J., Benson, R. H., Miklos, J. R., 
Moore, R. D., Jason, R. A., . . . Gonzalez, F. (2010). A large 
multicenter outcome study of female genital plastic surgery. 
Journal of Sexual Medicine, 7(4), 1565– 77.

Graham, C. A. (2010). The DSM diagnostic criteria for female 
orgasmic disorder. Archives of Sexual Behavior, 39(2), 
256– 270.

Graham, C. A., Sanders, S. A., Milhausen, R. R., & Mcbride, K. 
R. (2004). Turning on and turning off: A focus group study 
of the factors that affect women’s sexual arousal. Archives of 
Sexual Behavior, 33(6), 527– 538.

Graziottin, A., & Leiblum, S. R. (2005). Biological and psycho-
logical pathophysiology of female sexual dysfunction during 
the menopausal transition. Journal of Sexual Medicine, 2(3), 
134– 146.

Grover, S. A., Lowensteyn, I., Kaouache, M., Marchand, S., 
Coupal, L., DeCarolis, E., . . . Defoy, I. (2006). The preva-
lence of erectile dysfunction in the primary care setting: 
Importance of risk factors for diabetes and vascular disease. 
Archives of Internal Medicine, 166, 213– 219.

Handy, A. B., Stanton, A. M., & Meston, C. M. (2019). What 
does sexual arousal mean to you? Women with and without 
sexual arousal concerns describe their experiences. Journal of 
Sex Research, 56(3), 345– 355.

Hankin, B. L., Fraley, R. C., & Abela, J. R. Z. (2005). Daily 
depression and cognitions about stress: Evidence for a 
traitlike depressogenic cognitive style and the prediction 
of depressive symptoms in a prospective daily diary study. 
Journal of Personality and Social Psychology, 88(4), 673– 85.

Harlow, B. L., & Stewart, E. G. (2005). Adult- onset vulvodynia 
in relation to childhood violence victimization. American 
Journal of Epidemiology, 161(9), 871– 880.

Harte, C. B., & Meston, C. M. (2011). Recreational use of 
erectile dysfunction medications and its adverse effects on 
erectile function in young healthy men: The mediating role 
of confidence in erectile ability. Journal of Sexual Medicine, 
9(7), 1852– 1859.

Heiman, J. R. (2002). Sexual dysfunction: Overview of pre-
valance, etiological factors, and treatments. Journal of Sex 
Research, 39(1), 73– 78.

Hong, L. K. (1984). Survival of the fastest: On the origin of pre-
mature ejaculation. Journal of Sex Research, 20(2), 109– 122.

Huang, M., Li, G., Liu, J., Li, Y., & Du, P. (2020). Is there an 
association between contraception and sexual dysfunction 

in women? A systematic review and meta- analysis based on 
female sexual function index. Journal of Sexual Medicine, 
(17)10, 1942– 1955.

Isidori, A. M., Giannetta, E., Gianfrilli, D., Greco, E. A., 
Bonifacio, V., Aversa, A., . . . Lenzi, A. (2005). Effects of 
testosterone on sexual function in men: Results of a meta- 
analysis. Clinical Endocrinology, 63(4), 381– 394.

Jern, P., Santtila, P., Witting, K., Alanko, K., Harlaar, N., 
Johansson, A., . . . Sandnabba, K. (2007). Premature and 
delayed ejaculation: Genetic and environmental effects in a 
population- based sample of Finnish twins. Journal of Sexual 
Medicine, 4(6), 1739– 1749.

Kao, A., Binik, Y. M., Kapuscinski, A., & Khalifé, S. (2008). 
Dyspareunia in postmenopausal women: A critical review. 
Pain Research and Management, 13(3), 243– 254.

Kaplan, H. S. (1989). How to overcome premature ejaculation. 
Brunner/ Mazel.

Kedde, H., Donker, G., Leusink, P., & Kruijer, H. (2011). The 
incidence of sexual dysfunction in patients attending Dutch 
general practitioners. International Journal of Sexual Health, 
23(4), 269– 277.

Keks, N. A, Hope, J., & Culhane, C. (2014). Management of 
antidepressant- induced sexual dysfunction. Australasian 
Psychiatry: Bulletin of Royal Australian and New Zealand 
College of Psychiatrists, 22(6), 525– 528.

Khera, M., Bhattacharya, R. K., Blick, G., Kushner, H., Nguyen, 
D., & Miner, M. M. (2011). Improved sexual function with 
testosterone replacement therapy in hypogonadal men: Real- 
world data from the Testim Registry in the United States 
(TRiUS). Journal of Sexual Medicine, 8(11), 3204– 3213.

Kingsberg, S. A., & Knudson, G. (2011). Female sexual disor-
ders: Assessment, diagnosis, and treatment. CNS Spectrums, 
16(2), 49– 62.

Kirby, M., Jackson, G., Simonsen, U., Primary, H., Surgery, 
T., Road, N., . . . Thomas, S. (2005). Endothelial dysfunc-
tion links erectile dysfunction to heart disease. International 
Journal of Clinical Practie, 59(February), 225– 229.

Lallemand, F., Salhi, Y., Linard, F., Giami, A., & Rozenbaum, 
W. (2002). Sexual dysfunction in 156 ambulatory HIV- 
infected men receiving highly active antiretroviral therapy 
combinations with and without protease inhibitors. Journal 
of Acquired Immune Deficiency Syndromes (1999), 30(2), 
187– 190.

Landry, T., & Bergeron, S. (2011). Biopsychosocial factors asso-
ciated with dyspareunia in a community sample of adoles-
cent girls. Archives of Sexual Behavior, 40(5), 877– 889.

Laumann, E. O., Glasser, D. B., Neves, R. C. S., & Moreira, 
E. D. (2009). A population- based survey of sexual activ-
ity, sexual problems and associated help- seeking behavior 
patterns in mature adults in the United States of America. 
International Journal of Impotence Research, 21(3), 171– 178.

Laumann, E. O., Michael, R. T., Gagnon, G. H., & Kolata, G. 
(1994). Sex in America: Definitive survey. Little, Brown and 
Company.

Laumann, E. O., Nicolosi, A., Glasser, D. B., Paik, A., Gingell, 
C., Moreira, E., & Wang, T. (2005). Sexual problems 
among women and men aged 40– 80 y: Prevalence and 
correlates identified in the global study of sexual attitudes 
and behaviors. International Journal of Impotence Research, 
17(1), 39– 57.

Laumann, E. O., Paik, A., Rosen, R. C., & Page, P. (1999). 
Sexual dysfunction in the United States. Journal of the 
American Medical Association, 281(6), 537– 545.



Sexual  dySfunCt ion 421

Leiblum, S. R., Koochaki, P. E., Rodenberg, C. A, Barton, I. P., 
& Rosen, R. C. (2006). Hypoactive sexual desire disorder 
in postmenopausal women: US results from the Women’s 
International Study of Health and Sexuality (WISHeS). 
Menopause (New York, N. Y.), 13(1), 46– 56.

Lew- Starowicz, M., & Rola, R. (2014). Sexual dysfunctions and 
sexual quality of life in men with multiple sclerosis. Journal 
of Sexual Medicine, 11(5), 1294– 1301.

Líndal, E., & Stefànsson, J. G. (1993). The lifetime prevalence 
of psychosexual and dysfunction among 55- 57- year- olds 
in Iceland. Social Psychiatry and Psychiatry Epidemiology, 
28(2), 91– 95.

Lorenz, T. A., Harte, C. B., Hamilton, L. D., & Meston, C. M. 
(2012). Evidence for a curvilinear relationship between sym-
pathetic nervous system activation and women’s physiologi-
cal sexual arousal. Psychophysiology, 49(1), 111– 117.

Maggi, M., Buvat, J., Corona, G., Guay, A., & Torres, L. O. 
(2013). Hormonal causes of male sexual dysfunctions and 
their management (hyperprolactinemia, thyroid disorders, 
GH disorders, and DHEA). Journal of Sexual Medicine, 
10(3), 661– 677.

Mah, K., & Binik, Y. M. (2001). The nature of human orgasm: 
A critical review of major trends. Clinical Psychology Review, 
21(6), 823– 856.

Mallory, A. B., Stanton, A. M., & Handy, A. B. (2019). Couples’ 
sexual communication and dimensions of sexual function: A 
meta- analysis. Journal of Sex Research, 56(7), 882– 898.

Masters, W. H., & Johnson, V. E. (1970). Human sexual inad-
equacy. Little, Brown and Company.

McCabe, M. P., & Connaughton, C. (2014). Psychosocial fac-
tors associated with male sexual difficulties. Journal of Sex 
Research, 51(1), 31– 42.

McCall, K. M., & Meston, C. M. (2006). Cues resulting 
in desire for sexual activity in women. Journal of Sexual 
Medicine, 3(5), 838– 852.

McKenna, K. E. (1999). Orgasm: Encyclopedia of reproduction, 3, 
528– 531. Academic Press.

Mercer, C. H., Fenton, K. A, Johnson, A. M., Wellings, K., 
Macdowall, W., McManus, S., . . . Erens, B. (2003). Sexual 
function problems and help seeking behaviour in Britain: 
National probability sample survey. BMJ (Clinical Research 
Ed.), 327(7412), 426– 427.

Meston, C. (2006). Female orgasmic disorder: Treatment strat-
egies and outcome results. Women’s Sexual Function and 
Dysfunction: Study, Diagnosis, and Treatment. https:// www.
taylor fran cis.com/ books/ mono/ 10.1201/ 978036 7800 123/ 
women- sex ual- funct ion- dysf unct ion- susan- davis- abd ulma 
ged- tra ish- irwin- goldst ein- cindy- mes ton

Meston, C. M., & Frohlich, P. F. (2000). The neurobiology 
of sexual function. Archives of General Psychiatry, 57(11), 
1012– 1030.

Meston, C. M., & Gorzalka, B. B. (1995). The effects of sym-
pathetic activation on physiological and subjective sexual 
arousal in women. Behavior Research and Therapy, 33(6), 
651– 664.

Meston, C. M., & Gorzalka, B. B. (1996a). Differential effects 
of sympathetic activation on sexual arousal in sexually dys-
functional and functional women. Journal of Abnormal 
Psychology, 105(4), 582– 591.

Meston, C. M., & Gorzalka, B. B. (1996b). The effects of imme-
diate, delayed, and residual sympathetic activation on sexual 
arousal in women. Behavior Research and Therapy, 34(2), 
143– 148.

Meston, C. M., Gorzalka, B. B., & Wright, J. M. (1997). 
Inhibition of subjective and physiological sexual arousal in 
women by clonidine. Psychosomatic Medicine, 59, 339– 407.

Meston, C. M., & Heiman, J. R. (1998). Ephedrine- activated 
physiological sexual arousal in women. Archives of General 
Psychiatry, 55(7), 652– 6.

Meston, C. M., Hull, E., Levin, R. J., & Sipski, M. (2004). 
Disorders of orgasm in women. Journal of Sexual Medicine, 
1(1), 66– 68.

Meston, C. M., Levin, R. J., Sipski, M. L., Hull, E. M., & 
Heiman, J. R. (2004). Women’ s orgasm. Annual Review of 
Sex Research, 15, 173– 257.

Meston, C. M., Rellini, A. H., & Heiman, J. R. (2006). 
Women’s history of sexual abuse, their sexuality, and sexual 
self- schemas. Journal of Consulting and Clinical Psychology, 
74(2), 229– 36.

Metz, M. E., Pryor, J. L., Nesvacil, L. J., Abuzzahab Sr, F., & 
Koznar, J. (1997). Premature ejaculation: A psychophysio-
logical review. Journal of Sex & Martial Therapy, 23(1), 3– 23.

Meuleman, E. J. H., & Van Lankveld, J. J. D. M. (2005). 
Hypoactive sexual desire disorder: An underestimated 
condition in men. BJU International, 95(3), 291– 296. 
doi:10.1111/ j.1464- 410X.2005.05285.x

Miner, M. M. (2009). Erectile dysfunction and the “win-
dow of curability”: A harbinger of cardiovascular events. 
Mayo Clinic Proceedings, 84(2), 102– 104. doi:10.1016/ 
S0025- 6196(11)60815- X

Mitchell, K. R., Jones, K. G., Wellings, K., Johnson, A. M., 
Graham, C. A., Datta, J., . . . Field, N. (2016). Estimating 
the prevalence of sexual function problems: The impact of 
morbidity criteria. Journal of Sex Research, 53(8), 955– 967.

Murray, S. H., & Milhausen, R. R. (2012). Sexual desire and 
relationship duration in young men and women. Journal 
of Sex & Marital Therapy, 38(1), 28– 40. doi:10.1080/ 
0092623X.2011.569637

Nicolosi, A., Laumann, E. O., Glasser, D. B., Moreira, E. D., 
Paik, A., & Gingell, C. (2004). Sexual behavior and sexual 
dysfunctions after age 40: The global study of sexual atti-
tudes and behaviors. Urology, 64(5), 991– 997. doi:10.1016/ 
j.urology.2004.06.055

Nobre, P. J., & Pinto- Gouveia, J. (2008). Cognitive and emo-
tional predictors of female sexual dysfunctions: Preliminary 
findings. Journal of Sex & Martial Therapy, 34(4), 325– 342.

Nobre, P. J., & Pinto- Gouveia, J. (2009). Cognitive schemas 
associated with negative sexual events: A comparison of 
men and women with and without sexual dysfunction. 
Archives of Sexual Behavior, 38(5), 842– 51. doi:10.1007/ 
s10508- 008- 9450- x

O’Toole, A., Winter, D., & Friedman, S. (2014). Review article: 
The psychosexual impact of inflammatory bowel disease 
in male patients. Alimentary Pharmacology & Therapeutics, 
39(10), 1085– 1094. doi:10.1111/ apt.12720

Ovesey, L., & Meyers, H. (1968). Retarded ejaculation: 
Psychodynamics and psychotherapy. American Journal of 
Psychotherapy (22), 185– 201.

Paick, J. S., Jeong, H., & Park, M. S. (1998). Penile sensitivity 
in men with premature ejaculation. International Journal of 
Impotence Research, 10(4), 247– 250.

Pastuszak, A. W., Badhiwala, N., Lipshultz, L. I., & Khera, M. 
(2013). Depression is correlated with the psychological and 
physical aspects of sexual dysfunction in men. International 
Journal of Impotence Research, 25(5), 194– 199. doi:10.1038/ 
ijir.2013.4

https://www.taylorfrancis.com/books/mono/10.1201/9780367800123/women-sexual-function-dysfunction-susan-davis-abdulmaged-traish-irwin-goldstein-cindy-meston
https://www.taylorfrancis.com/books/mono/10.1201/9780367800123/women-sexual-function-dysfunction-susan-davis-abdulmaged-traish-irwin-goldstein-cindy-meston
https://www.taylorfrancis.com/books/mono/10.1201/9780367800123/women-sexual-function-dysfunction-susan-davis-abdulmaged-traish-irwin-goldstein-cindy-meston
https://www.taylorfrancis.com/books/mono/10.1201/9780367800123/women-sexual-function-dysfunction-susan-davis-abdulmaged-traish-irwin-goldstein-cindy-meston
http://doi:10.1016/S0025-6196(11)60815-X%22
http://doi:10.1016/S0025-6196(11)60815-X%22


Major Cl in iCal  SyndroMeS422

Paterson, L. Q., Davis, S. N., Khalifé, S., Amsel, R., & Binik, Y. 
M. (2009). Persistent genital and pelvic pain after childbirth. 
Journal of Sexual Medicine, 6(1), 215– 221.

Payne, K. A., Binik, Y. M., Amsel, R., & Khalifé, S. (2005). 
When sex hurts, anxiety and fear orient attention towards 
pain. European Journal of Pain, 9(4), 427– 436. doi:10.1016/ 
j.ejpain.2004.10.003

Peixoto, M., & Nobre, P. (2013). Prevalence of female sexual 
problems in Portugal: A community- based study. Journal of 
Sexual Medicine, 10, 394. doi:10.1001/ jama.281.6.537

Perelman, M. (2003). Sex coaching for physicians: Combination 
treatment for patient and partner. International Journal of 
Impotence Research, 15 (Suppl 5), S67– 74. doi:10.1038/ 
sj.ijir.3901075

Perelman, M. A. (2005). Idiosyncratic masturbation patterns: 
A key unexplored variable in the treatment of retarded 
ejaculation by the practicing urologist. Journal of Urology, 
173(4), 340.

Perelman, M. A. (2009). The sexual tipping point: A mind/ body 
model for sexual medicine. Journal of Sexual Medicine, 6(3), 
629– 632.

Perelman, M. A. (2014). Delayed ejaculation. In Y. M. Binik & 
K. S. Hall (Eds.), Principles and practice of sex therapy, 5th 
ed. Guilford.

Perelman, M. A., & Rowland, D. L. (2006). Retarded ejacula-
tion. World Journal of Urology, 24(6), 645– 652. doi:10.1007/ 
s00345- 006- 0127- 6

Pillsworth, E. G., Haselton, M. G., & Buss, D. M. (2004). 
Ovulatory shifts in female sexual desire. Journal of Sex 
Research, 41(1), 55– 65. doi:10.1080/ 00224490409552213

Pukall, C. F., Payne, K. A., Kao, A., Khalifé, S., & Binik, Y. 
M. (2005). Dyspareunia. Handbook of Sexual Dysfunction. 
In R. Balon and R. T. Segraves (Eds.), Handbook of Sexual 
Dysfunctions. Taylor & Francis.

Reissing, E. D., Binik, Y. M., Khalifé, S., Cohen, D., & 
Amsel, R. (2004). Vaginal spasm, pain, and behavior: An 
empirical investigation of the diagnosis of vaginismus. 
Archives of Sexual Behavior, 33(1), 5– 17. doi:10.1023/ 
B:ASEB.0000007458.32852.c8

Rellini, A. (2008). Review of the empirical evidnece for a theoret-
ical model to understand the sexual problems of women with 
a history of CSA. Journal of Sexual Medicine, 5(1), 31– 46.

Rosen, N. O., & Bergeron, S. (2019). Genito- pelvic pain 
through a dyadic lens: Moving toward an interpersonal emo-
tion regulation model of women’s sexual dysfunction. Journal 
of Sex Research, 56(4– 5), 440– 461.

Rosen, R. C., Miner, M. M., & Wincze, J. P. (2014). Erectile 
dysfunction: Integration of medical and psychological 
approaches. In Y. M. Binik & K. S. K. Hall (Eds.), Principles 
and practice of sex therapy, 5th ed. (pp. 61– 88). Guilford.

Rosen, N. O., & Pukall, C. (2016). Comparing the preva-
lence, risk factors, and repercussions of postpartum genito- 
pelvic pain and dyspareunia. Sexual Medicine Reviews, 4(2), 
126– 135.

Roumeguère, T., Wespes, E., Carpentier, Y., Hoffmann, P., & 
Schulman, C. (2003). Erectile dysfunction is associated with 
a high prevalence of hyperlipidemia and coronary heart dis-
ease risk. European Urology, 44(3), 355– 359. doi:10.1016/ 
S0302- 2838(03)00306- 3

Rowland, D. L. (1998). Penile sensitivity in men: A composite of 
recent findings. Urology, 52(6), 1101– 1105.

Rowland, D. L., Keeney, C., & Slob, A. K. (2004). Sexual 
response in men with inhibited or retarded ejaculation. 

International Journal of Impotence Research, 16(3), 270– 274. 
doi:10.1038/ sj.ijir.3901156

Sandhu, K. S., Melman, A., & Mikhail, M. S. (2011). Impact 
of hormones on female sexual function and dysfunction. 
Female Pelvic Medicine & Reconstructive Surgery, 17(1), 8– 16. 
doi:10.1097/ SPV.0b013e318204491f

Sarrel, P. M. (1998). Ovarian hormones and vaginal blood flow: 
Using laser doppler velocimetry to measure effects in a clini-
cal trial of post- menopausal women. International Journal of 
Impotence Research, 10(Suppl 2), S91– S93.

Schmidt, P. J., & Rubinow, D. R. (2009). Sex hormones 
and mood in the perimenopause. Annals of the New 
York Academy of Sciences, 1179, 70– 85. doi:10.1111/ 
j.1749- 6632.2009.04982.x

Schouten, B. W. V, Bohnen, a M., Bosch, J. L. H. R., Bernsen, R. 
M. D., Deckers, J. W., Dohle, G. R., & Thomas, S. (2008). 
Erectile dysfunction prospectively associated with cardio-
vascular disease in the Dutch general population: Results 
from the Krimpen Study. International Journal of Impotence 
Research, 20(1), 92– 99. doi:10.1038/ sj.ijir.3901604

Schultz, W. W., Basson, R., Binik, Y. M., Eschenbach, D., 
Wesselmann, U., & Van Lankveld, J. (2005). Women’s 
sexual pain and its management. J Sex Med, 2(i), 301– 316. 
doi:10.1111/ j.1743- 6109.2005.20347.x

Seftel, A. D., Sun, P., & Swindle, R. (2004). The preva-
lence of hypertension, hyperlipidemia, diabetes mel-
litus and depression in men with erectile dysfunction. 
Journal of Urology, 171(6), 2341– 2345. doi:10.1097/ 
01.ju.0000125198.32936.38

Segraves, R. T. (2010). Considerations for diagnostic criteria for 
erectile dysfunction in DSM V. Journal of Sexual Medicine, 
7(2 Pt 1), 654– 660. doi:10.1111/ j.1743- 6109.2009.01684.x

Shoskes, D. A., Nickel, J. C., Rackley, R. R., & Pontari, M. A. 
(2009). Clinical phenotyping in chronic prostatitis/ chronic 
pelvic pain syndrome and interstitial cystitis: A management 
strategy for urologic chronic pelvic pain syndromes. Prostate 
Cancer and Prostatic Diseases, 12, 177– 183.

Shull, G. R., & Sprenkle, D. H. (1980). Retarded ejaculation 
reconceptualization and implications for treatment. Journal 
of Sex & Martial Therapy, 6(4), 234– 246.

Simon, J. A. (2011). Identifying and treating sexual dysfunc-
tion in postmenopausal women: The role of estrogen. 
Journal of Women’s Health, 20(10), 1453– 1465. doi:10.1089/ 
jwh.2010.2151

Sims, K. E., & Meana, M. (2010). Why did passion wane? A 
qualitative study of married women’s attributions for declines 
in sexual desire. Journal of Sex and Marital Therapy, 36(4), 
360– 380.

Sipski, M. L., Alexander, C. J., & Rosen, R. (2001). Sexual 
arousal and orgasm in women: Effects of spinal cord injury. 
Annals of Neurology, 49(1), 35– 44.

Sipski, M. L., Alexander, C. J., & Rosen, R. C. (1997). 
Physiological parameters associated with sexual arousal 
in women with incomplete spinal cord injury. Archives of 
Physical Medicine and Rehabilitation, 78, 305– 313.

Stanton, A. M., Boyd, R. L., Pulverman, C. S., & Meston, C. M. 
(2015). Determining women’s sexual self- schemas through 
advanced computerized text analysis. Child Abuse & Neglect, 
46, 78– 88. doi:10.1016/ j.chiabu.2015.06.003

Stanton, A. M., Lorenz, T. A., Pulverman, C. S., & Meston, C. 
M. (2015). Heart rate variability: A risk factor for female 
sexual dysfunction. Applied Psychophysiology and Biofeedback, 
40(3), 229– 237. doi:10.1007/ s10484- 015- 9286- 9

http://doi:10.1111/j.1749-6632.2009.04982.x%22
http://doi:10.1111/j.1749-6632.2009.04982.x%22
http://doi:10.1089/jwh.2010.2151%22
http://doi:10.1089/jwh.2010.2151%22


Sexual  dySfunCt ion 423

Stimmel, G., & Gutierrez, M. A. (2006). Sexual dysfunction and 
psychotropic medications. CNS Spectrums, 11(S9), 24– 30.

ter Kuile, M. M., & Reissing, E. D. (2014). Lifelong vaginismus. 
In Y. M. Binik & K. S. Hall (Eds.), Principles and Practice of 
Sex Therapy, 5th ed. Guilford.

Thompson, I. M., Tangen, C. M., Goodman, P. J., Probstfield, 
J. L., Moinpour, C. M., & Coltman, C. A. (2005). Erectile 
dysfunction and subsequent cardiovascular disease. Journal 
of the American Medical Association, 294(23), 2996– 3002. 
doi:10.1001/ jama.294.23.2996

Toorians, A. W., Janssen, E., Laan, E., Gooren, L. J., Giltay, E. J., 
Oe, P. L., . . . Everaerd, W. (1997). Chronic renal failure and 
sexual functioning: Clinical status versus objectively assessed 
sexual response. Nephrology Dialysis Transplantation, 12(12), 
2654– 2663. doi:10.1093/ ndt/ 12.12.2654

Tuiten, A., van Rooij, K., Bloemers, J., Eisenegger, C., van 
Honk, J., Kessels, R., . . . & Pfaus, J. G. (2018). Efficacy and 
safety of on- demand use of 2 treatments designed for dif-
ferent etiologies of female sexual interest/ arousal disorder: 3 
randomized clinical trials. Journal of Sexual Medicine, 15(2), 
201– 216.

Van Anders, S. M. (2012). Testosterone and sexual desire in 
healthy women and men. Archives of Sexual Behavior, 41(6), 
1471– 1484. doi:10.1007/ s10508- 012- 9946- 2

Van Anders, S. M., Brotto, L. A., Farrell, J., & Yule, M. (2009). 
Associations among physiological and subjective sexual 
response, sexual desire, and salivary steriod hormones in 
healthy premenopausal women. Journal of Sexual Medicine, 
6, 739– 751.

Van Anders, S. M., & Gray, P. B. (2007). Hormones and human 
partnering. Annual Review of Sex Research, 18, 60– 93.

van Lankveld, J., Granot, M., Schultz, W. W., Binik, Y. M., 
Wesselmann, U., Pukall, C. F., . . . Achtrari, C. (2010). 
Women’s sexual pain disorders. Journal of Sexual Medicine, 
7(12), 615– 631. doi:10.1111/ j.1743- 6109.2009.01631.x

Waldinger, M. D. (2007). Premature ejaculation. Drugs, 67, 
547– 568.

Waldinger, M. D., Berendsen, H. H. G., Blok, B. F. M., 
Olivier, B., & Holstege, G. (1998). Premature ejacula-
tion and serotonergic antidepressants- induced delayed 
ejaculation: The involvement of the serotonergic system. 
Behavioural Brain Research, 92(2), 111– 118. doi:10.1016/ 
S0166- 4328(97)00183- 6

Waldinger, M. D., Rietschel, M., Nothen, M. M., Hengeveld, 
M. W., & Olivier, B. (1998). Familial occurence of primary 
premature ejaculation. Psychiatric Genetics, 8(1), 37– 40.

Waldinger, M. D., & Schweitzer, D. H. (2005). Retarded ejacu-
lation in men: An overview of psychological and neurobio-
logical insights. World Journal of Urology, 23(2), 76– 81.

Wallwiener, C. W., Wallwiener, L. M., Seeger, H., Muck, A. O., 
Bitzer, J., & Wallwiener, M. (2010). Prevalence of sexual 
dysfunction and impact of contraception in female German 
medical students. Journal of Sexual Medicine, 7, 2139– 2148.

Whipple, B., Gerdes, C. A., & Komisaruk, B. R. (1996). Sexual 
response to self- stimulation in women with complete spinal 
cord injury. Journal of Sex Research, 33(3), 231.

Witting, K., Santtila, P., Varjonen, M., Jern, P., Johansson, A., 
Von Der Pahlen, B., & Sandnabba, K. (2008). Female sexual 
dysfunction, sexual distress, and compatibility with partner. 
Journal of Sexual Medicine, 5, 2587– 2599. doi:10.1111/ 
j.1743- 6109.2008.00984.x

Woo, J. S. T., Brotto, L. a, & Gorzalka, B. B. (2012). The 
relationship between sex guilt and sexual desire in a com-
munity sample of Chinese and Euro- Canadian women. 
Journal of Sex Research, 49(2– 3), 290– 298. doi:10.1080/ 
00224499.2010.551792

Xhyheri, B., Manfrini, O., Mazzolini, M., Pizzi, C., & 
Bugiardini, R. (2012). Heart rate variability today. Progress 
in Cardiovascular Diseases, 55(3), 321– 331. doi:10.1016/ 
j.pcad.2012.09.001

Yasan, A., Tamam, L., Ozkan, M., & Gurgen, F. (2009). 
Premarital sexual attitudes and experiences in university 
students. Anatolian Journal of Clinical Investigation, 3(3), 
174– 184.

http://doi:10.1016/j.pcad.2012.09.001%22
http://doi:10.1016/j.pcad.2012.09.001%22


424

C H A P T E R

 18  Eating Disorders

Howard Steiger, Linda Booij, Annie St- Hilaire, and Lea Thaler

Eating disorders (EDs) are polysymptomatic 
syndromes defined by maladaptive attitudes and 
behaviors around eating, weight, and body image 
but typically accompanied by disturbances of 
self- image, mood, impulse regulation, and inter-
personal functioning. The DSM- 5 classifies EDs 
among “Feeding and Eating Disorders,” and rec-
ognizes six subtypes: anorexia nervosa (AN), buli-
mia nervosa (BN), binge- eating disorder (BED), 
avoidant/ restrictive food intake disorder (ARFID), 
rumination disorder (RD), and pica. Two residual 
diagnoses— other specified feeding or eating dis-
order (OSFED) and unspecified feeding or eat-
ing disorder (USFED)— capture ED variants that 
have clinical significance without fulfilling criteria 
for full- threshold syndromes. As pica occurs in 
unusual contexts associated with severe intellectual 
impairments or particular medical conditions, it 
will not ordinarily be treated alongside other EDs, 
and we therefore opt not to address this entity in 
this chapter. We will, however, review pathogno-
monic features of the remaining DSM- 5 ED syn-
dromes, as well as findings on concurrent traits 
and comorbid psychopathology. We also discuss 
the factors— biological, psychological, and social— 
that are understood to explain varied convergences 
of eating and comorbid symptoms that shape clini-
cal EDs.

Defining Characteristics
Anorexia Nervosa

AN is defined by a relentless pursuit of thinness. 
Formerly attributed to a morbid fear of weight gain 
or obesity, DSM- 5 restates the concern of affected 
individuals without it being mandatory that there 
be intense fear of weight gain. Such fears are, how-
ever, a commonly present feature. What is required 
is that individuals restrict energy intake relative 
to requirements (leading to a markedly low body 

weight), experience a fear of weight gain or loss 
of control over weight gain, or display persistent 
behavior to avoid weight gain (even though already 
at a low weight), and experience either a disturbance 
in the way in which their body weight or shape is 
experienced, undue influence of body weight or 
shape on self- evaluation, or persistent lack of rec-
ognition of the seriousness of a currently low body 
weight. The modifications described respond to the 
reality that people with AN, especially when very 
young or from Asian or African cultures, do not 
always espouse fears of weight gain as a rationale 
for their food- refusal and self- induced emaciation. 
DSM- 5 also drops the criterion sign of amenorrhea, 
it representing an imprecise reflection of nutritional 
status and being inappropriate in the case of males.

To provide an illustrative example, we describe 
“Joannie.” Joannie, a 17- year- old high school stu-
dent, eats a restricted range of “safe” foods— mainly 
vegetables and a few nuts or an occasional spoon-
ful of yoghurt. She avoids eating with her family or 
friends, so that she will be able to fully control what, 
how much, and when she eats. She exercises at least 2 
hours a day (on the treadmill) and never eats before 6 
pm, to be sure not to have time to overeat during any 
given day. Joannie is 5′4″ tall and weighs 88 pounds, 
giving her a body mass index (BMI: Kg/ m2 or lbs/ 
in2 × 703) of 15.1— meaning that she is so thin as to 

Abbreviations
 AN Anorexia nervosa
 ARFID Avoidant/ restrictive food intake 

disorder
 BED Binge- eating disorder
 BMI Body mass index
 BN Bulimia nervosa
 ED Eating disorder
 RD Rumination disorder  
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border on emaciation. Her weight has dropped over 
the past 6 months from an average of 128 pounds. 
Joannie compulsively insists that her fingertips have 
to touch when she circles her thighs with her hands, 
and when she feels that she has eaten something too 
rich in calories, even when it may have been what 
most people would call a snack, Joannie purges by 
vomiting or taking laxatives.

Although Joannie shows no binge eating (thus 
far), more than half of people with AN eventually 
develop binge- eating episodes— that is, periodic 
dyscontrol over eating, or incapacity to satiate. In 
consideration of this reality, DSM- 5 draws a dis-
tinction between AN, restricting subtype (AN- R), 
in which there is restriction of food intake but no 
binge eating or purging, and AN, binge- eating/ 
purging (AN- B/ P) subtype, in which (as the label 
implies) regular binge or purge episodes occur. 
Joannie would be diagnosable as having AN- B/ P 
subtype, because she regularly purges.

Bulimia Nervosa
A defining feature of BN is binge eating (i.e., 

appetitive dyscontrol) followed by an effort to com-
pensate for calories consumed through self- induced 
vomiting, laxative misuse, intensive exercise, fasting, 
or other means. BN occurs in people with normal 
or above- normal body weight who therefore (by 
definition) do not have AN. Binge- purge episodes 
occur at least once weekly in the DSM- 5 definition. 
However, such episodes typically occur far more fre-
quently and can, when the disorder is severe, occur 
many times daily. AN and BN share in common a 
core preoccupation with body shape and weight and 
the compulsion to restrict food intake. Excessive 
dietary restraint in people with BN eventually gives 
way to appetitive dysregulation and binge eating. 
Binges are characterized by consumption— often 
with a terrifying sense of dyscontrol— of excessive, 
sometimes massive, quantities of calories. Binge 
eating can provoke profound feelings of shame, 
anxiety, or depression and dramatic shifts in the suf-
ferer’s sense of self- worth and well- being. The pre-
ceding lends to BN a characteristic unpredictability 
or lability, as people with this syndrome tend to shift 
rapidly (depending on felt control over eating) from 
a sense of well- being, expansiveness, or excitability 
to profound despair, irritability, and depression.

Kiera serves as a “prototype.” Kiera, aged 29, a 
recent graduate from law school, is serving as an 
apprentice in a law firm. People know her to be very 
hard- working but a bit of a “thrill seeker.” She has 
had a number of short- lived relationships, drinks 

alcohol fairly regularly, and dabbles with cocaine 
use when it is offered to her. Although she has a 
slim- normal frame, she is conscious of her weight 
and tries to keep her food intake down, often skip-
ping breakfast and eating green salads for lunch. 
After supper, especially (but not always) if she has 
been drinking, Kiera finds she cannot stop eating, 
and she goes from two portions of her supper to 
eating cookies, cakes, food leftovers, and just about 
anything else she has to eat in her pantry and fridge. 
She then forces herself to vomit several times, some-
times using a toothbrush to provoke gagging. After 
a binge- purge episode, she feels very badly about 
herself. At such times, she can bruise her thighs with 
her fists; once she burned her upper arm with a lit 
cigarette.

Binge- Eating Disorder
Like BN, BED is characterized by recurrent 

eating binges. However, in BED compensatory 
behaviors (such as vomiting, exercise, or fasting) 
are absent, so that BED is commonly associated 
with or leads to obesity. Defining characteristics 
include eating more rapidly than normal, eating 
until uncomfortably full, eating when not hungry, 
eating alone because of embarrassment around the 
quantity one eats, or feeling intense distress (guilt, 
disgust, or depression) after eating. Despite initial 
concerns that BED might not be a “mental” disor-
der, findings support the conclusion that obese indi-
viduals with and without BED differ in the sense 
that the former group displays higher overall caloric 
intake, additional pathological eating behaviors 
(such as chaotic or emotional eating), additional 
indices of comorbid psychopathology, and poorer 
response to treatment (Wonderlich et al., 2009). 
Notably, BED also emerges as a distinct disorder in 
familial- aggregation and genetic studies (Javaras et 
al., 2008).

Avoidant/ Restrictive Food Intake Disorder
ARFID, a new diagnosis in DSM- 5, evolved 

from what was originally conceived to be a feeding 
problem of infancy or early childhood— effectively, 
the “picky eater” syndrome. The diagnostic concept 
has been retooled to make it applicable across the 
life span. ARFID comprises a range of conditions 
in which people become blocked in the ability to 
nourish themselves adequately, not because of 
concerns about weight gain, but because of such 
things as intense aversion to certain food tastes or 
textures, preoccupation with the nutritional value 
of certain foods, or inordinate fears that eating will 
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cause indigestion or vomiting. ARFID syndromes 
differ from variants of AN in which people show 
persistent behavior to avoid weight gain anchored 
to body image concerns. Someone who eats a rig-
idly restricted range of foods because of a compul-
sive effort to consume only healthy, natural foods 
(colloquially described as “orthorexia”), if they fail 
to nourish themselves adequately, would often meet 
ARFID criteria. Some authors suggest that there 
may be distinct ARFID presentations (or even sub-
types): one characterized by low interest in food or 
eating, another by avoidance based on the sensory 
characteristics of food (e.g., queasiness about cer-
tain food textures), and yet another based on con-
cern about possible aversive consequences of eating 
(e.g., becoming unhealthy due to consumption of 
artificial food additives). Available research has sug-
gested that, compared to patients with AN, ARFID 
patients tend to be younger, on average, to have 
higher rates of psychiatric comorbidity, and to be 
more often male (Bryant- Waugh, 2019).

John will serve as an ARFID prototype. Always 
prone to anxiety, John (who is 28 years old) ate nor-
mally until a year ago when his doctor suggested that 
he eat carefully, as his cholesterol levels were start-
ing to approach the borderline range. Gradually, 
John eliminated more and more food items that he 
perceived to risk increasing cholesterol, dropping 
anything high in fat or oil, then eggs, then cheese, 
then meat. He now feels able to eat only vegetables, 
fruits, and grains, and even these in small quantities. 
His weight has dropped from a previously normal 
range to a BMI of under 16. John hates his thin-
ness and wants to gain weight, but still avoids eating 
most foods for fear of developing high cholesterol.

Rumination Disorder
RD is characterized by the repeated regurgita-

tion of food followed by rechewing, reswallowing, 
or spitting out of the regurgitated material. By defi-
nition, the behavior is not due to an associated gas-
trointestinal or medical condition, nor does it occur 
exclusively during an episode of AN, BN, BED, 
or ARFID. As etiology and comorbid characteris-
tics are not well established, we will not treat RD 
in sections of this chapter addressing these aspects. 
We do note, however, that available studies suggest 
some connection with psychological disturbances. 
One study in 7-  to 14- year- olds indicated that RD 
behaviors were positively associated with emotional 
and conduct problems and negatively associated 
with prosocial behavior (Hartmann et al., 2018). 
Another study identified a comorbid psychiatric 

disorder in 17% of children and adolescents diag-
nosed with rumination disorder (Chial et al., 2003).

Other Specified Feeding or Eating Disorder; 
Unspecified Feeding or Eating Disorder

OSFED and USFED encompass eating syn-
dromes that would in earlier DSM versions have 
been called eating disorder not otherwise specified. 
OSFED and USFED refer to eating problems 
that cause significant distress or impairment in 
functioning but that do not meet full criteria for 
a formal ED diagnosis. DSM- 5 provides illus-
trative examples of OSFED to guide diagnostic 
decision- making, These include “atypical AN,” in 
which all the criteria for AN are met except that 
the individual remains in the normal or above- 
normal weight range after significant weight loss; 
“subthreshold bulimia nervosa” or “subthresh-
old binge eating disorder,” in which frequency of 
problem behaviors occurs at lower than threshold 
frequency and/ or for less than threshold dura-
tion; “purging disorder,” characterized by recur-
rent purging in the absence of binge eating; and 
“night eating syndrome,” characterized by recur-
rent eating episodes after awakening from sleep or 
excessive food consumption after an evening meal. 
For other instances, the USFED diagnosis is used. 
According to available evidence, “subthreshold” 
ED syndromes are often associated with compara-
ble levels of distress, psychiatric comorbidity, and 
health- service usage to those in fully syndromic 
ED variants (Fairburn et al., 2007).

Are DSM diagnostic distinctions valid? Available 
efforts to develop valid ED classifications using 
taxometric methods, latent class analyses, or other 
statistical classification techniques have provided 
fairly good support for AN, BN, and BED as phe-
nomenologically distinct entities (Wonderlich et 
al., 2007). Not only is each broad category at least 
partly discriminable using empirical methods, but 
there is also evidence to suggest that the catego-
ries may “breed true” within families. In addition, 
there is quite convincing support for the boundary 
between “restricter” and “binger/ purger” variants of 
AN, and between BED and BN. However, there is 
mixed support for the distinction between anorexic-  
and normal- weight variants of binge- purge syn-
dromes (i.e., AN- binge/ purge type vs. BN).

Historical Perspectives
The English physician Richard Morton is often 

credited with having introduced AN to the medical 
literature. In 1689, he documented two adolescent 
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cases, one a boy, the other a girl, both suffering 
“nervous consumption,” “want of appetite,” and 
weight loss, in the absence of any apparent medi-
cal cause (Gordon, 1990, p. 12). Well- elaborated 
reports on AN emerged again in an 1860 account 
by the French physician Marcé and in independent 
reports (published in 1870) by Sir William Gull 
and Charles Lasègue. Gull is credited with coining 
the term “anorexia nervosa,” but all three described 
a syndrome characterized by food refusal, onset 
in adolescence, amenorrhea, and lack of concern 
for consequences of not eating (Gordon, 1990). 
Intriguingly, reports on AN became relatively 
common through the nineteenth and twentieth 
centuries, but a pivotal diagnostic element— fear 
of weight gain— was first acknowledged only in 
accounts emerging well into the twentieth century. 
Late “entry” of this characteristic has been taken to 
suggest that fears of weight gain may not be essen-
tial to AN but, rather, may constitute only a con-
temporary rationale for instances of self- starvation, 
one shaped by contemporary cultural values.

The first formal reports on BN emerged much 
more recently, in roughly concurrent 1979 pub-
lications by Igoin in France, Boyadjieva and 
Achkova in Bulgaria, and Robert Palmer and 
Gerald Russell in England (Vandereycken, 1994). 
Having been formally recognized in the late 
1970s, BN is widely thought to be a recently 
developing ED variant. Indeed, after an exhaus-
tive review of available historical and cross- 
cultural data, Keel and Klump (2003) concluded 
that AN and BN have distinct temporal and geo-
graphical distributions, with AN showing a rela-
tively modest increase in incidence over the years 
and occurring frequently in geographical areas 
that are quite untouched by the “culture of slim-
ness.” In contrast, BN appears to have increased 
dramatically in prevalence during the latter part 
of the twentieth century and mainly in industri-
alized cultures. Updating this impression, recent 
reviews suggest that the incidence of AN has been 
surprisingly stable over past decades, whereas BN 
incidence seems to have increased markedly over 
the second half of the twentieth century and then 
to have declined slightly since that time (Currin 
et al., 2005; Keel et al., 2006; Smink et al., 2012).

The phenomenon of binge eating among indi-
viduals with obesity was described by Stunkard 
(1959) more than 60 years ago. However, BED 
has a rather short history in diagnostic nosology, 
having been introduced in 1994 in DSM- IV as a 
provisional ED diagnosis and as an official ED for 

the first time in DSM- 5. Although newer still, the 
ARFID diagnosis has attracted considerable inter-
est since its introduction as a formal DSM- 5 diag-
nosis in 2013.

Epidemiology
The National Comorbidity Study Replication, 

which attempted to estimate nationwide ED preva-
lences in US adults in the early 2000s, reported life-
time rates of DSM- IV AN, BN, and BED in women 
to be .9%, 1.5%, and 3.5%, respectively (Hudson 
et al., 2007). Corresponding rates in men were .3%, 
.5%, and 2.0%. Swanson and colleagues (2011) 
extended the study to adolescents and reported 
lower prevalences (.3% and .9%, respectively) of 
AN and BN among 13-  to 18- year- old boys and 
girls. A more recent and even larger epidemiologi-
cal study applied DSM- 5 criteria in a sample of 
36,306 adults selected to represent the US popula-
tion (Udo & Grilo, 2018). It documented lifetime 
prevalence for AN of 1.42%, for BN of .46%, and 
for BED of 1.25%, respectively, in women, and 
.12%, .08%, and .42% in men. Various current 
indications suggest that ED incidences (while stable 
in adults) may be rising in adolescents (Herpertz- 
Dahlmann, 2015).

Comprehensive epidemiologic data in represen-
tative populations is unavailable for ARFID and 
RD diagnoses. However, one population- based 
survey from Australia found a 3- month prevalence 
of ARFID of 0.3% among adults and older adoles-
cents (Hay et al., 2017). ARFID prevalence in one 
pediatric treatment- seeking sample was found to 
be 1.5% (Eddy et al., 2015). As for RD, one study 
implicating 804 children aged 7– 14 years indicated 
recurring RD behaviors in 1.49% (Hartmann et al.,  
2018).

The median age of ED onset is estimated to fall 
between 18 and 21 years; AN typically occurring by 
the mid- teens, BN around age 19, and BED around 
age 24 (Hudson et al., 2007; Udo & Grilo, 2018). 
Although AN and BN occur much more frequently 
in women than in men, BED displays a more even 
gender distribution, with a male- to- female ratio of 
roughly 2:3. Although it is widely believed that EDs 
are disorders of affluent, urban society, data show 
linkages with socioeconomic status and urbanic-
ity to be much weaker than thought (Swanson et 
al., 2011).

Comorbid Psychopathology
It seems that if one assertion can be made about 

EDs, it is that they are often not just about eating. 
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Rather, EDs frequently co- occur with mood, anxi-
ety, substance abuse, personality, and other psychi-
atric disorders.

Anxiety Disorders and Obsessive- Compulsive 
Disorder

Anxiety disorders are regarded as being among 
the most common of comorbid conditions found 
in people with an ED, and it is certainly true that 
EDs “ride” on anxious temperaments. A recent 
study estimates that 53.3% of people with an ED 
display an anxiety disorder, with generalized anxi-
ety disorder observed in 30.5%, specific phobia in 
16.6%, and social phobia in 14.7% (Ulfvebrand et 
al., 2015). Social anxiety appears to be distributed 
equally across different ED subtypes, with higher 
levels associated with more severe ED symptoms 
(Kerr- Gaffney et al., 2018). Findings indicate that 
anxiety symptoms tend to precede ED symptom 
onset. One study on the sequencing of symptom 
onset suggested that somatic anxiety symptoms at 
age 10 predicted binge- eating and fasting at age 14 
and BN at age 16, whereas worry at age 10 pre-
dicted fear of weight gain, body dissatisfaction, 
excessive exercise, and dietary restraint at age 14, 
and a diagnosis of AN at age 16 (Schaumberg et al., 
2019). In contrast, panic disorder has been reported 
to often emerge concurrently with, or following 
ED development (Godart et al., 2003; Pallister & 
Waller, 2008).

Although no longer classified as an anxiety dis-
order, given the prominence of anxiety in obsessive- 
compulsive disorder (OCD), we address OCD in 
this section. OCD reportedly occurs in 35% to 44% 
of people with AN (Kaye et al., 2004; Levinson et 
al., 2019). Some data have suggested that severity 
of compulsions predicts severity of core AN symp-
toms. Similarly, when individuals with AN report 
greater concern over mistakes, they display more 
severe AN and more OCD symptoms (Levinson et 
al., 2019).

To account for comorbidity between eating and 
anxiety disorders, Pallister and Waller (2008) pro-
posed that cognitions and environmental experi-
ences increase the likelihood of cognitive avoidance 
strategies that can take the form of disordered eating 
behaviors, anxiety- related behaviors, or both. Not 
unexpectedly, AN and OCD also display substantial 
shared genetic risk— but interestingly, genetic liabili-
ties to various psychiatric phenotypes are common 
to AN and OCD, whereas liabilities to metabolic 
and anthropometric traits seem to be specific to AN 
(Yilmaz et al., 2020).

Mood Disorders
Mood disorders also co- occur frequently in all 

ED subtypes. Ulfvebrand and colleagues (2015) 
found 43.1% of women and 40% of males with 
heterogeneous EDs display any mood disorder, with 
major depression occurring in 32.8% and 28.5%, 
respectively. Trends reported in studies examining 
the association between eating and mood disorders 
suggest that mood disorders have a greater affinity 
with bulimic ED variants (BN, BED, and AN- binge/ 
purge) than with AN- restrictive ones. Hudson et al 
(2007) reported that mood disorders occur in as many 
as 70% of adults with BN (Hudson et al., 2007), and 
Swanson et al. (2011) detected mood disorders in 
49.9% of adolescents with BN (a 5.7- fold greater risk) 
and 45.3% of those with BED (a 4.6- fold risk), but in 
only 10.9% (a 0.7- fold risk) of adolescents with AN.

Findings suggest that mood disorder rates may 
be substantially lower in community- based samples 
than they are in treatment- seeking ones (Blinder et 
al., 2006). In other words, factors related to age, 
social standing, and recruitment may all influence 
the extent to which comorbid psychopathology 
becomes apparent in people with EDs. A commu-
nity study by Zaider, Johnson, and Cockell (2000) 
points to a strong affinity between EDs and dysthy-
mia. Other evidence has shown a strong association 
between BN and seasonal affective disorder (SAD), 
implying cyclical season- dependent recurrences in 
depressed mood that parallel seasonal variations 
in binge- purge behaviors (Ghadirian et al., 1999). 
Bipolar disorder, being rarer than depression, occurs 
at relatively low frequencies in people with EDs, 
with a recent study reporting the illness in .3% of 
women with AN, .7% of those with BN, and .4% 
of those with BED (Ulfvebrand et al., 2015)

Various areas of etiological overlap can be pos-
tulated to explain convergence between mood and 
eating disorders. An early twin study by Wade et 
al. (2000) attributed shared risk for AN and mood 
disorders to genetic factors. Common personality 
variables also seem to play a role, given that harm 
avoidance, rejection sensitivity, and lower self- 
directedness are associated with mood disorders and 
with EDs (Cardi et al., 2013). As for bipolar disor-
der, research suggests involvement of shared neuro-
developmental mechanisms in the pathophysiology 
of both disorders (Liu et al., 2016).

Posttraumatic Stress Disorder
Findings have suggested a striking concurrence 

between certain ED variants and posttraumatic 
stress disorder (PTSD). The National Comorbidity 
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Survey reported lifetime PTSD to occur in 45% 
of individuals with BN, compared to only 12% of 
those with AN (Hudson et al., 2007), and another 
study found PTSD to be present in 24% of women 
with BED (Grilo et al., 2012). In keeping with the 
preceding, a recent meta- analysis associated child-
hood sexual and emotional abuse with BN and 
BED, and childhood physical abuse with AN, BN, 
and BED (Caslini et al., 2016). Yet another study 
reports a dose- response relationship between child-
hood abuse and ED severity, linking more severe 
abuse with more pronounced eating symptoms, 
more binge- eating– purging behaviors, and earlier 
ED onset (Molendijk et al., 2017).

Various pathways, direct and indirect, might 
account for an etiological link between the EDs and 
traumatic events. Traumata directly affecting the 
body may have direct consequences for body image 
and, in turn, for eating and weight- control behaviors.

Alternatively, abusive experiences might affect 
self- , mood- , and impulse- regulation, which might 
indirectly heighten risk of maladaptive eating 
behavior. In keeping with the latter view, individu-
als with BN and comorbid PTSD show stronger 
reactivity of affect before and after purging com-
pared to people with BN alone (Karr et al., 2013). 
In addition, our group has documented tendencies 
for people with BN who report past abuse to show 
greater abnormalities on indices of serotonin, dopa-
mine, and cortisol functions (Groleau et al., 2014; 
Steiger et al., 2001, 2011). Such results imply that 
neurobiological sequelae of childhood abuse may 
adversely impact stress tolerance, impulse controls, 
and appetitive regulation.

Substance Use Disorders
Findings show that 10– 55% of women with BN 

abuse substances, whereas 25– 40% of females with 
alcohol dependence show some form of ED, often in 
the bulimia spectrum (Bulik et al., 2004; Holderness 
et al., 1994). Tobacco, caffeine, and alcohol are all 
commonly abused by individuals with EDs (Bahji 
et al., 2019). As with other areas of comorbidity, 
studies associate substance use more strongly with 
bulimic ED variants than they do with restric-
tive forms (Bahji et al., 2019; Bulik et al., 2004). 
Among individuals with EDs, those with substance 
use problems have been found to have more eating, 
weight, and shape concerns (Becker & Grilo, 2015); 
significantly more comorbid psychiatric diagnoses; 
more impulsivity and perfectionism (Bulik et al., 
2004); and greater likelihood of genetic and devel-
opmental risks (Richardson et al., 2008).

Attention- Deficit/ Hyperactivity Disorder
Studies have indicated a distinct affinity between 

EDs, particularly those in the bulimia spectrum, and 
attention- deficit/ hyperactivity disorder (ADHD). 
An 11- year case- control follow- up implicating 6-  to 
18- year- old girls with ADHD indicated girls with 
attentional problems to be 5.6 times more likely 
to meet criteria for BN (Biederman et al., 2010). 
Likewise, an 8- year follow- up of 337 boys and 95 
girls with ADHD and 211 control boys and 53 
control girls indicated greater likelihood of bulimia 
in the “case” group, especially so for girls (Mikami 
et al., 2008). Interestingly, impulsivity (and not 
hyperactivity or inattention) best predicted BN 
symptoms, particularly for girls. The relationship 
between EDs and attentional problems has been 
thought to be mediated by various factors common 
to both syndromes, including dopaminergic suscep-
tibilities, deficits in executive function, impulsivity, 
internalizing problems, and secondary social diffi-
culties (Levin & Rawana, 2016).

Autism Spectrum Disorder
There has been considerable recent interest in 

the association between EDs and autism spectrum 
disorders (ASDs). Results of studies examining this 
association are highly variable, with reported rates 
of ASD in individuals with EDs ranging from 4% 
to 52.5% (Westwood & Tchanturia, 2017), with 
modal values seeming to occupy the 20% range 
(Huke et al., 2013). From the “other side of the 
coin,” adolescent girls with ASD are reported to more 
often display ED symptoms than are teens without 
ASD— with 27% of girls with ASD reported to 
show clinically significant ED symptoms. Likewise 
males with ASD are reported to be at increased risk 
for low body weight and abnormal eating prac-
tices (Kalyva, 2009). Comorbidity between AN 
and ASD has been thought to result from shared 
cognitive, social, and emotion- regulation difficul-
ties. For example, neurocognitive studies have sug-
gested that people with AN and ASD show similar 
problems with emotion processing, set- shifting, and 
overattention to detail (Oldershaw et al., 2011). 
Comorbid ASD appears, according to available 
studies, to have a negative prognostic implication 
(Nielsen et al., 2015; Stewart et al., 2017).

Personality Disorders
Another striking area of comorbidity seen in 

people with EDs is that with personality disorders 
(PDs; Cassin & von Ranson, 2005; Lilenfeld et al., 
2006). The most recent and largest meta- analysis 
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addressing comorbid PDs in people with EDs con-
cluded that the mean proportion of people with an 
ED displaying any PD was 52%, compared to 9% 
in non– eating- disordered individuals (Martinussen 
et al., 2017). The mean proportion of any PD was 
49% for AN and 54% for BN, with both disor-
ders showing high proportions of borderline and 
avoidant PDs (between 19% and 25%), but with 
AN showing a significantly higher rate of obsessive- 
compulsive PD (in 23% of cases) versus 12% in 
BN (Martinussen et al., 2017). We note that the 
Martinussen study did not consider differences 
between restricter versus binger- purger variants of 
AN. When this distinction is examined elsewhere, 
rates of borderline PD are generally found to be 
rather low in restrictive AN but high in AN- binge/ 
purge subtype (see Cassin & von Ranson, 2005; 
Lilenfeld et al., 2006; Steiger & Bruce, 2004). 
Viewing available results together, the literature 
supports the following generalizations: (1) PDs 
are frequently present in individuals with EDs; (2) 
restrictive symptomatology seems to be associated 
with a high concentration of obsessive- compulsive 
PDs; (3) ED variants characterized by binge– purge 
symptoms coincide with more heterogeneous PD 
subtypes than do restrictive forms, including high 
rates of dramatic- erratic PDs (characterized by 
prominent attention-  and sensation- seeking, extro-
version, mood lability, and impulsivity); and (4) 
PD comorbidity in BED is comparable to that seen 
in BN, although the loading of dramatic- erratic 
PDs, like borderline PD, may be less pronounced 
(Friborg et al., 2014). Overall, it appears that the 
dietary overcontrol that characterizes restrictive AN 
is paralleled by generalized overcontrol, as a person-
ality or adaptive style. Binge/ purge symptomatol-
ogy, in contrast, affects people who evince quite 
heterogeneous personality traits, although dysregu-
latory traits (e.g., affective instability, impulsivity) 
are overrepresented.

Malnutrition can have adverse effects on per-
sonality functioning (Keys et al., 1950), and this 
raises the concern that apparent personality prob-
lems seen in individuals with EDs may reflect state 
disturbances associated with an active ED and not 
trait tendencies. In other words, caution is war-
ranted concerning the use of PD diagnoses in indi-
viduals with an active ED. Nonetheless, various 
findings suggest that personality problems seen in 
individuals with an ED often exist independently of 
the ED or may persist after recovery from the ED. 
For example, one investigation reported that 26% 
of women who recovered from AN or BN showed 

some form of ongoing PD (Matsunaga et al., 2000) 
and another found that women recovered from EDs 
reported higher levels of harm avoidance and lower 
self- directedness and cooperativeness scores than 
did normal control women (Klump et al., 2004).

Etiology
EDs are thought to have a multidimensional eti-

ology, including genetic liabilities (affecting mood, 
behavioral controls, sensitivity to reward, energy 
metabolism, and appetite), developmental processes 
(conducive to self- image or adjustment problems, 
or excessive concerns with achievement and social 
approval), environmental stresses (such as perinatal 
insults or childhood traumata), state- related effects 
(owing to the nutritional and mental status), and, 
ultimately, social inducements toward intensive 
dieting (e.g., Steiger & Booij, 2020; Striegel- Moore 
& Bulik, 2007; Treasure et al., 2010). The follow-
ing sections review the various social, psychologi-
cal, and biological factors that have been thought to 
contribute to risk for ED development.

Sociocultural Context
Throughout much of the past century, North 

American and European cultural values have associ-
ated slimness with ideals of success, beauty, power, 
and self- control, and such associations are likely to 
underlie the long- standing tendency for people liv-
ing in these continents— especially young females— 
to be dissatisfied with their bodies and to too often 
display EDs. Many findings indicate that exposure 
to media images of thinness and internalization of 
the “thin ideal” contribute quite directly to body 
dissatisfaction and to development of body image 
preoccupation and clinical EDs— especially in 
women and girls (e.g., Culbert et al., 2015; Grabe 
et al., 2008).

Once regarded as a culturally and geographi-
cally bound phenomenon, since the late 1970s, 
reports have suggested substantial ED prevalences 
in diverse regions and cultures (including Africa, 
Asia, the Middle East, and South America)— an 
effect that is presumed (at least in part) to reflect 
the transmission across cultures of the “thin ideal” 
(Makino et al., 2004; Pike et al., 2014). In support, 
a multisite, cross- cultural survey associated extent 
of exposure to Western media with increased body 
dissatisfaction in populations living in various geo-
graphical areas (Swami et al., 2010).

Various theories have been proposed to account 
for the role of culture in ED development. One 
intuitively obvious idea is that pressure to be thin 
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and internalization of the thin ideal foster body 
dissatisfaction, which in turn contributes to diet-
ing and/ or negative affect, and, ultimately, to 
clinical EDs (Stice & Agras, 1998). An alternative 
view, inspired by feminist theory, argues that social 
environments in which women are objectified and 
evaluated based on physical attributes contribute to 
heightened appearance consciousness and, in turn, 
heightened risk of ED development (Fredrickson 
& Roberts, 1997; Stice & Agras, 1998). Both views 
have received empirical support. A recent prospective 
study showed that in a significant proportion of peo-
ple, signs of felt pressure to be thin preceded onset of 
body dissatisfaction, dieting, or negative affect (Stice 
& Van Ryzin, 2019). Likewise, a meta- analysis of 53 
cross- sectional studies concluded that greater self- 
objectification was related to disordered- eating atti-
tudes and behaviors (Schaefer & Thompson, 2018).

Psychological Factors
The first psychometric studies on the EDs, pub-

lished in the mid- 1970s, led to an association of 
AN with such traits as obsessionality, social anxiety, 
introversion, neuroticism, and depression. These 
same reports introduced a distinction between EDs 
characterized solely by restriction of food intake 
(e.g., AN- R) and variants implicating binge eating 
and purging (AN- B/ P subtype). Individuals with 
the AN- R subtype were described as conforming, 
obsessional, and emotionally and socially reserved, 
whereas those with AN- B/ P were thought to be 
prone to impulsivity, antisocial attitudes, and exter-
nalization (Sohlberg & Strober, 1994). Later studies 
on BN broadened the boundaries of an associa-
tion between binge eating and impulsive or erratic 
characteristics (Vitousek & Manke, 1994), and the 
stage was set for belief in a systematic distinction, 
on associated personality characteristics, between 
ED variants characterized by restriction and vari-
ants characterized by binge eating and/ or purging. 
Although the fit proves to be imperfect, contempo-
rary studies continue to find “restricter” and “bin-
ger/ purger” groups to differ along the lines stated 
above (see Wagner & Vitousek, 2019). For instance, 
a meta- analytic study examining temperament in 
people with eating disorders concluded that indi-
viduals with BN, and to a lesser extent those with 
AN- B/ P, are more novelty- seeking (i.e., prone to 
excitement or exhilaration in response to potential 
reward) than are individuals with AN- R, whereas 
individuals with AN- R are more persistent (i.e., 
prone to continuing an activity despite frustration 
or fatigue) than are individuals with BN (Atiye et 

al., 2015). Findings such as these have supported 
the idea that there exists a systematic co- aggregation 
(at a group level) between AN- R and compulsive 
traits and between ED variants characterized by 
binge eating and/ or purging (AN- BP and BN) and 
emotionality, risk taking, or oppositionality.

While it can be useful to examine the ways in 
which different temperaments and personality 
traits assort with different ED diagnoses, the prac-
tice can also obscure meaningful within- subtype 
heterogeneities. Studies have shown that AN, BN, 
and EDNOS variants all evince substantial within- 
diagnosis heterogeneity regarding comorbid person-
ality traits (see Claes et al., 2012; Wildes et al., 2011). 
Indeed, despite differences in samples and measures 
across studies, findings point remarkably consis-
tently to three broad, psychopathology- defined 
sub- phenotypes across EDs: (1) psychologically 
intact, (2) overregulated (compulsive and inhib-
ited), and (3) dysregulated (impulsive and reactive) 
(Bohane et al., 2017; Haynos et al., 2017; Steiger 
et al., 2009). As a generality, the AN- R subtype 
coincides with the overregulated personality profile, 
whereas binge- eating/ purging ED variants seem to 
occur about equally with any of the three profiles. 
Highlighting the clinical importance of the trait- 
based distinctions noted, investigators have associ-
ated the “dysregulated” characteristic with increased 
comorbidity (e.g., depression, self- mutilation, drug 
abuse), more developmental disturbances (e.g., 
child abuse, attachment problems), and poorer 
treatment outcome.

Specific Traits
PerFecTionisM

Individuals with AN, BN, and BED have all 
been found to have higher self- rated perfectionism 
scores than do healthy, normal eaters— and this is 
especially true for aspects of perfectionism associated 
with the setting of high personal standards and goals 
or being overly self- critical or concerned with others’ 
judgments (Farstad et al., 2016; Steele et al., 2011). 
Arguing for its etiological importance, perfectionistic 
tendencies appear to predate ED onset, persist after 
recovery, be found in the non– eating- disordered rel-
atives of those who develop an ED, and correspond 
to severity of such symptoms as dietary restraint and 
overvaluation of shape and weight (Bardone- Cone et 
al., 2007; Limburg et al., 2017).

iMPuLsiviTy
People with binge/ purge ED variants display 

more self- reported trait impulsivity and engage 
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in more impulsive acts than do normal eaters or 
people with restrictive ED variants (Favaro et al., 
2005; Rosval et al., 2006). Several studies emphasize 
sensation- seeking and negative urgency (the tendency 
to act hastily when distressed) as prominent traits in 
individuals with bulimic syndromes (Lavender et al., 
2015). Others give precedence to motoric compo-
nents of impulsivity (Rosval et al., 2006; Wonderlich 
et al., 2004). The presence of impulsive traits in people 
with EDs has been linked to more severe comorbid-
ity (e.g., substance use disorders and borderline PD) 
and to poorer treatment outcomes (Lozano- Madrid et 
al., 2020; Reas et al., 2016). Some evidence favors the 
notion that impulsivity may be a temporal antecedent 
to BN onset. However, there is also reason to believe 
that the biological and psychological consequences of 
an active ED may “amplify” inherent impulsive ten-
dencies (Lavender et al., 2015; Pearson et al., 2014).

Body- iMage disTurBance
Disturbance in the way one experiences one’s 

body weight or shape is a defining characteristic of 
AN and BN and generally thought to have a funda-
mental etiological and maintaining role in the EDs. 
In support, many studies have reported that people 
with AN and BN tend to overestimate their body 
size, express greater body dissatisfaction, and engage 
in more body checking and body avoidance behav-
iors than do people without an ED (see (Lantz et al., 
2018; Nikodijevic et al., 2018). Likewise, consistent 
with a causal role, an 8- year longitudinal study of 
risk factors for EDs in adolescents observed that 
body dissatisfaction preceded the onset of various 
ED forms (Stice & Van Ryzin, 2019). Although 
such findings are suggestive and appeal to intui-
tive causal assumptions, a recent systematic review 
of the literature on body image disturbance in AN 
notes that confirmation of a role of body distur-
bance in ED causality, maintenance, and relapse has 
been surprisingly elusive (Glashouwer et al., 2019).

dieTary resTrainT
Cognitive components of dietary restraint— or 

restrictive eating attitudes (e.g., the belief that it is 
important or desirable to eat low- calorie foods or to 
compensate when one eats)— are thought to make a 
fundamental contribution to the development and 
maintenance of EDs (e.g., Fairburn et al., 2003). 
Overvaluing slim appearance and dietary control 
have a clear role in supporting the excessive diet-
ing often seen in individuals with an ED— even 
though, paradoxically, chronic attempts to restrain 
eating often increase individuals’ susceptibility 

to overeating (see the work of Polivy & Herman, 
1993). Many findings also suggest that it is the 
combination of dietary restraint with other factors, 
such as negative mood or perfectionism, that may 
explain how dieting progresses to pathological eat-
ing in certain individuals (Goldschmidt et al., 2012; 
Stice & Shaw, 2018).

eMoTion dysreguLaTion
ED symptoms are often conceptualized as rep-

resenting ill- chosen and maladaptive ways of regu-
lating emotions, and there is ample evidence of a 
link between EDs and emotion regulation difficul-
ties (Prefit et al., 2019). For instance, individuals 
with EDs display more global emotion dysregula-
tion than do individuals with no ED (Lavender et 
al., 2015). Likewise, on specific indices, people with 
an ED show decreased emotional distress tolerance, 
decreased emotion understanding and acceptance, 
and heightened punishment sensitivity and harm 
avoidance. According to some sources, difficulties in 
identifying, responding to, and managing emotions 
predate ED onset (Racine et al., 2013; Shank et al., 
2019). The possible precipitating and maintaining 
roles of negative affect in binge- eating symptoms 
has received particular attention (Martín et al., 
2019). Affect- regulation models posit that negative 
emotions trigger binge episodes which serve (at least 
temporarily) to alleviate negative affect. Various 
functional analyses of binge- eating antecedents 
and consequences (often performed using “online” 
experience- sampling methods) offer support for this 
notion (Berg et al., 2013; Engelberg et al., 2007; 
Haedt- Matt & Keel, 2011).

neurocogniTion
Neurocognitive performance in people with an 

ED has been compared to that in normal eaters on 
a wide range of tasks. Results generally associate the 
presence of an active ED with impairment of higher- 
level cognitive functions, including inhibitory con-
trol, decision making, central coherence (i.e., the 
tendency to focus on details at the expense of global 
integration of information), set- shifting (the abil-
ity to switch perceptual or response sets), working 
memory (a core executive function), and attention 
bias (Smith et al., 2018). Many of the impairments 
listed are found to improve with nutritional reha-
bilitation, but some persistent impairments have 
been observed after rehabilitation (Cardi et al., 
2013; King et al., 2019), and greater neurocogni-
tive impairment has been associated with a more 
chronic course of AN (Saure et al., 2020).
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Various studies have also suggested that, in indi-
viduals with an ED, social cognition is impaired 
(Cardi et al., 2018). The most widely applied social- 
cognitive construct in the ED literature is theory of 
mind (ToM). ToM refers to the ability to ascribe 
mental states to other people in order to under-
stand and predict their behavior— something akin 
to empathy (Bora & Kose, 2016). Several studies 
have shown that, relative to healthy individuals, 
people with active AN have impaired ToM, mani-
fested in the form of difficulties in understanding 
others’ emotions, taking others’ perspectives, and 
interpreting social behavior (Leppanen et al., 2018). 
Although associations are less robust than are those 
observed in people with active AN, impaired ToM 
has also been noted in individuals who have recov-
ered from AN, in unaffected first- degree relatives of 
individuals with AN, and in individuals with BN 
(Tapajoz et al., 2019). Of note, a recent meta- analysis 
concluded that AN and autism are characterized by 
similar ToM profiles (Leppanen et al., 2018).

Developmental Factors
Theories on FaMiLy dynaMics

Traditional theories have promoted various ste-
reotypes (some rather dubious) about families in 
which EDs develop— broadly associating AN with 
familial overprotectiveness and enmeshment and 
BN with familial disengagement, neglect, or hos-
tility (see Smolak et al. 2013). Such concepts have 
received mixed support from self- report or, more 
rarely, observational studies of family function-
ing (Cerniglia et al., 2017; Lyke & Matsen, 2013; 
Steiger et al., 1991), which have suggested that AN, 
in its restricting form may, on average, be associated 
with family proneness toward enmeshment and 
overprotectiveness, whereas bulimic ED variants 
(including BN and BED) may be associated with 
proneness toward conflict and overt family dysfunc-
tion (Cerniglia et al., 2017; Steiger et al., 1991; 
Tetzlaff et al., 2016; Vidović et al., 2005). From 
a related perspective, developmental studies have 
associated EDs of both types with parent– child 
attachment problems (Tasca, 2019).

The trends described above require judicious 
interpretation for several reasons. First, because 
they are based on the averaging of tendencies across 
families, such descriptions are “caricatural” and risk 
concealing existent heterogeneities. Second, most 
of the findings that bear on questions related to 
family functioning have been generated through 
cross- sectional or retrospective designs, meaning 
that observations risk being contaminated by the 

effects of living with a member who is actively ill 
with an ED. Indeed, the few prospective family 
studies that exist provide very weak evidence of a 
priori involvement of family functioning variables 
in risk for ED development (see (Beato- Fernández 
et al., 2004; Nicholls & Viner, 2009). Third, effects 
observed, even if repeatable, need not represent 
causal factors but rather heritable “traits” (such as 
anxiousness or impulsivity) that might shape family 
interaction patterns without themselves having any 
direct etiological implication. Finally, most of the 
studies in question lack control groups representing 
other mental health entities, meaning that findings 
may not reveal ED- specific family tendencies at all.

Current thinking on the role of the family in the 
EDs rejects portrayals of the family as a core con-
tributor to ED etiopathology. As a case in point, 
in 2010, the Academy for Eating Disorders (AED) 
stated that it “stands firmly against any etiologic 
model . . . in which family influences are seen as 
the primary cause of anorexia nervosa or bulimia 
nervosa, and condemns generalizing statements that 
imply families are to blame for their child’s illness” 
(le Grange et al., 2010, p. 1). Correspondingly, 
there has been an important change in practices, 
one away from interventions that presumed the 
presence of family dysfunction and toward efforts 
to engage parents, family members, and friends 
as active contributors to treatment prepared with 
a good understanding of how to help and how to 
manage countertherapeutic reactions that are trig-
gered by the child’s illness (Anastasiadou et al., 
2014; Lock, 2015). Many current treatment para-
digms mobilize the family as a potential resource 
in therapy— and recent outcome research supports 
such initiatives (see Couturier et al., 2013).

MaLTreaTMenT
Such experiences as childhood physical, sexual, 

or emotional abuse are disturbingly common in 
individuals with EDs, especially in those with 
bulimia- spectrum disorders (BSDs; i.e., BN, BED, 
AN- binge- purge type, or subthreshold variants). 
According to available studies, roughly a third of 
adults with a BSD reports unwanted childhood 
sexual experiences, about half an experience of 
physical maltreatment (Fullerton et al., 1995), and 
more than three- quarters an experience of emo-
tional abuse (Groleau et al., 2012). In population 
and clinical samples alike, childhood abuse has 
been found to predict severity of pathological eat-
ing attitudes and behaviors, body dissatisfaction, 
and overall eating symptom severity. Notably, a very 
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large- scale study examined associations between 
EDs in adults and various forms of childhood mal-
treatment (e.g., harsh physical punishment, physical 
abuse, sexual abuse, emotional abuse, neglect, etc.). 
Results associated all forms of adversity with EDs, 
with sexual abuse and physical neglect being most 
strongly linked to EDs in men and sexual abuse and 
emotional abuse being most strongly linked to EDs 
in women (Afifi et al., 2017).

Biological Factors
Brain sTrucTure and FuncTion

Neuroimaging studies associate the EDs with 
various anomalies in brain structure and function. 
AN is consistently associated with reduced gray and 
white matter volumes (see King et al., 2018, for a 
review). One meta- analysis on volumetric studies 
in AN concluded that, compared to findings in 
normal eaters, there is an average 4.6% reduction 
in gray matter and a 2.7% reduction in white mat-
ter volumes (Seitz et al., 2016). Interestingly, global 
brain volume reductions have not been observed 
in adolescents diagnosed with atypical AN (Olivo 
et al., 2018), suggesting that volumetric changes 
may be linked to severity of malnutrition. At the 
regional level, one meta- analysis showed smaller 
gray matter volume in the median cingulate cortex 
(involved in regulation of emotions) as well as in 
the posterior cingulate cortex and the precuneus 
(involved in self- reflection) (Zhang et al., 2018). 
Some structural brain changes noted are at least 
partly reversed by weight restoration, especially in 
younger individuals (Frank et al., 2019; Kaufmann 
et al., 2020; King et al., 2018).

Diffusion tensor imaging (DTI), which uses the 
diffusion of water molecules to generate magnetic 
resonance images, has shown white matter altera-
tions in individuals with AN in the cingulum and the  
corpus collosum (Zhang et al., 2020) and in thalamo- 
cortical and occipital- parietal- temporal– frontal tracts  
(Gaudio et al., 2019). The preceding brain regions/ 
circuits have been associated with executive control, 
self- regulation, body image perception, and taste. 
Functional magnetic resonance imaging (fMRI) 
has been used to study neural connectivity when 
the brain is “at rest” (i.e., not activated by a par-
ticular task). Studies in individuals with AN point 
to reduced resting- state functional connectivity 
in default mode, frontoparietal, executive- control, 
and salience networks at various stages of illness, 
including recently ill, chronic, and recovered indi-
viduals (Cowdrey et al., 2014; Gaudio et al., 2016). 
Using task- based neuroimaging paradigms, neural 

alterations have been found in various brain circuits 
regulating reward, decision- making, and affect (see, 
e.g., Frank, 2012; Olivo et al., 2019).

Neuroimaging studies in individuals with 
bulimic symptoms indicate structural and func-
tional alterations in the frontal cortex (involved in 
emotion regulation and executive function) (Mele 
et al., 2020). In addition, greater symptom sever-
ity in BN has been associated with reduced cortical 
thickness (Westwater et al., 2018). Studies in BN 
also point to functional and/ or structural alterations 
in brain regions involved in the processing of food 
stimuli (visual cortex, precentral gyrus, and insula), 
reward (striatum), and self- referential processes 
such as body image (precuneus, anterior cingulate 
cortex, insula) (Mele et al., 2020). Whether func-
tional and structural brain alterations in BN persist 
after recovery is unknown.

Although relevant studies are rare, neural changes 
implicated in BED appear comparable to those seen 
in BN. For example, BED and BN are both associ-
ated with an enlarged volume of the medial orbito-
frontal cortex (Schafer et al., 2010), a brain region 
important for impulse control. Likewise, BED and 
BN are both associated with altered resting- state 
activity in the salience and default mode networks 
(Stopyra et al., 2019) and with altered neural activa-
tion of the cingulate and orbitofrontal cortex on a 
food reward processing task (Simon et al., 2016).

neuroTransMiTTers
Serotonin (or 5- hydroxytryptamine: 5- HT) is 

widely distributed throughout the brain and has 
been implicated in the regulation of mood, cogni-
tion, social functioning, impulse control, and eating 
behavior (Booij et al., 2015). Anomalies have been 
reported in people with EDs on indices of 5- HT 
metabolites, plasma 5- HT precursor levels, 5- HT 
platelet uptake, and neuroendocrine responses to 
5- HT agonists or antagonists, with several group 
differences also observed after weight restoration 
(Brewerton, 1995). In BN, findings show reduced 
platelet binding of serotonin uptake inhibitors and 
diminished neuroendocrine responses to serotonin 
precursors and agonists, with some changes again 
persisting after recovery (Brewerton, 1995; Steiger 
et al., 2011). One study by our group also showed 
unaffected first- degree relatives of patients with BN 
to have altered peripheral uptake of 5- HT com-
pared to that in relatives of control women (Steiger 
et al., 2006). Such findings suggest that altered 5- 
HT may be a predisposing trait rather than a simple 
consequence of the disorder.
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Positron emission tomography (PET) uses radio-
ligands to allow for the in vivo characterization of 
neurotransmitter activity in different brain systems 
and regions. PET studies have shown that, relative 
to healthy individuals, people with AN have lower 
5- HT transporter density in the medial parietal 
cortex (Yokokura et al., 2019) and greater 5- HT1A 
receptor activity in the frontal, parietal, and tem-
poral cortices as well as in the raphe (Bailer et al., 
2007; Galusca et al., 2008). Regional brain increases 
in 5- HT1A receptor levels have also been observed in 
individuals who have recovered from AN (Galusca et 
al., 2008). Such findings are indicative of generally 
diminished 5- HT function. Similarly, PET studies 
have documented widespread regional increases in 
5- HT1A receptor levels in various brain regions in 
people with active BN (Bailer et al., 2011; Galusca 
et al., 2014). Conversely, inconsistent regional 
increases and decreases in 5- HT transporter den-
sity have been observed in individuals with BED 
(Majuri et al., 2017) and in individuals recovered 
from BN (Pichika et al., 2012)

Dopamine (DA) is a neurotransmitter associated 
with reward- driven behaviors, executive control, 
affect, and food intake (Broft et al., 2011; O’Hara 
et al., 2015). Reduced DA activity is thought, gen-
erally, to underlie excessive reward-  or stimulus- 
seeking behavior. Neuroendocrine challenge studies 
in individuals with AN provide evidence of increased 
DA neurotransmission (Kontis & Theochari, 2012), 
whereas studies in BN have documented decreased 
DA metabolites and reduced DA release in the puta-
men (Broft et al., 2012). Lower levels of DA2 recep-
tors have, furthermore, been associated with higher 
frequency of binge eating and vomiting (Broft et 
al., 2012). An implication may be that reduced DA 
activity in BN leads to disinhibition of eating behav-
ior as a reward seeking behavior.

Other neurotransmitters, neuropeptides, and 
hormones have been studied. Neurotrophins act in 
cellular proliferation and survival, synaptic activ-
ity, and neural plasticity (Mitre et al., 2017). One 
widely studied neurotrophin, brain- derived neuro-
trophic factor (BDNF), is an important regulator of 
food intake and energy homeostasis and constitutes 
a plausible candidate in ED etiology and mainte-
nance (Monteleone & Maj, 2013; Nakazato et al., 
2012). A relatively consistent finding across stud-
ies is that serum BDNF is reduced in people with 
AN or BN (Brandys et al., 2011; Monteleone & 
Maj, 2013). In AN, serum BDNF levels have been 
shown to increase after partial weight restoration 
(Tyszkiewicz- Nwafor et al., 2019; Zwipp et al., 

2014) and to compare with those in normal eaters 
after full recovery (Zwipp et al., 2014).

Glutamate is an excitatory neurotransmitter that 
has been implicated in reward processing, food 
intake, memory, and learning (Javitt, 2004; Karthik 
et al., 2020). Altered glutamate levels have also been  
associated with mood and obsessive- compulsive 
disorders (Javitt, 2004; Karthik et al., 2020). In 
AN, magnetic resonance spectroscopy studies have 
reported lower glutamate levels relative to those 
observed in healthy comparison individuals in 
various brain regions (Castro- Fornieles et al., 2007; 
Godlewska et al., 2017; Joos et al., 2011). One 
PET study investigated the association between BN 
and the metabotropic glutamate receptor subtype 5 
(Mihov et al., 2020), a receptor important for the 
signaling of glutamate and highly expressed in the 
forebrain, striatum, and limbic regions. Relative to 
healthy women, individuals with BN were reported 
to have higher metabotropic glutamate receptor 
subtype 5 levels in brain regions involved in emo-
tional and cognitive processing, reward- guided 
behavior, and food value representation (Mihov  
et al., 2020).

Abnormally low levels of leptin, a hormone 
secreted by fat cells that regulates appetite and 
energy expenditure, have been well- documented 
in women with active AN, whereas findings in BN 
are mixed (Monteleone & Maj, 2013). There is also 
some evidence for a role of ghrelin, which affects 
short- term regulation of appetite and long- term 
regulation of energy balance. Specifically, plasma 
levels of ghrelin have been reported to be high 
in AN, low in BED (Geliebter et al., 2005), and 
mixed in BN (Monteleone & Maj, 2013). Levels of 
oxytocin— a hormone associated with social func-
tioning, attachment, and food intake— appear to 
be lower in individuals with AN relative to those 
in controls, while oxytocin levels in individuals 
with BN do not differ from those in normal eaters 
(Plessow et al., 2018).

Given the sex distribution of EDs, one enticing 
hypothesis has been that sex hormones (androgens 
and estrogens), may influence ED development. In 
support, findings derived from opposite- sex twin 
pairs (in which the female co- twin is exposed to 
more testosterone, in utero, than are females from 
a same- sex twin pair) point to a significant role of 
perinatal exposure to androgen in buffering against 
ED risk (Culbert et al., 2008, 2013). Corroborating 
this view, higher levels of circulating testosterone 
during puberty has been thought to protect against 
disordered eating in boys, whereas higher levels of 
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estrogen may protect against genetic and pheno-
typic risk for disordered eating in girls (Ma et al., 
2019; Mikhail et al., 2019).

The hypothalamic- pituitary- adrenal (HPA) axis 
is the body’s main stress response system, driven 
by the hormone cortisol. Findings in AN and BN 
indicate various HPA axis alterations (Bou Khalil 
et al., 2017; Lo Sauro et al., 2008), some perhaps 
due to effects of malnutrition, some to comorbid 
mood and anxiety problems, some to exposure to 
trauma, and some due directly to having an ED. 
Several studies link pronounced psychopathology in 
individuals with an ED to more pronounced altera-
tions in cortisol functioning (Bruce et al., 2012; 
Diaz- Marsa et al., 2008).

Genetics
FaMiLy and Twin sTudies

For disorders that have often been construed 
as “sociocultural creations,” EDs are surprisingly 
heritable. Findings consistently indicate first- degree 
relatives of people with an ED to show increased lia-
bility for EDs compared to those of individuals with 
no ED (e.g., Strober et al., 2000). Providing even 
more convincing evidence of heredity, reported 
concordance rates for AN, BN, and BED in mono-
zygotic twins range from 28% to 76% across stud-
ies (Wade & Bulik, 2018). Aside from indicating 
substantial genetic effects, the same twin studies 
tend to show the nonshared environment (e.g., a 
particular stressor experienced by one twin) to con-
tribute more strongly to risk of an ED than does the 
shared environment (e.g., living in the same family 
environment).

While the preceding throws a challenge to 
models of ED etiology that emphasize family fac-
tors, an important nuance is necessary. Adult twin 
studies find most of the variance in under-  or over-
eating to be explained by genetic and nonshared 
environmental effects. However, a twin study con-
ducted in very young children has reported quite 
the opposite— effects of the shared (family) envi-
ronment in the absence of genetic effects (Herle 
et al., 2017). Helping guide the understanding 
of this apparent inconsistency, a number of stud-
ies have indicated that genetic influences toward 
ED development may tend to be “switched on” at 
puberty (Ma et al., 2019). The preceding would 
imply that problematic under-  or overeating may 
be a behavior that is learned in early childhood but 
is then transformed into a problem of clinical pro-
portions by genetic effects that become activated 
around puberty.

candidaTe gene sTudies
There have been various efforts to identify single- 

gene variants (or sets of interacting genes) that may 
contribute to risk of an ED. Such approaches are 
generally driven by a theory- based “guess” about 
which gene (or set of genes) might make an impor-
tant contribution to risk for a disorder. Findings 
from candidate gene studies often fail to replicate, 
and, consequently, the approach has fallen into 
disfavor. Nonetheless, some findings point to asso-
ciations between EDs and polymorphisms of genes 
that, in theory, bear a logical association with ED 
risk— including those regulating key neurotrans-
mitters like serotonin (Steiger et al., 2011), neu-
romodulators like BDNF (Ceccarini et al., 2019), 
hormones like estrogen (Nilsson et al., 2004), or 
those controlling appetitive behaviors like ghrelin 
(Muller et al., 2011).

Beyond the preceding, the candidate gene litera-
ture in EDs includes several observations suggesting 
gene– environment interactions. For instance, our 
group has shown that bulimic women carrying low- 
function alleles of the serotonin transporter poly-
morphism 5- HTTLPR when they report childhood 
abuse,display more novelty seeking, affective insta-
bility (Steiger et al., 2007), and dissocial (impulsive- 
aggressive) behavior (Steiger et al., 2008). A similar 
interaction implicating low- function 5HTTLPR 
alleles and familial/ developmental stress has been 
linked to AN in a clinic study (Karwautz et al., 
2011) and to binge eating in a large- scale com-
munity study (Akkermann et al., 2012). Similar 
interaction effects implicating other neural sys-
tems have also been documented. For instance, one 
of our findings indicated that, in BN, the DRD2 
Taq1A polymorphism interacts with childhood 
abuse to moderate manifestations of novelty seek-
ing (Groleau et al., 2012).

genoMe- wide associaTion sTudies
Recent technologies support genome- wide 

association studies (GWASs) that use informa-
tion gleaned from the entire genome to allow 
for isolation of novel genetic markers. The first 
study to document a finding of genome- wide sig-
nificance for AN was published in 2017, by the 
Eating Disorders Work Group of the Psychiatric 
Genomics Consortium (PGC- ED; Duncan et al., 
2017). Involving DNA from 3,495 people with 
AN and 10,982 normal- eater controls, the study 
associated a locus on chromosome 12 with AN, 
at a site previously linked to type- 1 diabetes and 
autoimmune diseases (Duncan et al., 2017). Other 
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findings from the same study indicated genetic 
correlations associating AN not only with mental 
illness phenotypes (like neuroticism and schizo-
phrenia), but also with physical health phenotypes 
(like rapid glucose and lipid metabolism, high- 
density lipoprotein cholesterol, and low BMI). 
In other words, aside from expected psychiatric 
components, findings characterized AN as hav-
ing important metabolic and autoimmune com-
ponents. We note that the autoimmune aspect of 
these findings corroborates a report based on more 
than 2.5 million Swedish healthcare registers that 
associated previous autoimmune disorders with 
later EDs and previous EDs with later autoim-
mune disorders (Hedman et al., 2019).

In 2019, the PGC- ED group published a larger 
follow- up GWAS involving data from 16,992 peo-
ple with AN and 55,525 controls (Watson et al., 
2019). The study identified eight genetic loci reach-
ing genome- wide significance and again implicated 
psychiatric traits (e.g., obsessive- compulsive and 
major depressive disorders), metabolic traits (e.g., 
insulin resistance, lipid metabolism), and anthropo-
metric traits (e.g., low BMI, low fat mass). Findings 
consolidate the idea that the genetic architecture of 
AN not only implicates psychiatric traits, but also 
metabolic factors and particular physical (anthropo-
metric) characteristics.

Epigenetics
A range of processes, referred to as “epigenetic” 

because they act “on top of” traditional genetic 
mechanisms, influence gene expression (and cor-
responding phenotypic variations) in the absence 
of actual DNA sequence changes. Many of these 
processes are believed to act in an environmentally 
responsive fashion (Cecil et al., 2020; Szyf, 2015) 
and hence to provide a plausible physical substrate 
for gene– environment interactions. Although vari-
ous mechanisms may be involved, the most widely 
studied is DNA methylation. Various factors (child-
hood stress, nutritional status, maternal stress dur-
ing gestation, perinatal complications, and current 
stressors) are believed to influence DNA meth-
ylation, which usually reduces gene expression (see 
Steiger & Booij, 2020). The likelihood that some or 
all of these factors act etiologically in the EDs has 
mobilized recent interest in the possible contribu-
tion of epigenetic processes to ED development and 
maintenance.

One of the first epigenetic studies in the EDs 
measured methylation levels in candidate genes 
in the DA system (implicated in mood, impulse 

control, reward sensitivity, and binge eating) and 
reported hypermethylation of the DRD2 and DAT 
genes in people with AN and BN (Frieling et al., 
2010). Other studies in AN have reported altered 
methylation of candidate genes regulating expres-
sion of alpha- synuclein (involved in neurotransmit-
ter release) (Frieling et al., 2007), oxytocin (linked 
to social attachment) (Kim et al., 2014; Thaler et 
al., 2020), histone deacetylase (broadly influencing 
gene expression), and leptin (which inhibits hun-
ger) (Neyazi et al., 2019).

Our group conducted some of the earliest stud-
ies on candidate gene methylation levels in people 
with BN. We focused on genes involved in the regu-
lation of the HPA axis (e.g., GR gene; Steiger et al., 
2013), neuroplasticity (BDNF gene; Thaler et al., 
2014), and monoamines (e.g., DRD2 gene; Groleau 
et al., 2014). The gist of results from these studies 
indicated that alterations in DNA methylation seen 
in individuals with BN tended to correspond to 
variations in comorbid tendencies (like suicidality, 
PD, or substance abuse) or to variations in exposure 
to childhood abuse.

Just as it has become possible to conduct 
genome- wide studies, techniques for sampling 
methylation levels throughout the genome have 
also become available. Our group has published two 
epigenome- wide studies comparing methylation 
levels in women with active AN to those in women 
in whom AN had remitted for at least 1 year or who 
had never had an ED (Booij et al., 2015; Steiger et 
al., 2019). In intriguing parallel to findings from the 
GWAS studies described above, our findings showed 
actively ill women to have altered methylation levels 
(and generally hypermethylation) on genes relevant 
to the mental status (e.g., serotonin, dopamine, glu-
tamate), glucose and lipid metabolism, and immune 
function. Findings also showed chronicity of illness 
to be associated with more pronounced alterations 
in methylation levels and, importantly, that changes 
seen in actively ill individuals seemed to “reset” with 
symptom remission. The latter aspects suggest that 
changes in DNA methylation might be implicated 
in the exacerbation of certain psychiatric traits and 
physical sequelae that occur in a long- standing eat-
ing disorder. The findings also imply that methyla-
tion indices may have promise as markers of disease 
staging or therapeutic response.

Toward an Integrated Etiological Concept
The idea that EDs are multiply determined by 

biological, psychological, and social factors has 
been widely accepted for many years (see Garfinkel 
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& Garner, 1983; Jacobi et al., 2004; Striegel- Moore 
& Bulik, 2007; Treasure et al., 2010). However, 
contemporary clinical science has recently led 
to advancements toward a more principled and  
better- articulated biopsychosocial perspective. The 
advent of epigenetic science has expanded our 
understanding of mechanisms by which environ-
mental factors may influence genetic potentials, 
activating and shaping various mental illness  
phenotypes— including eating disorders— and points 
to real physical substrates for a putative crosstalk 
between “nature” and “nurture.”

Genetic- epidemiological, molecular- genetic, 
brain imaging, neurobiological, and neuropsycho-
logical studies have resulted in an increased appreci-
ation of the extent to which biology, and especially 
hereditary traits, act in risk for ED development. 
However, there has not been a simple pendulum 
swing away from attention to sociocultural or 
developmental processes and toward more psycho-
biological modeling. Rather, contemporary multi-
dimensional models use emerging psychobiological 
data to elaborate a more properly integrated view. 
Eating disorders cease to be viewed as expressions of 
“superficial body consciousness,” “capriciousness,” 
or “stubborn oppositionality” in affected people, 
or as responses to “dysfunctional,” “overinvolved,” 
or “toxic” families. Instead, they are understood to 
represent the activation, by environmental stresses 
(and pressures promoting too much dieting) of real 
physical vulnerabilities to ED development borne 
by susceptible people. Such people do not “ask” 
to get an ED or “bring the ED on themselves.” 
Rather, they develop EDs because they carry real 
vulnerabilities that get “switched on” by real envi-
ronmental impacts. Likewise, when the disorder 
persists in affected people, it is not because they are 
“not trying hard enough to recover” or “choosing to 
keep their disorder.” It is because a biopsychosocial 
“mix” of factors has caused the disorder to become 
entrenched and difficult to overcome.

Encouragingly, some findings from the epigen-
etic literature suggest that nutritional rehabilitation 
may help undo or “reset” problematic changes in 
DNA methylation at key genetic loci (e.g., Steiger 
et al., 2019). Available evidence also indicates that 
treatment models informed by an integrative bio-
psychosocial perspective help “humanize” the pro-
cess of treatment, as they help clinicians and patients 
alike understand that EDs occur not because of 
failings in those affected (or in the families from 
which they arise) but because of the activation of 
real physical susceptibilities by lived environmental 

impacts. Arguably, informed models of ED devel-
opment encourage an understanding of ED etiol-
ogy and treatment that blames sufferers and their 
relatives less and that supports and validates more. 
For fuller treatments of such questions, see Steiger 
and Booij (2020).

To help clarify the type of “crosstalk” among 
putative risk factors that we assume to be involved 
in ED development, we introduce a concept that 
we believe provides a useful heuristic. The concept, 
supported by various available studies on the struc-
ture of ED pathology, is that, in the EDs, variables 
that bear directly on eating symptoms (restricting, 
bingeing, vomiting, body dissatisfaction, etc.) tend 
to map onto one factor or cluster, those that load 
onto generalized psychopathology (e.g., depression, 
anxiety, impulsivity, perfectionism) tend to cohere 
onto another. Furthermore, and more importantly, 
severity of symptoms in the ED- specific factor is 
often surprisingly independent of severity of symp-
toms in the comorbid factor. In other words, indi-
viduals displaying severe comorbid disturbances 
need not display correspondingly severe eating 
symptoms and vice versa.

To assist in discussing hypothetical causal inter-
actions among putative eating- specific and general-
ized components of pathology in the EDs, we have 
listed in Table 18.1 various factors that might rea-
sonably be thought to be relevant to each compo-
nent. Putative eating- specific risk factors are listed 
in the left- hand column of Table 18.1. These are 
presumed to impinge directly on bodily compo-
nents of self- representation and on eating- specific 
cognitions and behaviors. They include (1) biologi-
cal factors related to bodily appearance, appetite 
regulation, or direct eating- disorder risk; (2) psy-
chological and developmental processes linked to 
concern with body image or weight (e.g., identifi-
cations with weight- conscious parents and peers); 
and (3) social values that heighten concerns with 
weight and bodily appearance. Together, these fac-
tors are presumed to constitute the ingredients— 
biological, psychological, and social— of marked 
concerns with eating, weight, and body image. 
We assume that such factors control the overall 
strength of eating- related concerns. However, we 
also assume that, alone, these factors may not be 
sufficient to explain development of a clinical ED.

A second group of factors, assumed to be non-
specific to eating (i.e., to underlie generalized 
susceptibilities or maladjustments) but to be impor-
tant components of vulnerability to ED develop-
ment nonetheless, are depicted in the right- hand 
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column of Table 18.1. These include (1) biologi-
cal processes (e.g., neurotransmitter abnormali-
ties, genetic susceptibilities influencing mental, 
metabolic and immune status), (2) psychologi-
cal and developmental processes that shape gen-
eral psychological development and self- concept  
(e.g., familial overprotection, developmental 
neglect, childhood traumata), and (3) sociocul-
tural influences pertinent to overall self- image. We 
assume the latter set of factors to control presence 
and strength of generalized vulnerabilities and/ or 

maladjustments. Although nonspecific, such fac-
tors might interact with eating- specific agents to 
contribute to risk of developing a clinical ED in 
various ways, as follows:

 1. Given a social context that supports a 
“thin ideal” and that links body esteem 
to overall self- worth, the propensity to 
be perfectionistic or overly sensitive to 
social approval (shown on the left side of  
Table 18.1) might indirectly heighten 

Table 18.1 Putative biological, psychological, developmental, and social risk factors for development of eating 
disorders

Eating- specific factors
(direct risk factors)

Generalized factors
(indirect risk factors)

Biological factors ED- specific genetic risk Genetic risk for associated disturbance

Physiognomy and body weight Temperament

Appetite regulation Impulsivity

Energy metabolism Neurobiology (e.g., 5- HT mechanisms)

Sex hormones Sex hormones

Psychological factors Poor body image Poor self- image

Maladaptive eating attitudes Inadequate coping mechanisms

Maladaptive weight beliefs Self- regulation problems

Specific values or meanings
assigned to food, body

Unresolved conflicts, deficits,
posttraumatic reactions

Overvaluation of appearance Identity problems

Autonomy problems

Developmental factors Identifications with body- concerned 
relatives or peers

Aversive mealtime experiences
Trauma affecting bodily experience

Overprotection

Neglect

Felt rejection, criticism

Traumata

Relationship experience

Social factors Maladaptive family attitudes to eating, 
weight

Family dysfunction

Aversive peer experiences

Peer- group weight concerns Social values detrimental to stable, positive 
self- imagePressures to be thin

Body- relevant insults, teasing Destabilizing social change

Specific pressures to control weight  
(e.g., through ballet, athletic pursuits)

Values assigned to gender

Social isolation

Poor support network

Maladaptive cultural values assigned  
to body

Impeded access to means of self- definition

Factors are separated into those thought to contribute to eating- specific pathology and generalized psychopathology. Factors shown 
are meant to be illustrative, not exhaustive.
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susceptibility to intensive dieting and even-
tually to pathological eating practices. In this 
eventuality, one would expect, as tends to be 
the case, to find heavy loadings of perfection-
ism, self- criticism, reward dependence, and 
related characteristics in individuals who are 
prone to AN. Consider effects that might 
occur in a hypothetical example: An adoles-
cent girl with a genetic predisposition toward 
anxious, perfectionistic traits might begin 
to diet to bolster her self- esteem. Weight 
loss produces various social rewards, as peers 
and parents pay her more positive attention. 
However, because dieting also leads to altera-
tion of neurotransmitter function, a normal 
consequence of dieting, one effect might be 
an exacerbation of latent propensities toward 
anxiety and obsessionality and, gradually, 
increasing preoccupation with thinness. The 
adolescent’s inherent tendency to demand 
too much of herself might become ampli-
fied, under new biological influences, into 
full- blown obsession— and intensive dieting 
gradually evolves into a full- blown ED. Based 
on currently available data, such effects are 
most likely to occur in people who, because of 
unique hereditary susceptibilities and/ or hor-
monal influences, are particularly vulnerable 
to ED development.

 2. Some individuals might carry a hereditary pro-
pensity toward altered neurotransmitter func-
tion. In other people, such sensitivities might 
result from epigenetically mediated interactions 
between genetic propensities and lived envi-
ronmental exposures (e.g., trauma, intrauterine 
exposure to maternal stress, or dietary insuf-
ficiency). Once established, such tendencies 
might have predictable effects on mood and 
impulse regulation (acting on the right side of 
Table 18.1) while also conferring vulnerability 
to disorders of satiation, and hence bulimic eat-
ing patterns, in individuals disposed by social 
pressures emphasizing thinness (shown on the 
left side of Table 18.1) to restrict food intake— 
and to (in the process) reduce dietary intake of 
neurotransmitter precursors. Such tendencies 
might, in part, explain an affinity of bulimic 
eating syndromes for manifestations suggest-
ing mood or impulse dyscontrol and, in part, 
account for the demonstrated importance, as a 
causal antecedent, of dietary restraint in bulimic 
syndromes. The stage becomes set for a cascade 
of maladaptive potentials expressed in the form 

of symptoms like depression, anxiety, impulsiv-
ity, and dietary disinhibition (binge eating).

A main implication of the view we present here 
is that generalized susceptibilities, though not rep-
resenting a specific (or perhaps even necessary) 
ingredient, are almost certain to enhance vulner-
ability to ED development. Furthermore, once an 
ED has developed, biopsychosocial consequences 
may promote increasingly more pronounced and 
entrenched disturbances in both eating- specific and 
generalized spheres. For instance, if the affected 
individual was not highly obsessional, affectively 
unstable, or impulsive to start with, he or she may 
soon become so under the influence on brain func-
tion and emotion regulation of increasing dietary 
dysregulation.

Conclusion
Our thinking in this chapter has been struc-

tured around the concept that EDs, and the comor-
bid traits and syndromes that often coincide with 
them, have many common biological, psycho-
logical, and social determinants. This means that 
comorbid traits are often tightly woven into ED 
phenomenology and serve both as reflections of 
underlying causal elements and as manifestations of 
biopsychosocial consequences of the ED once it has 
developed. Following from this line of thinking, we 
propose that what may be of greatest interest about 
the EDs is, in fact, their tendency to implicate 
many nonspecific causal factors— and often to rep-
resent the activation, by excessive dietary restraint, 
of a diversity of generalized vulnerabilities. Such 
vulnerabilities might, in other contexts, find vari-
ous alternative expressions. What is clear, however, 
is that an adequate model of ED etiology needs to 
accommodate ways in which diverse environmental 
impacts, occurring at diverse moments throughout 
the life cycle (and even prenatally), may be shaping 
the expression of latent biological factors that influ-
ence both mind and body.
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C H A P T E R

 19  Life- Span and Multicultural Perspectives

Thomas M. Achenbach

Introduction
This chapter employs two conceptual frame-

works for understanding psychopathology across 
the life span in multiple cultural contexts. One 
framework is known as developmental psychopa-
thology, which seeks to advance understanding, 
prevention, and treatment of psychopathology by 
conceptualizing maladaptive functioning in relation 
to developmental periods, sequences, and processes, 
as well as the tasks, challenges, and achievements 
characterizing particular developmental periods 
(Achenbach, 1974/ 1982, 2009).

The other framework embodies an empirically 
based, bottom- up paradigm for assessing psychopa-
thology and for deriving taxonomic constructs of 
psychopathology via multivariate analyses of assess-
ment data obtained on large samples of individu-
als. The chapter emphasizes practical applications of 
both frameworks to assessing, researching, and con-
ceptualizing psychopathology across the life span in 
many contexts around the world.

Developmental Psychopathology
The discipline of developmental psychopathol-

ogy originated primarily with efforts to understand 
maladaptive functioning from birth to maturity. 
Because there had been relatively little research on 
psychopathology between birth and maturity and 
because physical, social, cognitive, educational, and 
other developmental changes are so conspicuous 
during this period, developmental psychopathol-
ogy initially focused on the nature, assessment, 
course, and consequences of maladaptive function-
ing among children. (I use “children” to include 
the entire period from birth to maturity.) However, 
it has since become clear that psychopathology of 
adulthood and later life is also best understood in 
terms of a life span approach that takes account of 
developmental variables from birth through old age.

Deriving Empirically Based Constructs for Child 
Psychopathology

The developmental approach to the study of 
psychopathology was especially motivated by the 
need to obtain empirical data from which to derive 
constructs for psychopathology of childhood. 
Until 1968, the first edition of the Diagnostic and 
Statistical Manual (DSM- I, published in 1952)— 
which embodied the official American psychiat-
ric nosology— contained only the following two 
categories for child psychopathology: adjustment 
reaction of childhood and schizophrenic reaction, 
childhood type. Neither of these diagnostic catego-
ries was derived from empirical assessment of chil-
dren’s problems, and neither one provided explicit 
criteria for deciding which children qualified for 
which diagnosis. Although DSM- II added diagnos-
tic categories for children’s problems, the additional 
categories were not derived from empirical assess-
ment data, nor did they provide explicit criteria 
for deciding which children qualified for which 
diagnoses.

The lack of empirically based differentiation 
among childhood disorders and the prolifera-
tion of powerful computers prompted multiple 
researchers to apply factor analysis and other 
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multivariate statistics to identify sets of problem 
items that tended to co- occur in large samples 
of children (e.g., Achenbach, 1966; Conners, 
1969; Miller, 1967; Quay, 1964). Despite differ-
ences between instruments for rating problems, 
sources of data, samples of children, and analytic 
methods, reviews of these efforts revealed con-
siderable convergence on two broad- spectrum 
groupings of children’s problems designated as 
internalizing (or “overcontrolled”) and externaliz-
ing (or “undercontrolled”), plus more numerous  
narrow- spectrum syndromes than were implied 
by the DSM diagnostic categories (Achenbach, 
1966; Achenbach & Edelbrock, 1978; Quay & 
Werry, 1979). (The term syndrome is used here 
to designate a set of problems found to co- occur, 
consistent with the Greek meaning of “syndrome” 
as “the act of running together;” Gove, 1971, p. 
2320. Syndromes are not necessarily equated 
with disorders, as problems may be found to 
co- occur for many reasons.) The internalizing 
grouping comprises problems of anxiety, depres-
sion, social withdrawal, and somatic complaints 
without apparent medical cause. The external-
izing grouping, by contrast, comprises prob-
lems of aggressive and rule- breaking behavior. 
The broad- spectrum  internalizing– externalizing  
distinction has since been employed in more 
than 75,000 published studies (Achenbach et al., 
2016).

Hierarchical Models
The study that originally coined the internalizing– 

externalizing distinction depicted hierarchical 
relations between narrow- spectrum syndromes and 
broad- spectrum groupings of problems to reflect 
findings that children whose problems matched 
certain narrow- spectrum syndromes were also clas-
sified as fitting either the broad- spectrum internal-
izing or externalizing grouping (Achenbach, 1966). 
These findings thus provided an empirical basis for 
bottom- up hierarchical models of psychopathology, 
which start with ratings of large pools of problem 
items at the bottom, move up to factor- analytically 
derived narrow- spectrum syndromes of co- occurring 
problems at the next level, thence to broad- spectrum 
internalizing and externalizing groupings, and ulti-
mately to a general dimension of psychopathology 
(p) comprising scores for all the problem items (des-
ignated as Total Problems; Achenbach, 1966, 2009, 
2020b, 2021). The reasons that particular prob-
lems are found to co- occur to form narrow-  and 
broad- spectrum groupings may include biomedical, 

genetic, environmental, experiential, semantic, and 
other factors.

Contrasts with the DSM
The findings of numerous childhood syndromes— 

several of which were subsumed by broad- spectrum 
internalizing or externalizing groupings— argued 
against the DSM’s implication that child psycho-
pathology should be conceptualized in terms of 
minimally differentiated versions of adult psycho-
pathology. Although the DSM qualifies diagnostic 
criteria for some disorders with references to chil-
dren, the current DSM- 5 conceptual model implies 
that the essential nature of most disorders remains 
similar from childhood throughout adulthood and 
into old age. As an example of a common kind of 
psychopathology having counterparts across the life 
span, major depressive disorder (MDD) is speci-
fied in terms of nine symptoms, five or more of 
which “have been present during the same 2- week 
period and represent a change from previous func-
tioning” (DSM- 5, p. 160). Among the symptoms 
are depressed mood, with the qualifier that it can 
be “irritable mood” in children and adolescents. 
Another symptom is significant weight loss or gain, 
with the qualifier that the diagnostician can con-
sider “failure to make expected weight gain” in chil-
dren (p. 161). Other than these minor qualifiers, 
the construct and criteria for MDD are the same 
across the life span.

As with previous editions of the DSM, the 
DSM- 5 criteria for MDD were formulated by com-
mittees to represent what they viewed as the essence 
of MDD, with minor qualifiers to take account of 
what the committees thought might characterize 
MDD in children and no qualifiers for MDD in 
the elderly.

A life span developmental approach differs from 
the DSM approach in not assuming that most 
disorders are essentially the same across all devel-
opmental periods. Instead, research on different 
developmental periods is used to identify charac-
teristics that discriminate between members of par-
ticular age groups who are judged to need mental 
health services versus peers who are judged not to 
need such services. The discriminating characteris-
tics are then analyzed statistically to derive empiri-
cally based constructs for psychopathology within 
each developmental period. Scales for scoring the 
constructs are subsequently normed with data from 
population samples for each age group.

Specific methods for identifying discriminating 
characteristics will be outlined later, but the key 
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point is this: constructs for psychopathology should 
be based on empirical findings for individuals within 
particular developmental periods, rather than being 
negotiated by committees who then agree on crite-
ria for each construct, with occasional qualifiers to 
take account of what the committees view as pos-
sible differences between adults and children.

Life span developmental research generates some 
constructs that differ between developmental peri-
ods but which longitudinal research may reveal to 
be linked between earlier and later developmental 
periods (heterotypic continuity). Life span develop-
mental research also generates some constructs that 
are similar across developmental periods (homotypic 
continuity), as well as some constructs for which 
longitudinal research fails to detect links across 
developmental periods. In other words, devel-
opmental similarities and differences should be 
identified for successive developmental periods via 
empirical research using developmentally appropri-
ate assessment instruments, sources of data, par-
ticipant samples, and analyses. To map continuities 
and discontinuities across developmental periods, 
longitudinal research is required that applies devel-
opmentally appropriate assessment instruments, 
sources of data, and analyses to the same partici-
pants as they age. Much developmental research on 
psychopathology has focused on the period from 
birth to maturity, but developmental research is also 
needed to advance understanding of psychopathol-
ogy in early, middle, and later adulthood.

The Empirically Based Bottom- Up 
Paradigm

Although there were some earlier factor ana-
lytic studies of severe adult psychopathology (e.g., 
Wittenborn, 1951), the empirically based bottom- 
up paradigm for advancing the developmental study 
of psychopathology employs factor analysis as one 
component of the Achenbach System of Empirically 
Based Assessment (ASEBA), which has evolved 
through programmatic efforts over more than a half 
century (Achenbach, 1966, 2020b). The following 
sections outline key components of the empirically 
based bottom- up paradigm for the developmental 
study of psychopathology across the life span.

Assessment Instruments
Empirically based bottom- up efforts have con-

structed assessment instruments tailored to each 
developmental period. The items comprising each 
instrument are designed to assess behavioral, emo-
tional, social, and thought problems that would 

potentially make individuals of a particular devel-
opmental level candidates for mental health ser-
vices. Pools of candidate items were generated from 
research and from consultation with relevant profes-
sionals, including practitioners in medical, school, 
forensic, and child and family services, as well as 
mental health workers. Written at a fifth- grade 
reading level, the items are tailored to the kinds 
of informants who are familiar with the assessed 
individuals’ functioning in particular contexts. Self- 
report instruments are provided for individuals who 
are capable of completing them. Within a particu-
lar developmental period, some items may differ 
according to the intended kind of informant. For 
example, nightmares is an item on instruments com-
pleted by parents and youths but not on teacher- 
completed instruments.

In addition to the generation of large pools of 
candidate items, construction of developmentally 
appropriate instruments requires testing of various 
formats, instructions, rating scales, and periods on 
which informants are instructed to base their rat-
ings. Pilot testing has included having large samples 
of informants complete successive drafts of the 
instruments, comment on the items and formats, 
and suggest additional items.

Extensive pilot testing and feedback from sam-
ples of the intended kinds of informants have been 
used to cull, augment, and refine the items, as well 
as to ensure that formats, instructions, rating scales, 
and rating periods function well. Because no single 
informant is apt to provide a complete picture of 
assessed individuals, parallel instruments have been 
constructed to obtain assessment data from differ-
ent kinds of informants appropriate for each devel-
opmental period. For example, for the preschool 
period, one instrument is designed to be completed 
by parent figures, while a parallel instrument is 
designed to be completed by preschool teachers and 
daycare providers who see children in group settings 
(Achenbach & Rescorla, 2000).

For school- age children, there are parallel 
parent-  and teacher- completed instruments, plus a  
self- report instrument completed by 11-  to 18- year- 
olds (Achenbach & Rescorla, 2001). For adults 
and the elderly, there are self- report instruments 
plus collateral- report instruments for completion 
by people who know the assessed individuals, such 
as spouses, partners, family members, friends, and 
therapists (Achenbach et al., 2004; Achenbach & 
Rescorla, 2003). In the final versions of the instru-
ments, problem items are rated on Likert scales as 
0 =  not true (as far as you know), 1 =  somewhat or 
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sometimes true, or 2 =  very true or often true. Ratings 
are based on the preceding 2 months for ages 1½– 5 
and 60– 90+  and for teachers’ ratings of 6-  to 18- 
year- olds. For other instruments, ratings are based 
on the preceding 6 months.

Testing the Instruments’ Psychometrics
As part of the development process, the instru-

ments were completed for large samples of individu-
als who were referred for mental health and related 
services, such as special education for children and 
substance abuse services for adults. The instruments 
were also completed for population samples of indi-
viduals who had not been referred for such services 
during the previous 12 months. Distributions of rat-
ings on each item were examined to identify items 
having too little variance to provide meaningful data.

Each item of each instrument was tested for its 
ability to discriminate between demographically 
similar referred and nonreferred samples, with 
effects of demographic variables such as age, gender, 
ethnicity, and socioeconomic status (SES) partialed 
out. Items that did not discriminate significantly 
between referred and nonreferred samples were 
then discarded, with the exception of a few items 
that did not discriminate significantly between 
heterogeneous referred versus nonreferred samples 
but were found to load significantly on factors 
from which syndromes were derived, as described 
later. The items’ ability to discriminate signifi-
cantly between demographically similar samples 
of referred versus nonreferred samples, plus— for 
some items— significant loadings on syndromes, 
thus supported the validity of the items as markers 
for psychopathology. After scales were constructed 
for scoring the items on syndromes, internalizing, 
externalizing, p, and other constructs, the scale 
scores were evaluated for discriminant, construct, 
and predictive validity (Achenbach et al., 2004; 
Achenbach & Rescorla, 2000, 2001, 2003).

The test- retest reliability of each scale scored 
from each instrument was supported by Pearson 
correlations (rs) between scores obtained from rat-
ings by the same informants over intervals of one to 
two weeks. Changes in mean scale scores were tested 
over those periods with t tests to detect statistically 
significant differences between initial scores and 
scores obtained by the same individuals 1– 2 weeks 
later. Longer- term stability of scale scores was sup-
ported by test- retest rs between scale scores obtained 
from ratings by the same informants over periods of 
months to years. The internal consistency of each 
scale was supported by Cronbach’s alpha coefficient.

Syndrome Scales
The lengthy efforts invested in constructing 

developmentally appropriate instruments designed 
for completion by different informants were 
intended both to obtain research data from which 
to derive constructs for psychopathology and to 
provide practical tools for clinically assessing indi-
viduals’ needs for help. The derivation of constructs 
went through successive stages in which ratings of 
various samples were subjected to multiple factor 
analyses, separately for each gender and age range 
of assessed individuals and for different kinds of 
informants, as summarized by Achenbach (2009). 
To ensure that the assessed individuals had enough 
problems to enable detection of clinically meaning-
ful syndromes, the samples that were factor ana-
lyzed in the initial stages of the research comprised 
individuals who were referred for mental health or 
related services. To minimize possible biases asso-
ciated with clinical referral, later factor- analytic 
samples included nonreferred as well as clinically 
referred individuals whose p scores were at or above 
the median for a nationally representative US popu-
lation sample of each gender- , age- , and informant- 
specific group. Multiple kinds of orthogonal and 
oblique exploratory factor analyses (EFAs) were 
used. (Orthogonal EFAs identify syndromes that 
are not correlated with each other, whereas oblique 
EFAs identify syndromes that are correlated with 
each other.)

Provisional syndromes were constructed to 
include items that loaded significantly on coun-
terpart factors found in different EFAs of problem 
item ratings for each gender/ age group within each 
developmental period, rated by different kinds of 
informants. The provisional syndromes were then 
subjected to confirmatory factor analyses (CFAs) 
to obtain the final versions of syndromes scored 
from instruments completed by a particular kind of 
informant (parent, teacher, self, adult collateral) for 
individuals at ages 1½– 5, 6– 18, 18– 59, and 60– 
90+  years (Achenbach et al., 2004; Achenbach & 
Rescorla, 2000, 2001, 2003). (CFAs test whether 
data fit syndromes that were previously identi-
fied by EFAs.) Items retained for syndromes had 
significant loadings in CFAs of ratings by a par-
ticular kind of informant. However, some items 
differed for versions of a particular syndrome 
scored from ratings by different kinds of infor-
mants. For example, Disturbs other pupils is on the 
Attention Problems syndrome scale scored from 
the Teacher’s Report Form for Ages 6– 18 (TRF) 
but not on the Attention Problems syndrome scale 
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scored from the Child Behavior Checklist for Ages 
6– 18 (CBCL/ 6- 18) completed by parents nor on 
the Youth Self- Report for Ages 11– 18 (YSR), nei-
ther of which requests ratings for Disturbs other 
pupils. Syndrome scale scores are operationalized 
by summing the 0- 1- 2 ratings of a syndrome scale’s 
constituent items obtained by an individual on a 
particular assessment instrument completed by a 
particular informant.

Internalizing and Externalizing Scales
To operationalize hierarchical structures of psy-

chopathology, rs were computed between first- order 
syndrome scale scores obtained by individuals in each 
of the samples that had been used to derive the fac-
tors on which the syndromes were based, separately 
for each gender- , age- , and informant- specific group. 
The rs between syndrome scale scores were then fac-
tor analyzed. For ages 1½– 5, 6– 18, and 18– 59, two  
second- order factors were found that corresponded to 
the internalizing- externalizing distinction. (Second- 
order factors consist of first- order syndromes that are 
mutually associated.) However, second- order factor 
analyses did not yield such factors for ages 60– 90+ 
. The syndrome scales’ loadings on the second- order 
factors varied somewhat between the multiple second- 
order factor analyses of each instrument. The syn-
drome scales loading on the second- order factors also 
differed between the different age groups, reflecting 
age group differences in the syndromes.

Scores on the scale based on the internal-
izing factor for a particular instrument are 

operationalized by summing the scores obtained by 
an individual on the syndrome scales that loaded 
highly on the internalizing factor for that instru-
ment. As an example, for the Adult Self- Report 
for Ages 18– 59 (ASR) and the Adult Behavior 
Checklist for Ages 18– 59 (ABCL), the Anxious/ 
Depressed, Withdrawn, and Somatic Complaints 
syndrome scales loaded highly on the internalizing 
factor. An individual’s internalizing score is there-
fore operationalized by summing the individual’s 
scores on those three syndrome scales. Analogous 
procedures apply to the externalizing scale scored 
from each instrument.

Another type of factor analysis, called bifac-
tor analysis, can also be used to construct broad- 
spectrum internalizing and externalizing scales. 
However, neither second- order nor bifactor analysis 
is necessarily the optimal approach to construct-
ing broad- spectrum internalizing and externalizing 
scales for all purposes (Achenbach, 2021; Lahey et al.,  
2021; Markon, 2021). An advantage of second- 
order factor analysis for constructing practical  
clinical assessment tools is that the syndrome, inter-
nalizing, and externalizing scales remain intact 
within the hierarchy that ranges from ratings of 
individual items at the lowest (most molecular) 
level, to syndrome scales at the narrow- spectrum 
level, internalizing and externalizing scales at the 
broad- spectrum level, and the p scale at the most 
general (molar) level. Figure 19.1 illustrates an 
empirically based hierarchy of scales scored on the 
ASR and ABCL (Achenbach & Rescorla, 2003).

Anxious/
Depressed

Withdrawn

Internalizing Externalizing
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Complaints

Total Problems

Aggressive
Behavior

Rule-Breaking
Behavior

Intrusive

Attention
Problems

Thought
Problems

Figure 19.1 Hierarchy of empirically derived problem scales for ages 18– 59. Adapted from https.// aseba.org/ wp- cont ent/ uplo ads/ 2019/ 04/ 
cata log.pdf. Copyright 2019, T. M. Achenbach.
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DSM- Oriented Scales
Although the DSM diagnostic categories are 

products of a top- down paradigm, questions often 
arise about relations between DSM diagnoses and 
empirically based bottom- up assessment data. To 
provide cross- walks between DSM categories and 
data obtained with ASEBA instruments, DSM- 
oriented scales were constructed by having inter-
national panels of experts identify ASEBA items 
for ages 1½– 5, 6– 18, 18– 59, and 60– 90+  that the 
experts judged to be very consistent with particular 
DSM diagnostic categories (Achenbach, 2014).

Corresponding to DSM diagnostic categories, 
the constructs measured by the DSM- oriented 
scales are top- down scales that were constructed 
with ASEBA problem items (which had previously 
been tested for discriminant validity, as described 
earlier) by applying the collective judgment of 
international experts. Moreover, unlike the yes/ no 
judgments required for DSM diagnostic criteria, the 
experts rated the ASEBA items on Likert scales as 
0 =  not consistent, 1 =  somewhat consistent, and 2 =  
very consistent with particular DSM diagnostic cat-
egories. An item was assigned to a scale for a DSM 
category if at least 60% of the experts rated it as very 
consistent with the category. At least five ASEBA 
problem items had to be rated as very consistent 
with a DSM category to form a DSM- oriented scale 
for that category.

In the first editions of the DSM- oriented scales, 
experts based their judgments on DSM- IV catego-
ries, separately for ages 1½– 5, 6– 18, 18– 59, and 
60– 90+  (Achenbach et al., 2004; Achenbach & 
Rescorla, 2000, 2001, 2003). The DSM- oriented 
scales were subsequently revised on the basis of new 
panels of international experts’ identification of 
items that they judged to be very consistent with 
DSM- 5 criteria (Achenbach, 2014).

Like the empirically based ASEBA syndrome 
scales, each ASEBA DSM- oriented scale is opera-
tionalized by summing an informant’s 0- 1- 2 rat-
ings of the items comprising the scale. Standardized 
scores (normalized T scores) for the DSM- oriented 
scales are based on the same normative samples as 
the empirically based scales for a particular age and 
gender, rated by a particular kind of informant. 
Thus, although the DSM constructs are based on 
experts’ judgments, the DSM- oriented scales are 
operationalized and normed as quantitative dimen-
sions like other ASEBA scales.

Reliability, validity, and internal consistency 
findings for the DSM- oriented scales are reported 
in the ASEBA manuals for ages 1½– 5, 6– 18, 

18– 59, and 60– 90+  (Achenbach et al., 2004; 
Achenbach & Rescorla, 2000, 2001, 2003). More 
than 300 publications report findings on associa-
tions between ASEBA scores and diagnostic data 
(Pascal & Achenbach, 2021). By classifying indi-
viduals according to whether their DSM- oriented 
scale scores are in the clinical range, users can apply 
a categorical DSM approach to using the scales. 
However, because there is abundant evidence that 
continuous measures of psychopathology are more 
reliable and valid than categorical measures, use of 
the continuous DSM- oriented scale scores is apt to 
be superior to categorical classification of individu-
als as clinically deviant versus nondeviant (Markon 
et al., 2011).

Multi- Informant Assessment
Mental health professionals who work with chil-

dren have long understood the value of obtaining 
data from adults such as children’s parents and teach-
ers, as well as from the children themselves. Over 
several decades, meta- analyses of rs between ratings 
of children’s problems by people who play similar 
roles and see children in similar contexts (pairs of 
parents, teachers, mental health workers, observers) 
have yielded mean cross- informant rs around .60 
(Achenbach, McConaughy, & Howell, 1987; De 
Los Reyes et al., 2015). Between people who play 
different roles and see children in different contexts 
(e.g., parents vs. teachers), cross- informant rs have 
averaged around .30. And between self- ratings by 
children versus ratings by others, the cross- informant 
rs have ranged from the .20s to the .40s, depending 
on the children’s ages and on who rated the children. 
Even the rs around .60 for pairs of similar infor-
mants mean that each informant may provide dif-
ferent information about an assessed child, and even 
more so for pairs of informants whose roles differ in 
relation to an assessed child.

The modest cross- informant rs cannot be dis-
missed merely as resulting from measurement error 
because good reliability and validity have been dem-
onstrated for the parent- , teacher- , and self- rating 
instruments (De Los Reyes, 2011). Instead, the 
modest rs are likely to reflect differences between 
children’s behaviors in different contexts (e.g., home 
vs. school), as well as differences between the mind-
sets of informants such as parents versus teachers.

Although the need for multi- informant assess-
ment of children is now widely recognized, adult 
mental health clients are usually the sole or main 
source of assessment data about themselves. There 
have been many fewer studies of cross- informant 
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agreement regarding adult than child psychopa-
thology, but meta- analyses of cross- informant rs 
between self-  and collateral- ratings of adult psy-
chopathology have found a mean r of only .45 
(Achenbach et al., 2005). DSM diagnoses based 
only on adult self- reports have also been found to 
differ substantially from diagnoses based on data 
from other informants (Meyer, 2002; Meyer et al., 
2001). Consequently assessment of adults as well 
as children should include data from informants 
who know the assessed person, as well as data from 
self- reports.

Within each age range, parallel ASEBA instru-
ments are designed to obtain ratings of behavioral, 
social, emotional, and thought problems from dif-
ferent informants (parents, teachers, self, adult col-
laterals). The parallel instruments are scored on 
parallel syndrome, DSM- oriented, internalizing, 
externalizing, and Total Problems scales, although 
the items comprising the parallel scales are not nec-
essarily identical for all informants. Hand- scored 
and computer- scored profiles display scale scores 
in relation to norms appropriate for the assessed 
individual’s age, gender, the type of informant (par-
ent, teacher, self, adult collateral), and multicultural 
norm group (explained later).

To operationalize the magnitude of agreement 
between different informants, the computer soft-
ware generates Q correlations between the 0- 1- 2 
ratings of problem items by each pair of informants. 
(Each Q correlation is computed by applying the 
formula for r to the 0- 1- 2 ratings by a pair of infor-
mants.) To enable users to evaluate the magnitude 
of a Q correlation between a particular pair of infor-
mants, the software displays the 25th percentile, 
mean, and 75th percentile Q found in large refer-
ence samples of similar pairs of informants. The 
software describes Qs below the 25th percentile as 
below average; Qs from the 25th through the 75th 
percentile as average; and Qs above the 75th per-
centile as above average. To enable users to identify 
cross- informant agreements and disagreements on 
specific items, the software displays the problem 
items comprising each scale in side- by- side lists 
with the 0- 1- 2 ratings of each item by up to 10 
informants.

The software additionally displays the standard-
ized problem scale scores (normalized T scores) 
on side- by- side bar graphs for ratings by up to 10 
informants. This enables users to identify scales on 
which informants agree versus disagree in reporting 
low, intermediate, or high levels of the problems 
that comprise a scale standardized on the basis of 

norms for the assessed person’s age, gender, the type 
of informant, and the multicultural norm group. 
If they deem it appropriate, clinicians can elect to 
show the bar graphs to clients to help them see simi-
larities and differences between reports by different 
informants.

Competence, Adaptive Functioning, and  
Strengths Scales

Evaluation of needs for mental health services 
should include assessment of competencies, adap-
tive functioning, and strengths as well as assessment 
of problems. Individuals whose problems are in the 
clinical range and who have low levels of favorable 
characteristics are apt to need different kinds of help 
than individuals who have higher levels of favor-
able characteristics. Like ASEBA items for assess-
ing problems at particular developmental periods, 
ASEBA items for assessing favorable characteristics 
are tailored to particular developmental periods 
and to the kinds of informants who are able to pro-
vide information about those characteristics. Also 
like the ASEBA problem items, ASEBA items for 
assessing favorable characteristics were culled and 
refined from large pools of candidate items on the 
basis of data from large samples of informants who 
completed successive pilot editions. The items were 
then tested for their ability to discriminate between 
demographically similar samples of clinically 
referred and nonreferred individuals in a particular 
age range. However, unlike the problem items, the 
items for assessing favorable characteristics were not 
factor analyzed to derive constructs. Instead, these 
items were aggregated into scales for assessing certain 
favorable aspects of functioning that discriminate 
well between clinically referred and nonreferred sam-
ples and that can serve as targets for interventions.

As an example, the CBCL/ 6- 18 includes items 
that request parents to list up to three sports and 
three non- sports hobbies, activities, and games that 
their child likes to take part in. Parents are asked 
to indicate the amount of time their child spends 
in each one, compared to others of the same age 
(less than average, average, more than average, don’t 
know). Parents are also asked to indicate how well 
their child does in each one, compared to others of 
the same age (below average, average, above average, 
don’t know). Parents are additionally asked to list up 
to three jobs or chores their child does and how well 
their child does each one. These items are scored on 
the Activities scale.

Other CBCL/ 6- 18 items assess involvement in 
organizations; friendships; how well the child gets 
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along with siblings, parents, and other kids; and 
how well the child plays and works alone. These 
items are scored on the Social scale. Additional items 
assess various aspects of school functioning, scored 
on the School scale. The scores for the Activities, 
Social, and School scales are summed to yield a Total 
Competence scale score. Raw scores on each compe-
tence scale are converted to normalized T scores and 
percentiles based on normative samples, separately 
for each gender at ages 6– 11 and 12– 18. Unlike 
ASEBA scales for assessing problems, low scores on 
the competence scales are clinically important.

The YSR has self- report versions of the compe-
tence items that are scored on scales like those for 
the CBCL/ 6- 18, plus items interspersed among the 
problem items that describe positive qualities and 
are rated on 0- 1- 2 Likert scales like the problem 
items. Examples include “I am pretty honest” and 
“I like to help others.” The 0- 1- 2 ratings on these 
items are summed to yield a scale score for Positive 
Qualities.

The ASR has adaptive functioning items that are 
scored on scales for Friends, Spouse/ Partner, Family, 
Job, Education, and Mean Adaptive, which is com-
puted by averaging standard scores on the scales that 
are relevant to the adult who completed the ASR. 
(An adult who— during the preceding 6 months— 
had no spouse/ partner, job, or enrollment in an 
educational program would not be scored on these 
scales.) The ABCL has collateral report versions of 
the Friends and Spouse/ Partner items and scales.

The four instruments spanning ages 18– 90+  are 
also scored on a Personal Strengths scale, which is 
the sum of 0- 1- 2 ratings on favorable items scat-
tered among the problem items. Examples include 
“Can do certain things better than other people” 
and “Likes to help others.” Competence, adaptive 
functioning, and strengths scales are displayed on 
profiles in relation to norms appropriate for the 
assessed individual’s gender, age, group, and the 
type of informant. Table 19.1 summarizes ASEBA 
self- report and informant- report instruments for 
ages 1½ through 90+  years, as well as the scales 
scored from them.

Multicultural Applications
Research, assessment methodology, and theory 

pertaining to psychopathology have originated 
mainly in a few rather similar societies. (“Societies” 
refer here to geopolitically demarcated populations 
that include countries but also populations that are 
not countries, such as Puerto Rico, Hong Kong, and 
Flanders, the Flemish speaking region of Belgium.) 

However, it should not be assumed that the mod-
els and methodologies originating in a few societies 
automatically apply to people in all other societies. 
Instead, models and methodology developed in a 
particular society should be empirically tested for 
generalizability to other societies.

The application of the same standardized 
research methods to people in different societies is 
known as etic research. The term “etic” was derived 
by the linguist Kenneth Pike (1967) from phonetic 
(i.e., linguists’ systems for standardized representa-
tions of speech sounds that are meaningful in any 
of the world’s languages). Etic research differs from 
emic research (Pike, 1967), derived from phonemic 
(i.e., linguists’ systems for representing sounds that 
are meaningful in a particular language). Whereas 
etic research uses the same standardized methods to 
assess people in many societies (with translations, if 
needed), emic research uses methods tailored to a 
particular society.

There is a long history of cross- cultural research 
that compares two or three societies and draws 
inferences about all members of each society from 
differences on measures applied to samples from 
each society (Hermans & Kempen, 1998). By con-
trast, the multicultural research on psychopathology 
addressed here assesses population samples in many 
societies using the same standardized assessment 
methods to obtain distributions of quantitative 
scores, both within and between societies. To facili-
tate such research, ASEBA instruments are available 
in the 113 languages listed in Table 19.2. Published 
reports of use of ASEBA instruments in more than 
100 societies and cultural groups are also available 
(Pascal & Achenbach, 2021).

Generalizability of Syndrome Structures Across 
Many Societies

To test the degree to which the syndrome struc-
tures derived from factor analyses of primarily US 
ASEBA data would be found in other societies, 
CFAs have been performed on data from popula-
tion samples in more than 50 societies. Separate 
CFAs have been performed on the ratings of prob-
lem items on each ASEBA instrument in population 
samples for ages 1½– 5, 6– 18, 18– 59, and 60– 90+  
(Ivanova et al., 2007a, 2007b, 2007c, 2010, 2011, 
2015a, 2015b, 2020, 2021, 2022; Rescorla et al., 
2012). The ASEBA syndrome structures were sup-
ported by the root mean square error of approxima-
tion (RMSEA) obtained for CFAs of data obtained 
with the ASEBA instruments in non- US societies 
around the world. Thus, despite vast differences in 
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languages, cultures, gene pools, political and eco-
nomic systems, geographical locations, etc., people’s 
ratings of ASEBA problem items yielded similar 
syndrome structures within age ranges 1½– 5, 6– 18, 
18– 59, and 60– 90+ .

Generalizability of Problem Item Structures Across 
Many Societies

To provide another test of the generalizability of 
the measurement structure of ASEBA instruments, 
the mean of the 0- 1- 2 ratings was computed for 
each problem item on each ASEBA instrument in 

each sample. Q correlations were then computed 
between the mean of the ratings on each item of a 
particular instrument for Society A versus Society 
B, Society A versus Society C, and so on for all pairs 
of societies. (Each Q correlation was computed by 
applying the formula for r to the set of mean 0- 1- 2 
ratings obtained on problem items for one society 
versus the set of mean 0- 1- 2 ratings obtained on 
the same problem items for a second society.) The 
Q correlation between the mean item ratings mea-
sured the similarity in rank ordering of item ratings 
between the two societies.

Table 19.1 ASEBA instruments for ages 1½– 90+  years

Ages Informants Normative
sample Na

Psychopathology scales Strength scales

1½– 5 Years

CBCL/ 1½– 5 Parent figures 19,806 Syndromes, DSM, Int, Ext. Total. 
Stress

Language Development

C- TRF Daycare providers, 
preschool

8,974 “ NA

6– 18 years

CBCL/ 6– 18 Parent figures 59,804 Syndromes, DSM, Int, Ext, Total, 
OCPb, SCTc, Stress

Activities, Social, School, 
Total Competence

TRF Teachers, school 
stuff

32,349 “ Academic, Adaptive

YSR Youths 31,300 “ Activities, Social, Total 
Competence, Positive 
Qualities

BPM/ 6– 18 Parents, teachers, 
youths

123,453 Attention probs., Int, Ext, Total NA

18- 59 Years

ABCL Collaterals 8,322 Syndromes, DSM, Int, Ext, Total, 
OCPb, SCT, Substance use

Friends, Spouse/ Partner, 
Personal strengths

ASR Adults 11,790 “ Friends, Spouse/ Partner, 
Family, Job, Education, 
Personal Strengths

BPM/ 18– 59 Adults, collaterals 20,112 Attention probs., Int, Ext, Total NA

OABCL Collaterals 6,105 Syndromes, DSM, Total, 
Substance use

Friends, Spouse/ Partner, 
Personal Strengths

OASR Older adults 10,049 “ “

Note: CBCL/ 1½– 5, Child Behaviour Checklist for Ages 1½– 5; C- TRF, Caregiver- Teacher Report Form; CBCL/ 6– 18, Child 
Behaviour Checklist for Ages 6– 18; TRF, Teacher’s Report Form; YSR, Youth Self- Report; BPM/ 6– 18, Brief Problem Monitor 
for Ages 6– 18; ABCL, Adult Behaviour Checklist; ASR, Adult Self- Report; BPM/ 18– 59, Brief Problem Monitor for Ages 18– 59; 
OABCL, Older Adult Behaviour Checklist.

a Multicultural Samples from dozens of societies.

b Obsessive- Compulsive Problems Scale.

c Sluggish Cognitive Tempo Scale.

 



Table 19.2 Translations of ASEBA forms

1. Afaan Oromo (Ethiopia) 39. German 77. Polish

2. Afrikaans 40. Greek 78. Portuguese (Angola, Portugal)

3. Albanian/ Kosova 41. Gujarati (India) 79. Portuguese (Brazilian)

4. American Sign Language 42. Haitian Creole 80. Portuguese Creole

5. Amharic (Ethiopia) 43. Hebrew 81. Punjabi (India)

6. Arabic 44. Hindi (India) 82. Romanian

7. Armenian 45. Hungarian 83. Russian

8. Ausian (Australian Sign Language) 46. Icelandic 84. Sami (Norway)

9. Azerbaijani 47. Italian 85. Samoan

10. Bahasa (Indonesia) 48. Japanese 86. Sepedi (Northern Sotho)

11. Bahasa (Malaysia) 49. Kannada (India) 87. Serbian

12. Bangla (Bangladesh) 50. Khmer (Cambodia) 88. Sesotho (Southern Sotho)

13. Basque (Spain) 51. Kiembu (Kenya) 89. Setswana (Zimbabwe)

14. Bemba (Zambia) 52. Kikamba (Kenya) 90. Shona (Zimbabwe)

15. Bengali (India) 53. Kigiryama (Kenya) 91. Sinhala (Sri Lanka)

16. Bosnian 54. Kiswahili (Kenya Tanzania) 92. Slovak

17. British Sign Language 55. Korean 93. Slovene

18. Bulgarian 56. Krebo (Ghana) 94. Somali

19. Burmese (Myanmar) 57. Krio (Sierra Leone) 95. Spanish (Castilian)

20. Catalan (Spain) 58. Laotian 96. Spanish (Latino)

21 Cebuano (Philippines) 59. Latvian 97. Swahili

22. Chichewa (Zimbabwe) 60. Lithuanian 98. Swedish

23. Chinese 61. Luganda (Uganda) 99. Tagalog (Philippines)

24. Croatian 62. Luo (Uganda) 100. Tamil (India)

25. Czech 63. Lu Saga (Uganda) 102. Thai

26. Danish 64. Macedonian 103. Tibetan

27. Dutch (Netherlands Flanders) 65. Malayalam (India) 104. Tigrinya

28. Estonian 66. Maltese 105. TshiVenda (South Africa)

29. Ewe (Ghana, Benin, Togo) 67. Manipuri (India) 106. Turksih

30. Farsi/ Persian (Iran)) 68. Marathi (India) 107. Twi (Ghana)

31. Finnish 69. Mauritian Creole 108. Ukranian

32. Fiemish 70. Montenegrian 109. Urdu (India, Pakistan)

33. French (Belgian) 71. Nepalese 110. Vietnamese

34. French (Canadian) 72. Omoro (Ethiopia) 111. Visayan (Philippines)

35. French (Parisian) 73. Nyanja (Zambia) 112. Xhosa (South Africa)

36. Ga (Ghana) 74. Omoro (Ethiopia) 113. Zulu

37. Galician (Spain) 75. Papiamento (Curacao)

38. Georgian 76. Pashto (Afghanistan, Pakistan)

a Languages into which at least one ASEBA form has been translated. Please visit www.aseba.org for updated lists of translations of 
each ASEBA form.
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The Q correlations computed between every 
pair of societies in which ratings for a particular 
instrument (e.g., the ASR) were obtained were then 
averaged to compute the omnicultural mean Q cor-
relation between rankings of item ratings for that 
instrument. Surprisingly, the omnicultural mean 
Q correlation for every instrument across samples 
from many different societies for ages 1½– 5, 6– 18, 
18– 59, and 60– 90+  was in the .70s (Rescorla et 
al., 2011, 2012, 2016a, 2016b, 2020). These large 
omnicultural mean Q correlations indicate consid-
erable similarity in the problem items that tended 
to receive relatively low, medium, or high ratings 
from different kinds of informants rating individu-
als of different ages across many different societies 
on every inhabited continent. Moreover, the find-
ing that the omnicultural mean Q correlation for 
every instrument was in the .70s, despite differ-
ences between the instruments, societies, samples, 
age ranges, and raters, indicates a striking degree of 
uniformity in the quantitative measurement of item 
structures across populations around the world.

Multicultural Comparisons of Problem Scale Scores
The omnicultural mean Q correlations and CFA 

findings support the generalizability of measure-
ment structures for ASEBA problem items and 
syndrome scales across many societies around the 
world. However, these findings do not necessarily 
mean that scale scores were the same in every soci-
ety, nor for different genders, nor for different ages 
within the age ranges for which each instrument was 
designed. In order to test possible societal, gender, 
and age differences in the magnitudes of problem 
scale scores, analyses of variance (ANOVAs) were 
used to compare scores on all scales of each instru-
ment for the societies from which population sam-
ples were assessed with each instrument (Rescorla 
et al., 2011, 2012, 2016a, 2016b, 2020). For each 
instrument, the effects of gender, age, and interac-
tions on problem scales ranged from nonsignificant 
to very small, according to Cohen’s (1988) criteria 
for effect sizes (ESs) in ANOVAs. Furthermore, the 
negligible interactions of society with gender and 
age indicated that the gender and age effects were 
similar across societies.

The effects of differences among societies were 
significant for all problem scales scored from all 
ASEBA instruments for ages 1½– 90+  years, with 
ESs ranging from very small to large, according 
to Cohen’s criteria. Interestingly, when the largest 
societal ESs were identified for each instrument, 27 
of the 33 largest ESs were for internalizing scales. 

This suggests that societal differences affect the 
actual prevalence of internalizing problems more 
than other problems and/ or that societal differences 
affect self-  and informant- perceptions of internal-
izing problems more than other problems. The 
“other” problems that show smaller societal differ-
ences than internalizing problems include not only 
problems scored on externalizing scales but also 
problems assessed by scales for attention problems 
and scales designated as Functional Impairment, 
Memory/ Cognition Problems, Dementia Problems, 
and Psychotic Problems scored from both the 
OASR and OABCL. The small societal differences 
found for these four scales (Rescorla et al., 2020) 
suggest that the prevalence as well as the self-  and  
informant- perceptions of the problems assessed 
by these scales vary much less across societies than 
problems assessed by the OASR and OABCL 
Worries, DSM- Oriented Anxiety Problems, and 
DSM- Oriented Somatic Problems scales, for which 
large societal ESs were found.

Multicultural Norms for Problem Scales
On most ASEBA instruments, the means of the 

problem scale scores were distributed approximately 
normally around the average of the mean problem 
scale scores for all the societies (i.e., around the 
omnicultural mean). Figure 19.2 displays the mean 
CBCL/ 6- 18 Total Problems scores for 42 societies. 
As can be seen in Figure 19.2, the omnicultural 
mean (overall mean) was 24.04.

To enable users to view problem scale scores in 
relation to norms appropriate for the informants 
completing ASEBA instruments (including self- 
assessment instruments), multicultural norms were 
constructed as follows (with some variations for par-
ticular instruments, as documented by Achenbach 
and Rescorla, 2007a, 2010, 2015, 2019):

 1. For a particular instrument such as the CBCL/ 
6- 18, we computed the mean Total Problems 
scores for the normative sample from each avail-
able society.

 2. For most instruments, the distribution of Total 
Problems scores from multiple societies was close 
to normal, with approximately two- thirds of 
the societies’ mean Total Problems scores being 
within ±1 SD of the omnicultural mean and 
one- sixth of the societies’ mean Total Problems 
scores being either greater than 1 SD below the 
omnicultural mean or greater than 1 SD above 
the omnicultural mean.
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 3. For a particular instrument, we designated 
societies having mean Total Problems scores 
of greater than 1 SD below the omnicul-
tural mean as Group 1 (i.e., societies having 
relatively low problem scores on that instru-
ment). Societies having mean Total Problems 
scores ±1 SD from the omnicultural mean 
were designated as Group 2 (i.e., societies 
having intermediate problem scores on that 
instrument). And societies having mean Total 
Problems scores greater than 1 SD above the 
omnicultural mean were designated as Group 
3 (i.e., societies having relatively high problem 
scores).

 4. To construct Group 1 norms for each problem 
scale on an instrument, we first computed a 
cumulative frequency distribution of scores on 
that problem scale in a Group 1 society’s sample, 
separately for each gender within each age range 
for which the instrument was normed (e.g., the 
CBCL/ 6- 18 has separate norms for each gender 
at ages 6– 11 and 12– 18). The cumulative fre-
quency distribution generated a percentile for 
each raw scale score. Separately for each gender 
within each age group, the percentiles obtained 
for scores in all the Group 1 samples for a par-
ticular problem scale were then averaged to form 
a Multicultural Group 1 cumulative frequency 
distribution for that scale.

 5. Normalized T scores were then assigned on 
the basis of the averaged percentiles. The nor-
malized T scores and averaged percentiles 

were subsequently programmed into a scoring 
module.

Multicultural Norms for Personal Strengths and 
Positive Qualities

ASEBA instruments for ages 18– 59 and 60– 90+  
include items for personal strengths that are inter-
spersed among the problem items. The Personal 
Strengths scale for each instrument is operational-
ized by summing the 0- 1- 2 ratings of the items com-
prising the scale for that instrument. Multicultural 
norms for the Personal Strengths scales have been 
constructed according to procedures like those 
described earlier for problem scales. Interestingly, 
the self-  and collateral- ratings of personal strengths 
items are considerably more homogeneous within 
societies than are ratings of items on each of the 
problem scales (Rescorla et al., 2016a, 2016b, 
2020). As a result of the greater homogeneity within 
societies, the ESs for differences between societies 
in Personal Strengths scale scores are considerably 
larger than the ESs for differences between societ-
ies in problem scale scores. Scores on the Positive 
Qualities scale of the YSR are also much more 
homogeneous within each society than are scores 
on problem scales.

The greater within- society homogeneity of self-  
and collateral- ratings of favorable items than of 
problem items suggests that the ratings of favorable 
items reflect societal values and attitudes more than 
do ratings of problem items. Despite the possible 
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Figure 19.2 Mean CBCL- 6- 18 Total Problems scores in 42 societies. Copyright 2012, L. A. Rescorla.
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effects of societal values and attitudes on the within- 
society homogeneity of ratings of favorable items, 
Personal Strengths scores on the instruments for 
ages 18– 90+  and the YSR Positive Qualities scale 
all discriminated significantly between demo-
graphically similar samples of clinically referred 
and nonreferred individuals (Achenbach et al., 
2004; Achenbach & Rescorla, 2001, 2003). In 
other words, the larger effects of society on rat-
ings of favorable items do not prevent the Personal 
Strengths and Positive Qualities scales from dis-
criminating significantly between referred and non-
referred individuals within societies.

Effects of Society, Culture, and Individual Differences 
on Ratings of Problems and Positive Qualities

The evidence summarized in the foregoing sec-
tion that ratings are considerably more homoge-
neous within societies for favorable items than for 
problem items raises questions about the relative 
magnitude of effects of society, culture, and individ-
ual differences on ratings of problem versus favor-
able items. As used in this chapter, “societies” refer 
to geopolitically demarcated populations having a 
dominant language, including countries but also 
populations that are not countries, such as Puerto 
Rico. “Cultures” are harder to define but generally 
refer to people who share particular sets of charac-
teristics, such as behaviors, attitudes, beliefs, tradi-
tions, values, and ideals.

In research to identify major cultural groups 
around the world, the Global Leadership and 
Organizational Effectiveness (GLOBE) study (House 
et al., 2004) obtained measures of attitudes and other 
characteristics of people in 62 societies. Using these 
international data, plus previous research and theory, 
more than 200 scholars from 69 societies classified 
societies into 10 culture clusters designated as Anglo, 
Confucian Asia, Eastern Europe, Germanic Europe, 
Latin America, Latin Europe, Middle East, Nordic 
Europe, and Southern Asia.

To test the effects of culture cluster, society, and 
individual differences on CBCL/ 6- 18 ratings of 
problems for 72,493 children from 45 societies, 
Rescorla et al. (2019) grouped societies according 
to the 10 GLOBE culture clusters. They then used 
hierarchical linear modeling (HLM) to estimate 
the percentage of variance in 17 CBCL problem 
scale scores accounted for by culture cluster, soci-
ety, and individual differences. Averaged across all 
17 problem scale scores, Rescorla et al. found that 
a mean of 4.2% of variance was accounted for by 
culture cluster, 6.1% of variance was accounted for 

by society, and 89.8% of variance was accounted 
for by individual differences and variables not mea-
sured in the HLM model. Although the effects of 
society and culture cluster were each significant at p 
< .001, together they accounted for a mean of only 
10.3% of the variance in scale scores. The effects of 
individual differences within societies thus greatly 
outweighed the combined effects of societal and 
cultural differences. Like the ANOVA findings for 
societal effects cited earlier, internalizing problems 
showed larger effects of society and culture cluster 
(sum =  14.4% of variance) than did externalizing 
problems (sum =  8.2% of variance).

In a subsequent study, Ivanova et al. (2022) 
applied similar HLM analyses to scores obtained 
on 17 YSR problem scales paralleling the 17 CBCL 
scales, plus the YSR Positive Qualities scale. The 
scores were obtained by 39,849 youths who com-
pleted YSRs in 38 societies from the 10 GLOBE 
culture clusters. Averaged across all 17 problem 
scales, Ivanova et al. found that a mean of 1.5% of 
variance was accounted for by culture cluster, 6.0% 
of variance was accounted for by society, and 92.5% 
of variance was accounted for by individual differ-
ences. Compared to the 89.8% for the CBCL/ 6- 18, 
slightly more variance in the YSR (92.5%) was thus 
accounted for by individual differences. Compared 
to the 4.2% for the CBCL/ 6- 18, less variance in the 
YSR was accounted for by culture cluster (1.5%). 
And about the same amount of variance (6.1% vs. 
6.0%) was accounted for by society. However, con-
siderably less variance in YSR Positive Qualities was 
accounted for by individual differences (83.4%) 
than was found for the mean of YSR problem scales 
(92.5%) or CBCL/ 6- 18 problem scales (89.8%). 
These findings are consistent with Rescorla’s find-
ings of greater within- society homogeneity for rat-
ings of favorable items than problem items (Rescorla 
et al., 2016a, 2020), further indicating that ratings 
of favorable items are affected by societal/ cultural 
influences more than are ratings of problem items.

Applications to Clinical Services
The instruments described in the foregoing sec-

tions are products of the conceptual frameworks of 
developmental psychopathology and of the empiri-
cally based paradigm for assessing and deriving 
constructs of psychopathology. The instruments 
are designed for assessing and conceptualizing psy-
chopathology for many purposes that link practical 
clinical applications to assessment of individuals’ 
needs for help; research to advance understanding, 
prevention, and treatment of psychopathology; and 
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training of practitioners, as addressed in the follow-
ing sections.

ASEBA instruments can be used in many set-
tings with many service models and requiring little 
clinician time or cost. The full- length instruments 
described so far can be completed in about 10– 20 
minutes on paper or online. (Briefer instruments 
will be presented later.) Instruments completed on 
paper can be scored by clerical workers on hand- 
scored profiles or can be entered into computers 
for scoring and storing data. Instruments can be 
completed online using desktops, laptops, tablets, 
and smartphones. When entered online, the data 
are scored automatically for access by clinicians. For 
informants who cannot complete the instruments 
independently, interviewers with no specialized 
training— such as receptionists— can read the items 
aloud and enter the responses.

When used in clinical settings, all ASEBA instru-
ments can be routinely completed by clients and 
informants. Profiles of scale scores, comparisons of 
item ratings by different informants, Q correlations 
between 0- 1- 2 ratings of problem items by different 
informants, graphs of scale scores, and other infor-
mation can be generated by PC and Web versions 
of ASEBA software, with scale scores displayed in 
relation to multicultural norms appropriate for each 
informant.

Multicultural Family Assessment Module
For family therapy, the Multicultural Family 

Assessment Module (MFAM; Achenbach, Rescorla, 
& Ivanova, 2015) can be used to display bar graphs 
of problem scale scores obtained from ratings of a 
child by multiple informants (child, mother, father, 
other family members, teachers) on side- by- side bar 
graphs that show how the child appears to differ-
ent informants. Moreover, the MFAM displays bar 
graphs of problem scales scored from ASRs com-
pleted by each parent or other family member to 
describe themselves and ABCLs completed to 
describe their partner or other adult family mem-
bers. As Figure 19.3 shows, the MFAM generates 
bar graphs that compare child and adult scale scores 
on syndromes that have counterparts for ages 6– 18 
and 18– 59. The MFAM also generates bar graphs 
that compare child and adult scale scores on DSM- 
oriented scales.

If clinicians deem it appropriate, they can show 
MFAM bar graphs to family members and encour-
age them to point out similarities and differences 
between magnitudes of scores obtained from dif-
ferent informants’ ratings. For example, ratings by 

three of a boy’s teachers may be elevated on the 
DSM- oriented ADH Problems scale, whereas rat-
ings by the boy’s parents are in the normal range 
on this scale. Although the teachers view the boy 
as having attention deficit hyperactivity disorder 
(ADHD), the parents say he that he cannot have 
ADHD because he spends hours engrossed in video 
games. The elevated scores on the ADH Problems 
scale scored from TRFs completed by the boy’s 
teachers provide detailed documentation of the 
teachers’ perceptions of the boy’s problems in three 
different classrooms, but the normal- range scores on 
the ADH Problems scale scored from the CBCLs 
completed by the boy’s parents and their reports of 
his engrossment in video games indicate that inter-
ventions for ADHD problems should focus on the 
boy’s functioning in school rather than being based 
on the assumption that he has an inherent attention 
deficit that affects his functioning at home as well 
as school.

Another clinically useful function of the MFAM 
is to reveal similarities and differences between child 
and parent scores on counterpart scales. For exam-
ple, if a mother and daughter both have elevated 
scores on the Anxious/ Depressed syndrome scale, 
this suggests that they may both need help in this 
area. Even when a child is the identified client, ele-
vated problem scale scores for parents and marked 
discrepancies between parents’ ratings of themselves 
and their partner may provide a basis for interven-
tions to help the parents.

Progress and Outcomes App
It is increasingly recognized that evidence- based 

assessments of progress and outcomes are essential for 
optimizing and evaluating mental health and related 
services. By comparing data from standardized assess-
ments administered at intake into a service and again 
on subsequent occasions during and at the end of the 
service, clinicians can obtain evidence for improve-
ments and other changes in client functioning. If 
improvement is insufficient, clinicians can use data 
obtained from repeated assessments to guide changes 
in services. When possible, it is also valuable to repeat 
assessments after services end in order to evaluate 
outcomes over periods such as 6– 12 months.

To help clinicians compare repeated assess-
ments of their clients, the Progress and Outcomes 
(P&O) App (Achenbach, 2020a, 2020b) generates 
bar graphs of ASEBA problems and strengths scale 
scores obtained for individual clients on two or 
more occasions. To determine whether changes in 
scale scores exceed chance expectations, the P&O 
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App does statistical computations based on the stan-
dard error of measurement. Without the clinician 
doing any statistics, the P&O App’s output displays 
asterisks with bars for scale scores that show changes 
exceeding chance expectations from one assessment 
to another. Data from multiple informants can be 
included in the output, which clinicians can show 
clients for discussion of the evidence for improve-
ment and/ or possible needs for changes in services.

For users who wish to compare outcomes for 
groups of clients receiving different service con-
ditions, the P&O App can apply chi square and 
ANOVA/ ANCOVA statistical analyses. The ASEBA 
Manual for Assessing Progress & Outcomes of Problems 
& Strengths (Achenbach, 2020a), provides details of 
various ways to evaluate progress and outcomes for 
groups as well as for individual clients.

Brief Problem Monitor
The full- length ASEBA forms presented so far 

provide the input for the P&O App, which tests 
changes over periods of months to years. For briefer 
assessments of changes over periods of days, weeks, 
or months, versions of the Brief Problem Monitor 

(BPM) can be filled out online or on paper in 1– 2 
minutes to assess internalizing, externalizing, atten-
tion problems, and Total Problems over a period 
specified by the clinician (e.g., 7 days). Whereas the 
P&O App measures changes over longer periods, 
the BPM measures changes that occur in relation 
to interventions rendered over limited time inter-
vals, such as contingency management to reduce a 
child’s disruptive behavior in a classroom. Separate 
versions of the BPM are designed for completion by 
parents and teachers of 6-  to 18- year- olds (BPM- 
P, BPM- T), for completion by 11-  to 18- year- old 
youths to describe themselves (BPM- Y), and for 
completion by 18-  to 59- year- olds and their col-
laterals (BPM/ 18- 59; Achenbach & Ivanova, 2018; 
Achenbach et al., 2017). Software for scoring the 
various versions of the BPM generates bar graphs 
comparing scale scores obtained from multiple 
informants on multiple occasions, plus line graphs 
comparing trajectories of scores over 2– 10 occa-
sions. Like the other instruments described in this 
chapter, the scale scores are standardized for the 
gender and age of the person being assessed, the 
type of informant (parent, teacher, youth, adult, 

Multi-Informant Comparison - Syndrome Scale T Scores

Anxious/Depressed

Social Problems

Intrusive

Withdrawn /Withdrawn Depressed Somatic Complaints

Thought Problems Attention Problems

Aggressive Behavior

B = Borderline clinical range; C =Clinical range; Broken Lines = Borderline clinical range
* nc = The scores are not computed due to missing data.

Rule-Breaking Behavior

Figure 19.3 Bar graphs produced by the Muticultural Family Assessment Module (MFAM) displaying syndrome scores for Lana, 
Martin, and their son Robert. 
Copyright 2015, Achenbech & Rescorla.
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adult collateral), and the appropriate multicultural 
norm group.

Applications to Research
In addition to providing practical clinical 

assessment of psychopathology for ages 1½– 90+  
years in societies around the world, the empiri-
cally based instruments have yielded syndromal 
constructs and broad- spectrum aggregations of 
syndromes on which research is targeted. Scale 
scores for individuals assessed with the instru-
ments in turn provide operational definitions 
of the constructs in many kinds of research, as 
reported in more than 11,000 publications from 
more than 100 societies and cultural groups 
(Pascal & Achenbach, 2021). The following sec-
tions provide illustrations of research applications 
of the empirically based assessment instruments 
and constructs derived from them.

Genetic and Environmental Effects on Informant 
Discrepancies

Dutch researchers have tested the degree to which 
discrepancies between informants’ ratings reflect 
“informant biases” versus differences in genetically 
and environmentally influenced aspects of function-
ing that may be captured by different informants’ 
ratings. In one study, CBCL/ 1½- 5 internalizing and 
externalizing scores were compared for mothers’ ver-
sus fathers’ ratings of 3,501 pairs of 3- year- old twins 
(van der Valk et al., 2001). Based on correlations 
between mothers’ and fathers’ ratings of monozygotic 
(MZ) and dizygotic (DZ) twins, genetic modeling 
showed that mother- versus- father discrepancies val-
idly captured different genetically influenced aspects 
of the children’s functioning rather than being arti-
facts of informant biases. Longitudinal studies of 
parents’ ratings of Dutch twins have also shown that 
mother- versus- father discrepancies validly capture 
different genetically influenced aspects of the chil-
dren’s functioning over multiple developmental peri-
ods (Bartels et al., 2004, 2007).

Even though mothers and fathers see their chil-
dren under generally similar conditions, the forego-
ing studies show that each parent may nevertheless 
capture different genetically influenced aspects of 
their children’s functioning. The differences between 
the aspects of their children’s functioning captured 
by mother- versus- father ratings may reflect differ-
ences in children’s interactions with their mothers 
versus fathers, or differences between what mothers 
and fathers perceive and remember, or both.

Additional Dutch research has tested genetic and 
environmentally influenced aspects of 7- year- old 
twins’ functioning in the markedly different envi-
ronments of home versus school, as rated by moth-
ers versus teachers, who play markedly different 
roles vis- à- vis the children (Derks et al., 2006). For 
more than 2,000 pairs of twins, Attention Problems 
syndrome scores from the CBCL/ 6- 18 and TRF 
yielded an estimate of 32% of variance for geneti-
cally influenced aspects of scores that were common 
to mother and teacher ratings. An additional 9% of 
variance that was common to mother and teacher 
ratings reflected environmentally influenced aspects 
of Attention Problems scores.

Of the variance that was specific to mothers’ rat-
ings, 45% was accounted for by genetic influences, 
whereas 14% was accounted for by environmen-
tal influences. Of the variance that was specific to 
teachers’ ratings, 23% was accounted for by genetic 
influences, whereas 36% was accounted for by envi-
ronmental influences. Like the findings for mother- 
versus- father ratings of 3- year- olds, these findings 
show that discrepancies between mother- versus- 
teacher ratings validly reflect differences in genetic 
and environmental effects, rather than just infor-
mant biases.

Longitudinal Studies
Repeated assessments of the same individuals 

as they grow older are essential components of the 
developmental study of psychopathology across 
the life span. The value of repeated assessments can 
be maximized by including procedures that can 
be directly linked across developmental periods 
while taking account of developmental changes in 
the aspects of functioning to be assessed, the sources 
of assessment data, and the normative distributions 
of scores with which to compare individuals’ scores. 
To avoid ethnocentric assumptions that longitudi-
nal findings in one society are automatically gen-
eralizable to other societies, it is also important to 
compare results from different societies where simi-
lar assessment procedures and longitudinal methods 
are used.

US National Longitudinal Study. The US National 
Longitudinal Study initially assessed a nationally rep-
resentative sample of 2,734 4-  to 16- year- olds on the 
basis of home interviews in which parents rated their 
children’s problems and competencies and reported 
on many child and family variables. Subsequent 
assessments 3, 6, and 9 years later included parent, 
teacher, and self- ratings on instruments that assessed 
ASEBA models for psychopathology, plus reports 
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of signs of disturbance, such as suicidal behavior, 
receipt of mental health services, trouble with the 
law, substance abuse, and being fired from a job.

Scores on scales for empirically based syn-
dromes significantly predicted scores on the cor-
responding syndrome scales and various signs 
of disturbance at 3- , 6- , and 9- year intervals, 
after controlling for numerous demographic and 
other variables (Achenbach et al., 1995a, 1995b, 
1995c, 1998; Wadsworth & Achenbach, 2005). 
The empirically based syndrome models for psy-
chopathology and the assessment procedures for 
operationalizing them thus revealed considerable 
continuity in patterns of problems from early 
childhood to adolescence and from adolescence to 
young adulthood. The findings also showed that 
the empirically based syndrome scores could pre-
dict signs of disturbance that were not included 
in the syndrome models. Parent, teacher, and self- 
ratings on competence and adaptive strengths 
scales added significantly to the prediction of 
signs of disturbance, especially to the prediction 
of total disturbance scores, which aggregated the 
different signs of disturbance.

Developmental Course of Relations Between 
Psychopathology and SES. In addition to testing the 
developmental continuity and predictive power 
of the empirically based models, the US National 
Longitudinal Study tested hypotheses that required 
data spanning multiple developmental periods in 
a representative population sample. As an exam-
ple, Wadsworth and Achenbach (2005) tested the 
hypothesis that factors associated with SES con-
tribute to differences in levels of psychopathology. 
Early cross- sectional studies had found that psycho-
pathology is more prevalent among lower SES than 
upper SES adults (e.g., Hollingshead & Redlich, 
1958). However, cross- sectional studies of adults 
cannot test the extent to which the higher preva-
lence results from “downward drift” in SES among 
adults whose psychopathology impairs their ability 
to maintain higher SES or instead results from a 
higher initial incidence of psychopathology among 
lower SES people.

To prevent the possible contribution of down-
ward drift from confounding research on relations 
between SES and psychopathology, it is necessary 
to compare the developmental courses of psycho-
pathology for children whose families differ in SES. 
This excludes downward drift as an explanation 
because children’s psychopathology is not apt to 
cause their families’ SES to drift downward.

Over the 9 years of the US National Longitudinal 
Study, it was found that the scores of significantly 
more children from low SES than high SES fami-
lies increased from the normal to the clinical 
range on the ASEBA Anxious/ Depressed, Somatic 
Complaints, Thought Problems, Rule- Breaking 
Behavior, and Aggressive Behavior syndromes. 
These findings supported the hypothesis that low 
SES predicts developmental increases in the prob-
lems modeled by these syndromes. However, it 
was also found that, among children who ini-
tially obtained clinically elevated scores on the 
Withdrawn/ Depressed and Somatic Complaints 
syndromes, fewer from low SES than higher SES 
families subsequently obtained scores in the nor-
mal range. For these particular kinds of problems, 
the evidence thus indicated a greater “cumulative 
prevalence” of elevated problem scores among lower 
than higher SES children. In other words, there was 
a greater developmental accumulation of (i.e., less 
remission of ) elevated scores among children from 
lower than higher SES families. Both the greater 
incidence and greater cumulative prevalence of par-
ticular kinds of problems thus contributed to the 
higher prevalence of psychopathology among those 
born into lower than higher SES families.

Zuid Holland Longitudinal Study. A Dutch lon-
gitudinal study started with parents’ ratings of their 
4-  to 16- year- old children on Dutch translations of 
the ASEBA instruments that were used in the US 
National Longitudinal Study (Verhulst, Akkerhuis, 
& Althaus, 1985). The Dutch parents also reported 
on child and family variables like those assessed in 
the US study. The sample was selected to be repre-
sentative of 4-  to 16- year- olds living in the Province 
of Zuid (South) Holland. The participants were then 
reassessed at four 2- year intervals, followed by 6-  and 
10- year intervals, over a total of 24 years, when the 
oldest participants were 40 years old. At every assess-
ment, Dutch translations of developmentally appro-
priate versions of the US instruments were completed 
by participants and by informants who knew the par-
ticipants. Standardized diagnostic interviews (SDIs) 
were also administered to adult participants, and the 
participants and other informants provided data on 
signs of disturbance and other aspects of function-
ing. The participants’ own children were eventually 
assessed with the ASEBA instruments that had been 
used to assess the participants when they were chil-
dren. The participants’ childhood ASEBA scores were 
found to significantly predict their children’s ASEBA 
scores (van Meurs et al., 2009).
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For 1,365 participants rated by their parents at 
the initial assessment and rated by themselves 24 
years later, high scores on all the ASEBA syndromes 
rated by their parents significantly predicted high 
scores 24 years later on the self- rated counterparts of 
the syndromes, with the exception of the Thought 
Problems and Attention Problems syndromes (Reef 
et al., 2009). These findings thus indicated homo-
typic continuity (i.e., consistency of low, medium, 
or high scores on the same syndromes) over 24 
years for the Anxious/ Depressed, Withdrawn, 
Somatic Complaints, Rule- Breaking Behavior, and 
Aggressive Behavior syndromes, despite the differ-
ence in raters (parents initially, self 24 years later).

Although not significantly predicted by their 
parents’ initial ratings on the Thought Problems 
syndrome, the adults’ self- ratings on this syn-
drome were significantly predicted by parents’ ini-
tial ratings on the Anxious/ Depressed, Attention 
Problems, Rule- Breaking Behavior, and Aggressive 
Behavior syndromes. Moreover, the adults’ self- 
ratings on the Attention Problems syndrome were 
significantly predicted by their parents’ initial 
ratings on the Anxious/ Depressed and Thought 
Problems syndromes. The significant prediction of 
adult Thought Problems and Attention Problems 
ratings from scores on other syndromes thus indi-
cated heterotypic continuity for these kinds of 
problems. The parents’ initial ratings also signifi-
cantly predicted DSM diagnoses made from SDIs 
administered to their adult offspring 24 years later 
(Reef et al., 2010).

Multi- Informant Ratings from Age 4 to 40 Years. 
Ratings of the Dutch participants by multiple 
informants at all seven assessment points enabled 
the research team to compute agreement between 
ratings by 12,059 informant pairs when the par-
ticipants were assessed at various ages from 4 to 40 
years (Van der Ende et al., 2012). Cross- informant 
correlations between ratings of internalizing and 
externalizing problems were computed from parent, 
teacher, adult partner, and self- ratings. The mag-
nitudes of the cross- informant correlations were 
similar to those found previously in meta- analyses 
of cross- informant correlations (Achenbach et al., 
1987, 2005) and depended more on the kinds of 
informant pairs than on the age of the participants 
or on whether the ratings were for internalizing or 
externalizing problems. Participants were found to 
rate themselves higher on the problem scales than 
their parents, teachers, or partners rated them. 
Multicultural comparisons of parents’ CBCL rat-
ings versus youths’ YSR ratings have also shown that 

youths rated themselves higher than parents rated 
them on counterpart problem scales in 25 very 
diverse societies (Rescorla et al., 2013). The differ-
ences found between self- versus- informant ratings 
of people of different ages and in diverse societies 
further underscore the need for multi- informant 
assessment of psychopathology.

Dutch versus US Developmental Trajectories. The 
parallel assessment instruments used in the Zuid 
Holland and US longitudinal studies have enabled 
researchers to rigorously compare developmental 
trajectories for psychopathology in the Netherlands 
versus the United States. As an example, the data 
used in the previously described Wadsworth and 
Achenbach (2005) test of associations between 
SES and the development of psychopathology 
were compared with data from the Zuid Holland 
study to determine whether conclusions would 
differ for the US versus Dutch populations (Van 
Oort et al., 2011). Comparisons of this sort are 
especially important, because smaller economic 
differences and more equal access to healthcare for 
lower versus upper SES families in countries such 
as the Netherlands than in the US could affect 
associations between SES and the development of 
psychopathology.

Parents’ ratings of 833 US children and 708 
Dutch children were compared for assessments 
spanning 9 years in both societies. After correct-
ing for chance differences, only minor Dutch– US 
differences were found between tendencies for the 
incidence and cumulative prevalence of clinically 
elevated scores on certain syndromes to be higher 
for children from lower than higher SES families. 
Although more detailed data on SES, plus data from 
more societies, might support other conclusions, 
the similarity of findings in Dutch and US popu-
lation samples are consistent with findings from a 
review of studies in 15 societies where empirically 
based problem scale scores were consistently found 
to be higher for children of lower than higher SES 
families (Achenbach & Rescorla, 2007b).

Generation R Longitudinal Study. Another Dutch 
longitudinal study started with 8,880 women living 
in Rotterdam who were assessed during pregnancy. 
(“R” in “Generation R” stands for Rotterdam.) The 
pregnant women were assessed via ultrasound, blood 
and urine samples, and questionnaires, while fathers 
of the children were assessed via blood samples and 
questionnaires. Over the first 5 postnatal years, the 
children were assessed via biological, observational, 
questionnaire, and other measures, and they are 
continuing to be assessed at later ages. Numerous 
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Generation R findings of associations between pre-
natal and postnatal variables have been published 
(reviewed by Tiemeier et al., 2012). The Generation 
R study’s use of standardized rating instruments 
from the ASEBA family of instruments used in the 
US and Zuid Holland longitudinal studies enables 
researchers to analyze the developmental course of 
psychopathology in terms of the empirically based 
models used in those studies, as well as in many 
other studies.

As an example, mothers and fathers rated 
Generation R children on the CBCL/ 1½– 5 at ages 
3 and 5. Children who were identified as having 
small subcortical volumes via brain imaging at post-
natal age 6 weeks were found to have significantly 
higher internalizing problem scores than other chil-
dren on the CBCL at age 3 (Herba et al., 2010). 
Furthermore, at age 5, elevated internalizing scores 
were found for children who carried the short allele 
of the 5- HTTLPR polymorphism in the promoter 
region of the serotonin transporter gene (5- HTT, 
SLC6A4) and whose mothers reported high levels 
of anxiety at prenatal assessments and/ or postnatal 
assessments (Tiemeier et al., 2012). This finding 
is important because previous studies have yielded 
inconsistent results regarding interactions between 
the short allele of the 5- HTTLPR polymorphism 
and individuals’ own stressful experiences during 
childhood. Caspi et al. (2003) initially reported 
that carriers of the short allele were at elevated risk 
for developing depression after maltreatment and 
other stressful childhood experiences. However, sev-
eral subsequent studies failed to support this gene– 
environment (G×E) interaction (e.g., Risch et al., 
2009), while other studies concluded that inclusion 
of chronic illnesses as stressors and use of observa-
tional data on stress provided support for the G×E 
interaction (e.g., Caspi et al., 2010).

Because serotonin appears at about 5 weeks after 
conception, differences in serotonin transporter 
availability related to the 5- HTTLPR polymor-
phism could affect vulnerability to effects of pre-
natal stressors such as maternal anxiety. Generation 
R findings that mothers’ anxiety during either the 
prenatal or postnatal period (with prenatal anxiety 
controlled) predicted subsequent elevations in age 
5 CBCL internalizing scores for children with the 
short allele suggest that maternal anxiety can affect 
children with the short allele by both prenatal intra-
uterine processes and postnatal environmental pro-
cesses. Furthermore, when mothers had high anxiety 
either prenatally or postnatally, children with two 
short alleles obtained higher CBCL internalizing 

scores than did children with a single short allele 
who, in turn, obtained higher internalizing scores 
than children with no short alleles. However, chil-
dren whose mothers did not report much anxiety 
either prenatally or postnatally obtained low inter-
nalizing scores, regardless of whether they had 0, 1, 
or 2 short alleles. In other words, high prenatal and 
postnatal maternal anxiety levels were associated 
with high age 5 internalizing scores, but short alleles 
appeared to exacerbate internalizing problems only 
among children whose mothers reported high anxi-
ety either pre-  or postnatally.

Although the Generation R findings indicate 
that the short and long 5- HTTLPR alleles differen-
tially affect children’s reactions to pre-  and postna-
tal stress, the effects were very small. Technological 
advances in many facets of research, such as genetic 
and neuroimaging methods, are greatly increasing 
the power of research to detect very small effects of 
this sort. Each small effect may be important, but 
the many small effects are further complicated by 
myriad interactions among them. Consequently, 
developmentally appropriate multivariate phe-
notypic models and standardized procedures for 
assessing them are needed to provide common foci 
across studies of the many potentially relevant vari-
ables and the interactions among them.

Applications to Training
With advances in evidence- based practice, it is 

essential for mental health trainees to learn the use 
of evidence- based assessment to provide founda-
tions for applying and evaluating the progress and 
outcomes of evidence- based treatment. Empirically 
based instruments serve as tools for obtaining 
multi- informant evidence regarding the problems 
and strengths of clients across the life span. By rou-
tinely using developmentally appropriate ASEBA 
instruments, trainees can obtain well- differentiated 
pictures of clients’ specific problems and strengths, 
as seen from multiple perspectives. Trainees can also 
compare aggregations of problems and strengths 
to norms based on population samples of peers in 
terms of standardized scale scores for empirically 
based and DSM- oriented constructs. If trainees 
examine clients’ completed forms and scored pro-
files before interviewing the clients, they can use the 
data as a take- off point for interviewing. Trainees 
can begin by asking clients whether they have ques-
tions about the forms and can then ask them about 
items they endorsed and comments they entered. 
For example, if a youth endorsed the YSR item “I 
can’t get my mind off certain thoughts” and entered 
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“death” in the space for a description, the trainee 
can say “I see that you can’t get your mind off death. 
Please tell me more about that.”

After trainees become acquainted with clients, 
they can fill out the appropriate ASEBA self- report 
form (YSR, ASR, or OASR) for comparison with 
the clients’ own responses to the form filled out at a 
progress or outcome assessment. To sharpen trainees’ 
clinical skills, they can discuss discrepancies between 
their responses and the self- reports with supervisors.

Conclusion
This chapter was organized around the frame-

works of developmental psychopathology and 
empirically based assessment and taxonomy. 
Although developmental psychopathology origi-
nated with efforts to understand maladaptive func-
tioning from birth to maturity, it has become clear 
that understanding psychopathology of adulthood 
and later life can also benefit from a developmen-
tal approach. In the 1960s, the lack of empirically 
based differentiation among childhood disorders 
prompted multivariate research that identified sev-
eral narrow- spectrum syndromes of co- occurring 
problems, plus broad- spectrum groupings of prob-
lems designated as internalizing and externalizing. 
Findings for large samples of children revealed hier-
archies of problems that spanned from numerous 
specific problems at the bottom most molecular 
level, to syndromes of co- occurring problems at the 
next higher level, to aggregations of mutually associ-
ated syndromes into internalizing and externalizing 
groupings at the next higher level, and culminating 
in a general psychopathology dimension (p) at the 
top most molar level.

Assessment instruments tailored to ages 1½– 
5, 6– 18, 18– 59, and 60– 90+  years filled out by 
appropriate informants (parents, daycare providers, 
teachers, self, adult collaterals) were used to assess 
clinical and general population samples from which 
empirically based problem scales were derived via 
EFAs and CFAs. Large general population samples 
of “healthy” individuals (i.e., not referred for mental 
health services) were used to construct norms based 
on distributions of scores obtained for each gender 
within particular age ranges and rated by particular 
kinds of informants. A life span approach was used 
whereby assessment instruments and their items 
were tailored to successive developmental periods, 
and the informants were chosen to be appropri-
ate for the respective developmental periods. It 
was not assumed that disorders would be the same 
across developmental periods. Instead, longitudinal 

studies were used to test for possible homotypic 
and heterotypic continuities between empirically 
derived taxonomic constructs from earlier to later 
developmental periods. The studies also tested the 
effects of diverse variables on the developmental 
course of psychopathology and competencies.

The assessment instruments produced by this 
research are designed for practical applications in 
diverse clinical and research contexts. In addition 
to being designed for initial assessment, the instru-
ments are designed for repeated administration 
to assess progress and outcomes and to measure 
changes from earlier to later assessments across the 
life span. Brief versions of the instruments are avail-
able that can be completed in 1– 2 minutes at user- 
selected intervals of days, weeks, or months.

To test the generalizability of the syndromes 
derived from mainly US samples, CFAs have been 
performed on problem item ratings obtained in 
population samples from more than 50 non- US 
societies on all inhabited continents. Despite the 
many differences among the societies, the empiri-
cally derived syndrome structures have been sup-
ported for ages 1½– 5 through 90+  years in ratings 
by different informants. Moreover, Q correlations 
between the 0- 1- 2 ratings of problem items across 
different societies have averaged in the .70s for all 
age groups rated by different informants. These 
findings indicate considerable consistency in the 
quantitative measurement of problem item struc-
tures around the world.

Comparisons of mean problem scale scores (sum 
of 0- 1- 2 ratings on items comprising a scale) across 
many societies have yielded approximately normal 
distributions for most problem scales in each age 
group. On each instrument, mean Total Problems 
scores for approximately two- thirds of societies were 
within ±1 SD of the omnicultural mean (mean of 
the mean Total Problems scores obtained in all the 
societies for that instrument), while approximately 
one- sixth were greater than 1 SD below the omni-
cultural mean (designated as “low- scoring” or Group 
1 societies) and one- sixth were greater than 1 SD 
above the omnicultural mean (“high- scoring” or 
Group 3 societies). Scores for Group 1 societies were 
averaged to construct Group 1 norms and likewise 
for Group 2 and Group 3. (Because scores for US 
normative samples were at the middle of the Group 
2 distributions for some instruments, those Group 
2 norms were based on the already widely used US 
norms.) Multicultural norms were also constructed 
for the ages 18– 59 and 60– 90+  Personal Strengths 
scales and for the ages 11– 18 Positive Qualities scale.
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Tests of the effects of culture cluster (e.g., 
Confucian), society, and individual differences on 
CBCL/ 6- 18 ratings in 45 societies revealed that 
culture cluster differences accounted for a mean of 
4.2% of variance in problem scale scores, societal 
differences accounted for a mean of 6.1% of vari-
ance, and variables associated with individual dif-
ferences accounted for 89.8% of variance. For YSR 
ratings in 38 societies, culture cluster differences 
accounted for a mean of 1.5% of variance in prob-
lem scale scores, societal differences accounted for 
a mean of 6.0% of variance, and individual differ-
ences accounted for 92.5% of variance. For the YSR 
Positive Qualities scale, culture cluster differences 
accounted for 6.5% of variance, societal differ-
ences accounted for 10.1% of variance, and indi-
vidual differences accounted for 83.4% of variance. 
Although the effects of cultural and societal differ-
ences were statistically significant (except on YSR 
problem scores), individual differences within cul-
ture clusters and societies greatly outweighed soci-
etal and cultural differences in ratings of problems 
on the CBCL/ 6- 18 and both problems and Positive 
Qualities on the YSR.

The empirically based instruments were designed 
for use in many clinical settings employing many 
service models. Empirically based forms completed 
online or on paper are scored on profiles that com-
pare individuals’ scores with norms and with scores 
from other informants. The MFAM compares 
scores obtained by child clients with scores obtained 
by adult family members on syndromes and DSM- 
oriented scales that have counterparts for ages 6– 18 
and 18– 59. The P&O App provides statistical tests 
of differences between scores obtained at different 
points in time.

Research applications of the empirically based 
instruments have included tests of genetic and envi-
ronmental effects on informant discrepancies, lon-
gitudinal studies, and many other kinds of studies.

The empirically based instruments facilitate train-
ing in evidence- based practice by providing trainees 
with well- differentiated pictures of clients’ problems 
and strengths, tools for assessing progress and out-
comes, and methods for comparing trainees’ percep-
tions of clients with the clients’ self- perceptions and 
perceptions by multiple informants.
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C H A P T E R

 20  Attention Deficit Hyperactivity Disorder

Siri Noordermeer and Jaap Oosterlaan

Individuals with attention deficit hyperactiv-
ity disorder (ADHD) suffer from persistent and 
age- inappropriate levels of inattention and/ or  
hyperactivity- impulsivity, occurring in multiple 
situations, to such a degree that symptoms have 
a severely detrimental impact on their daily life 
functioning or development. Throughout the past 
decades, scientific interest in ADHD and knowl-
edge about the disorder have grown exponen-
tially. While a large body of research is available 
on ADHD, the number of unanswered questions 
remains substantial. ADHD has proved to be a 
heterogeneous disorder, causing a difficult chal-
lenge for research to create a consistent image 
of the disorder. Partly due to this heterogeneity, 
the past three decades have been characterized by 
an increase in questions and concerns about the 
validity of ADHD and stigmatization of patients 
diagnosed with the disorder (Mueller et al., 2012). 
This chapter covers the prevalence, course, comor-
bidities, and functional impact of ADHD, as well 
as diagnosis, treatment, and etiology and risk fac-
tors of the disorder. We hope to convey the het-
erogeneity and complexity of ADHD and provide 
an extensive and critical overview of our current 
understanding of the disorder.

A Short History
It is frequently thought that ADHD is a “twenty- 

first- century disorder,” caused by the abundant 
stimuli which are part of the current information 
technology society (e.g., TV, smartphones, social 
media), resulting in an information overload too 
intense for many children to cope with. Although 
a range of societal factors might potentially con-
tribute to the number of children diagnosed with 
ADHD, ADHD- like symptoms were reported as 
early as 1902 (Spencer et al., 2007). Early reports 
of ADHD- like behavior were primarily focused 

on children’s malfunctioning and mainly targeted 
symptoms of hyperactivity and impulsivity. For 
decades, these children were described as having 
minimal brain damage (MBD), which was later 
nuanced to minimal brain dysfunctioning as at 
that time no evidence was found for brain abnor-
malities. In 1968, DSM- II introduced a childhood 
mental disorder characterized by hyperactivity, 
labeled “hyperkinetic reaction of childhood.” With 
the release of DSM- III in 1980, symptoms of inat-
tention were also recognized as part of the disorder 
and even became the major focus. The condition 
was renamed as “attention deficit disorder,” and it 
could either be diagnosed with or without hyper-
activity. DSM- IV again redefined the diagnosis in 
1994, distinguishing the predominantly inatten-
tive (ADHD- I) and predominantly hyperactive- 
impulsive (ADHD- H) subtypes, as well as the 
combined subtype (ADHD- C), which describes 
children showing both inattentive and hyperactive- 
impulsive symptoms. Although debate is ongoing 
regarding the validity of this distinction (Coghill 
& Seth, 2011), the current version of DSM (DSM- 
5) retains these subtypes, which are now called 

Abbreviations
 ADHD- C ADHD- combined
 ADHD- H ADHD- hyperactive/ impulsive
 ADHD- I ADHD- inattentive
 CCN Cognitive control network
 DMN Default mode network
 DTI Diffusion tensor imaging
 EWAS Epigenome- wide association study
 NF Neurofeedback
 ODD Oppositional defiant disorder
 SN Salience network
 SPECT Single- photon emission computed 

tomography  
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presentations. The eleventh edition of the alterna-
tive classification system, the ICD- 11, includes a 
comparable diagnosis of attention- deficit hyperac-
tivity, with previous editions including the diagno-
sis of hyperkinetic disorder, and describes a set of 
symptoms similar to the DSM combined presenta-
tion. Similar to the DSM- 5, the ICD- 11 now also  
differentiates between three types: inattentive, 
hyperactive- impulsive, and combined.

Prevalence, Course, Comorbidities and 
Functional Impact
Prevalence

The most recent estimate, based on a large num-
ber of studies, is that 7.2% of children worldwide 
suffer from (any presentation of ) ADHD (Thomas 
et al., 2015). However, prevalence rates of ADHD 
vary dramatically between studies. Through the 
years, reported rates in different countries have 
ranged from as low as 1% to as high as 20% among 
school- aged children. Some of this variability is 
likely attributable to a rise in clinical referrals and 
diagnoses throughout the years, as shown by US 
national surveys (Robison et al., 1999; Visser et 
al., 2010). However, other factors may also play a 
role, such as the classification system used to deter-
mine the diagnosis of ADHD. The two most com-
monly used diagnostic classification systems, DSM 
and ICD, focus on slightly different aspects of the 
disorder, and, even within these systems, different 
versions have employed different diagnostic criteria 
over the years. In addition, a diagnosis of ADHD 
requires symptoms to be present in different con-
texts (pervasiveness of symptoms) and to cause 
impairment in daily life functioning, but studies 
differ in terms of the adoption of these two criteria, 
resulting in different prevalence rates. Moreover, 
the use of different informants, such as clinicians 
or teachers, is associated with different prevalence 
estimates (Faraone et al., 2015). Region of study 
has been suggested to be associated with variabil-
ity of prevalence estimates as well, but a review 
reported that after accounting for the aforemen-
tioned factors the prevalence of ADHD does not 
differ between countries in Europe, Asia, Africa, 
the Americas, and Australia (Faraone et al., 2015; 
Thomas et al., 2015). Interestingly, despite popu-
lar opinion, there is no evidence for an increase in 
the actual prevalence of ADHD over the past three 
decades (Faraone et al., 2015).

In general, boys are two to three times more 
likely to be diagnosed with ADHD than are girls 
(Ramtekkar et al., 2010; Willcutt, 2012). Among 

all individuals with ADHD (children and adults 
alike), females are more likely to meet criteria for 
the inattentive presentation, while males are more 
likely to be diagnosed with the combined presen-
tation (Willcutt, 2012). The fact that inattentive 
behavior is less disturbing and burdensome for 
the family and school than hyperactive- impulsive 
behavior, combined with the fact that girls with 
ADHD are less likely to suffer from accompany-
ing disruptive disorders (Spencer et al., 2007), may 
result in girls being underdiagnosed with ADHD. 
Hence, it is possible that the prevalence of ADHD 
may not even differ between boys and girls as much 
as previously thought, but rather reflects lower rates 
of clinical referrals in girls. This possibility is sub-
stantiated by findings of (more) equal prevalence 
estimates of ADHD in adult males and females 
(Cortese, Faraone, et al., 2016; Murray et al., 2019; 
Simon et al., 2009).

Developmental Course
ADHD was initially recognized as only a child-

hood disorder, and it was thought to largely remit in 
adolescence. However, recent literature shows that 
in a large number of cases at least some symptoms 
persist into adulthood. Persistence rates are highly 
dependent on the definition of persistence used, 
with pooled estimates from follow- up studies show-
ing that at age 25, approximately 15% of ADHD 
patients still meet full criteria for ADHD. Using a 
more lenient approach, focusing on “ADHD in par-
tial remission,” provides a much larger persistence 
percentage of approximately 65% (Faraone et al., 
2006). A more recent follow- up study even reported 
persistent ADHD (meeting full criteria) in 79% of 
adolescents and young adults (Cheung et al., 2015).

In addition to children with ADHD persisting 
into adulthood, there also seems to be an adult-  or 
a late- onset variant of the disorder, although the 
exact prevalence of this variant of the disorder is 
unclear. However, it appears to be considerable, 
since the available studies into (young) adults with 
ADHD report the percentage of late- onset cases to 
range between 68% and 88% (Caye et al., 2016). 
Interestingly, during retrospective assessment, the 
majority of individuals with the late- onset variant 
did not meet diagnostic criteria for ADHD as chil-
dren, although they seem to exhibit (at least some) 
symptoms in adolescence (i.e., between the ages of 
12 and 16; Asherson & Agnew- Blais, 2019). Since 
the discrepancy between boys and girls (almost) van-
ishes during adulthood, it may be that women are 
more represented in the late- onset group, given that 
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females were more likely to show large symptom 
increases in adolescence rather than in childhood 
(Murray et al., 2019). Another possible explanation 
for the adult-  or late- onset variant of the disorder 
may be that this variant in fact represents cases that 
remained undetected in childhood due to a lack of 
proper assessment or care (Taylor et al., 2021).

ADHD prevalence is estimated at 5% in young 
adulthood (Willcutt, 2012) and at 3– 4% in adults 
(Fayyad et al., 2017; Polanczyk & Rohde, 2007) 
and in old age (> 60 years) (Michielsen et al., 2012), 
percentages very similar to prevalence rates in child-
hood and adolescence. Altogether, these numbers 
show a fairly consistent image of the prevalence of 
ADHD. Although ADHD is still best described as 
a disorder that originates in childhood, and often— 
at least partly— persists into adulthood, late- onset 
ADHD may account for a substantial number of 
cases.

Comorbidities and Functional Impact
More often than not, ADHD patients experience 

comorbid disorders and problems (Gillberg et al., 
2004; Spencer et al., 2007). Externalizing disorders 
most frequently reported in children with ADHD 
include oppositional defiant disorder (ODD) and 
conduct disorder (CD), with estimates around 60% 
for ODD and about 40% for CD (Connor et al., 
2010). Although often less expected, children with 
ADHD frequently also experience serious inter-
nalizing problems, such as mood or anxiety dis-
orders (with estimates varying between 15% and 
45%; Elia et al., 2008; Spencer et al., 2007). Other 
comorbidities frequently associated with pediatric 
or adolescent ADHD include autism spectrum dis-
orders (65– 80% show several symptoms of autistic 
disorder; Gillberg et al., 2004), learning disabilities 
including reading disorder (15– 45%; Sexton et al., 
2012; Spencer et al., 2007), sleep disorders (25– 
50%; Corkum et al., 1998), tic disorders (8– 33%; 
Kadesjö & Gillberg, 2003; Palumbo et al., 2004; 
Steinhausen et al., 2006; The MTA Cooperative 
Group, 1999), substance use disorders (1.35– 2.36 
times increased chance of developing nicotine 
dependence or alcohol or drug abuse; Charach et 
al., 2011), and developmental coordination disorder 
(~50%; Gillberg et al., 2004). Adults with ADHD 
are reported to have a 1.5 to 7 times increased likeli-
hood of developing mood, anxiety, and substance 
use disorders (Kessler et al., 2006).

Even in the absence of comorbid disorders, 
ADHD has a major impact on the patient’s life, 
as well as on society as a whole. Children and 

adolescents with ADHD often suffer from poor 
social skills leading to conflicted peer relation-
ships and social rejection by peers, low self- esteem, 
adverse academic outcomes, and increased school 
failure (Faraone et al., 2015). Moreover, these chil-
dren and adolescents show more delinquent behav-
ior, suffer more often from injuries and accidents, 
and are frequently seen as a burden on their fami-
lies, where there is an increased risk for parental and 
family conflict. In adolescence, ADHD patients 
have been shown to start smoking at an earlier age 
and smoke more on a daily basis (Lee et al., 2011; 
McClernon & Kollins, 2008) and to engage in risky 
sexual behavior more often (Flory et al., 2006).

When looking at adult or lifetime ADHD, it is 
clear that the disorder has a strong negative impact 
on an individual’s overall functioning, expressed in 
terms of academic and vocational underachieve-
ment, a lower socioeconomic status, marital diffi-
culties, and general health problems such as obesity 
(Biederman et al., 1993, 2006; Faraone et al., 2015; 
Sawyer et al., 2002). Occurrence of antisocial behav-
iors, including theft, assault, vandalism, traffic vio-
lations, or disorderly conduct, is highly increased in 
adults with lifetime ADHD, and a higher number 
of individuals are arrested, convicted, and incarcer-
ated (Barkley et al., 2004; Biederman et al., 2006; 
Küpper et al., 2012). Mental health problems are 
reported in the majority of adults with ADHD, 
including depression, anxiety disorder, antisocial 
personality disorder, and substance use disorder 
(Biederman et al., 2006; Küpper et al., 2012). In 
the workplace, individuals with ADHD may suffer 
from poor productivity, absenteeism, and general 
occupational underachievement or unemployment, 
partly as a result of other comorbid mental health 
problems as mentioned before (Küpper et al., 
2012). In the United States, it has been shown that 
ADHD has a “substantial economic impact,” most 
specifically due to extra costs in healthcare and edu-
cation in children with ADHD and loss of produc-
tivity and income loss in adults (Doshi et al., 2012).

Current Diagnostic Issues
The validity of ADHD and its three presenta-

tions is a prominent topic of discussion. Several 
issues can be pointed out in the current diagnos-
tic criteria and procedures that may limit their use 
in clinical practice and seem to play a large role in 
the current controversy regarding the existence and 
validity of the disorder.

A first important issue is the subjective weigh-
ing of behavioral criteria to diagnose ADHD. Both 
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symptom dimensions of ADHD— inattention and 
hyperactive/ impulsive behavior— should be seen 
as parts of continua, which range from typical to 
severely abnormal behavior. While ADHD patients 
characteristically have more severe symptoms of 
inattention and hyperactivity/ impulsivity than 
individuals in the “normal population,” the cutoff 
between “normal variation” and “abnormal behav-
ior” is rather arbitrary. In this context, functional 
impairment is a key criterion that should be fulfilled 
to establish the diagnosis of ADHD. However, here 
a second issue arises due to the subjectivity in assess-
ing if the symptoms interfere with or cause an actual 
reduction in the quality of an individual’s social, 
academic, or occupational functioning. Although 
impairment in itself remains a subjective criterion, 
it plays a pivotal role in the diagnostic process and 
should be reviewed critically. Another important 
criterion for the diagnosis of ADHD, as previously 
mentioned, is pervasiveness. This criterion posits 
that several symptoms should be present in at least 
two different situations (e.g., at home and at school 
or at home and at work). This is important, since 
pervasiveness of symptoms rules out the possibility 
that symptoms merely result from the situational 
context of the patient. With this criterion, a third 
issue arises, namely the time- consuming aspect of 
having to evaluate behavior in different settings, 
which generally also requires different informants. 
Therefore, this criterion is not always correctly 
assessed due to practical choices in the diagnostic 
process. In addition, the requirement of “several” 
symptoms is rather arbitrary. This is also true for 
the age- of- onset criterion, requiring “several” symp-
toms to have been present prior to the age of 12. 
Another issue with the latter criterion is that with a 
diagnostic assessment at a later age, it may be hard 
to adequately remember if this was the case.

Finally, another issue arises with the criterion that 
for a diagnosis of ADHD the symptoms should not 
be better explained by another mental disorder. This 
means that full attention should be given to differen-
tial diagnosis, which is, again, time- consuming and 
therefore not always adequately done. Symptoms of 
ADHD, especially inattention, are not specific to 
ADHD and can easily be caused by other mental 
disorders or result from problems in the environ-
ment. For example, children may have trouble con-
centrating due to in- home conflicts between their 
parents, or hyperactive and impulsive symptoms in 
an adult may better be accounted for by borderline 
personality disorder or mania. Somatic conditions 
can also be a direct cause of ADHD- like symptoms. 

In such cases, it is important to acknowledge the 
actual cause of the behavioral symptoms and target 
the intervention accordingly.

Several consensus guidelines emphasize the 
importance of strictly following standard diagnostic 
criteria for the diagnosis of ADHD as detailed in the 
DSM or ICD (Kendall et al., 2008; Pliszka, 2007; 
Seixas, 2013; Wolraich et al., 2011). However, 
important criteria including impairment, perva-
siveness, and differential diagnostics are easily and 
often overlooked in the diagnostic process. A recent 
review showed that the estimated prevalence based 
on symptoms alone (without accounting for addi-
tional criteria such as impairment) was far higher 
than prevalence estimates based on full DSM crite-
ria (Faraone et al., 2015). These data underline the 
importance of strictly adhering to diagnostic crite-
ria to guarantee the validity of the diagnosis. Since 
many ADHD rating scales omit diagnostic criteria 
like functional impairment, all guidelines agree 
that assessment should always include a full clini-
cal interview, preferably a family interview (Seixas, 
2013).

Evaluating adult ADHD creates some extra chal-
lenges because diagnostic criteria were originally 
defined to evaluate children’s behavior. For a long 
time, most symptom definitions were unmistak-
ably targeted at children, such as “runs about or 
climbs excessively in situations in which it is inap-
propriate.” It is clear that such symptoms should 
be adapted to match similar adult behaviors, for 
example focusing on subjective feelings of restless-
ness instead of inappropriate hyperactive behavior. 
While the current DSM- 5 and ICD- 11 include a 
few examples targeted at adolescents or adults, the 
previous versions of both the DSM and the ICD 
do not provide adapted formulations for adults. 
Therefore, until recently (2013 for the DSM; 2018 
for the ICD), it was up to the researcher or clini-
cian to translate the diagnostic criteria into adult 
behaviors, making assessment highly subjective and 
weakening the validity of the diagnosis in adult-
hood. Although specific diagnostic assessment 
tools for ADHD adults are being developed and 
translated (Kooij et al., 2019), validation studies of 
those instruments to assess adult ADHD are largely 
lacking. Another issue in the diagnostic process of 
adult ADHD assessment arises from the criterion 
that symptoms must be present before the age of 
12. With increasing age it becomes more difficult to 
correctly remember the exact age of onset of symp-
toms, and opportunities to use informants from dif-
ferent settings (e.g., teachers, parents) are reduced. 
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Moreover, validity of this age- of- onset criterion is 
under debate, given the discovery of late- onset vari-
ant of ADHD. Overall, it is important for practitio-
ners to keep these issues in mind while diagnosing 
adults with ADHD. Unfortunately, due to a lack 
of research on the validity of diagnostic criteria for 
adults, assessment of adult ADHD will remain (at 
least partly) subjective until diagnostic instruments 
for adults with proved reliability and validity are 
mode widely available.

Another issue that currently receives promi-
nent attention is the validity of the two- symptom 
dimensions of ADHD as they are currently defined 
(Milich et al., 2001; Willcutt et al., 2012). While 
this two- dimensional approach can be useful in 
creating behavioral profiles of the disorder, it is 
unclear to what extent the current dimensions cover 
all variance in the disorder. The heterogeneity in 
research findings suggests that important factors in 
the classification of the disorder are still overlooked 
and that the current division into three presenta-
tions might not be optimal (Milich et al., 2001). 
It is possible that a different or complementary 
classification system might provide a more useful 
approach to guide further research into the disor-
der. For example, defining ADHD presentations 
based on not only the presence of inattentive and 
hyperactive- impulsive symptoms— thus conven-
tional diagnostic criteria— but taking into account 
risk and protective factors, neurocognitive profiles, 
and comorbidities may prove useful. While yield-
ing a more holistic view, including all these factors 
will likely provide more information about different 
etiologies that may underlie presentations, leading 
to a better understanding of the heterogeneity in 
findings and therefore being a more viable option 
(Pievsky & McGrath, 2018), although such an 
approach needs further study.

Treatment
Standard Treatment of ADHD

It is widely accepted that either behavioral ther-
apy, medication, or a combination of both is most ben-
eficial for the majority of patients. Most treatment 
guidelines recommend starting with either behav-
ioral therapy (in preschool children or children with 
moderate symptom severity) or medication (in cases 
with severe symptoms, comorbidities, or if high lev-
els of family stress are present) or a combination of 
both. If only one type of treatment is given, it is rec-
ommended to add the second type of intervention 
if the first does not provide sufficient improvement 
(Graham et al., 2011; Kendall et al., 2008; Pliszka, 

2007; Wolraich et al., 2011). In all cases, psycho-
education about ADHD and the various treatment 
options is indicated at the start and throughout the 
course of treatment for children, including the child 
with ADHD as well as the parent. Psychoeducation 
seems effective in adults as well, including the 
adult with ADHD as well as their significant other, 
but lack proper investigation and warrant further 
research (Hirvikoski et al., 2020).

Different types of behavioral therapy have been 
recognized as well- established stand- alone treat-
ment options in pediatric ADHD (Evans et al., 
2013; Fabiano et al., 2009; Lee et al., 2012; Pelham 
& Fabiano, 2008), mostly by increasing desired 
behavior and decreasing undesired behavior using 
principles of positive and negative reinforcement 
and social learning (Faraone et al., 2015). Three 
types of evidence- based behavioral treatments have 
been identified to be successful for children with 
ADHD: behavioral parent training, classroom 
management, and peer interventions, with each tar-
geting the child with ADHD in a different setting 
(Evans et al., 2013). Behavioral treatment in adults 
with ADHD is less intensively studied, but particu-
larly cognitive- behavioral therapy, where behavior 
is improved via alleviation of cognitive distortions 
associated with ADHD’s core symptoms, appears to 
be effective in adults with ADHD, showing com-
parable effects to behavioral treatments for children 
with ADHD (López- Pinar et al., 2018).

Medication treatment for pediatric as well as 
adult ADHD typically involves either stimulants 
(such as methylphenidate sold under different brand 
names such as Ritalin) or nonstimulants (such as 
atomoxetine, sold under brand name Strattera, and 
is believed to enhance neurotransmission of dopa-
mine (DA) and norepinephrine (NE) in the brain 
(De Crescenzo et al., 2017). With regard to stimu-
lants, the first pharmacological choice for children 
and adolescents is methylphenidate, while for adults 
amphetamines are first choice (Cortese et al., 2018). 
A few other pharmacological options are available, 
including mixed amphetamine salts and lisdexam-
fetamine dimesylate (LDX), but currently these are 
all clearly framed as second- line options (Seixas, 
2013). Immediate- release stimulants exert their 
effects within 1 hour after ingestion and are effec-
tive for approximately 3– 5 hours, while extended- 
release stimulants and atomoxetine are effective for 
8– 10 hours and only require once- daily dosing.

The beneficial effect of both stimulants and 
atomoxetine on ADHD symptoms has been well 
documented for children and adults (Cortese et al., 
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2018; Faraone et al., 2015). Pharmacological treat-
ment often not only ameliorates core symptoms, 
but can also have a beneficial effect on other aspects 
of the individual’s health and functioning. For chil-
dren and adolescents, effects on comorbid opposi-
tional defiant behavior, social behavior, quality of 
life, academic productivity, classroom behavior, and 
cognitive functions have been consistently reported 
(Chamberlain et al., 2011; Coghill, 2010; Langberg 
& Becker, 2012; Molina et al., 2009; Pietrzak et 
al., 2006; Prasad et al., 2013; Van der Oord et al., 
2008). For adults, reductions in criminal convic-
tions, violent reoffending, traffic accidents and 
mortality rates, suicidal behavior, depression, and 
substance misuse are reported to be associated with 
pharmacological treatment (Kooij et al., 2019). 
However, for all age groups there is little and incon-
sistent evidence for the long- term beneficial effects 
of medication beyond 2 years of use (De Crescenzo 
et al., 2017; Krinzinger et al., 2019).

In general, stimulants and atomoxetine are 
well- tolerated drugs. Most frequently reported 
side effects include headache, abdominal pain, 
decreased appetite, and insomnia, but side effects 
are uncommon and generally mild (Findling, 
2008). Atomoxetine is more often associated with 
nausea and sedation than are stimulants and may 
be slightly less effective, but it holds the advan-
tage that it less likely leads to medication misuse 
or diversion (Findling, 2008; Pliszka, 2007) and 
may improve comorbid tics (Cortese et al., 2013). 
Stimulants and atomoxetine may sometimes lead 
to reductions in weight and height gain in children, 
possibly due to a loss of appetite (Cortese et al., 
2013), although some authors have suggested that 
the growth reduction is related to ADHD itself 
(Faraone et al., 2008). So- called drug holidays 
(taking children off medication during weekends 
or holidays) are often advised as they may be help-
ful to normalize reductions in height and weight 
gain (Pliszka, 2007). For adults with ADHD spe-
cifically, a higher likelihood of discontinuation was 
reported, compared with children and adolescents, 
possibly due to the side effects of decreased appetite 
and insomnia (De Crescenzo et al., 2017).

While serious concerns have been raised regard-
ing health risks for children using medication for 
the treatment of ADHD, most of these concerns 
lack scientific support. Small cardiovascular effects 
of stimulant and nonstimulant medication have 
been reported, including slightly elevated blood 
pressure and heart rate, but there is currently no 
evidence that ADHD drugs increase the risk for 

serious cardiovascular events in children or adults 
(Cortese et al., 2018; Hennissen et al., 2017; 
Pliszka, 2007). In addition to an increased resting 
heart rate and blood pressure, adults seem to also 
face an increased risk for transient ischemic attack, 
which needs further investigation (De Crescenzo et 
al., 2017). The validity of other concerns for phar-
macological treatment in children and adolescents, 
including an elevated risk for suicidal thoughts, psy-
chosis, and substance use disorders, is still largely 
unclear. Currently, it is known that ADHD in itself 
holds an elevated risk for these events, but there is 
no clear evidence that ADHD medication adds to 
this risk (Graham et al., 2011; Pliszka, 2007; van de 
Loo- Neus et al., 2011). In adults, there seems to be 
no evidence of increased suicide events or ideation, 
while atomoxetine may reduce comorbid anxiety 
but not comorbid depression (De Crescenzo et al., 
2017; Kooij et al., 2019). In all cases, risk manage-
ment of possible adverse effects and preexisting 
conditions, such as cardiac defects, is of highest 
concern, at the start as well as throughout treat-
ment of children, adolescents and adults (Cortese 
et al., 2013; De Crescenzo et al., 2017; Graham et 
al., 2011; Kooij et al., 2019; Pliszka, 2007; Warren 
et al., 2009).

When directly comparing the efficacy of medica-
tion treatment with behavioral therapy in children, 
a large hallmark study (the Multimodal Treatment 
Study of Children with ADHD; MTA) reported 
that behavioral treatment is effective in reducing 
core symptoms of ADHD, but not as effective as a 
strict medication management program (The MTA 
Cooperative Group, 1999), which is supported by 
more recent studies (Van der Oord et al., 2008). 
Combining pharmacological treatment and behav-
ioral therapy does not seem to have an additional 
effect on ADHD symptom reduction (Pliszka, 
2007; Van der Oord et al., 2008), but it may have an 
additional effect on internalizing symptoms, social 
skills, parent– child relations, and reading achieve-
ment (Molina et al., 2009). Comparable findings 
seem to be applicable to adults, but, given the scar-
city of studies into this, more research is warranted 
to be able to draw firm conclusions.

Alternative Treatment Methods
Currently, behavior therapy and pharmaco-

logical treatment are the only two evidence- based 
treatments for ADHD. However, these treatment 
options offer incomplete symptom relief in more 
than 30% of patients (Swanson et al., 2001), behav-
ioral therapy is relatively cost- intensive (Jensen et 
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al., 2005), and nonpharmacological treatments are 
often favored by parents, leading to an increasing 
interest in alternative treatment options. Although 
none of these alternative treatment methods is suf-
ficiently investigated to draw robust conclusions, we 
discuss here the most promising ones.

The role of nutrition in ADHD has provoked 
controversy in both research and media. While 
preliminary results suggested that ADHD might 
be caused by nutrition in a number of cases, more 
recent reports have provided new clarification and 
nuanced some previous conclusions. Two specific 
dietary elements are seen as promising targets. First, 
lower plasma and blood concentrations of polyun-
saturated fatty acids have been found in children 
with ADHD (Gillies et al., 2012). A recent review 
suggest that supplementation of these acids, in par-
ticular omega- 3, can alleviate ADHD symptoms in 
some children (Bloch & Qawasmi, 2011; Sonuga- 
Barke et al., 2013). Unfortunately, the reported 
effects are merely small, suggesting supplementation 
of these acids is insufficient as stand- alone treatment 
(Chang et al., 2018; Stevenson et al., 2014).

Second, a meta- analysis of 10 studies showed that 
there is evidence that some children with ADHD 
(~30%) may respond to a restriction diet, leaving 
out synthetic food colors or other additives (Nigg 
et al., 2012). However, although evidence shows 
that ADHD symptoms may be reduced by leaving 
out artificial food colors from the diets of subgroups 
of children with ADHD, large- scale studies using 
blind assessment are needed to draw strong conclu-
sions (Stevenson et al., 2014). Moreover, results of 
these studies are difficult to interpret since children 
on a restriction diet are not only limited in their 
food intake, but also receive much more attention 
and structure at home, which can also have a ben-
eficial effect on their behavior. Moreover, placebo 
effects cannot be ruled out in studies using a restric-
tion diet.

Another popular alternative treatment option 
for ADHD is neurofeedback (NF) training. During 
NF training, children learn to control specific 
brainwave patterns as measured by electroen-
cephalography (EEG), using real- time audio/ video 
feedback. Several studies showed improvement 
in ADHD- related behavior after extensive NF 
training (Van Doren et al., 2019), leading many 
(commercial) healthcare suppliers to offer NF as 
stand- alone ADHD treatment. Unfortunately, the 
limited quality of current NF research prevents 
valid conclusions to be drawn, and NF can cur-
rently only be described as a “promising” treatment 

for ADHD (Cortese, Ferrin et al., 2016; Van Doren 
et al., 2019). The same holds for cognitive train-
ing (e.g., working memory training) in children 
with ADHD. The limited evidence available shows 
promising results regarding symptom improvement 
as rated by parents, but without generalization to 
classroom behavior (Rutledge et al., 2012). Finally, 
physical exercise may have an effect on functional 
outcomes in ADHD, in both motor skills and 
executive functioning, but more methodologically 
sound studies are warranted to justify any clinical 
recommendations (Vysniauske et al., 2020).

Taken together, behavior therapy and medication 
are the only evidence- based treatment options for 
ADHD. While many promising alternative treat-
ment options are emerging, better- quality research 
is needed before valid conclusions can be drawn 
regarding the efficacy of such treatments (Faraone 
et al., 2015; Sonuga- Barke et al., 2013; Stevenson 
et al., 2014). Effective treatment of ADHD involves 
many considerations, and treatment protocols 
should always be tailored and evaluated on an indi-
vidual basis. Personal characteristics of the patient 
(such as symptom severity, comorbid problems, and 
the patient’s social environment) should be weighed 
together with advantages and disadvantages of the 
available treatment options in order to set up an 
individual treatment plan.

Etiology and Risk Factors
During the past three decades, a large number 

of investigators have attempted to clarify the etiol-
ogy of ADHD by focusing on a range of isolated 
etiological factors (e.g., Barkley, 1997; Sergeant, 
2005; Sergeant et al., 2003). While several factors, 
for example heritability, have been found to play 
a substantial role, the “single cause” approach has 
proved unsuccessful in explaining even a minor-
ity of the occurrences of the disorder. Currently, 
ADHD is best described as a multifactorial disor-
der, in which a variety of factors, and combina-
tions of these factors, contribute to the overall 
risk of developing the disorder. A large number of 
risk factors have been identified, and an increas-
ing number of studies are investigating complex 
interactions between these risk factors. The cur-
rent notion is that, in most cases, ADHD is 
caused by an interaction between risk genes and 
environmental factors and that there is no single 
risk factor that is either necessary or sufficient to 
explain ADHD. Currently, even with a multifacto-
rial approach only a proportion of the variance in 
ADHD symptoms can be explained.
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Genetic Influences
In the etiology of ADHD, genes seem to play 

a vital role, with family, twin, and adoption stud-
ies consistently reporting high heritability rates. A 
recent review of twin studies showed a mean heri-
tability of 74% for both children and adults, males 
and females, and even inattentive and hyperactive- 
impulsive symptoms (Faraone & Larsson, 2018). 
While this suggests that the disorder is for the larg-
est part caused by risk genes, an unsatisfactorily low 
percentage of them have been identified so far. Over 
the past decades, a considerable number of stud-
ies have tried to identify specific genes associated 
with ADHD. Initially, genetic linkage was applied 
to assess which chromosomal regions are linked to 
ADHD, and this resulted in abundant but conflict-
ing literature. Because that method only detects 
genetic variants that have large effects, the paucity 
of significant findings suggests that common DNA 
variants having a large effect on ADHD are unlikely 
to exist. A meta- analysis on candidate genes, 
selected due to a plausible link to ADHD, showed 
that only six of the many proposed candidate genes 
could consistently be linked to a risk for ADHD 
in children, with small effect sizes (odds ratios 1.11 
to 1.33; Gizer et al., 2009). The candidate genes 
include DA transporter and receptor genes (DAT1/ 
SLC6A3, DRD4, DRD5), serotonin transporter and 
receptor genes (5- HTT/ SLC6A4, HTR1B), and the 
SNAP25 gene involved in neurotransmission. For 
adults with ADHD, a meta- analysis reported a sig-
nificant association between ADHD and a gene 
involved in neuronal and dendritic development 
(BAIAP2), but the effects of this gene were small 
(Faraone & Larsson, 2018). Several attempts have 
been made to obtain a complete picture of the genes 
involved in ADHD using genome- wide association 
studies (GWAS), a method in which the whole 
genome can be investigated rather than a small 
number of specifically selected genes, which allows 
this method to detect very small etiological effects. 
While GWAS studies in ADHD research have 
identified 85 candidate genes in total, up until now, 
GWAS studies have unfortunately not significantly 
increased our understanding of ADHD risk genes. 
This is because even the genes that showed genome- 
wide significance only showed this association with 
ADHD as a set with other genes, but could not be 
singularly linked to ADHD. A meta- analysis that 
assessed the more recent epigenome- wide associa-
tion study (EWAS) approach in adults with ADHD,  
in which the entire genome is searched for epi-
genetic marks, reported no overall significant sites 

to be associated with ADHD (van Dongen et al., 
2019). Rather, only cohort- specific findings were 
reported, and the necessity of (even larger) datasets 
was emphasized.

Recent studies attempted to integrate the cur-
rent body of genetic findings to investigate spe-
cific mechanisms implicated in the risk for ADHD 
development. These studies emphasized the involve-
ment of genes responsible for neurite development 
and outgrowth and DNA methylation (Faraone & 
Larsson, 2018; van Dongen et al., 2019). These 
findings suggest that, in ADHD patients, small 
alterations in the outgrowth of axons and dendrites 
in the brain caused by risk genes and epigenomic 
effects influencing DNA methylation at specific loci 
may play a substantial role in the development of 
the disorder (Poelmans et al., 2011).

Environmental Risk Factors
Several environmental risk factors have been 

implicated in ADHD. These environmental risk 
factors— factors other than the genotype that can 
influence a child’s development— generally are 
divided into two domains: neurobiological and 
psychosocial factors. Neurobiological risk factors 
often associated with ADHD can for a large part 
be characterized as complications during pregnancy 
or delivery. They include maternal smoking or alco-
hol use during pregnancy, eclampsia, fetal distress, 
premature birth, poor maternal health, and higher 
maternal age (Bhutta et al., 2002; Biederman & 
Faraone, 2005; Linnet et al., 2003). Many of these 
risk factors can lead to hypoxia in the fetal brain. 
Notably, the basal ganglia, a brain structure often 
implicated in ADHD, is particularly sensitive to 
the effects of hypoxia (Froehlich et al., 2011). 
Psychosocial risk factors often associated with ADHD 
include poor socioeconomic status, family dysfunc-
tion (including maltreatment, maternal mental dis-
orders, paternal criminality, marital problems, and 
in- home conflict), and large family size (Banerjee et 
al., 2007; Biederman & Faraone, 2005). Moreover, 
parenting styles, specifically harsh and negative par-
enting, have been associated with ADHD. Previous 
concerns that watching too much TV at a young 
age may lead to ADHD- like attention problems 
(Christakis et al., 2004) are not supported by scien-
tific studies (Banerjee et al., 2007).

Importantly, while many of these factors are 
strongly associated with the presence of ADHD in 
a family, they should currently still be considered 
correlates rather than causes of ADHD. For exam-
ple, while maternal smoking may directly cause 
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ADHD through neurobiological alterations in the 
fetal brain, it is also possible that the mother’s pre-
disposition to smoke during pregnancy is a result of 
her having ADHD or a vulnerability to it, which is 
transferred to the child genetically. Moreover, it is 
important to state that while the above- mentioned 
risk factors are linked to an increased risk for the 
development of ADHD, many children who have 
experienced one or more of these risk factors do not 
develop ADHD, and, conversely, not all children 
with ADHD show one or more of these risk factors. 
Thus, even though these risk factors may be impor-
tant, their presence of is only true for a limited pro-
portion of individuals with ADHD, and it may be 
that other confounding factors are involved, such as 
parental ADHD and interactions with environmen-
tal factors, thus warranting more research (Thapar 
et al., 2013).

Gene by Environment Interactions
While a variety of risk genes and environmental 

factors have been linked to ADHD, none of them 
fully explains the risk for developing the disorder. 
For example, it is possible that in a monozygotic 
twin pair, sharing 100% of their genotype at birth, 
one child develops ADHD while the other does 
not. Such a situation would result from a “gene by 
environment interaction” (G×E), meaning that the 
effect of specific genes may vary due to differences 
in the environment and that the very interaction 
between specific genes and environmental factors 
may be the main mechanism by which environ-
mental factors increase the risk for ADHD. For 
example, one twin might have experienced hypoxia 
during birth while the other did not, resulting in 
one twin with and one without ADHD. Another 
example of G×E is that a specific environment (such 
as maternal smoking or alcohol use during preg-
nancy) may be damaging to many infants, but more 
specifically so to those infants who carry specific risk 
genes making them more vulnerable to the adverse 
effects of this environment.

To date, due to a large variation in implicated 
risk genes and environmental factors, most hypoth-
eses on G×E have only received attention in a single 
study, resulting in literature with limited overlap 
and low levels of reproduced findings (Faraone et 
al., 2015; Thapar & Cooper, 2016). A literature 
review showed that, overall, psychosocial factors 
seem to interact with ADHD risk genes, primar-
ily with DAT1 and 5- HTT, in the development 
of the disorder (Nigg et al., 2010). Unfortunately, 
due to limited overlap between studies it is unclear 

whether this interaction exists for all psychosocial 
factors or only specific ones. For neurobiological 
factors, even less overlap was found, although the 
interaction between 5- HTT and stress has been 
associated with specific behaviors of hyperactivity 
and impulsivity (Faraone et al., 2015). Findings for 
maternal smoking or alcohol use during pregnancy 
are highly inconsistent and suggest that if an inter-
action with risk genes occurs, this may cause hyper-
active behavior, but not necessarily the full range of 
ADHD symptoms.

Heterogeneity in Etiology
Taken together, while some risk genes and envi-

ronmental factors for ADHD have been identified 
and replicated, possibly a far higher number remains 
unknown, and we have only just begun to unravel 
the complex interactions between these different 
risk factors. One of the causes for the large incon-
sistency between findings so far may be the hetero-
geneity of behavioral symptoms of the disorder. In 
linking specific risk genes to a behavioral outcome 
(i.e., phenotype), heterogeneity in phenotype con-
siderably reduces the power to find risk genes. In 
this context, researchers have suggested the field 
move toward identification of endophenotypes or 
intermediate phenotypes (Castellanos & Tannock, 
2002). Endophenotypes refer to heritable traits that 
are supposed to be more strongly associated with 
the genotype than the phenotypical manifestation 
and less influenced by environmental factors than 
the phenotype. Examples of endophenotypes are 
neurocognitive deficits or specific neurobiological 
abnormalities characteristic for ADHD. Identifying 
endophenotypes may provide useful directions in 
the search for candidate risk genes for the disorder 
but may also be useful in itself to understand under-
lying mechanisms of dysfunction. Although identi-
fying risk genes may not uncover the full complex 
multifactorial etiology of the disorder, it may be 
a first step toward clarifying the neurobiological 
underpinnings of ADHD.

Neurocognitive and Neurobiological 
Abnormalities

Given the high heritability rates of ADHD, the 
disorder is suspected to have an important neuro-
biological basis. With advancing techniques, con-
siderable progress has been made in unraveling 
the neurobiological underpinnings of the disorder, 
although a lot of uncertainty still exists. This field of 
research can roughly be divided into two domains: 
abnormalities in neurocognitive functioning and 
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neurobiological abnormalities as measured by neu-
roimaging techniques.

Neurocognitive Abnormalities
The search for neurocognitive deficits in ADHD 

has been on the fast track in recent years, resulting 
in a large number of studies and a variety of neu-
rocognitive functions suggested to be deficient in 
ADHD. Early neurocognitive studies into ADHD 
have primarily attempted to objectify the symptoms 
of inattention, motor restlessness, and impulsiv-
ity (e.g., Corkum & Siegel, 1993; Kuehne et al., 
1987; Porrino et al., 1983). This has proved to be a 
fruitful approach as patients with ADHD are often 
found to be impaired on objective measures of sus-
tained attention, motor restlessness, and impulsivity 
(Alderson et al., 2007; Huang- Pollock et al., 2012; 
Huizenga et al., 2009; Losier et al., 1996; Rapport 
et al., 2009). However, findings remain inconsis-
tent. More recent neurocognitive studies adopted a 
broader perspective and investigated a large variety 
of neurocognitive functions in children and adults 
with ADHD. The most consistently found deficits 
involve executive functions and include impair-
ments in behavioral inhibition, planning, vigilance, 
and working memory (Faraone et al., 2015). With 
regard to nonexecutive deficits, impairments in tim-
ing, reaction time variability, and decision- making 
have been consistently related to ADHD (Thapar 
& Cooper, 2016). Furthermore, problems with 
delay aversion, such as making suboptimal choices 
and overestimating the magnitude of immediate 
rewards over delayed rewards, are often seen in 
ADHD patients. Given the large variety of neuro-
cognitive deficits implicated in ADHD, it is pos-
sible that a more general deficit may underlie poor 
performance across tasks. Some evidence exists that 
a general processing deficit (Alderson et al., 2007), 
attentional lapses during task performance (Tamm 
et al., 2012), or motivational deficits (Konrad et al., 
2000) may underlie poor performance on many 
neurocognitive tasks. However, more research is 
needed to clarify this issue.

It is interesting to note that while a number of 
ADHD patients are impaired on one or two neu-
rocognitive functions, another substantial group 
of patients does not show any neurocognitive def-
icit at all, and very few show deficits in all func-
tions (Faraone et al., 2015; Thapar & Cooper, 
2016). Moreover, neurocognitive problems seem 
to be independent of the developmental course of 
ADHD (i.e., persistence vs. remission of symptoms 
later in life; van Lieshout et al., 2013), suggesting 

that these deficits may not share the same etiology 
as the behavioral symptoms of the disorder or are 
more sensitive to developmental changes over time. 
Altogether, this is an interesting issue that deserves 
more attention in future research.

Neurobiological Abnormalities
Neuroimaging techniques can be useful tools 

to elucidate the neurobiological mechanisms that 
underlie the behavioral and neurocognitive deficits 
observed in ADHD. One of the most used imaging 
techniques is magnetic resonance imaging (MRI), 
allowing in vivo 3D imaging of brain structure and 
function.

Brain volumes, as measured by structural MRI, 
have been studied for decades, and many brain 
regions have been suggested to be reduced in ADHD. 
In general, ADHD patients often show a reduced 
overall brain volume (Hoogman et al., 2017) and 
reduced thickness of the cortex (Hoogman et al., 
2019) compared to healthy controls. Reductions in 
more specific regions are also observed; according 
to a mega- analysis, most consistently in structures 
within the basal ganglia (including the striatum), 
amygdala, and hippocampus (Hoogman et al., 
2017). Other structures that have been reported in 
previous meta- analyses include the ventromedial 
orbitofrontal and medial prefrontal cortex, corpus 
callosum, anterior cingulate cortex, and cerebellum 
(Frodl & Skokauskas, 2012; Valera et al., 2007). 
Although older studies reported volume reductions 
to be often more pronounced in the right hemi-
sphere (Frodl & Skokauskas, 2012; Valera et al., 
2007), the more recent mega- analysis showed that 
reductions in (at least) the caudate and putamen 
are bilateral rather than unilateral (Hoogman et al., 
2017).

Diffusion tensor imaging (DTI) is a relatively 
new MRI technique allowing in vivo measurement 
of the microstructural integrity of brain white mat-
ter. Despite the significant number of DTI studies 
being performed, results are still somewhat limited 
by methodological issues, such as head motion 
(Aoki et al., 2018). Meta- analyses in DTI mainly 
focus on the predominantly used characteristic frac-
tional anisotropy (FA), which reflects white mat-
ter microarchitecture by assessing the spherical or 
isotropic diffusion (Aoki et al., 2018; van Ewijk 
et al., 2012). Alterations appear to be widespread, 
including frontal, striatal, and cerebellar regions, 
consistent with other structural imaging findings, 
and may be present in terms of significantly lower 
and higher FA values in individuals with ADHD. 
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The latter seems to be driven by the methodological 
approach, since especially whole- brain approaches 
show mixed findings, while tract- based approaches 
consistently show decreased FA.

In general, structural brain abnormalities in 
ADHD are viewed as reflecting a developmental 
delay rather than a static deficit. Converging evi-
dence shows that volume reductions and abnormal 
white matter integrity may normalize around mid 
to late adolescence, most particularly so in (struc-
tures within) the basal ganglia (Hoogman et al., 
2017, 2019). Notably, the explorative life span 
modeling approach as used by Hoogman and col-
leagues (2017, 2019) to study longitudinal devel-
opment in large, cross- sectional samples suggested 
a delay of maturation and a delay of degeneration, 
which is in line with a large longitudinal study that 
showed a developmental delay in cortical thickness 
in children with ADHD (Shaw et al., 2007). In the 
latter, the authors showed that, in typically develop-
ing children, the development of cortical thickness 
follows a growth curve described by an increase in 
thickness during childhood, reaching peak thick-
ness around 7– 8 years of age, and a subsequent 
decrease in thickness during adolescence. ADHD 
patients showed a similarly shaped growth curve 
that was delayed by approximately 3 years, reaching 
peak thickness around 10– 11 years of age. However, 
even though the absence of differences in brain 
characteristics in adults is quite clear and suggests 
a normalization process, this must be interpreted 
with some caution since the majority of studies have 
been cross- sectional rather than longitudinal. Taken 
together, these results suggest that ADHD might— 
at least partly— be due to a delay in brain maturation 
and that some or even all of the brain abnormalities 
in ADHD might resolve in adolescence or adult-
hood. Independent of this catch- up in brain matu-
ration, long- term pharmacological treatment seems 
to have an additional positive effect on brain devel-
opment in children with ADHD in that volume 
reductions are less pronounced and have sometimes 
even normalized in medicated children compared to  
treatment- naïve children (Frodl & Skokauskas, 
2012; Schweren et al., 2012). It may be noteworthy 
that direct associations between pharmacological 
treatment and brain volumes have not been found 
in the mega- analysis (Hoogman et al., 2017), pos-
sibly due to normalizing effects being too local.

Using functional MRI, brain activation can 
be investigated during performance of cognitive 
tasks. Interestingly, regions with abnormal activa-
tion in ADHD patients largely overlap with brain 

regions that are found to be reduced in volume, 
and studies combining structural and functional 
approaches show intercorrelations between abnor-
malities. During tasks that tap into cognitive pro-
cesses such as attention, response inhibition, and 
reward anticipation, reductions in activity are most 
frequently found in frontal, parietal, and temporal 
brain regions as well as the basal ganglia (Cortese et 
al., 2012; Dickstein et al., 2006; Hart et al., 2013).

In line with findings of altered brain activity in 
ADHD patients, electroencephalography (EEG) 
studies show abnormal electrical brain activity in 
children, adolescents, and adults with ADHD. The 
P300, an event- related potential (ERP) compo-
nent thought to represent attentional and executive 
functioning, has a decreased amplitude in patients 
with ADHD (Szuromi et al., 2011). Also during 
rest, patients with ADHD show abnormal electrical 
brain activity compared to healthy controls. More 
specifically, increased theta activity (associated with 
drowsiness or cortical underactivation) and reduced 
beta activity (associated with a less attentive state) 
are often found, indicative of brain immaturity. It is 
possible that this theta- to- beta ratio reflects a devel-
opmental delay in childhood ADHD since replica-
tion of EEG abnormalities in adults with ADHD is 
largely lacking (Arns et al., 2013; Saad et al., 2018).

Positron emission tomography (PET) and single 
photon emission computed tomography (SPECT) 
have been used to study the neurochemistry of the 
ADHD brain. Components of catecholamine sig-
naling systems are encoded by risk genes implicated 
in ADHD and play a large role in the neurochem-
istry of the disorder (Caylak, 2012; Durston & 
Konrad, 2007; Madras et al., 2005). One of these 
components, DA, is highly active in the striatum, 
and striatal DA levels play a pivotal role in the 
regulation of psychomotor activity and reward- 
seeking behavior (Spencer et al., 2005). However, 
even though a meta- analysis of PET and SPECT 
studies focusing on striatal DA transporter altera-
tions showed a 14% higher DA transporter density 
in ADHD in the striatum, this does not mean it is 
specific for ADHD. Interestingly, striatal DA trans-
porter density in ADHD was associated with pre-
vious psychostimulant exposure, thus the high DA 
transporter density may be a consequence of previ-
ous stimulant treatment rather than a characteristic 
of ADHD (Fusar- Poli et al., 2012).

Another component implicated in ADHD is 
NE, which plays an important role in the regulation 
of attention and behavior and is mainly effective in 
the (pre)frontal cortex (Arnsten & Li, 2005; Madras 
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et al., 2005). PET studies have shown dysregulation 
of both DA and NE in ADHD and suggest underac-
tivity of these neurotransmitters in cortical regions 
but overactivity in subcortical regions (Ernst et al., 
1998; Fusar- Poli et al., 2012; Madras et al., 2005; 
Spencer et al., 2005; Swanson et al., 1998). Most 
effective pharmacological treatments for ADHD are 
thought to ameliorate behavioral symptoms of the 
disorder by optimizing neurotransmission in cate-
cholamine signaling systems, consequently normal-
izing DA and NE levels in the striatum and frontal 
cortex (Arnsten & Li, 2005; Madras et al., 2005).

Disturbed Connectivity
Abnormalities in brain structure and function 

are predominantly found in (pre)frontal cortical 
regions and the basal ganglia. These findings have 
led to a prominent theory that neurobiological defi-
cits in ADHD are mainly located in the so- called 
frontostriatal circuit (Bush et al., 2005; Durston & 
Konrad, 2007), which includes brain regions in and 
between the frontal cortex and the striatum, a com-
ponent within the basal ganglia. Concurrent with 
this theory, the perspective on neuropathology in 
ADHD has shifted from identifying local deficien-
cies to studying connectivity between brain regions. 
Brain regions are interconnected through a large 
number of white matter tracts and can constitute 
a functional network of activation during a cogni-
tive task. Consequently, one local deficiency (either 
cortical or subcortical) could disturb the whole 
functional network, indirectly causing a reduction 
in brain activation in another, more distant brain 
region and its functioning.

Structural as well as functional brain connectiv-
ity can be measured using various MRI techniques. 
Findings of DTI studies show structural alterations 
in several white matter tracts in children and adults 
with ADHD, including decreased microstruc-
tural organization in frontostriatal tracts (Aoki et 
al., 2018). Findings from functional connectivity 
studies suggest that, during rest as well as during 
cognitive tasks, ADHD patients display altered con-
nectivity between brain regions, but findings seem 
to be affected by study approach. A theory- driven 
meta- analysis focusing on four established brain 
networks, including the default mode network 
(DMN), the cognitive control network (CCN), the 
salience network (SN), and the affective/ motiva-
tional network (AMN), showed altered connectivity 
in the DMN (Sutcubasi et al., 2020). Specifically, 
in children and adolescents, ADHD was associated 
with both altered within- DMN connectivity and 

altered connectivity between DMN and the CCN, 
SN, and AMN. In adults, ADHD was similarly asso-
ciated with altered within- DMN connectivity, but 
altered connectivity between DMN and other brain 
networks was only present for the CCN. However, 
a theory- free approach, including all resting- state 
connectivity studies, showed no spatial convergence 
of ADHD- related hyper-  or hypoconnectivity in 
the brain (Cortese et al., 2021), although post hoc 
meta- analysis showed that the left superior tempo-
ral gyrus had a consistently altered connectivity, 
with evidence of both hypo-  and hyperconnectivity. 
While connectivity research in ADHD is still rela-
tively new, it is an important topic in research and 
shows potential in unraveling the neurobiological 
underpinnings of the disorder.

Conclusion
ADHD is one of the most frequently diagnosed 

childhood psychiatric disorders and is known to 
often persist into or even emerge during adult-
hood, causing severe impairment in the patient, in 
the patient’s family and social environment, and in 
school or work functioning. This chapter has sum-
marized the current knowledge on different aspects 
of ADHD. Advancement has been made in the 
clinical conceptualization of ADHD throughout 
the past century, and a standard treatment protocol 
is now well established, encompassing behavioral 
treatment and/ or medication. Alternative treatment 
options are sought, but well- setup and replicated 
studies proving its efficacy are still lacking. Many 
factors have been identified that may play a role 
in the etiology and development of the disorder, 
including several risk genes, environmental factors, 
neurocognitive deficits, and brain abnormalities. 
However, a coherent model integrating all these 
factors is still missing, although it is clear that this 
model should include a multitude of diverse factors.

In this chapter, we have emphasized the impor-
tant role of etiological and phenotypical heterogene-
ity, which has created a challenge in the diagnosis 
of ADHD as well as in research into the different 
mechanisms underlying the disorder. This heteroge-
neity in research findings might indicate that the cur-
rent classification of ADHD and its three presenta tions 
may— in spite of being clinically valuable— not pro-
vide optimal guidance for identifying the underlying 
mechanisms. However, in research as well as clinical 
practice, diagnostic criteria for ADHD are often mis-
interpreted or applied very loosely. This issue should 
be worked out first, before new advancements can 
be made in resolving current heterogeneity and lack 
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of clarity in the etiology and clinical manifestation 
of the disorder. The present shift in research into 
ADHD from a categorical approach toward a spec-
trum of symptoms approach may prove valuable and 
informative, both for clinical practice and scientific 
research.
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C H A P T E R

 21  Autism Spectrum Disorders

Fred R. Volkmar and Kevin Pelphrey

Autism and related conditions (previously termed 
the pervasive developmental disorders and more 
recently the autism spectrum disorders [ASDs]) 
share their major similarity in the significant diffi-
culties in social development and interaction associ-
ated with problems in communication and behavior. 
These conditions have been the source of great inter-
est for decades but only with the official recogni-
tion of autism in 1980, in DSM- III, did research 
begin to increase (Rosen et al., 2021); over time this 
increase has been quite dramatic, with several thou-
sand scientific papers appearing each year. Despite 
this increase, research in some areas (e.g., aging in 
autism; Piven et al., 2011) is quite limited but, over-
all, very significant progress has been made in both 
understanding and treating these conditions.

Diagnostic Concepts
Autistic disorder (sometimes referred to as child-

hood autism or infantile autism) is the prototypic 
disorder of the group and the one that has been the 
focus of most of the available research. Research is 
much less extensive on the broader spectrum of dis-
orders (ASDs) and caution should be used in over-
generalization of results from more “classic” autism 
to this larger population.

Initially described by Leo Kanner (1943), all 
subsequent definitions have kept some degree of 
continuity with Kanner, who emphasized two key 
features: autism (lack of social interest/ engage-
ment from the time of birth) and what he termed 
resistance to change or insistence on sameness (dif-
ficulties with change, stereotyped movements). 
Kanner’s work prefigures much current research 
which is aimed at understanding genetic and brain 
mechanisms of social vulnerability coupled with 
an overengagement in the nonsocial world. Other 
diagnostic concepts were proposed before and 
after 1943, and ICD- 10 and DSM- IV explicitly 

recognized a number of these, although DSM- 5 
returned to a more unitary model potentially at 
some price in terms of restricted coverage (Volkmar 
et al., 2021). Conditions included in ICD- 10 and 
DSM- IV were Asperger’s disorder (serious social 
vulnerability associated with perseverative inter-
ests, good vocabulary, and motor clumsiness), two 
“disintegrative” conditions where skills were dra-
matically lost (Rett’s disorder, now known to be a 
single- gene disorder), and childhood disintegrative 
disorder (CDD), where autism has its apparent 
onset after years of clearly normal development and 
a “subthreshold” category: pervasive developmental 
disorder not otherwise specified for cases not meet-
ing specific criteria for one of these conditions but 
with problems that seem best viewed as related to 
autism (see Jackson & Volkmar, 2019, for a review).

The DSM- IV/ ICD- 10 definitions were very 
similar and require characteristic problems in social 
interaction as well as problems in communication 
and play and in unusual environmental responses 
and restricted- repetitive interests. The onset of 
the condition must be before age 3 years. Social 

Abbreviations
 ASD Autism spectrum disorder
 BAP Broader autism prototype
 CDD Childhood disintegrative disorder
 FFA Fusiform face area
 FFG Fusiform gyrus
 OFC Orbital frontal cortex
 PC Posterior cingulate
 PFC Prefrontal cortex
 PRT Pivotal response treatment
 STS Superior temporal sulcus
 TD Typically developing
 TPJ Temporoparietal junction
 US Unaffected sibling  
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problems are weighted more heavily than other 
factors. The polythetic ICD- 10/ DSM- IV approach 
allowed for more than 2,000 combinations of the 
12 diagnostic criteria.

DSM- 5 differs from its predecessor in a num-
ber of important ways (Volkmar et al., 2021). For 
autism, two overarching decisions for DSM- 5 have 
had significant impact: the decision to derive the 
definitions from reanalyses of research diagnostic 
instruments and the decision to remove all sub-
threshold categories throughout the manual. For 
autism, the decision was to move to a more unitary 
construct of ASD and a somewhat narrower one 
more consistent with Kanner’s original (1943) view 
of autism (see McPartland et al., 2012; Smith et 
al., 2015; Volkmar & McPartland, 2014; Volkmar 
et al., 2021). This reflected concern about the reli-
ability and validity of more fine- grained distinctions 
and an awareness of the growing body of research 
on the complex genetic bases of autism (Lord et al., 
2012; Rosen et al., 2021). The move toward a more 
rational name for the overall category is praisewor-
thy as is the attempt to provide ratings for dimen-
sions of dysfunction. Other aspects of the new 
system may prove problematic in relation to several 
factors including the narrowing of the concept, gen-
der, cultural, and developmental issues (Volkmar et 
al., 2021). Social- communication features are now 
grouped in one category while the restricted interest 
category has changed to include unusual sensitivi-
ties but provides many fewer ways for a diagnosis 
to be achieved and appears to differentially exclude 
more able and less “classic” cases. Consistent with 
the overall DSM- 5 in general no subthreshold cat-
egories are provided but a new condition, social- 
communication disorder, is. The rationale for this 
category and its actual use in practice remain to be 
determined (Topal et al., 2018). Although a large 
data reanalysis of items collected as part of research 
diagnostic assessments was performed, a true field 
trial was not actually conducted although some 
work was done on reliability; using the data avail-
able diagnostic accuracy was good if both histori-
cal information and direct assessment instruments 
were available (but decreased when they were not). 
A major unanswered question is how well items 
derived from research- based instruments which 
require considerable training in administration/ 
interpretation can readily be extrapolated to more 
typical clinical settings (Volkmar et al., 2021). One 
unprecedented issue has emerged in the context 
of the COVID- 19 pandemic. For nearly a year, 
we have not been able to complete the Autism 

Diagnostic Observation Schedule (ADOS) because 
the measure is not possible to complete with valid-
ity while wearing a face shield and/ or mask. This 
reveals an important vulnerability in an approach to 
diagnosis that reifies such a complex neurodevelop-
mental disorder via any one measure or instrument. 
The exclusion of new diagnoses of Asperger’s disor-
der cases (while grandfathering in older “well estab-
lished” cases) remains problematic. The decision to 
exclude Asperger’s even as a subcategory of ASD 
was unfortunate given the emergent data on valid-
ity of the concept (e.g., Chiang et al., 2014) and the 
wide public acceptance of the concept (Greenberg, 
2013).

Prevalence, Gender, and Cultural Perspectives
Several complications arise in the interpreta-

tion of epidemiological studies. Prevalence esti-
mates can vary dramatically if different diagnostic 
approaches are used. DSM- IV and ICD- 10 crite-
ria were designed to be more neutral to IQ (i.e., a 
goal in the development was that criteria worked 
reasonably well in both lower and higher cognitive 
functioning individuals). The tendency to equate 
ASDs (i.e., autism and related conditions) with 
more classical autism is yet another problem, as 
is the tendency to rely on school diagnoses rather 
than on results of actual independent assessment. 
The school setting may use the autism label to jus-
tify services when another category might be more 
appropriate (this is problem of diagnostic substitu-
tion). Other issues include greater public awareness 
and recognition. As well, in general, in epidemio-
logical studies higher rates have been obtained when 
smaller samples are studied (presumably reflecting 
better case finding). On balance the median rate 
of strictly defined autistic disorder is about 1 per 
800 but if a broader autism spectrum definition is 
used this rate significantly rises to the order of 1 in 
150 (Fombonne, 2005). The apparent increase in 
prevalence of the condition likely reflects the many 
factors noted above, although there is the potential 
for some slight increase relative to specific genetic 
mechanisms (e.g., higher risk for older fathers of 
having a child with autism; Puleo et al., 2012).

There is a strong gender predominance in 
autism, with males being 3 to 5 times more likely 
to have the condition. When females have autism 
they tend, on balance, to be more cognitively 
impaired suggesting some complex interaction 
of severity with genetic risk and gender. Kanner’s 
original paper (1943) noted a preponderance of 
well- educated and successful parents; this has not 
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been confirmed in subsequent studies that con-
trolled for referral bias. Autism appears, particularly 
in younger children, remarkably the same in indi-
viduals from various countries but cultural practices 
regarding special education and treatment may 
have a significant impact on outcome (Brown & 
Rogers 2003). There is remarkably little research on 
cultural or ethnic differences although some early 
suggestion of increased risk in immigrant families 
has not generally been supported in the literature 
(Fombonne, 2005).

Some recent work has emerged that questions 
the usually accepted male predominance in autism 
(Volkmar et al., in press). This awareness comes 
with emerging data on gender differences even in 
screening instruments if one examines large datasets 
(e.g., Oien et al., 2017) and the growing awareness 
of differences of syndrome expression in girls with a 
potentially milder form of social difficulty and/ or a 
great ability to “camouflage” and fit in (Rynkiewicz 
et al., 2016). There is some suggestion of potential 
bias on diagnostic instruments as well (see (Volkmar 
et al., 2021). Concerns have also been raised rela-
tive to underdiagnosis in minority groups as a result 
of bias in screening and diagnostic instruments, 
lack of efforts to ensure identification, and so forth 
(Grinker et al., 2015; Mandell et al., 2009). The 
issues assume greater importance given the growing 
interest in autism in developing countries and the 
need to adapt approaches to other cultures (Freeth 
et al., 2014; Grinker et al., 2015; Volkmar et al., 
2021). Indeed, even within the United States, there 
has been concern about the applicability of current 
diagnostic approaches to minority groups (Volkmar 
et al., 2021).

Historical Perspectives
It is likely that some of the first reports of autism 

may have been those of so- called “feral” children 
(Wolff, 2004) and case repors of children seen in 
the 1800s in resididential instutitions in the United 
States (Donvan & Zuker, 2016). It is a tribute to the 
genius of Leo Kanner that he was able to identify 
a central distinguishing feature (autism or lack of 
social engagement) that differentiated the condition 
from other developmental problems. His report 
also, unfortunately, served to mislead early investiga-
tors, given his mention of high levels of professional 
attainment in parents, his mistaken impression of 
normal intellectual levels (reflecting his observation 
of better nonverbal abilities or splinter skills), and 
his use of the word “autism,” suggesting to many a 
point of continuity with schizophrenia. Diagnostic 

ambiguity complicated much available research 
until work in the 1970s clarified the strong genetic 
and brain basis of autism. Its first inclusion in DSM- 
III marked a critical moment in research which has 
steadily increased since that time.

Diagnostic practice has varied over the years. 
Early attempts were made to more truly operational-
ize Kanner’s definition, for example, Rutter’s (1978) 
approach proved highly influential for DSM- III. 
Subsequent to DSM- III, a revision (the DSM- III- R) 
was made given concerns that the DSM- III approach 
lacked a developmental orientation (given its focus 
on the “infantile” form of the conditions); unfortu-
nately, this also came at a price in the DSM- III- R 
terms of overly inclusive diagnosis. DSM- IV was in 
place since 1994, and it and the ICD- 10 definitions 
have proven highly influential: research has very dra-
matically increased with thousands of peer- reviewed 
papers appearing each year now. As noted above, the 
implications of the new DSM- 5 approach remain to 
be seen.

In addition to changes in diagnostic practice, 
significant shifts in clinical work and research have 
occurred. It has become apparent that structured, 
intensive intervention programs (of various types) 
are associated, on balance, with improved out-
comes (e.g., relative to the number of adults who 
are self- sufficient and independent; Howlin, 2013). 
However, some children do not make this much 
progress and remain in need of considerable support 
throughout adulthood. Basic research advances have 
occurred in a number of areas, but those in genet-
ics and neurobiology have been the most important 
and are discussed subsequently.

Onset and Course
In his original (1943) description Kanner sug-

gested that autism was inborn (i.e., congenital) in 
nature. With one important qualification, those 
who have developmental regression into autism, 
subsequent research has, largely, been consistent 
with this view. Many parents are worried about the 
child’s development in the first year of life and the 
vast majority (90%) by age 2. Common reasons 
for concern include worries that the child might 
be deaf, social deviance or lack of engagement, odd 
interests in the nonsocial world, and language delay 
(Chawarska & Volkmar, 2020). Despite the appar-
ent early onset, issues of diagnosis in infants remains 
complex. Complexities arise given the relative dearth 
of robust screening instruments or approaches until 
the infant reaches about 18 months, and, even 
when concerns arise, diagnostic stability seems to 
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be reached with reasonable certainty only around 
age 3. The most common situation is one where 
a child moves from seeming to have more strictly 
defined autism to a “broader spectrum” of ASD 
and vice versa. It is not uncommon for a child to 
have the social- communicative features of autism 
at 18– 24 months but not to yet apparently express 
the unusual, restricted interests or repetitive behav-
iors which then go on to make their appearance 
by age 36 months. Often such children have some 
unusual interests (e.g., in fans, lights, etc.) that may 
presage the development of the more characteristic 
repetitive interests or behaviors. Rarely, a child who 
seems classically autistic makes considerable prog-
ress and loses the diagnosis. A further complexity 
is introduced by the phenomenon of regression, 
typically reported in about 20% of cases. This issue 
is also complex since parental experiences of regres-
sion sometimes are clouded by failure to note early 
delays: sometimes development slows, and the pat-
tern of apparent regression is actually more one of 
relative stagnation (e.g., a child seems to say a few 
words and then doesn’t progress at expected rates), 
and, less commonly, a significant and major regres-
sion occurs. This phenomenon remains poorly 
understood but appears, on balance, to be a rela-
tively bad prognostic sign. In some rare cases the 
child develops normally until 4 or 5 years of age 
and then has, over a relatively short period of time, 
a catastrophic loss of skills often associated with 
anxiety and development of autistic presentation; 
the specific term for this phenomenon (“childhood 
disintegrative disorder”) was included in DSM- IV 
but was excluded in DSM- 5.

The ability to diagnosis autism early in life has 
important implications for treatment since it seems 
likely that early intervention is associated with bet-
ter outcome (Jackson & Volkmar, 2019). The issue 
assumes added urgency with the awareness that 
recurrence risk in younger siblings may approach 
20%. Although delays in diagnoses remain fre-
quent, the increased awareness of professionals and 
the lay public, along with important changes in 
social policy (e.g., in the United States the mandate 
for schools to provide intervention starting at age 3 
years), appear to have fostered better early identifi-
cation. There is some suggestion that the new DSM- 
5 approach may underidentify young children 
(Matson et al., 2012) and that screeners work much 
less well than had been expected (Oien et al., 2018). 
Both social interest and behavior problems may 
increase as the child approaches the primary school 
years. In adolescence, some individuals become 

highly motivated and make gains while others seem 
to lose skills. Some children do so well that they 
technically “lose” their diagnosis: these “optimal 
outcome” cases are seen with increasing regular-
ity but typically retain some residential problems 
(Kelley et al., 2006; Orinstein et al., 2014; Tyson 
et al., 2014). Epilepsy is relatively common in indi-
viduals with more “classic” autism, with peaks of 
onset in early childhood and again in adolescence, 
and treatment of the seizures may further compli-
cate service provision.

The first outcome studies of autism in young 
adulthood suggested that perhaps 5– 8% of cases 
achieved adult self- sufficiency and independence 
with about two- thirds of cases in need of residen-
tial care; these numbers have changed dramatically, 
with probably 25– 30% of cases now able to achieve 
independence (Howlin, 2013). Increasing numbers 
of adolescents with ASD now move on to college 
(Accardo et al., 2019; van Schalkwyk et al., 2016), 
and programs are beginning to be developed spe-
cifically for them (White et al., 2016). Similarly, 
interest has increased in providing vocational sup-
ports (Gerhardt et al., 2014). But there are major 
gaps in transitional planning and in supports for 
students post college or in employment (Hatfield et 
al., 2018; Solomon, 2020). It is sadly the case that, 
despite the vast increase in research on autism, there 
is vanishingly little on adults (especially seniors) 
in general and their treatment needs in particular 
(Piven et al., 2011; Shea & Mesibov, 2014).

Psychological Perspectives
The social disturbance in autism is highly dis-

tinctive and consistently emerges as a, if not the, 
defining feature of the condition (Carter et al., 
2014). The social problems seen in autism are in 
marked contrast to normative social development 
where, from the moment of birth, the typically 
developing infant is interested in the human face 
and voice. From the perspectives of both psychology 
and neurobiology, the challenge is in understand-
ing how these deficits arise and what their implica-
tions are for learning and development. There have 
been significant shifts in theoretical views over the 
decades since autism’s first description.

The earliest interest in the neuropsychology and 
potential neuropsychological theories and models 
of autism can be traced to the case report of Kurt 
Godstein (Scheerer et al., 1945) and his descrip-
tion of a person with autism and savant skills. 
Subsequently many different theoretical models 
have been developed (Vivanti & Messinger, 2021). 
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The earliest theoretical approaches conceptualized 
autism as a disorder that arose within the context 
of deviant caretaking experience. A few early inves-
tigators did note the unusual pattern of variability 
in intellectual skills, often with some peak skills in 
nonverbal areas and occasional unusual or “savant” 
abilities (e.g., in memory, drawing, calendar cal-
culation; Hermelin, 2001). Over time, a body of 
research began to suggest that autism was a brain- 
based disorder with a strong genetic component. In 
addition, work within developmental psychology 
made it clear that, from the moment of birth, the 
typically developing infant was remarkably social 
(raising questions about theoretical notions like a 
normative “autistic phase” of development that has 
been postulated in some early psychoanalytic mod-
els). By the 1970s and into the 1980s, theoretical 
approaches shifted to more specific processes like 
perception, language, cognition, and attention.

Theoretical models are important for several rea-
sons: they help organize and systematize knowledge, 
suggest potential mechanisms of pathogenesis, pro-
vide hypotheses for research, and may have impli-
cations for treatment. Chown (2017) has provided 
a very helpful overview of theoretical models and 
also has noted some of the important challenges 
that theories of autism face in their development. 
These include the need for universal applicability 
(i.e., over the entire range of syndrome expression), 
to enhance knowledge through a focus on some 
specific aspects of autism, to encompass the role of 
individual differences, and to reflect the uniqueness 
of the individual with autism. Consistent with all 
good scientific theories (Higgins, 2004), theories of 
autism must be coherent, testable, economical, gen-
eralizable, explanatory, and enhance research and 
hypothesis testing.

The first example of a theoretical model of 
autism was the early psychoanalytic one of clini-
cians like Bettelheim and colleagues (Bettelheim, 
1959, 1967; Despert, 1971) that explained autism 
on the basis of inadequate parenting and “refrig-
erator” mothers. During the 1970s, a significant 
body of evidence emerged to make it clear that 
autism was brain- based and strongly genetic and 
responded best to structured teaching rather than 
unstructured psychotherapy (Jackson & Volkmar, 
2019). During the 1980s and subsequently, several 
different and more sophisticated theoretical mod-
els emerged and will be briefly reviewed here. Each 
has its strengths and limitations, and all have, to 
some variable degrees, enhanced both research and 
clinical work.

Theory of Mind Hypothesis
Probably the most influential theory of autism 

was proposed by Simon Baron Cohen (Baron- 
Cohen et al., 1985) and postulated that individuals 
with ASD lacked a “theory of mind” (ToM) or the 
inability to (simply termed) to put themselves in the 
place of the others. In the ToM hypothesis approach 
(Baron- Cohen, 1995), social difficulties are viewed 
as a function of a basic difficulty in intersubjectiv-
ity (i.e., understanding the mental life of self and 
others). This view emphasizes the difficulties that 
individuals with autism have in understanding the 
intention, desires, and beliefs of others, with result-
ing difficulties for predicting behavior and under-
standing others. Individuals with ASD who are 
capable of understanding false beliefs when explic-
itly prompted to do so are less capable of spontane-
ously anticipating an actor’s behavior on the basis of 
the actor’s false belief (Sonja et al., 2009) or taking 
the protagonist’s innocent intentions into account 
to exculpate for accidental harms (Moran et al., 
2011). In the classic “Sally Ann” task, children with 
ASD are significantly impaired when interpreting 
pretense (Bigham, 2010), less able to make infer-
ences based on event scripts in comprehending 
narratives (Nuske & Bavin, 2011), and worse at 
taking on another person’s visual perspective, espe-
cially when it involves understanding that different 
people may experience seeing the same object differ-
ently at the same time (Hamilton et al., 2009). This 
model’s accounts have focused on many of the sig-
nificant communication problems in autism (e.g., 
with pragmatic language, figurative language, and 
implied meaning). Some treatment approaches have 
been developed using it. However, some problems 
arise given the very strong relationship of ToM skills 
to overall language ability. Another problem arises 
in that more cognitively able individuals can read-
ily solve usual ToM problems but remain signifi-
cantly socially impaired (Dahlgren & Trillingsgaard, 
1996). A final, major problem arises in that many 
of the earliest social manifestation of autism arise 
in development well before ToM skills are typically 
manifest. Despite these limitations, this theoretical 
approach has generated a truly impressive body of 
research.

Although helpful in stimulating research, this 
approach did not yield strong conceptual models 
for understanding the social dysfunction which 
appears to be the hallmark of the disorder. Indeed, 
in some ways it is only in recent years that the 
emphasis of psychological models began to shift 
to approaches emphasizing social information 
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processing (paralleling, in some respects, the grow-
ing appreciation of the role of the social brain in 
the condition; Brothers, 1990). The potential for 
examining possible genetic and brain mechanisms 
has given added urgency to these endeavors. Several 
different theoretical approaches have been used in 
the past two decades.

Executive Dysfunction Hypothesis
“Executive functioning” is an umbrella term 

for a set of higher- order cognitive processes that 
encompass working memory, cognitive flexibility, 
impulse control and inhibition, attention shifting, 
planning and organizing, and initiating behavior 
(Pennington et al., 1997). It is of interest that defi-
cits in these skills frequently are noted in individuals 
with autism as well as in those with frontal lobe area 
difficulties of various types (see McPartland et al., 
2014). Some of the problems suggestive of executive 
functions difficulties in ASD include the behavioral 
rigidity, difficulties in multitasking, and problems 
with attention and forward planning (Ozonoff & 
Schetter, 2007).

The executive dysfunction hypothesis suggests 
that these difficulties in forward planning and 
executive functions are the core underlying prob-
lem in ASD and result in both the behavioral and 
social problems that define the condition (e.g., 
see Ozonoff & Schetter, 2007). As is also true of 
the ToM hypothesis, there is a sustainable body of 
empirical support for executive function difficulties 
in autism (Lai et al., 2017). This theoretical model 
has some advantages over the ToM hypothesis in 
that it more readily accounts for some of the non-
social aspects of clinical presentation. On the other 
hand, and as with the ToM hypothesis, one diffi-
culty for this approach is that it lacks specificity to 
autism (i.e., major problems in areas of executive 
dysfunction also are noted in conditions as diverse 
as schizophrenia, obsessive- compulsive disorder, 
Tourette syndrome, and, particularly, attention 
deficit hyperactivity disorder). Another challenge 
arises given the diverse profiles of deficit in this area 
presented across the broad spectrum of ASD (see 
(Hill, 2004, for a review). In addition, these diffi-
culties are not unique to autism and levels of sever-
ity do not straightforwardly relate to degree of social 
impairment (Dawson et al. 1998).

Weak Central Coherence Theory
In this theoretical model the core feature is 

the perceptual- cognitive style in ASD that relates 
to how a person processes diverse sources of 

information and then processes it to form a coher-
ent and meaningful whole. This model posits that 
in typical development there is a tendency toward 
information processing that will pull together the 
diverse pieces of information constantly available 
to the developing child and construct them into 
a coherent whole, thus allowing the child to grasp 
“the big picture.” This model posits that in autism 
this processing style is disturbed or absent, result-
ing in an information processing style in which the 
focus is on smaller parts rather than on the whole 
and thus is more detail- focused (Firth, 1989, 2003; 
Firth & Happé, 1994). More recently, the model 
has been refined to suggest that persons with ASD 
have superior local processing and poor (but not 
always absent) global processing (Happé & Booth, 
2008). One of the great advantages of this model is 
that it can be used to account more fully for both 
the social and nonsocial features of ASD (Happe, 
1996), such as the interpretation of social cues in 
context, the problems with circumscribed interests, 
the tendency to focus on parts of objects, insistence 
on sameness, sensitivity to change, and the occa-
sional person with ASD who has very detail- oriented 
knowledge in fields like mathematics and engineer-
ing. Kanner (1943) observed important aspects of 
this style in his first description of autism, writing 
that individuals with autism have an “inability to 
experience wholes without full attention to the con-
stituent parts. . . . A situation, a performance, a sen-
tence is not regarded as complete if it is not made up 
of exactly the same elements that were present at the 
time the child was first confronted with it” (p. 246).

There are important limitations to this theory 
as well. These include the inconsistent findings 
across studies (e.g., Hatton, & Hare, 2004; Ropar 
& Mitchell, 2001), and, in addition, these prob-
lems are not specific to autism (e.g., similar find-
ings are seen in disorders like Williams syndrome; 
Bernardino et al., 2012).

Extreme Male Brain Theory
Another proposed cognitive theory is provided 

by the extreme male brain theory (Baron- Cohen, 
2002). This theory centers around two rather dif-
ferent cognitive styles, “empathizing” and “sys-
temizing,” as related to how an individual tries to 
understand and process information, particularly 
social- affective information. As proposed by Baron- 
Cohen, the “empathizing” style is one where the 
drive is to understand and predict the thoughts 
and emotions of others, as well as to produce an 
emotionally appropriate response. In contrast, the 
“systemizing” style is one in which the drive is to 
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systematically study and analyze the details that 
make up a system in order to understand its opera-
tion. Baron- Cohen argues that, on balance, females 
tend to be more naturally empathetic while males 
tend to naturally systemize. In this model it is sug-
gested that persons with autism present an exag-
gerated (or extreme) version of this dichotomy, 
presenting with typical systemizing and reduced 
empathizing. It is noteworthy that in his original 
report Asperger (1944) noted that all his cases were 
males and that fathers had rather similar social dif-
ficulties (i.e., this is a long- standing observation in 
autism. In his original (1944) report Asperger stated 
that “[t] he autistic personality is an extreme variant 
of male intelligence. Even within the normal varia-
tion, we find typical sex differences in intelligence. 
. . . In the autistic individual, the male pattern is 
exaggerated to the extreme” (p. 129).

Empathizing can be likened to aspects of ToM, 
and systemizing can be likened to components of 
local processing (i.e., weak central coherence), so 
this model has the advantages of incorporating 
aspects of both of these other theorical approaches.

Critics of this theory argue that the fundamental 
basis of the theory (sex- based differences in cogni-
tive styles) are based on old stereotypes much more 
than proven science (Krahn & Fenton, 2012). 
Indeed, the theory is based on studies conducted 
by the theory author (Baron- Cohen) and/ or his stu-
dents and are largely based on instruments devel-
oped by this group (e.g., the Systemizing Quotient, 
the Empathizing Quotient; Baron- Cohen, 2010; 
Baron- Cohen, 2011, 2012; Baron- Cohen et al., 
2014).

Limitations of Current Theoretical Approaches
There have been several attempts to provide 

overall critiques of requirements for satisfactory 
theoretical models of autism (e.g., Chown, 2017; 
Gernsbacher & Yergeau, 2019; Pellicano, 2011). 
Although all the proposed models noted above (and 
several others) have had important implications for 
research and treatment, there has not yet been a sin-
gle unified theory that accounts for all the features 
of ASD (Chown, 2017).

Difficulties include the broad range of autism, 
marked changes over the course of development, 
and the multiple areas of difficulty encountered in 
this population. This is consistent with the view that 
while ASD is currently viewed as a single “disorder” 
for the purpose of classification, it may actually 
be comprised of a broader phenotype potentially 
related to multiple etiologies but with a final 

common pathway (Whitehouse & Stanley, 2013). 
This view would help us understand the various and 
conflicting findings related to different subgroups 
of ASD. One of the important challenges for psy-
chological models is the need to firmly center them 
within the developmental context (e.g., within an 
awareness of the importance of early development 
of cognition within the context of social experience; 
Klin et al., 2003).

However, even with their limitations, theoretical 
models have clearly advanced the field because they 
have suggested specific hypothesis and approaches 
to both research and clinical intervention. The uni-
fication of these models with more basic neurosci-
ence findings remains an important research goal 
(McPartland et al., 2014).

Biological Perspectives
Advances in understanding the biological basis 

of autism have increased dramatically in the past 
decade. Progress has occurred in several areas, 
including both genetics (State & Levitt, 2011) 
and our understanding of the social brain. And, as 
noted subsequently, attempts have been made to 
link specific brain regions and processes to some of 
the observed psychological phenomena and theory. 
Genetic studies have revealed a large number of 
leads for genes potentially involved in the condition, 
many of which relate to cell- to- cell connections 
in the brain. At present, the translational signifi-
cance of these findings remains unclear, but there 
is long- term potential for clarifying specific mecha-
nisms that impact general or more delineated brain 
regions. Critically, it is now clear that genetic con-
tributions to autism include a wide array of rare de 
novo gene mutations as well as numerous common 
genetic variants, acting in concert to shape neurode-
velopment. Further, there is no clear “autism gene,” 
in that no specific genetic difference has been iden-
tified that is entirely specific to autism. Rather, the 
genes that contribute to autism risk also contribute 
to the risk for other neurodevelopmental conditions 
including intellectual disability and schizophrenia. 
This, together with an emerging understanding of 
the role of epigenetic factors (e.g., gene methyla-
tion), highlight the importance of biologically ori-
ented studies that address multiple levels of analysis 
including genes (gene structure and expression), 
brain (development of structure, function, and con-
nectivity), and behavior/ cognition (e.g., Parikshak, 
Gandal, & Geschwind, 2015).

The nature of the social brain in autism has been 
a major focus of research interest over the past two 

 

 

 



aut iSM SPeCtruM d iSorderS 499

decades. “Social perception” refers to “the initial 
stages in the processing of information that cul-
minates in the accurate analysis of the dispositions 
and intentions of other individuals” (Allison et al., 
2000, p. 1). Additionally, social perceptions are 
an ontogenetic and phylogenetic prequel to more 
sophisticated aspects of social cognition, including 
ToM skills. Successful social perception involves a 
set of three distinct but interrelated social cogni-
tion abilities: (1) individuating and recognizing 
other people, (2) perceiving their emotional states, 
and (3) analyzing their intentions and motiva-
tions. Social perception, in turn, facilitates a fourth 
and more sophisticated aspect of social cognition: 
(4) representing another person’s perceptions and 
beliefs, or “theory of mind.”

While neuroscientists have only recently focused 
on identifying the neural substrates of social percep-
tion, the construct has been of interest to psychol-
ogists for decades. For example, a major focus of 
Fritz Heider’s work was the description of cognitive 
mechanisms for the perception of social objects. In 
collaboration with Mary- Ann Simmel, he provided 
elegant experimental demonstrations of the ways 
in which the perception of people differs from the 
perception of objects, particularly with regard to 
the attributions we make for each category of visual 
stimulus (Heider & Simmel, 1944). Psychological 
scientists commonly divvy up human cognitive 
abilities into memory, attention, reasoning, percep-
tion, etc. Our textbooks help to consecrate these 
categories, but nature does not respect the boundar-
ies. Humans are, at their core, social and affective 
beings, but these essential characteristics have often 
been treated as sources of noise to be excluded from 
controlled experiments in the laboratories of cogni-
tive psychologists. This point of view has recently 
been overcome, owing in large part to remarkable 
new discoveries that have provided strong evidence 
for the need for an “apocryphal” chapter regarding 
the unique ways in which the brain processes social 
information.

Neuroscientists became deeply interested in 
social perception when it was discovered that neu-
rons within the temporal cortex and amygdaloidal 
complex of monkeys were sensitive to and selective 
for social objects (e.g., faces and hands) and com-
plex social stimuli (actions in a social context and 
direction of gaze). On the basis of these seminal 
findings, the field began to think seriously about 
the possibility of a network of brain regions dedi-
cated to processing social information. The label 
“social brain” was coined by Leslie Brothers (1990) 

and served to capture elegantly the core, emerging 
idea. The social brain is now defined as the com-
plex network of areas that enables us to recognize 
other individuals and evaluate their mental states 
(e.g., intentions, dispositions, desires, and beliefs). 
The key idea is that human beings, in response to 
the unique computational demands of their highly 
social environments, have evolved cognitive mecha-
nisms and associated, dedicated neural systems sup-
porting such abilities as recognizing other agents 
and their actions, individuating others, perceiving 
the emotional states of others, analyzing the inten-
tions and dispositions of others, sharing attention 
with one another, and representing another person’s 
perceptions and beliefs. Brothers (1990) empha-
sized the contributions of the superior temporal sul-
cus (STS), amygdala, orbital frontal cortex (OFC), 
and fusiform gyrus (FFG) to social perception. In 
humans, the STS region, particularly the posterior 
STS in the right hemisphere, analyzes biological 
motion cues, including eye, hand, and other body 
movements, to interpret and predict the actions and 
intentions of others (e.g., Pelphrey et al., 2005). 
The FFG, located in the ventral occipitotemporal 
cortex, contains a region termed the fusiform face 
area (FFA), which has been implicated in face detec-
tion (identifying a face as a face) and face recogni-
tion (identifying one’s friend vs. a stranger) (e.g., 
Kanwisher et al., 1997). The OFC has been strongly 
implicated in social reinforcement and reward 
processes more broadly (e.g., Rolls, 2000, 2009). 
Finally, the amygdala, a complex structure that is 
highly interconnected with cortical (including the 
STS and FFG) and other subcortical brain struc-
tures, has been implicated in helping to recognize 
the emotional states of others through analysis of 
facial expressions as well as in multiple aspects of the 
experience and regulation of emotion.

To understand social brain function, we must be 
as attentive to the interconnections of neuroanatom-
ical structures as we are to their individual contribu-
tions. Currently, in humans, much is known about 
the roles played by the individual brain regions, but 
very little is known about the ways in which they are 
interconnected and thus even less is known about 
how they interact functionally. However, we can 
take some initial guidance from the monkey brain. 
Here, it is known that the STS region has reciprocal 
connections to the amygdala, which is connected to 
the OFC (Amaral et al., 1992); the STS is also con-
nected with the OFC, which itself is connected to 
the prefrontal cortex, which is itself connected to the 
motor cortex and the basal ganglia, thus completing 
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what Allison and colleagues (2000) described as a 
pathway from social perception to social action.

A flood of neuroimaging work in adult humans 
(and increasingly in children and adolescents) has 
revealed a small but remarkably consistent set of 
cortical regions in and around the posterior parietal 
cortex associated with thinking about other people’s 
thoughts, or ToM: bilateral temporoparietal junc-
tion (TPJ), medial PFC (mPFC), and posterior cin-
gulate cortex (PC). The mPFC, is recruited when 
processing many kinds of information about people 
(Amodio & Frith, 2006), whereas the right TPJ is 
recruited selectively for thinking about thoughts 
(Saxe & Kanwisher, 2003).

Just over a decade ago, neuroscientists began 
to argue for the existence of two different kinds of 
abilities or neural systems that enable mind- reading. 
Sabbagh (2004) reviewed evidence for an orbito-
frontal/ medial temporal circuit and argued that the 
ability to decode others’ mental states from observ-
able cues is different from the ability to reason about 
others’ mental states. Using animations of rigid geo-
metric shapes that depict social interactions versus 
false- belief stories, Gobbini and colleagues (2007) 
showed that the two tasks activated distinctly differ-
ent neural systems: the social animations activated 
a “social perception” system comprised of the STS, 
the frontal operculum, and inferior parietal lobule, 
whereas the false- belief stories activated a “mental 
state reasoning system” consisting of the TPJ, the 
anterior paracingulate cortex, and the posterior cin-
gulate cortex or precuneus.

There is now clear behavioral and neuroimaging 
evidence for deficits in both the social perception 
and mental state reasoning systems in ASD. Next, 
we review selected behavioral and neuroimaging 
evidence from the empirical record.

The Social Perception System
Eye- tracking studies demonstrate that toddlers 

with ASD fail to orient to the social significance of 
biological motion; instead, they focus on nonsocial, 
physical contingencies, contingencies that are dis-
regarded by neurotypical peers (Klin, et al, 2009). 
Strikingly, later eye tracking work has revealed that 
individual differences in the ways in which infants 
view social scenes is highly heritable, with much 
greater similarity among monozygotic versus dizy-
gotic twins. Furthermore, this work revealed that the 
atypical early patterns of social viewing that precede 
an autism diagnosis are under strong genetic regula-
tion, thereby suggesting that scan paths might be 
a strong endophenotype and predictive biomarker 

of autistic social dysfunction. With the continued 
maturation of eye tracking research in autism, sev-
eral meta- analyses have emerged to provide clar-
ity and greater order to the field. For instance, in 
reviewing and quantitatively aggregating numerous 
eye- tracking studies of social and nonsocial stimuli 
in people with and without autism, Frazier and col-
leagues (2017) concluded that autistic individuals 
exhibit reliable gaze abnormalities suggesting a basic 
problem with selecting socially relevant versus irrel-
evant information for attention. This difference is 
persistent across age and worsens during perception 
of human interactions.

In the auditory domain, Rutherford and col-
leagues (2002) developed a test called “Reading the 
Mind in the Voice” and showed that adults with 
ASD have difficulty decoding/ extracting mental 
state information from vocalizations. With respect 
to visual signals, Kaiser and colleagues (2010) found 
that when young children were shown point- light 
displays of coherent versus scrambled biological 
motion, children with ASD, compared to unaffected 
siblings and typically developing peers, exhibited 
hypoactivation in the FFG, amygdala, ventromedial 
PFC (vmPFC), ventrolateral prefrontal cortex, and 
posterior STS. These findings indicate widespread 
disruption of the social perception system in young 
children with ASD. Eye- gaze shifts that are difficult 
(vs. easy) to decode (e.g., when a target shows up, 
the actor looks toward empty space, rather than 
the target) were found to differentially activate the 
STS region in typical adults but not in adults with 
ASD (Pelphrey et al., 2005). In addition, activation 
of the FFG, but not the amygdala, can be altered 
to a normal level in individuals with ASD by com-
pelling people with ASD to perform visual scan 
paths that involve fixating on the eyes of a fearful 
face (Perlman et al., 2011). With respect to audi-
tory signals, individuals with ASD (vs. controls) fail 
to activate the voice- selective regions of the STS in 
response to vocal sounds (Gervais et al., 2004).

The behavioral deficit in mental state reasoning 
in ASD has been linked to less activation in the TPJ 
region (Lombardo et al., 2011). Participants were 
asked to judge, “How likely is the British Queen 
to think that keeping a diary is important?” (men-
tal state reasoning) or “How likely is the British 
Queen to have bony elbows?” (physical reasoning). 
In typical individuals, the TPJ region activated 
more strongly to mental state reasoning than physi-
cal reasoning; however, in individuals with ASD, 
there was no such selective activation in this region. 
Interestingly, there was no interaction between 
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group and judgment conditions in the dmPFC, 
perhaps because both judgment conditions require 
people to represent the British Queen as separate 
and different from them which are correlates of 
direct and reflected self- knowledge.

Historically, a lack of predictive, biologically 
informed profiles has contributed to the status quo 
of imprecise treatments, wasted time and resources, 
and failures to optimize progress for children and 
families living with ASD. Fortunately, this situ-
ation is rapidly improving. Research within the 
field of developmental social neuroscience has now 
advanced sufficiently to provide the first sensitive, 
quantitative, and biologically meaningful mark-
ers of ASD symptoms (e.g., Kaiser et al., 2010). 
These tentative biomarkers are now being evalu-
ated for their utility in measuring and predicting 
individual responses to evidenced- based interven-
tions (e.g., Yang et al., 2016). As such, the work 
has advanced our understanding of ASD and may 
ultimately inform and guide personalized therapies. 
(McPartland et al., 2014).

Because autism is a developmental disorder, it is 
particularly important to diagnose and treat ASD 
early in life. As noted previously, early deficits in 
attention to other’s actions, for instance (what we 
call biological motion), derail subsequent experi-
ences in attending to higher- level social informa-
tion, thereby driving development toward more 
severe dysfunction and stimulating deficits in addi-
tional domains of functioning, such as language 
development. The lack of reliable predictors of the 
ASD during the first year of life has been a major 
impediment to its effective treatment. Without 
early predictors, and in the absence of a firm diag-
nosis until behavioral symptoms emerge, treatment 
is often delayed for 2 or more years, eclipsing a cru-
cial period in which intervention may be particu-
larly successful in ameliorating some of the social 
and communicative impairments seen in ASD.

In response to the great need for sensitive (able 
to identify subtle cases) and specific (able to distin-
guish autism from other disorders) early indicators 
of ASD, such as biomarkers, many research teams 
from around the world have been studying patterns 
of infant development using prospective longitudi-
nal studies of infant siblings of children with ASD 
compared to infant siblings without familial risks. 
Such designs gather longitudinal information about 
developmental trajectories across the first 3 years of 
life, followed by clinical diagnosis at approximately 
36 months. Biobehavioral markers— especially 
eye- tracking studies— of multidimensional social 

processes are beginning to prove useful in early 
identification of atypical developmental processes 
among children at increased genetic risk for devel-
oping difficulties in social information processing 
(e.g., Jones & Klin, 2013; see also Anderson, 2014).

Studies pursuing early biobehavioral markers are 
potentially problematic in that many of the social 
features of autism do not emerge in typical develop-
ment until after 12 months of age. It is not certain 
that these symptom features will manifest during 
the limited periods of observation involved in clini-
cal evaluations or in pediatricians’ offices. Moreover, 
across development, but especially during infancy, 
behavior is widely variable and often unreliable. At 
present, longitudinal behavioral observation is the 
only means to detect the emergence of ASD and 
predict a diagnosis (Jones & Klin, 2013). However, 
measuring the brain activity associated with social 
perception can detect differences not appearing 
behaviorally until much later. The identification 
of biomarkers utilizing the imaging methods we 
have described offers promise for earlier detec-
tion of atypical social development. Event- related 
potentials (ERP) measures of brain response predict 
subsequent development of autism in infants as 
young as 6 months old who showed normal pat-
terns of visual fixation (as measured by eye tracking) 
(Elsabbagh et al., 2012). These types of studies illus-
trate the great promise of brain imaging for earlier 
recognition of ASD. With earlier detection, treat-
ments could move from addressing existing symp-
toms to preventing their emergence by altering the 
course of abnormal brain development and steering 
it toward compensation or normality.

To the extent that research can further elucidate 
developmental trajectories of the neural circuitry 
supporting pivotal, early developing social abilities, 
it might inform the design of more effective pro-
grams for identifying and remediating risk for dif-
ficulties in these areas. It is generally accepted that 
earlier educational interventions are more effective 
for treating a variety of behavioral and academic 
childhood problems and neurodevelopmental dis-
orders. Therefore, early identification of children 
with difficulties in social cognition is pivotal to 
optimizing individual intervention outcomes. A 
neurobiological marker for individual differences 
in multidimensional social representation abilities 
would then not solely be important for improv-
ing early identification, but also could offer advan-
tages for earlier interventions. Moreover, it could 
be that the neurobiological marker would relate to 
the severity of specific deficits, helping us to better 
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understand the heterogeneity characteristic of neu-
ropsychiatric disorders. With this information, 
more targeted treatments could be developed, on 
a child- by- child basis, and implemented early in 
ontogeny. Early targeted intervention then might 
guarantee the most effective course of intervention 
possible, also improving efficiency and standardiza-
tion. Furthermore, functional neuroimaging tech-
niques, might actually provide a means to better 
quantify treatment effectiveness and reveal whether 
behavioral improvements correspond to compensa-
tory changes in brain function or normalization of 
developmental pathways.

Early and longitudinal study will be critical 
in defining brain phenotypes. This is because the 
shape of developmental trajectories of brain func-
tioning in specific circuits will provide more detail 
on the nature of the abnormalities than will anal-
ysis of brain phenotypes in adulthood. Despite 
much progress, there is still much to learn about 
the early longitudinal changes in brain connectivity, 
function, and temporal dynamics that support the 
development of the ability to integrate a broad array 
of emotional and social cues from multiple sensory 
modalities (e.g., vision, touch, audition) in the ser-
vice of social cognition. Likewise, the neurobiologi-
cal basis of individual differences in multimodal, 
multidimensional social cognitive abilities remains 
poorly understood. There are straightforward and 
compelling methodological reasons to adopt a lon-
gitudinal design. Neuroimaging data are inherently 
noisy because individual brains are different from 
one another. A longitudinal design is the only way 
to study developmental processes coupled with the 
power of within- subject statistics. It also makes it 
more likely that we will be able to detect relation-
ships between different developmental changes. For 
example, just knowing that both Task A and Task 
B change between 4 and 6 months of age tells us 
almost nothing about those tasks, but individual 
differences in the response to Task A at time 1, or 
the change in Task A performance, are good predic-
tors of individual differences in the magnitude of 
change in Task B and will yield much stronger infer-
ential leverage upon which to build lasting theoreti-
cal contributions.

There is currently no single biological test for 
ASD. The diagnostic process involves a combination 
of parental report and clinical observation. Children 
with significant impairments across the social/ 
communication domain who also exhibit repeti-
tive behaviors can qualify for the ASD diagnosis. 
As discussed earlier, there is wide variability in the 

precise symptom profile an individual may exhibit. 
Since Kanner first described ASD in 1943, impor-
tant commonalities in symptom presentation have 
been used to compile criteria for an ASD diagnosis. 
These diagnostic criteria have evolved during the 
past 76 years and continue to evolve, yet impaired 
social functioning remains a required symptom for 
an ASD diagnosis. Deficits in social functioning 
are present in varying degrees for simple behaviors, 
such as eye contact, and for complex behaviors, like 
navigating the give- and- take of a group conversa-
tion, for individuals of all functioning levels (i.e., 
high or low IQ). Moreover, difficulties with social 
information processing occur in both visual (e.g., 
Pelphrey et al., 2002) and auditory (e.g., Dawson 
et al., 1998) sensory modalities. While repetitive 
behaviors or language deficits are seen in other dis-
orders (e.g., obsessive- compulsive disorder and spe-
cific language impairment, respectively), basic social 
deficits of this nature are unique to ASD. Onset of 
the social deficits appears to precede difficulties in 
other domains (Osterling, Dawson, & Munson, 
2002) and may emerge as early as 6 months of age 
(Maestro et al., 2002).

This focus on social cognition and the impor-
tance of the social brain led us to hypothesize that 
factors contributing to the expression of ASD exert 
their effects through a circumscribed set of neu-
roanatomical structures, so that the simplest and 
potentially most powerful signatures of ASD will 
be found at the level of brain systems. Such “neural 
signatures” of ASD may serve as critical endopheno-
types to facilitate the study of the pathophysiologi-
cal mechanisms. Endophenotypes, or characteristics 
that are not immediately available to observation 
but that reflect an underlying genetic liability for 
disease, expose the most basic components of a 
complex psychiatric disorder and are more stable 
across the life span than are observable behavior 
(Gottesman & Shields, 1973). In a study pursuing 
neural signatures of ASD, we assessed three groups 
of children using functional magnetic resonance 
imaging (fMRI). These were children diagnosed 
with ASD, unaffected siblings (US) of children with 
ASD who were typically developing, and typically 
developing (TD) children without a relative with 
ASD. The three groups of participants were matched 
on chronological age and were of similar cognitive 
ability, all within the average range. Notably, the US 
and TD groups were matched on measures of social 
responsiveness and adaptive behavior. This rigor-
ous matching ensured that both groups were unaf-
fected by ASD and demonstrated equivalent levels 
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of social responsiveness. In addition, strict exclusion 
criteria were used for the TD and US groups to rule 
out other developmental disorders and the “broader 
autism phenotype” (BAP) in each participant, as 
well as in first-  and second- degree relatives of the 
US participants.

We measured brain responses in these groups 
of children using fMRI while they viewed socially 
meaningful biological motion (movements of other 
people) to reveal three types of neural signatures: (1) 
state activity related to having ASD that character-
izes the nature of disruption in brain circuitry; (2) 
trait activity reflecting shared areas of dysfunction 
in US and children with ASD, thereby providing a 
promising neuroendophenotype to facilitate efforts 
to bridge genomic complexity and disorder hetero-
geneity; and (3) compensatory activity, unique to 
US, suggesting a neural systems level mechanism 
by which US might compensate for an increased 
genetic risk for developing ASD. The identification 
of state activity extends previous research impli-
cating the right amygdala, right pSTS, bilateral 
FG, left vlPFC, and vmPFC in adults with ASD 
by showing that dysfunction in these regions is 
already present in school- age children with ASD 
(Castelli et al., 2002; Gilbert et al., 2009; Schultz 
et al., 2000). This was an important advance in 
the field, given that previous reports of atypi-
cal neural response to biological motion included 
only adult subjects. In addition, activity in the 
state- defined right pSTS was associated with the 
severity of social deficits in individuals with ASD. 
Individuals with higher social responsiveness scale 
scores (SRS; Constantino & Frazier, 2013) exhib-
ited less activation to biological motion within 
the right pSTS. This finding suggests that activ-
ity in the pSTS might serve as a biological marker 
to subdivide the autism spectrum on the basis of 
severity. Furthermore, activity in the state- defined 
region of the left vlPFC was found to reflect the 
level of social responsiveness of the TD children, 
indicating a coupling of social behavior and brain 
mechanisms for social perception. The evidence 
of dysfunction in brain mechanisms for social 
perception in young children with ASD explains 
previous behavioral findings of disrupted biological 
motion perception (Klin et al., 2009). Given that 
social interaction relies on the accurate perception 
of other people’s actions, state activity indicating 
regions of dysfunction associated with the mani-
festation of ASD provides a significant step toward 
more fully characterizing the biological underpin-
nings of this neurodevelopmental disorder.

In accordance with Gottesman and Gould’s 
(2003) characterization of endophenotypes, trait 
activations, including those in the left dlPFC, 
right ITG, and bilateral FG, were shared between 
affected individuals (ASD group) and first- degree 
relatives (US group). These findings are particularly 
noteworthy because we explicitly ruled out BAP in 
the US group. This implies that our neuroimaging 
paradigm offers a remarkable level of sensitivity that 
transcends clinical evaluation. Although the US 
group was indistinguishable from the TD group at 
the behavioral level, the trait activity findings reveal 
similar neural signatures in the US and ASD groups. 
Consistent with this interpretation, social respon-
siveness was associated with overall trait activity 
in the US group and with trait- defined left dlPFC 
in the TD group. Furthermore, whereas the state 
regions could arise as an effect of having ASD, the 
trait activity cannot be explained in this way; rather, 
this trait activity likely reflects the genetic vulner-
ability to develop ASD. The key implication of our 
trait activity findings is that we provide a functional 
neuroendophenotype that should help bridge the 
gene– behavior gap, thereby accelerating the search 
for pathophysiological mechanisms.

The US group exhibited unique areas of acti-
vation in the vmPFC and the right pSTS, regions 
previously implicated in aspects of social perception 
and social cognition (Adolphs, 1999). These regions 
might reflect the absence of additional genetic or 
environmental factors that confer risk for ASD. 
Alternatively, they could represent a process through 
which brain function was altered over develop-
ment to compensate for an increased genetic risk to 
develop ASD. We found that the activity in these 
regions did not vary with chronological age. Thus, it 
is possible that the compensatory regions reflect the 
outcome of a process occurring earlier in develop-
ment, during a sensitive period for the development 
of brain mechanisms for social perception. This 
might be likely, given that autism is a developmen-
tal disorder that emerges during the first years of life, 
well before age 4 years (the youngest age studied in 
this sample). Nonetheless, we cannot yet draw firm 
conclusions regarding the compensatory activity. 
Indeed, longitudinal research in younger children 
is critically needed to better understand the ori-
gins of this compensatory activity, which likely has 
both genetic and environmental influences. Future 
studies are needed to compare the activity in these 
regions in US participants with and without BAP, 
to determine the function and etiology of this brain 
response to biological motion. The implication of 
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these findings is that these regions could repre-
sent important targets for treatments and provide 
a measure of the effectiveness of intervention, as 
well as a better understanding of the mechanisms 
through which successful treatments function. The 
US exhibited unique areas of activation in regions 
previously implicated in aspects of social perception 
and social cognition. This might reflect the absence 
of additional genetic or environmental factors that 
confer risk for ASD. Alternatively, it could represent 
a process through which brain function is altered 
over development to compensate for an increased 
genetic risk to develop ASD.

Our study and many other group- based com-
parative studies reveal important clues about the 
neurobiological mechanisms that give rise to ASD 
symptomatology. Yet, treating ASD as a unitary 
condition, whereby individuals with ASD are 
grouped together and compared to “neurotypi-
cal” (typically developing) people, undermines the 
potential of translational research to contribute to 
“precision medicine” (Insel, 2014) in ASD. Because 
of the limited quality of the behavioral methods 
used to diagnose ASD and current clinical diag-
nostic practice, which permits similar diagnoses 
despite distinct symptom profiles (McPartland et 
al., 2011), it is possible that the group of children 
currently referred to as having ASD may actually 
represent different syndromes with distinct causes. 
The ability to integrate a broad array of social cues 
from multiple sensory domains is impaired in 
many neuropsychiatric disorders. The spectrum 
from mental health to mental illness is continuous 
and not categorical— Mother Nature has not yet 
read the DSM- 5. Thus, a dimensional, individual 
differences approach is crucial to understanding 
multimodal social cognitive abilities and their 
development. Autistic individuals are currently 
defined solely on the basis of behavioral indica-
tors. Undoubtedly, this approach lumps together 
individuals with common behavioral phenotypes 
but possibly quite different underlying etiologies. 
By defining functional brain phenotypes based on 
neurofunctional/ behavioral developmental path-
ways and activation patterns, fMRI studies of chil-
dren have the potential to dissect the heterogeneity 
present in these disorders. Functional neuroimag-
ing studies could reveal different brain phenotypes 
in the circuitry involved in social cognition. This 
approach may allow us to partition individuals 
with autism, a complex, etiologically heteroge-
neous disorder, into more homogenous subgroups 
(e.g., Yang et al., 2017). These profiles, in turn, may 

inform treatment of ASD by helping us to match 
specific treatments to specific profiles.

The challenge of quantifying brain profiles in 
ASD is now being addressed via the application 
to brain imaging data of artificial intelligence (AI) 
theories and analytic techniques in order to derive 
sensitive, reliable brain measures that are informa-
tive at the level of the individual (e.g., Björnsdotter 
et al., 2016; Yang et al., 2016, 2017; Zhuang et 
al., 2018). Consider, for instance, our use of fMRI 
and machine- learning multivariate pattern analysis 
(MVPA) techniques to identify profiles of activation 
in young children with ASD that predict responses 
to 16 weeks of an evidence- based behavioral treat-
ment (Yang et al., 2016)— pivotal response treatment 
(PRT). Neural predictors were identified in the pre-
treatment levels of activity in response to biologi-
cal versus scrambled motion in the neural circuits 
that support social information processing (STS, 
fusiform gyrus, amygdala, inferior parietal cortex, 
and superior parietal lobule) and social motivation/ 
reward (orbitofrontal cortex, insula, putamen, pal-
lidum, and ventral striatum). The predictive value 
of our findings for individual children with ASD 
was supported by a MVPA with cross- validation. By 
predicting who will respond to a particular treat-
ment for ASD, these findings marked the very first 
evidence of prediction/ stratification biomarkers in 
young children with ASD. In MVPA, the samples 
were divided into training and testing datasets, 
which constitute a cross- validation framework in 
which the predictive model is first trained with the 
training set and then used to predict the regression 
labels of the sample in the testing set. This type of 
cross- validation provides approximately unbiased 
estimates of effects, generalizable to new samples, 
thus helping to minimize the likelihood that the 
results overfit the data (Chawarska, Macari, et al., 
2016; Chawarska, Ye, et al., 2016).

Our findings move the field toward the goal 
of targeted, personalized treatment for individuals 
with ASD. The knowledge gained can be utilized 
in future work to tailor individualized treatment, 
refine PRT, and develop novel interventions. This 
study adds to the understanding of the pretreat-
ment neural underpinnings of successful behavioral 
response to PRT. In the future, our results may drive 
the construction of algorithms to predict which, 
among several treatments, is most likely to benefit a 
given person. In addition, PRT is a multicomponent 
treatment; hence, future studies might use disman-
tling designs to isolate treatment components and 
their association with the neuropredictive targets 
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identified here. This line of work could inform the 
development of treatment strategies that would tar-
get specific patterns of neural strengths and vulner-
abilities within a given patient— consistent with the 
priority of creating individually tailored interven-
tions, customized to the characteristics of a given 
person.

The predictive biomarkers identified in this 
study can be interpreted as the pretreatment neu-
robiological readiness to respond to a specific 
treatment, PRT. It should be noted that the brain 
regions where activity before treatment correlated 
with SRS scores before treatment did not overlap 
with the neuropredictive network described here, 
which indicates that the neuropredictive network 
is specific to change in severity in young children 
with ASD. As such, our findings offer the hope 
that pre-  or concurrent treatments (whether phar-
macological, direct stimulation, neurofeedback, 
or behaviorally based) that improve the function-
ing of the neuropredictive markers identified here 
may increase the effectiveness of evidenced- based 
behavioral treatments for core deficits in children 
with ASD. On the other hand, our findings are 
also particularly important for those children who 
would otherwise be the least likely to benefit from 
these expensive and time- consuming forms of treat-
ment. For example, in a randomized, double- blind, 
cross- over functional fMRI study (Gordon et al., 
2013), we reported that intranasal oxytocin admin-
istered to children with ASD increases activity dur-
ing social versus nonsocial judgments in several of 
the same brain regions identified as predictive in the 
present study (e.g., amygdala, orbitofrontal cortex, 
STS region, and ventral striatum). These findings, 
coupled with those in the current report, raise the 
provocative hypothesis that the administration of 
intranasal oxytocin, by priming key neural circuits 
for social motivation and social perception, may 
serve to enhance the effectiveness of interventions 
like PRT in the very children who might be less bio-
logically ready to respond.

This and similar research developments mark the 
start of a new era in which advanced neuroimage 
analysis will evolve into an integral part of a trans-
lational research chain. Novel behavioral treatment 
and pharmacotherapies for ASD may be further 
developed in young children, with the tremendous 
benefit of directly and more precisely assessing 
impairment and change in targeted neural circuits. 
Neuroimaging- derived biological markers could be 
used, at the outset, to make treatment decisions 
related to dose, duration, intensity, and specific 

behavioral treatment approach as well as related to 
the use of concurrent pharmacological intervention.
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 22  Functional Somatic Symptoms

Peter Henningsen, Theo K. Bouman, and Constanze Hausteiner- Wiehle

Introduction
In this introduction, we describe the clinical 

phenomenon of functional somatic symptoms 
(FSS) which, in DSM- 5, is mostly categorized 
under the heading of “somatic symptom disorder.” 
The symptoms referred to as FSS are comprised 
of varying combinations of pain in different parts 
of the body, functional disturbances attributed to 
organs like cardiovascular or gastrointestinal dys-
functions or dizziness, and symptoms surround-
ing fatigue. Somatic symptoms in general are part 
and parcel of everyday life, with at least 75% of 
the general population experiencing some form 
of mild to severe physical symptoms in any given 
month (Kroenke, 2003). Somatic symptoms are 
by definition subjectively experienced phenom-
ena, whereas somatic signs are objective evidence 
of disease. Sometimes it is possible to correlate 
these symptoms with presumed etiological fac-
tors, be they physical or psychological (e.g., mus-
cle pain after exertion, headache while angry) but 
often there is no obvious cause for them. In most 
instances, symptoms neither go along with suffer-
ing nor with impairment of function. They disap-
pear spontaneously or with self- help measures like 
rest or an aspirin. These transitory symptoms are 
not signs of an illness; they are part of health. A 
state of health is not the absence of all (bodily) 
symptoms, but rather the ability of the human 
organism to self- regulate in a way that these 
symptoms are transitory and do not impair daily 
functioning for long.

However, in about 25% of the sufferers, the 
symptoms persist for a longer period, prompt-
ing them to contact their doctors for medical care 
(Kroenke, 2003). In medical investigations, for a 
large proportion of persistent somatic symptoms 
no obvious and clear- cut organic pathology (like 
a tumor, inflammation, or nerve damage, etc.) 

can be identified that explains the occurrence, 
the extent, and the persistence of the symptoms. 
These somatic symptoms are here called “func-
tional,” referring to the fact that organ or organis-
mic dysfunctions rather than structural pathology 
is underlying them and also indicating the pos-
sibility that these symptoms have a function for 
the person in their life context (e.g., indicating 
homeostatic dysbalance). We avoid the waste-
basket term “medically unexplained symptoms” 
because such a negative definition is difficult to 
accept for patients and because it falsely implies 
that medicine has no role in dealing with these 
symptoms (Creed et al., 2010). Moreover, it also 
assumes a dichotomy between medically explained 
and unexplained symptoms, thereby ignoring the 
fact that most symptoms can only be partially 
explained by organic disease at best and at any 
given time.

The prevalence of FSS in the population is 
around 10% (Roenneberg et al., 2019). Around 
25%— and in some contexts up to 60%— of all 
patients in primary as well as in outpatient second-
ary care suffer from FSS (Nimnuan et al., 2001; 
Roenneberg et al., 2019). Typically, there are three 
types of symptom clusters to be considered: pain in 

Abbreviations
 CD Conversion disorder
 FSD Functional somatic disorder
 FSS Functional somatic symptom
 IAD Illness anxiety disorder
 PHQ- 15 Patient Health Questionnaire- 15
 PP Predictive processing
 SfD Somatoform disorder
 SSD Somatic symptom disorder
 SSD- 12 Somatic Symptom Disorder- B 

Criteria Scale
 SSS- 8 Somatic Symptom Scale- 8  
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one or more locations (most often concerning back, 
head, abdomen, extremities, and joints), disturbed 
functions (dizziness, cardiovascular or gastroin-
testinal functions, weakness, numbness, etc.), and 
fatigue.

FSS occur worldwide and there is no indication 
that socioeconomic gradients between countries are 
correlated with higher or lower somatic symptom 
counts, whereas within countries there is an asso-
ciation between higher levels of social adversity and 
higher FSS rates (Gureje et al., 1997; Gustafsson 
et al., 2015). For most cultures, somatic symptoms 
appear to be a well- accepted way to experience and 
present personal and/ or social distress (Chaturvedi, 
2013; Nichter, 2010). However, there are variations 
among cultures, as exemplified by culture- bound 
syndromes. For example, the dhat syndrome, being 
the fear of loss of semen accompanied by fatigue 
and other somatic symptoms, is somewhat common 
among Indian young men (Kirmayer & Sartorius, 
2007). In times of increasing migration, knowl-
edge of these culturally shaped variations in somatic 
presentations becomes more important. However, 
sociocultural differences are relevant also among 
Westernized societies (e.g., the rate of distressing 
chronic low back pain in Germany is twice what it 
is in Great Britain; Raspe et al., 2004).

Across cultures, women report more functional 
and other somatic symptoms than men, at a rate of 
approximately 2:1. They also show more healthcare 
utilization and a lower all- cause mortality. There are 
various possible reasons for these differences that 
illustrate the close interplay between biological, 
psychological, and sociocultural/ environmental fac-
tors, ranging from differences in sensory perception 
and rates of traumatization to gender role expecta-
tions including communication and health behav-
ior, and, last but not least, gendered healthcare 
(Hausteiner- Wiehle et al., 2011). Distinguishing 
between sex and gender, Ballering et al. (2020) 
found that feminine gender characteristics like type 
of hobbies, dietary preferences, or time spent on 
household tasks are associated with increased com-
mon somatic symptoms and chronic diseases, espe-
cially in men. Female sex is associated with more 
and more distressing common somatic symptoms, 
but not with a higher prevalence of chronic diseases.

FSS occur across the life span. In children and 
adolescents, persistent symptoms like abdominal 
pain, headache, or fatigue are a frequently over-
looked cause for school absenteeism (Vassilopoulos 
et al., 2020). In people over the age of 65 years, the 
rate of FSS is similar to younger people, whereas 

the rate of somatic symptoms due to organic dis-
ease rises with age (Hausteiner- Wiehle et al., 2011). 
As a consequence, it is more challenging to clearly 
differentiate organic pathology from functional 
backgrounds of somatic symptoms in older peo-
ple. Doctors are quite reluctant to label symptoms 
as “functional,” especially in men and the elderly, 
resulting in “organic” overdiagnosis and over treat-
ment and symptom persistence. However, any exag-
gerated concern of doctors that they might overlook 
significant organic disease when defining somatic 
symptom(s) in a patient as functional does not seem 
to be warranted. A systematic review has shown 
that once an adequate workup of the symptoms has 
been made, the rate of revised diagnoses in follow- 
up studies of FSS was only 0.5% (Eikelboom et al., 
2016). Hence, although mistakes are made both in 
the direction of overlooked organic pathology and 
in the direction of missed functional background, 
the latter is much more frequent in high- tech 
Western healthcare systems (Henningsen, 2016).

It is a misconception to assume that somatic 
symptoms that are functional in nature are less 
“severe” than those caused by clearly defined organic 
disease. In fact, they can cause significant impair-
ment of function (i.e., quality of life is reduced, 
sick leave and early retirement are increased), and 
the extent of this impairment is no less than in 
organically defined disease (Joustra et al., 2015). 
Interestingly, it is the total number of somatic 
symptoms, independent of their nature, that corre-
lates best with impairment (Tomenson et al., 2013).

Patients with FSS clearly have higher rates of 
anxiety and depressive symptoms than healthy peo-
ple and also than patients with organic disease with 
comparable somatic symptoms (Henningsen et al., 
2003). Nevertheless, many patients with severe 
FSS do not have high rates of anxiety or depres-
sive symptoms, and therefore it is misleading to 
assume that FSS generally are a form of “masked 
depression” or “masked anxiety” (Löwe et al., 2008). 
Heuristically, it may be best to view depressive, anx-
iety, and somatic symptoms as three dimensions of 
distress that are interrelated but not identical.

Historical Labels and Classifications  
in This Field

When looking at the historical development 
of labels and concepts for FSS in psychiatry and 
somatic medicine since the nineteenth century, 
it becomes apparent that multiple perspectives 
often complicate a clear understanding of the phe-
nomenon. For one, the concept of hysteria as an 
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important root has influenced the field in two dif-
ferent ways. The first is through the development 
of psychoanalysis and Sigmund Freud’s (1856– 
1939) concept of hysteria as a neurotic condition 
characterized predominantly by variable, mainly 
sensorimotor symptoms and “hysterical conver-
sion” of unacceptable affect into somatic symp-
toms. Whereas Freud considered this process to be 
a “mysterious leap from the mind to the body,” a 
later physician and psychoanalyst, Franz Alexander 
(1891– 1964) tried to be more specific (Alexander, 
1950). He postulated that unconscious conflict- 
related blockage of normal aggressive as well as 
nurturing impulses led to overactivation of the 
sympathetic and parasympathetic branches of the 
autonomous nervous system, respectively. This in 
turn would lead to FSS like syncope, “cardiac neu-
rosis,” or diarrhea and constipation.

The term “conversion disorder,” if not the con-
cept underlying it, is retained in official classifica-
tions up until DSM- 5. Freud’s contemporary and 
colleague Wilhelm Stekel (1868– 1940) later coined 
the term “somatization” as a synonym for this 
“psychogenic” process. Lipowski (1988) defined 
somatization more descriptively as a tendency to 
experience and express psychological distress in the 
form of somatic symptoms that individuals misin-
terpret as serious physical illness and for which they 
seek medical help.

A second influence of the concept of hysteria 
centered on the hysteric or histrionic (i.e., attention- 
seeking), emotionally labile, and dramatic person-
ality type frequently exhibiting multiple somatic 
symptoms. Pierre Briquet (1796– 1881) formulated 
a polysymptomatic variant of hysteria which was 
later taken up by Guze and Perley (1963) in their 
description of Briquet’s syndrome, characterized by 
a combination of “pseudoneurological” (i.e., senso-
rimotor with functional somatic symptoms attrib-
uted to a multitude of organ systems: cardiovascular, 
gastrointestinal, etc.) lasting for most of the patient’s 
life. This in turn became the model on which the 
DSM category of somatization disorder was formed 
in DSM- III.

In a more general historical perspective FSS can 
be considered as a symptom pool that is more or 
less constant over time and for which different diag-
nostic labels were and are “en vogue,” but also criti-
cally discussed, at varying points in time (Shorter, 
1993). Spinal irritation and neurasthenia were such 
labels in the nineteenth century, vegetative neurosis 
and psychogenic pain were labels in the twentieth 
century, and chronic fatigue syndrome or idiopathic 

environmental illness are examples in the twenty- 
first century.

An important aspect of the official diagnostic 
tradition in this field is the fact that there have 
long been two perspectives on FSS that are con-
nected poorly if at all. On the one hand, there is 
the professional perspective on the experience and 
behavior of the person who complains of (often 
multiple) somatic symptoms. This is a perspective 
typical for psychiatrists and psychotherapists, with 
the idea of classifying FSS of sufficient severity as 
a mental disorder. On the other hand, there is the 
perspective of somatic specialists who in their field 
encounter patients with typical somatic symptoms 
in whom the suspected organic disease cannot be 
confirmed (e.g., the gastroenterologist sees patients 
with diarrhea and constipation but without evi-
dence of gastrointestinal pathology; similarly, the 
gynecologist with patients with chronic pelvic pain, 
or the cardiologist with patients with chest pain). 
These somatic specialists will usually classify these 
patients within their somatic specialist field with a 
label of functional somatic syndrome like irritable 
bowel syndrome (IBS) or noncardiac chest pain. 
This approach leads to well- described organ- specific  
patterns of functional symptoms, but it not only 
neglects the patient’s experience and behavior, it 
also very often also overlooks many functional 
symptoms of the patient related to other organ sys-
tems (Wessely et al., 1999).

Pathopsychophysiology
In this section we describe the current under-

standing of the psychophysiological mechanisms 
underlying the subjective experience of enduring 
somatic symptoms for which, by definition, there 
is no clearly defined organic pathology to be found 
that explains the symptoms. The aim is to provide 
an account that does justice to two rather different 
ways of explaining these “organically unexplained” 
symptoms: as a bodily expression of unresolved 
psychological stress and conflicts (from central pro-
cesses to body periphery or “top down”) and as a 
psychological amplification or exaggeration of nor-
mal bodily sensations (from the body periphery to 
central processes or “bottom up”).

The first traditional way of explaining these 
symptoms via a psychogenic or “top- down” mecha-
nism was mentioned before; it implied that psy-
chological stress and conflicts cannot be resolved 
by psychological or behavioral means and are “con-
verted” into somatic symptoms. This conceptual-
ization justified the application of psychotherapy, 
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namely psychoanalysis, in these patients (a former 
edition of Alexander’s [1936] book was called The 
Medical Value of Psychoanalysis). However, neither a 
specific conflict nor a consistent overactivation of 
the autonomous nervous system in these patients 
could ever be verified empirically, and the fact that 
culturally shaped variations in symptom experi-
ence would require, in this model, culturally shaped 
differences in basic psychophysiology also spoke 
against its validity.

Another traditional explanation of the psycho-
pathophysiology of patients with FSS can be called 
more “bottom up”: normal introspectively transmit-
ted signals from the body periphery (e.g., resulting 
from stress- related arousal and focused attention) 
are amplified in central processing and hence in per-
ception. “Somatosensory amplification,” described 
by Barsky et al. (1988) as the tendency to amplify 
a broad range of uncomfortable bodily sensations 
(most of which are not the pathological symptoms 
of serious diseases) has become one popular concept 
in this tradition. Its focus on perceptual amplifica-
tion of normal bodily arousal signals and cognitive- 
behavioral consequences, such as catastrophization 
and body scanning, puts the experience of somatic 
symptoms close to (illness) anxiety. It is therefore 
not surprising that the role of somatosensory ampli-
fication has also been confirmed in hypochondriasis 
(i.e., in a condition characterized not primarily by 
somatic symptoms but by the fear of having a seri-
ous somatic disease; Barsky & Wyshak, 1990). As 
a consequence, psychotherapy, in this case typically 
cognitive- behavioral therapy, is clearly indicated as a 
treatment of choice for patients with FSS.

This “anxiety- style approach” to the explana-
tion of somatic symptoms has also influenced the 
definition of somatic symptom disorder in DSM- 
5 (see below). However, for the intuitively appeal-
ing model of somatic amplification of peripheral 
stress- related arousal, which rather has evolved into 
a family of models with slight variations (see Van 
den Bergh et al., 2017), empirical evidence is lim-
ited at best. For the first component of the concept, 
there is no convincing evidence of a causal role of 
peripheral stress- related arousal even for more severe 
FSS patterns. For instance, in a well- designed study, 
Houtveen et al. (2010) did not find significant differ-
ences in 24- hour monitoring of cardiac autonomic 
and respiratory parameters between persons high on 
FSS compared to those low on FSS. Also, in clini-
cal populations with more severe FSS, meta- analytic 
evidence did not show, after correction for publi-
cation bias, significant differences in physiological 

parameters compared to healthy controls (Tak et al., 
2009). Studies measuring attentional deployment 
toward body-  or illness- related stimuli also fail to 
provide convincing evidence for an attentional bias 
toward these stimuli (Van den Bergh et al., 2017). 
And finally, there is clear evidence for a positive cor-
relation of (catastrophic) misattribution of benign 
bodily sensations with FSS, but it is unclear to what 
extent this correlation is a consequence rather than 
a causal factor for FSS. Thus, newer accounts view 
somatic amplification as the intensification of per-
ceived external and internal threats to the integrity 
of the body (“somatic threat amplification”) rather 
than amplification of perceived or actual bodily 
events only (Köteles & Witthöft, 2017).

In recent years, a new understanding of the brain 
not as a mere passive information processing device 
but as an active and constant comparator between 
prior predictions and actual sensory input (from 
the environment and from the body) has provided 
a more integrative understanding of the processes 
underlying somatic symptom experience (Edwards 
et al., 2012; Henningsen, Gundel et al., 2018; Van 
den Bergh et al., 2017). This predictive processing 
(PP) approach, popular in computational psycho-
somatics and psychiatry (Petzschner et al., 2017), 
is based on Bayes’ statistical principles. It postu-
lates an overarching, non- dualistic, and dynamic 
mechanism that integrates the two following aspects 
when explaining why individuals, for example, are 
chronically fatigued, chemically sensitive, aching 
allover, suddenly dizzy, or paralyzed: first, top- 
down central aspects act as priors (i.e., a Bayesian 
term for preformed facilitations generated from 
prior experiences across hierarchical levels of the 
central nervous system). On a psychological level 
of description, they are analogous to (unconscious) 
expectancies or (conscious) expectations. These pri-
ors are constantly compared to the second, bottom- 
up peripheral aspect constituted by sensory signals. 
In this truly integrative biopsychosocial account 
of perception, sensory input, be it exteroceptive 
(visual, auditory, etc.) or interoceptive, is not seen as 
the primary determinant, with central/ psychologi-
cal processes “only” as secondary modifying factors. 
The actual percept is influenced by the strength or 
precision of the sensory input as much as by the 
strength or precision of the prior (i.e., the steepness 
of the respective statistical distribution curves).

If a prediction error occurs (i.e., when walking 
on a floor with black tiles, the prior will predict fur-
ther black tiles, and a red tile will constitute a pre-
diction error), the “inner working” or “generative” 



Major Cl in iCal  SyndroMeS514

model, on which the prior is based, may be adapted 
to integrate the new information (i.e., the predic-
tion is changed to “black tiles with occasional red 
ones”). Another possibility is that the sensory input 
is actively influenced so that it better conforms 
to the prior (i.e., “I walk back where no red tiles 
occurred”). This active influence means that auto-
nomic and/ or other neural activations may actually 
be a way of adapting sensory input to prior percep-
tual expectations (e.g., back pain as an active infer-
ence to conform to the prior of “back- breaking” 
work strain or a red blush as an active inference to 
conform to the prior of shame). Failure of inference 
can occur on several levels: With potent prior beliefs 
(“Environmental toxins are invisible, ubiquitous, 
and dangerous”), low- precision sensory input close 
to random fluctuations (1 second of blurred vision) 
can amount to conscious expectations (brain fog, 
risk of falling) and generate high- precision percep-
tions to comply with them (dizziness, disturbances 
of equilibrium or cognition)— a situation compa-
rable to phantom sensations (Henningsen, Gundel 
et al., 2018). The unconscious, automatic character 
of the inferential process and the compelling quality 
of reality/ trueness makes the experience of somatic 
symptoms relatively impermeable for deliberate 
conscious reasoning. It leads to a secondary failure 
of inference; namely, to the conscious belief that the 
interocept indeed is a symptom (i.e., an expression 
of abnormal bodily function).

This Bayesian PP perspective blurs any categori-
cal distinction between so- called medically unex-
plained symptoms and symptoms emerging from 
physiological dysfunction (see Van den Bergh et al., 

2017). The same inferential processes are involved 
in both types, with the difference being a matter 
of degree: namely, to what extent priors versus sen-
sory input dominate somatic symptom perception. 
Whereas the somatic amplification model refers 
to typical threat- related priors only, the PP- based 
model allows for a much broader variety of priors 
(e.g., related to damage, strain or weakness in pain, 
or fatigue conditions).

The PP perspective renders plausible also the 
direct influence of (interpersonal) context factors 
on symptom perception: prior interpersonal expe-
riences especially in dealing with bodily sensations 
and symptoms will influence the prediction of future 
symptom experiences (Fotopoulou & Tsakiris, 
2017). As a clinically very stimulating recent model, 
the PP account is not yet well- validated empirically. 
However, neurobiological evidence is now accumu-
lating that supports the assumption suggested by the 
mathematically well- tested PP models (Allen, 2020).

Etiology
What are the etiological factors that bring about 

the experience of FSS? Here we describe the most 
relevant vulnerability, triggering, and maintaining 
factors, using the biopsychosocial model of patho-
psychophysiology just described. We see that they 
differentially influence both routes to symptom per-
ception, priors, and sensory input (see Figure 22.1, 
in which the prior is— slightly inexactly because 
only referring to the cognitively conscious part— 
called “expectation” here).

To start with vulnerability, genetic factors con-
tribute to the predisposition to FSS, but only to a 
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Figure 22.1 Etiological factors in functional somatic symptoms (FSS)/ bodily distress. Adapted from Henningsen et al. (2018b).
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limited extent, explaining up to 33% of the variance 
(Gasperi et al., 2020; Kato et al., 2010). Genome- 
wide and other searches attempting to identify sin-
gle genes responsible for the disposition of chronic 
(multisite) pain, an important component of FSS, 
so far have yielded inconsistent results; epigenetic 
mechanisms are increasingly seen as also highly rele-
vant (Denk et al., 2014; Johnston et al., 2019). These 
epigenetic mechanisms offer a potential mechanis-
tic link to the well- established role that childhood 
adversities have as a possible predisposing factor for 
FSS: they increase the odds for the development of 
bodily distress up to fourfold (Afari et al., 2014). 
There is also evidence that genetic vulnerabilities 
may moderate the relation between posttraumatic 
stress disorder (PTSD) and functional somatic pain 
conditions (Gasperi et al., 2020).

Attachment patterns form another link between 
childhood adversity and somatization, with mater-
nal insensitivity at 18 months predicting parent- 
ascertained somatization in 5- year- old children, 
and attachment insecurity in adults correlating with 
somatization, with strongest links existing between 
attachment anxiety and health anxiety (Maunder et 
al., 2017). The PP model sketched above renders 
plausible a direct influence of dysfunctional (e.g., 
overly anxious) attachment patterns on symp-
tom experience via the caregiver– child interaction 
around seemingly threatening bodily sensations, 
which leads to the formation of according priors 
in the child; that is (non- conscious) expectancies 
and (conscious) expectations that bodily sensations 
must be threatening.

Deficiencies in emotion recognition and regula-
tion have also been linked to increased vulnerability 
for FSS and bodily distress. One example is alexi-
thymia, referring to the inability to “read” (i.e., to 
perceive and name) one’s own emotional states. A 
systematic review confirmed an association between 
difficulties in emotion regulation and FSS across 
different diagnoses (Okur Güney et al., 2019). 
However, the specificity of this finding and poten-
tial causality remain to be determined.

Similar questions apply to the positive correla-
tions found between personality characteristics like 
neuroticism, harm avoidance, or lower agreeableness 
and somatization or somatoform disorders (Noyes 
et al., 2001; Rezaei et al., 2020). The chronic expe-
rience of FSS shares many features with personality 
disorders (Bass & Murphy, 1995) in terms of their 
developmental origin, persistent nature, disruptive 
impact on social functioning, and chronic course. 
Viewed from the angle of categoric diagnoses, a 

meta- analysis (Bornstein & Gold, 2008) comple-
ments this notion, showing that somatization 
disorder, a severe form of somatoform disorder 
(according to the DSM- IV) with multiple chronic 
FSS, is comorbid with the majority of personality 
disorders— but there is no special association with 
only one or two of them (e.g., with histrionic per-
sonality disorder).

Prior organic illnesses create a vulnerability 
and a triggering factor potentially via both routes 
sketched in Figure 22.1: sensory input and expecta-
tion created through prior experience. For instance, 
symptoms compatible with IBS were more fre-
quently reported after gastrointestinal infections or 
active inflammatory bowel disease (Halpin & Ford, 
2012). As another example, functional dizziness has 
recently been divided into a variety that is second-
ary to vestibular disease (most often benign parox-
ysmal positional vertigo and vestibular migraine) 
and a variety that occurs primarily (i.e., without 
prior vestibular disease; Habs et al., 2020). As a 
third very recent example, post- COVID fatigue 
is, with post- COVID muscular pain and short-
ness of breath, a very frequent symptom weeks 
after the acute Coronavirus infection has subsided 
(Jacobs et al., 2020). It remains to be determined 
to which extent this is due to ongoing autoimmu-
nological and other pathological organic processes 
that influence somatosensory input and to which 
extent expectancy effects and priors are involved, 
influenced by symptom experience during acute 
infection, but also by other effects of the illness like 
isolation, threatening treatments, etc.

In terms of further triggering factors, stress-
ful work conditions are particularly important. 
Patients with more severe FSS are at much higher 
risk for sick leave and early health- related retirement 
(Rask et al., 2017), but it is also the psychosocial 
workplace characteristics that increase the risk for 
somatic symptoms in the work force. For instance, 
prospective studies with thousands of civil servants 
in Great Britain and other working populations 
have shown that an imbalance between effort and 
(material and nonmaterial) reward, or the chronic 
experience of individual and organizational injus-
tice at baseline, are related to higher rates of FSS, 
but also of depression and cardiovascular diseases at 
follow- up (Herr et al., 2017, 2018). Recent adverse 
life events also are relevant as triggering factors 
(Bonvanie et al., 2017), with accidents in general 
having a special role as they may induce chronic 
symptoms via both routes; that is, through nocicep-
tive and other somatosensory input, and through 
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expectancy formation regarding symptom experi-
ence but potentially also regarding compensation 
(Wynne- Jones et al., 2006).

If persisting, these triggering factors and predis-
posing personality aspects obviously also contribute 
to the maintenance of FSS. Further maintaining 
factors arise from the often difficult interactions of 
these patients with the healthcare system, leading 
to missed or delayed diagnosis, inappropriate treat-
ments, and frustrations on all sides. Somatizing 
communication behavior and persistent beliefs 
about biomedical causations of patients and doctors 
alike are relevant here. As an example, in an experi-
mental study, Van Wilgen et al. (2012) found that 
the more patients manifested somatic symptoms 
and psychosocial distress, the more negative beliefs 
and emotions were elicited in healthcare providers. 
Systemic factors of the healthcare system, such as 
its subdivision in different somatic specialities on 
the one side and mental healthcare on the other, 
contribute to these significant barriers for earlier 
recognition and better diagnosis and treatment 
(Henningsen et al., 2011; Murray et al., 2016).

Classification
In this section, we focus on the current classifica-

tion of FSS according to the DSM- 5. Additionally, 
we discuss diagnostic alternatives, for example 
in the upcoming ICD- 11. Both systems choose a 
much broader approach than former classifications. 
Nevertheless, they are still not satisfactory; they 
continue to propagate parallel classification of the 
same clinical phenomenon as mental disorders in 
psychosocial medicine versus as functional somatic 
syndromes in somatic medicine, thereby supporting 
the parallel use of widely differing, sometimes even 
contradictory therapeutic approaches. Especially 
for clinical purposes, including doctor– patient 
communication, a more consistent, more practical, 
more integrative classification is needed.

DSM- 5 Somatic Symptom Disorder
In 2013, DSM- 5 introduced a new chapter enti-

tled “Somatic Symptom and Related Disorders.” It 
replaced the chapter of “Somatoform Disorders” 
(SfD) which was included in DSM- III and DSM- 
IV from 1980 to 2013. The main diagnostic cat-
egory in the chapter is somatic symptom disorder 
(SSD), in which the central issue is the presence of 
one or more somatic symptoms that are distress-
ing and result in a significant disruption of daily 
life (criterion A). They may be pain, either local-
ized or widespread, or functional symptoms related 

to organs (cardiovascular, gastrointestinal, etc.), 
fatigue, or any other cluster of somatic symptoms, 
even belonging to a well- known medical condi-
tion. In order to qualify for the diagnosis of SSD 
the patient should in addition exhibit misattribu-
tions, excessive concern, anxiety, or preoccupation 
related to the symptoms (criterion B). When this 
condition lasts for at least 6 months it is specified 
as persistent. Two other specifiers refer to SSD with 
predominant pain and to severity (mild, moderate, 
severe), respectively.

There are major differences between the diagno-
sis of SSD and its precursor SfD. First, while SfD 
(pre- DSM- 5) excluded medically explained symp-
toms from consideration, SSD has no such exclu-
sion; whether there is a relevant medical account for 
a symptom is no longer pivotal. Second, there is a 
new psychobehavioral requirement that at least one 
of these features be present: disproportionate con-
viction of serious disease, high health anxiety, and/ 
or preoccupation with the symptoms. Third, SSD is 
just one single diagnosis; it largely contains the for-
mer SfD subcategories of somatization disorder (the 
most severe polysymptomatic form of SfD), undif-
ferentiated somatization disorder (a low- threshold 
form of SfD with one symptom over 6 months), 
pain disorder (SfD with predominant pain symp-
toms), and hypochondriasis.

It may be fair to say that SSD justifies its inclu-
sion as a mental disorder by the psychobehavioral 
features as defined in criterion B. In contrast, the 
classification of SfD as a mental disorder was not 
justified by any mental symptoms or features in its 
definition. It can only be understood historically 
through its derivation from older psychogenic con-
cepts of somatization.

Since 2013, relatively few empirical studies 
have been published that evaluate the diagnostic 
criteria for SSD. In the general population, SSD 
prevalence has been estimated at 4.5% (Häuser et 
al., 2020). For the assessment of one core crite-
rion of SSD, somatic symptoms, well- established 
self- report scales have existed for quite some time, 
most notably the Patient Health Questionnaire 
(PHQ- 15; Kroenke et al., 2002) and more recently 
a shorter 8- item form with similar characteristics, 
the Somatic Symptom Scale- 8 (SSS- 8; Gierk et al., 
2014). For the assessment of the other core aspect, 
the psychobehavioral features of SSD, a new self- 
report scale was developed, the Somatic Symptom 
Disorder- B Criteria Scale (SSD- 12; Toussaint et al., 
2016). Four items each for the cognitive, affective, 
and behavioral component comprise this 12- item 

 

 

 



funCt ional SoMat iC  SyMPtoMS 517

scale, thereby combining aspects that were assessed 
separately in other scales. A first diagnostic gold 
standard study based on (a German adaptation of ) 
the structured clinical interview for DSM- 5 (SCID- 
5) module on SSD showed that in 372 patients 
from a psychosomatic outpatient clinic, the diag-
nostic accuracy of the self- report scales SSS- 8 and 
PHQ- 15 combined with the SSD- 12 was moder-
ate, with areas under the curve (AUC) of up to .79 
(Toussaint et al., 2020). This indicates that these 
self- report scales can be used as a time- efficient way 
to identify patients at risk of SSD.

In a study comparing patients fulfilling DSM- 5 
SSD criteria with those fulfilling prior SfD criteria, 
239 patients of a sample of 438 from a psychoso-
matic outpatient clinic (54.6%) who took part in a 
diagnostic interview fulfilled criteria for DSM- 5 SSD 
and 139 patients (31.7%) fulfilled criteria for any 
kind of clinician- rated ICD- 10 SfD (ICD- 10 SfD is 
very similar to DSM- IV SfD) (Hüsing et al., 2018). 
There was an overlap of 102 (23.3%) patients who 
received both diagnoses, with 37 patients receiving 
an ICD- 10 SfD diagnosis only (i.e., mostly did not 
fulfill criterion- level severity of psychobehavioral 
features) and 102 patients receiving a DSM- 5 SSD 
diagnosis only (i.e., mostly somatic symptoms were 
not seen as “medically unexplained”). Not surpris-
ingly, patients diagnosed with only DSM- 5 SSD 
appeared to be more severely impaired in terms of 
general and health- related anxiety and psychologi-
cal distress associated with their somatic symptoms, 
whereas patients with only ICD- 10 SfD had a lower 
physical health- related quality of life.

Like the comparison of SSD and SfD in the dif-
ferent versions of DSM, the comparison of diagnos-
tic criteria for a functional somatic syndrome from 
somatic medicine will yield only partial overlap with 
DSM- 5 SSD. For example, in patients with a fibro-
myalgia syndrome, only between 28% and 35% also 
met criteria for SSD (Axelsson et al., 2020; Häuser 
et al., 2020); the majority of fibromyalgia syndrome 
patients did not reach criterion cutoff severity for 
the psychobehavioral features of criterion B. The 
patients with both diagnoses appear to have higher 
symptom burden and impairment than those only 
fulfilling the criteria for fibromyalgia syndrome.

The new DSM- 5 category SSD has been criticized 
for several reasons (Rief & Martin, 2014). First, the 
failure to take account of the presence or absence of 
organic disease is seen as problematic (Scamvougeras 
& Howard, 2020). In the definition of SSD, it is jus-
tified by the unreliability of the distinction between 
“organically explained” and “unexplained” somatic 

symptoms— but this distinction has been shown not 
to be particularly unreliable, with revised diagnoses 
in follow- up studies as low as 0.5% (Eikelboom et al., 
2016). As a consequence of the lack of distinction in 
referring to somatic symptoms in general, criterion A 
of SSD might be overly inclusive: if one is suffering 
from somatic symptoms in the course of a medical 
illness and (quite understandably) is worrying about 
it a lot (e.g., a young woman with fatigue in the 
course of her multiple sclerosis), one would already 
qualify for the diagnosis, thereby adding an often 
unwanted mental disorder diagnosis to the medical 
one (Frances & Chapman, 2013).

Second, the criterion B features have been criti-
cized for their overreliance on illness anxiety and 
hypochondriasis and for their inadequate consid-
eration of cognitive characteristics such as a self- 
concept of bodily weakness and behavioral and 
interpersonal characteristics like dissatisfaction 
with medical care (Hausteiner et al., 2009; Klaus 
et al., 2015). As an additional difficulty, there is no 
clear threshold for when to define symptom- related 
thoughts, feelings, and behaviors to be excessive or 
disproportionate (Rief & Martin, 2014). In view 
of this last criticism, a study has tried to determine 
some of these thresholds: in a population- based 
study, it appeared that a range of 3– 4 hours a day 
spent on dealing with physical symptoms seems 
indicative of excessiveness (Toussaint et al., 2021).

In terms of practical acceptance of the new SSD 
diagnosis, focus groups with general practitioners 
also showed that they see the excessiveness defini-
tion of psychobehavioral features as problematic, 
but nevertheless the newly included psychological 
criteria were seen as an important advancement in 
comparison to the previous need of merely exclud-
ing a physical disease (Lehmann et al., 2019).

DSM- 5 Conversion Disorder/ Functional  
Neurological Symptom Disorder

In DSM- 5, conversion disorder (CD) or, given 
synonymously but in parentheses, functional neuro-
logical symptom disorder (FNSD) is also part of the 
chapter “Somatic Symptoms and Related Disorders.” 
However, the diagnosis of CD is based on a rather 
different concept than SSD. It also relies on the 
symptoms being distressing and having impairing 
consequences, but it also clearly defines their func-
tional character (“altered voluntary motor or sensory 
function”).

Diagnosing CD (FNSD) requires that clini-
cal findings provide evidence of incompatibility 
between the symptom and recognized neurological 
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or medical conditions and cannot be better explained 
by another medical or mental disorder. Examples 
are anesthesia of the hand in a glove- like distribu-
tion incompatible with functional neuroanatomy, 
or the so- called Hoover sign, where a weakness in 
hip extension is present when directly tested, but 
not when reflexively activated through contralateral 
hip flexion. This positive or “rule- in” evidence for 
incompatibility is conceptually different from mere 
“rule- out” or exclusion of organic disease; clearly 
establishing the functional nature of a neurologi-
cal symptom very often is possible through clinical 
examination and a good description of the weak-
ness, gait disorder, seizure, etc., and it is clinically 
important to demonstrate the incompatibility also 
to the patient (Stone et al., 2020).

Unlike with earlier conceptions of conversion 
disorder, in DSM- 5, the diagnosis does not require 
the presence of psychological stressors or suggestive 
historical (e.g., biographical and situational) assumed 
causes (the DSM- IV had required preceding “con-
flicts or other stressors”). This seems justified because 
systematic reviews have shown that although patients 
with CD (FNSD) clearly have higher rates of trau-
matizations and severe life events preceding symptom 
onset than do healthy controls, many patients with 
this disorder do not (Ludwig et al., 2018).

Applying the PP model of FSS to CD (FNSD) 
highlights a wider range of past sensitizing events 
than “only” psychological stressors and psychologi-
cal trauma, such as physical trauma, medical illness 
in oneself or significant others, or physiological/ psy-
chophysiological events. According to this model, 
strong ideas and expectations about these events 
correlate with abnormal predictions of sensory data 
and body- focused attention (Espay et al., 2018). 
For instance, patients with functional tremor per-
ceived themselves, according to self- report diaries, 
as trembling for 84% of their waking day, whereas 
objective actigraphy showed tremor only on 4% of 
the waking day (Pareés et al., 2012).

Patients with functional neurological symptoms 
very often also have other somatic symptoms which 
are often pain- related and functional in nature; that 
is, they often fulfill criteria for CD (FNSD) and 
SSD at the same time. This fact calls into question 
the separation of these diagnoses in DSM- 5 in the 
first place (Maggio et al., 2020).

Other diagnoses in the DSM- 5 chapter on “SSD 
and Related Disorders”

The following three diagnoses also belong to the 
DSM- 5 chapter on “SSD and Related Disorders.” 

This much more inclusive approach compared 
to the DSM- IV emphasizes the overlap of these 
conditions, especially regarding their comorbid 
occurrence and the shared relevance of symptom 
interpretation, body scheme, sick role, and illness 
behavior. However, somatic symptoms are not a 
central feature in their definition. For that reason, 
they are only briefly mentioned here.

Illness anxiety disorder (IAD) is derived from two 
DSM- IV sources: the illness subtype within simple 
phobia (which was and is an anxiety disorder) and 
the subgroup of hypochondriacal patients who have 
no somatic symptoms (see above). DSM- 5 IAD’s 
core features are the excessive preoccupation with 
having or acquiring a serious illness, a high level of 
anxiety, being easily alarmed about personal health 
status, and performing excessive health- related 
behaviors or exhibiting maladaptive avoidance, 
respectively. Somatic symptoms are not present or 
only mild in intensity.

Factitious disorder is new to this DSM- 5 chapter, 
having had its own chapter in DSM- IV. It refers to 
deliberate simulation of illness for the purpose of 
acquiring the sick role, in the absence of obvious 
external rewards.

Psychological factors affecting medical condi-
tion were part of the DSM- IV Appendix entitled 
“Other Conditions That May Be the Focus of 
Clinical Attention.” This diagnosis is considered 
when a patient is suffering from a medical condi-
tion, and when psychological or behavioral factors 
adversely affect its onset, maintenance, or course 
(e.g., through stressors influencing pain syndromes 
or skin disease, other lifestyle factors, or noncom-
pliance with a medical regimen). If the psychobe-
havioral factors relate to criterion B of SSD and if 
the emphasis primarily is on somatic symptoms, the 
latter diagnosis should be preferred.

Finally, in DSM- 5, body dysmorphic disorder 
has been relocated to a new chapter, “Obsessive- 
Compulsive and Related Disorders.” Somatic symp-
toms per se appear as part of several other diagnoses 
in DSM- 5 (e.g., as a somatic subtype of delusional 
disorder).

Other Diagnostic Classifications
In the mental health section of the upcoming 

ICD- 11, the category of “bodily distress disor-
der” appears to be very close to the DSM- 5 SSD 
as it incorporates the three main changes made in 
the transition from SfD to SSD: no reference to 
the somatic symptoms being not fully explained 
by organic disease, requirement of anxiety- type 
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psychobehavioral features, and one diagnosis 
replacing several distinct SfD diagnoses. In view of 
the close similarity in the definitions, the difference 
in naming the disorder between DSM- 5 SSD and 
ICD- 11 bodily distress disorder is unfortunate.

In another approach to classify FSS as functional 
somatic disorders (FSD; Burton et al., 2020), it is 
proposed that FSD should occupy a neutral space 
within disease classifications, favoring neither 
somatic disease etiology, nor mental disorder— a 
step that is possible in the ICD system, but obvi-
ously not in a classification for mental disorders 
only, like the DSM system. FSD should be subclas-
sified as (a) multisystem (i.e., symptoms relating 
to multiple organ systems like cardiovascular, neu-
rological, gastrointestinal, etc.), (b) single system 
(e.g., only cardiovascular or only neurological), or 
(c) single symptom (e.g., fatigue). Whereas addi-
tional specifiers may be added to take account of 
psychobehavioral features or co- occurring organic 
diseases, neither of these is sufficient or necessary to 
make the diagnosis.

Conclusion
FSSs are very common; they can induce pro-

found suffering, markedly decreased functioning, 
and high healthcare costs. At the same time, they 
are often neglected as a problem in a clinical and 
research tradition that concentrates on a dichot-
omy of somatic and mental disorders— with FSS 
not fitting well into either category. There have 
been significant advances in our understanding of 
the pathopsychophysiology and etiology of these 
symptoms, with progress in a more integrative 
“embodied” biopsychosocial approach. Current 
classification still lacks both clarity and the inte-
grational ability to bridge the “either- or” of our 
dualistic system. Management of FSS must be 
interdisciplinary, with a broad diagnostic approach 
and with body– mind interventions that improve 
the patient’s capacity to understand and regulate 
their psychological and biological functioning. 
If psychotherapy appears advisable, it must be 
explained and carried out as a cautious and confi-
dential space where one’s biological and psychoso-
cial individuality can be experienced and shaped, 
to overcome adverse experiences and dysfunctional 
beliefs, and to reach a better acceptance, agency, 
and participation of the bodily self. All of this starts 
with the healthcare provider’s sound knowledge of 
and attitude, and commitment toward FSS, bridg-
ing divorced fields of medicine and psychology that 
belong together.
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 23  Sleep and Circadian Rhythm Disorders

Lampros Bisdounis, Simon D. Kyle, Kate E. A. Saunders,  
Elizabeth A. Hill, and Colin A. Espie

Circadian Rhythms and the  
Sleep– Wake Cycle

Chronobiology is a branch of science concerned 
with periodic phenomena that occur in humans 
and other living organisms. These periodic phe-
nomena oscillate in temporal cycles which are 
referred to as biological rhythms. There are three 
biological rhythms: ultradian (less than 24 hours), 
circadian (around 24 hours), and infradian (more 
than 24 hours). The term “circadian” describes 
molecular, physiological, and behavioral pro-
cesses which operate periodically on a 24- hour 
cycle. These processes have a genetic origin and 
are endogenous in nature. As such, they are self- 
sustained and do not require rhythmic input from 
the environment to oscillate. Exogenous cues, 
called zeitgebers, synchronize these endogenous 
processes with the environment in a process called 
entrainment. The light– dark cycle induced by the 
earth’s axial rotation is the most important zeitge-
ber. Light entering the eye through the retina is 
captured by circadian light receptors in the optic 
nerve, called photosensitive retinal ganglion cells. 
These cells project via the retinohypothalamic tract 
to the central circadian pacemaker in the hypo-
thalamus, the superchiasmatic nucleus, allowing 
clock neurons to entrain to environmental light. 
This process enables the internal circadian rhythm 
to align with the external light– dark cycle (Foster 
& Kreitzman, 2014). Examples of internal circa-
dian rhythms being out- of- sync with the external 
environment are jet lag and working night shifts.

The most conspicuous process following cir-
cadian principles in humans is the sleep– wake 
cycle. The alteration between sleep and wakeful-
ness is a highly regulated phenomenon dependent 
on two processes: sleep homeostasis and circadian 
rhythms (Borbély, 1982; Borbély et al., 2016). 

Sleep homeostasis is defined as the pressure for sleep 
which accumulates during wakefulness and dissi-
pates during the night of sleep. When the waking 
period is extended beyond typical levels (i.e., stay-
ing awake during the night), sleep pressure builds 
up and leads to a sleep debt. In this instance, both 
duration and intensity of the subsequent sleep are 
increased, demonstrating the homeostatic drive for 
sleep. In return, the gradual increase of sleep pres-
sure is counterbalanced by the endogenous circadian 
signal for alertness and sleep propensity. Overall, 
these two processes naturally maintain consolidated 
periods of sleep and wakefulness while regulating 
their timing and duration.

Characteristics of Sleep in Good Sleepers
On the behavioral level, sleep is defined as a 

reversible state of altered consciousness, perceptual 
disengagement, physical quiescence, recumbent 
posture, and eye closure. On a neurophysiological 
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level, sleep can be divided into two distinct  
stages of vigilance: non– rapid eye movement 
(NREM) and rapid eye movement (REM) sleep 
(Berry et al., 2020).

NREM typically precedes REM sleep and is 
marked by normal respiration, decreased muscular 
tonus, synchronous cortical activity, and gradual 
increase of sleep depth (i.e., the exogenous arousal 
threshold required to achieve awakening). Based on 
sleep depth, NREM is further subdivided into three 
stages: N1– 3. These stages constitute an arousal 
continuum, with lighter sleep in N1 and N2, and 
deep sleep (or slow- wave sleep; SWS) in N3. By 
contrast, REM sleep is characterized by cardiore-
spiratory variability; muscle atonia; episodic bursts 
of rapid eye movements; and desynchronous, low- 
amplitude, mixed- frequency electroencephalogram 
(EEG) activity. REM sleep can also be subdivided 
into two microstates: tonic and phasic. Tonic REM 
is parasympathetically driven and involves muscle 
atonia and low- amplitude EEG. Superimposed on 
tonic REM sleep, phasic REM is sympathetically 
driven and involves rapid eye movements, distal 
muscle twitches, and cardiorespiratory irregularity.

In healthy adults, sleep is initiated through 
NREM, marked by a brief period of N1. This pro-
cess is a cornerstone of healthy sleep. Sleep initia-
tion through REM is a reliable marker of pathology 
in adults, most often of narcolepsy. During the first 
sleep cycle, N1 lasts 1– 7 minutes, followed by N2 
lasting 10– 25 minutes. It takes good sleepers 10– 
15 minutes to reach N1 after lights are turned off, 
yet the same sleepers often report taking an aver-
age of 15– 30 minutes to fall asleep. Consequently, 
it has been suggested that subjective onset of sleep 
is linked to N2, although the precise definition of 
sleep onset itself has been the source of scientific 
debate. The subsequent N3 stage lasts 20– 40 min-
utes. Prior to entering REM, a brief 5– 10- minute 
ascent to N2 is typically observed. Finally, the first 
REM episode occurs on average 70– 100 minutes 
after the first N1. This REM episode is short- lived, 
typically lasting less than 5 minutes. The alteration 
between NREM and REM sleep follows a neuro-
physiological ultradian pattern and is referred to 
as the NREM- REM cycle. In good sleepers, the 
NREM- REM cycle is repeated four to five times 
during nocturnal sleep. Although the duration of 
the NREM- REM cycle does not change through-
out the night, the length of each sleep stage does. 
As the night progresses, REM sleep becomes longer 
and NREM becomes shorter. N3/ SWS occupies 
less time in the second NREM- REM cycle and 

might disappear altogether in following cycles. N2 
is subsequently expanded to occupy the remaining 
NREM portion of the cycle.

Measures of Sleep and Circadian Phase
The assessment of sleep and circadian rhythms 

(SCR) includes several tools, conventionally classi-
fied into two broad types of measurement: subjective 
and objective. Subjective assessments include self-  or 
clinician- reported measures such as clinical inter-
views, questionnaires, and sleep diaries. Objective 
assessments include polysomnography, accelerom-
eter devices called actigraphs, and circadian phase 
assessments (i.e., the use of molecular, physiological, 
or psychological processes to characterize a person’s 
circadian phase). The diagnosis of most SCR disor-
ders covered in this chapter relies chiefly on symp-
tom self- report. Objective measures can be used to 
complement the subjective assessment and rule out 
the presence of comorbidities, such as sleep- related 
breathing or movement disorders. In this chapter, 
we avoid using the terms “subjective” and “objec-
tive” given that such language overemphasizes the 
accuracy of laboratory measures and undermines the 
reliability of self- report observations (Fuoco, 2017).

Clinical interviews are essential for the diagnosis 
of all sleep and circadian disorders. To aid the con-
duct of the interview, several structured (Merikangas 
et al., 2014; Taylor et al., 2018) and semi- structured 
interview protocols (Edinger et al., 2004) have 
been developed (Espie, 2022). The clinical inter-
view should include a thorough examination of the 
chief sleep complaint, covering elements like sleep 
hygiene, sleep environment, pre- bed behavior, work 
schedule, sleeping arrangements, circadian prefer-
ence, and daytime functioning (Riemann et al., 
2017). At a minimum, clinical interviews should 
also include a detailed medical history with current 
and past medication and substance use (includ-
ing alcohol, caffeine, and nicotine). The presence 
of comorbid psychiatric disorders such as depres-
sion, anxiety, bipolar disorder (BD), and psycho-
sis should be actively examined, too. Information 
about elements important for the clinical interviews 
of specific sleep and circadian disorders are covered 
in the respective sections of this chapter.

Sleep diaries constitute a form of experience 
sampling that captures daytime and nighttime 
behaviors and the experience of the previous night. 
The assessment covers an extended period of time, 
usually 2 weeks. They are the mainstay assessment 
of sleep due to being an ecologically valid, easy to 
administer, and inexpensive tool. However, sleep 
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diaries rely on participants’ recollection of their 
sleep and wake times. A commonly used, standard-
ized diary is the Consensus Sleep Diary (Carney et 
al., 2012). Typical parameters derived from sleep 
diaries include sleep onset latency (i.e., time needed 
to transition from wakefulness to sleep), wake- time 
after sleep onset (i.e., time spent awake after ini-
tial sleep onset and prior to final awakening), total 
sleep time, time in bed, sleep efficiency (i.e., ratio 
of total sleep time to time in bed), and number of 
awakenings.

Notwithstanding the importance of self-  and 
clinician- reported measures, polysomnography is 
generally considered the reference standard sleep 
assessment. Polysomnography is a simultaneous 
overnight recording of several physiological mea-
sures, with internationally recognized consensus 
guidelines for conduct and scoring (Berry, 2020). 
However, it is an expensive tool that requires 
trained personnel, appropriate facilities, and can be 
time- consuming and burdensome for the patient. 
A standard polysomnography includes EEG, elec-
trooculographic, and electromyographic indices 
measured by electrodes on the scalp, around the 
eyes, and on the chin, respectively. This combina-
tion of channels allows staging of sleep and wake. 
Additional channels measure breathing, respira-
tory effort, cardiac rhythm and electrical activity, 
blood oxygen saturation, body position, and limb 
movements. A digital video can also be recorded. 
Polysomnography provides data on sleep continuity, 
sleep architecture, and cortical activation. Sleep con-
tinuity includes parameters similar to sleep diaries, 
such as sleep onset latency, wake after sleep onset, 
total sleep time, time in bed, sleep efficiency, and 
number of awakenings. Sleep architecture refers 
to the duration and proportion of sleep stages, as 
well as the latency to REM sleep and number of 
NREM- REM cycles. Cortical activation is quanti-
fied using finer measures of EEG analysis that allow 
for the extraction of sleep microstructure elements. 
Following a fast Fourier transformation, the fre-
quency and amplitude of the sine wave constituents 
are extracted from the EEG data and stratified in 
given frequency bands (i.e., slow waves, <0.5 Hz; 
delta, 0.5– 4 Hz; theta, 4– 8 Hz; alpha, 8– 12 Hz; 
sigma, 12– 16 Hz; beta, 12– 35 Hz; and gamma, 
32– 100 Hz). Data are then presented as the abso-
lute or relative power of each frequency band. The 
most used quantitative EEG in polysomnography 
is power spectral analysis. At present, such analyses 
are used almost exclusively in research setting rather 
than in clinical practice.

An actigraph is a motion- sensor device typically 
worn on the wrist. It is low cost, with small patient 
burden, and can be used for longitudinal assess-
ment over multiple weeks. Although it is a frequent 
tool in SCR research, its applications extend to any 
research question around activity. Actigraphs record 
gross motor activity, and mathematical algorithms 
are applied to estimate rest and activity patterns from 
the motor data. Therefore, given these devices prin-
cipally assess rest– activity, they are only considered 
proxy measures of sleep and wakefulness. Unlike 
polysomnography, there are no universal guidelines 
for the conduct and scoring of actigraphy. Analysis 
of actigraphy data can provide a graphical summary 
of sleep and wakefulness over time, as well as para-
metric and nonparametric variables about general 
rest and activity. Parametric variables include sleep 
onset latency, wake after sleep onset, total sleep 
time, time in bed, sleep efficiency, and awakenings. 
Nonparametric variables include (1) L5, the aver-
age activity during the least active 5- hour period; 
(2) M10, the average activity during the most active 
10- hour period; (3) the intradaily variability, a frag-
mentation index of daily rhythms; and (4) interdaily 
stability, an estimate of the synchronization to the 
24- hour light– dark cycle (Gonçalves et al., 2014). 
Compared to polysomnography, actigraphy gener-
ally overestimates sleep and underestimates wake-
fulness. This discrepancy is small, and actigraphy is 
generally good in detecting sleep periods in healthy 
individuals (Conley et al., 2019). However, actig-
raphy is not as robust in measuring sleep in people 
with sleep or other chronic disorders (Conley et al., 
2019; Smith et al., 2018). This discrepancy is prob-
ably due to the difficulty of actigraphy in detect-
ing wake periods before and after sleep, exacerbated 
by the proneness of these populations to remain 
inactive in bed when trying to fall asleep (Conley 
et al., 2019; Williams et al., 2018). In terms of 
their availability, there are commercial “wearables” 
(e.g., Fitbit, by Fitbit Inc.) and research- grade acti-
graphs (e.g., MotionWare, by CamNtech; Axivity, 
by Axivity Ltd.; and GENEActiv, by Activinsights), 
with the validity and reliability of these devices— 
especially commercial ones— being a source of con-
tinuous scientific debate (Chinoy et al., 2021; Scott 
et al., 2019).

Classification Systems for Sleep and 
Circadian Rhythm Disorders

SCR disorders constitute a heterogeneous group 
of disruptions, with distinct clinical presenta-
tions, etiologies, prognoses, and treatment needs. 
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Although their debilitating nature has long been 
recognized, sleep disorder nosologies have only 
become available in the past four decades. Presently, 
there are three classification systems for sleep dis-
orders. Two systems are incorporated within larger 
taxonomies: the ICD- 11, and the DSM- 5. The 
final system was developed by a scientific society 
in sleep medicine: the International Classification 
of Sleep Disorders, 3rd Edition (ICSD- 3) (American 
Academy of Sleep Medicine, 2014).

Despite some discrepancies, the three classifica-
tion systems are more concordant than their previous 
iterations. The ICD- 11 and ICSD- 3 have maintained 
the same seven classifications (six for ICD- 11, which 
does not include the subgroup of “other sleep dis-
orders”) as in their previous versions: insomnia, 
sleep- related breathing disorders, central disorders of 
hypersomnolence, circadian rhythm sleep– wake dis-
orders, sleep- related movement disorders, parasom-
nias, and other sleep disorders. The DSM- 5 includes 
eight disorder categories: insomnia disorder, hyper-
somnia disorder, narcolepsy, breathing- related sleep 
disorders, circadian rhythm sleep– wake disorders, 
parasomnias, restless leg syndrome, and substance/ 
medication- induced sleep disorder. An important 
point of convergence is that all three nosologies do 
not distinguish between “primary” and “second-
ary,” or “organic” and “inorganic” disorders. This 
substantial modification from previous editions was 
motivated by two factors. First, there is considerable 
uncertainty about the causal directionality between 
“primary” and comorbid sleep disorders. In light of 
this phenomenon, a sleep medicine consensus group 
argued, in 2005, that the term “secondary” intro-
duces the erroneous assumption that treatment of 
the “primary” disorders suffices to treat the comorbid 
sleep problem (National Institutes of Health, 2005). 
Second, evidence shows that several sleep disorders 
share a substantial number of features, regardless 
of their status as primary or comorbid diagnoses. 
Consequently, they require the same therapeutic 
approach, again regardless of the clinical attention 
focused on the “primary” diagnosis.

In the remainder of this chapter, we focus on the 
following sleep disorders: insomnia disorder, delayed 
and advanced circadian phase disorders, irregular 
sleep– wake rhythm disorder (ISWD), non– 24- hour 
sleep– wake rhythm disorder (N24SWD), narco-
lepsy, hypersomnolence disorder, and parasomnias.

Insomnia Disorder
Insomnia is a condition characterized by a per-

sistent difficulty in initiating or maintaining sleep 

despite adequate opportunity to do so, leading to 
day- time impairment. In terms of its prevalence, 
insomnia is the second most common psychiat-
ric disorder (Wittchen et al., 2011) and the most 
common sleep disorder (Ohayon, 2002). Around 
one- third of the general population reports acute 
insomnia symptoms over a 12- month period 
(Perlis et al., 2020), while 1 in 10 people experi-
ences chronic sleep problems (National Institutes of 
Health, 2005). These prevalence estimates are found 
across different countries. The main factors related 
to the prevalence of insomnia are gender, age, and 
other illness. Insomnia is more prevalent in women 
than in men. Moreover, although insomnia symp-
toms and sleep fragmentation increase with age, 
insomnia diagnoses remain stable across different 
age groups (Morin et al., 2015). This phenomenon 
could be due to the fact that, when compared to 
younger adults, older adults do not often attribute 
their daytime problems to poor sleep (Morin et al., 
2015). Research on the prevalence and treatment 
of insomnia in children and adolescents is lacking, 
yet insomnia symptoms are commonly reported by 
these age groups. In terms of comorbid disorders, 
insomnia is more common in people with psychi-
atric or other medical disorders compared to the 
general population.

Etiological Models of Insomnia
Several theoretical models have been proposed 

regarding the etiology and psychopathology of 
insomnia, and, for the most part, these models 
are complementary and not mutually exclusive. 
Research on these models has fundamentally guided 
treatment development for insomnia.

In the earliest model, Kleitman (1939) coined 
the term sleep hygiene and appraised the available 
evidence regarding the effect of pre- bed behaviors 
and bedroom environment on sleep (Kleitman, 
1987). Currently, sleep hygiene refers to a set of 
habits and practices intended to promote healthy 
sleep. Sleep hygiene does not yield a strong improve-
ment in insomnia symptoms as a monotherapy, and 
it is a common control condition in sleep interven-
tion trials. More information on sleep hygiene as an 
intervention component is provided below.

Later, Bootzin described the model of stimulus 
control, grounded in the principles of behaviorism 
and classical conditioning (Bootzin, 1972). Within 
this model, sleep is interpreted as a conditioned 
response to certain behaviors and environments. As 
such, insomnia arises when patients associate sleep- 
related stimuli with activities other than sleep. For 
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example, sleep is typically associated with items such 
as the bedroom and the bed, and bedtime rituals 
such as brushing your teeth. In the case of insomnia, 
it is typical for a patient to spend hours lying in bed 
awake with the hope of increasing their total sleep 
time. Although this seems intuitively reasonable, it 
can be counterproductive, given that now the bed 
is associated with wakefulness. Another example is 
spending countless of hours in bed scrolling on the 
phone or watching TV. Here the bed is again associ-
ated with practices that are not conducive of sleep. 
Stimulus control therapy is a seminal module of 
multicomponent interventions for insomnia, which 
are covered below.

The first comprehensive model of insomnia, 
and still one of the most influential, is the 3P (or 
three- factor) model by Spielman, developed in 
1987 (Spielman et al., 1987). The 3P model was 
adapted from stress- diathesis models, and it charac-
terizes the emergence and maintenance of insomnia 
based on predisposing, precipitating, and perpetu-
ating factors. In the 3P model, premorbid traits 
such as genetic vulnerability, psychological factors, 
and social situations create a diathesis for the devel-
opment of insomnia. Then these elements interact 
with factors such as life stress and psychiatric or 
other medical conditions to stimulate acute epi-
sodes of insomnia. As we have already covered, the 
typical response to insomnia includes compensatory 
behaviors that exacerbate and maintain the disorder 
rather than relieve it. These behaviors constitute the 
perpetuating factors of insomnia and are motivated 
by sleep preoccupation and dysfunctional beliefs 
about sleep.

Building on the 3P model, Perlis’s neurocogni-
tive model was the first to integrate biological and 
psychological elements in its formulation (Perlis 
et al., 1997). According to this model, chronic 
insomnia is a neurological condition caused partly 
by behavioral factors and partly by classical condi-
tioning. Diverging from previous theories, worrying 
and rumination are not the cause of sleeplessness 
here. That is, patients are not awake because they 
are worrying; they worry because they are awake. 
Central to the neurocognitive model is the concept 
of hyperarousal and its three dimensions: somatic, 
cognitive, and cortical arousal. Cortical arousal in 
particular (defined as high- frequency brain activity; 
14– 45 HZ) is linked to the manifestation of insom-
nia. Heightened cortical arousal around sleep onset 
and during NREM sleep reflects increased sensory 
and information processing as well as enhanced 
long- term memory formation. These phenomena 

arise from classical conditioning and are responsible 
for impairments in the initiation, maintenance, and 
perception of sleep.

Still viewing sleep and arousal as opposing 
phenomena, but emphasizing the role of cogni-
tive arousal, Harvey’s cognitive model of insomnia 
focuses on worrying, rumination, and maladaptive 
coping behaviors (Harvey, 2002). Sleep preoccupa-
tion is at the core of this model. Excessive worrying 
over lack of sleep and its consequences exacerbate 
dysfunctional beliefs about sleep and lead to coun-
terproductive safety behaviors. This pattern encour-
ages selective attention to sleep cues and monitoring 
of perceived sleep threats. As a result, somatic and 
cortical arousal are increased, and they subsequently 
interfere with sleep initiation and maintenance.

The psychobiological inhibition model outlines 
the automaticity and near- involuntary nature of 
healthy sleep and argues that insomnia is developed 
and perpetuated by repeated unhelpful attempts to 
regulate sleep (Espie, 2002). As such, disruptions 
arise from selective attention to sleep cues, sleep 
preoccupation, and increased sleep effort, a phe-
nomenon defined as the attention- intention- effort 
pathway (Espie et al., 2006). These processes lead to 
a failure in inhibiting wakefulness and falling asleep 
by preventing the otherwise automatic “de- arousal” 
that precipitates healthy sleep.

Most recently, the neurobiological model defines 
insomnia as a dysfunction of sleep– wake regulation 
and focuses on neurophysiological substrates of the 
disorder (Buysse et al., 2011). Here, sleep problems 
results from persistent wake- like neuronal activity 
during NREM sleep in the limbic and parietal corti-
ces, thalamus, and hypothalamic- brainstem system. 
This localized wake- like activity coincides with typi-
cal sleep- like activity in the frontal and central cor-
tices. Co- activation of these regions can potentially 
explain not only the impairments in sleep initiation 
and maintenance but also the irregular processing 
of sensory and emotional information in insomnia.

Assessment of Insomnia
Insomnia is a heterogeneous disorder, and often 

multiple tools are needed to capture all symptoms 
adequately (Buysse et al., 2006). Diagnostically, it 
relies on the subjective symptom experience. Across 
all nosologies, it is diagnosed on the basis of patient- 
reported dissatisfaction with the quantity or quality 
of sleep, manifested as a difficulty getting to sleep 
and/ or remaining asleep. This dissatisfaction also 
needs to be accompanied by some form of daytime 
dysfunction. Clinical interviews and sleep diaries 
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constitute the essential items for the identification 
and characterization of insomnia. Global scales of 
insomnia and sleep quality are also frequently used, 
especially in research settings. Polysomnography or 
actigraphy assessments of sleep are not necessary 
for the routine evaluation of insomnia in clinical 
practice, although they can complement the diag-
nostic accuracy (Buysse et al., 2006; Schutte- Rodin 
et al., 2008).

Clinical interview is the cornerstone of insom-
nia diagnosis. The previously discussed models can 
provide a framework for the clinical assessment 
of insomnia by guiding practitioners to collect 
information on predisposing, precipitating, and 
perpetuating factors. Integral to the diagnosis of 
insomnia are the accompanying daytime impair-
ments since almost half of insomnia patients 
report daytime fatigue as the primary determinant 
that prompts them to seek help from a healthcare 
provider (Morin et al., 2006). Typical examples of 
daytime dysfunction include fatigue, sleepiness, 
problems in attention and concentration, and 
mood disturbance. Along with a clinical interview, 
the most helpful tool for the assessment of insom-
nia is the sleep diary. Sleep diaries can help delin-
eate the nature and severity of the sleep complaint 
and uncover sleep- related thoughts and behaviors. 
Additionally, sleep diaries can capture night- to- 
night variability in sleep, an element particularly 
salient for individuals with chronic insomnia. 
Their use in sleep intervention research is also 
widespread as sleep diaries can provide detailed 
information about the adherence to and efficacy of 
the treatment. In terms of the duration of the sleep 
diaries, a minimum of 2 weeks is typically recom-
mended. Insomnia is not defined by standardized 
quantitative criteria about sleep, so outcomes need 
to be carefully evaluated (Buysse, 2013). However, 
insomnia patients may be distinguished from good 
sleepers when sleep onset latency, wake after sleep 
onset, or early morning awakening exceed 30 
minutes. These scores also typically reflect a sleep 
efficiency that is lower than 85% (Lichstein et al., 
2003; Morin et al., 2015).

Although clinical interviews and sleep diaries are 
invaluable instruments for the diagnosis of insom-
nia, they can be time- consuming and often not 
practical for busy clinical settings (Bastien et al., 
2001). As such, several brief scales have been pro-
posed for the screening and assessment of insom-
nia. Among the most widely administered ones are 
the Insomnia Severity Index (Bastien et al., 2001), 
the Sleep Condition Indicator (Espie et al., 2014), 

the Athens Insomnia Scale (Soldatos et al., 2000), 
and the Pittsburgh Sleep Quality Index (Buysse et 
al., 1989). The Insomnia Severity Scale, the Sleep 
Condition Indicator, and the Athens Insomnia 
Scale are all brief screening scales for insomnia with 
comparable validity and reliability (Chiu et al., 
2016; Wong et al., 2017). The Insomnia Severity 
Index is based on DSM- 4 and ICD- 2 diagnostic cri-
teria for insomnia, the Sleep Condition Indicator is 
based on DSM- 5 criteria, and the Athens Insomnia 
Scale is based on ICD- 10 criteria. The Pittsburgh 
Sleep Quality Index is a measure of general sleep 
disturbances and their associated daytime interfer-
ence. Although this scale was not initially designed 
to screen for insomnia, it shows good validity and 
reliability, and expert panels have recommended it 
for the routine evaluation of insomnia (Buysse et al., 
2006; Morin et al., 2015).

Sleep is clearly and objectively impaired in 
insomnia. Therefore, although objective assessments 
are not necessary for the diagnosis of insomnia, 
they can still be useful. Actigraphy, in particular, 
is increasingly being used. Following the commis-
sion of a task force and the publication of a subse-
quent systematic review, the American Academy of 
Sleep Medicine (AASM) endorsed actigraphy as an 
optional assessment tool for insomnia (Smith et al., 
2018). In this review, the authors summarized the 
limitations of actigraphy in producing accurate sleep 
variables for insomnia patients, but highlighted that 
discrepancies are within a “clinically acceptable 
range” (Smith et al., 2018). A recent meta- analysis 
quantified these discrepancies. The authors showed 
that, compared to polysomnography, actigraphy 
overestimates total sleep time and sleep efficiency 
and underestimates sleep onset latency in patients 
with sleep and other chronic disorders (Conley et 
al., 2019).

Polysomnography is more rarely used for the 
assessment of insomnia compared to actigraphy. In 
clinical practice, polysomnography is most often 
used to rule out other potential sleep problems that 
might contribute to the insomnia complaint. In 
research, polysomnography is an invaluable tool for 
assessing putative mechanisms and evaluating the 
efficacy of SCR interventions. According to poly-
somnography, insomnia patients exhibit heightened 
sleep fragmentation and a decreased percent-
age duration of N3/ SWS and REM (Baglioni et 
al., 2014). A review of power spectral analyses on 
EEG data of insomnia patients revealed increased 
beta activity across wakefulness, sleep onset period, 
NREM and REM sleep (Bastien et al., 2011). The 
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interpretation of these findings is that heightened 
beta power reflects increased cortical activation.

Different assessments of sleep are not always 
congruent. Up to 50% of insomnia patients report 
a shortened sleep duration which is not reflected 
by polysomnography or actigraphy (Edinger & 
Krystal, 2003). This misalignment between self- 
report and actigraphic/ polysomnographic esti-
mates of sleep duration is called sleep misperception. 
Recent advances have proposed electrophysiologi-
cal explanations for this phenomenon. Namely, 
instead of misperceiving sleep, some insomnia 
patients might be sensitive to transitions from 
low-  to high- frequency spectral power in central- 
posterior brain regions (Lecci et al., 2020). These 
subtle shifts from sleep to wakefulness are only 
observable through high- density EEG and are not 
reflected in conventional polysomnographic mea-
surement. Thus, although insomnia is a disorder of 
objectively measured sleep, it is also a condition not 
fully appreciated by the existing reference standard 
of sleep– wake measurement.

Management of Insomnia
There are two primary treatment modalities for 

the management of insomnia: cognitive behavior 
therapy for insomnia (CBT- I) and medication. CBT- 
I is recognized as a safe and highly effective inter-
vention with more long- lasting treatment effects 
compared to medication alone. On the other hand, 
medication for insomnia is only recommended for 
short- term use, given risks of side effects, tolerance, 
and withdrawal effects. Consequently, CBT- I is 
endorsed as the first line of treatment by numer-
ous organizations worldwide, such as the National 
Institute for Health and Care Excellence (National 
Institute for Health and Care Excellence, 2021), 
the British Association for Psychopharmacology 
(Wilson et al., 2019), the European Sleep Research 
Society (Riemann et al., 2017), and the American 
College of Physicians (Qaseem et al., 2016). 
Nevertheless, at present, the most common clinical 
response to insomnia is the prescription of hypnotic 
medication (Siriwardena et al., 2010).

cogniTive Behavior TheraPy For insoMnia
CBT- I is a multicomponent psychological treat-

ment, usually ranging from four to eight treatment 
sessions delivered weekly or biweekly. It is effective 
when delivered digitally or in- person, either indi-
vidually, in a group, or in a self- help format. CBT- I 
can be administered by licensed clinicians, physi-
cians, and trained personnel, including psychology 

graduates and primary- care nurses. Treatment 
effects are also not moderated by gender, age, edu-
cation, occupational status, hypnotic medication 
use, or comorbid conditions (Espie et al., 2001; Wu 
et al., 2015). There is some evidence that higher 
insomnia severity might predict greater improve-
ments following CBT- I, but this phenomenon 
might be at least partially due to more room for 
improvement (Espie et al., 2001). According to the 
most comprehensive review to date, CBT- I is associ-
ated with a large reduction in insomnia severity and 
a moderate to large increase in sleep quality at post- 
treatment (van Straten et al., 2018). Modest reduc-
tions in insomnia severity after CBT- I remain at 3- , 
6- , and 12- month follow- up (van der Zweerde et 
al., 2019). Diary measures of sleep continuity have 
also consistently shown an improvement follow-
ing CBT- I (Mitchell et al., 2019; van Straten et al., 
2018). However, there is no meta- analytic evidence 
that CBT- I improves polysomnographically defined 
sleep parameters, while the evidence for actigraphy 
is mixed (Mitchell et al., 2019).

CBT- I aims to restructure cognitive and behav-
ioral processes linked to problems with sleep, with 
several of its components directly arising from 
theoretical models of insomnia. Therefore, a typical 
intervention protocol includes behavioral (i.e., sleep 
restriction, stimulus control, and relaxation), cog-
nitive (i.e., paradoxical intention, cognitive restruc-
turing, mindfulness, positive imagery, and putting 
the day to rest), and educational (i.e., psychoeduca-
tion and sleep hygiene) components (Espie, 2022). 
Here, we cover principal components of CBT- I that 
stem from relevant theoretical work: sleep restric-
tion, stimulus control, cognitive restructuring, and 
sleep hygiene.

Sleep restriction therapy (SRT) is arguably one 
of the most potent elements of CBT- I. It can be 
administered as part of multicomponent CBT- I and 
as a stand- alone treatment. SRT involves limiting 
and later standardizing time in bed to parallel the 
total sleep time reported by the patient (Spielman 
et al., 2011). Rooted in the principles of Spielman’s 
3P model, current models of SRT highlight that 
the intervention exerts its therapeutic effects via 
restricting awake time in bed, regularizing sleep– 
wake schedule, and reconditioning the association 
between bedroom factors and sleep (Maurer et 
al., 2018). This is referred to as the Triple- R model 
(Maurer et al., 2018). According to this theory, SRT 
reduces insomnia symptoms and improves sleep 
quality by targeting physiological and cognitive- 
behavioral factors simultaneously and reciprocally 
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(Kyle et al., 2014; Maurer, Espie et al., 2020). In 
effect, the intervention leads to a regularization 
of time in bed and a restructuring of associations 
between sleep and sleep- related factors. Preliminary 
evidence by the team behind the Triple- R model 
shows that the intervention can also improve quality 
of life and alleviate circadian misalignment (Maurer, 
Espie et al., 2020; Maurer, Ftouni et al., 2020). It 
should be noted, however, that in some populations 
(e.g., BD) sleep loss has been associated with a range 
of adverse outcomes (Plante & Winkelman, 2008), 
and in these instances SRT should either be avoided 
or adapted.

Stimulus control therapy originates from Bootzin’s 
stimulus control theory (Bootzin, 1972), described 
earlier. Building on this model, the aim of stimu-
lus control therapy is to challenge the association 
between sleep- related stimuli and wakefulness and 
restore the qualities of the bed and bedroom as pre-
dictors of sleep and sleepiness. Consequently, all 
non– sleep- related activities, with the exception of 
sex, are eliminated from the bedroom. The instruc-
tions are to only go to bed if sleepy/ tired, exit the 
bedroom if sleep has not occurred within 15 min-
utes, and only use the bedroom for sleep- related 
activities. This set of instructions applies to both 
the initial sleep onset period and any subsequent 
attempts to resume sleep. Stimulus control therapy 
is an integral part of CBT- I, and, according to a 
recent review by AASM, it is an effective standalone 
treatment for insomnia (Edinger et al., 2021).

As discussed in Harvey’s cognitive model of 
insomnia (Harvey, 2002), dysfunctional beliefs 
about sleep are prominent features of the disorder. 
Worry before bedtime and sleep preoccupation dur-
ing daytime are intrusive and maladaptive cogni-
tions and are among the most challenging elements 
of insomnia to treat (Harvey, 2002). Unrealistic 
expectations of sleep (e.g., “I need 8 hours of sleep 
every night”) and catastrophizing when such expec-
tations are not met (e.g., “One night of bad sleep 
affects the whole week”) are among the most preva-
lent dysfunctional beliefs about sleep identified. 
As a therapy, cognitive restructuring involves the 
identification, challenge, and eventually modifica-
tion of such thought patterns. This involves alerting 
the patient about the influence of certain cogni-
tions on their mental state and substituting inac-
curate beliefs about sleep with accurate facts and a 
healthier mentality. Accompanying elements of cog-
nitive restructuring are paradoxical intention tech-
niques, monitoring attentional biases, and reducing 
safety behaviors. Although a protocol for a purely 

cognitive therapy of insomnia exists (Harvey et al., 
2007), it has not been thoroughly studied and no 
randomized controlled trial (RCT) has been pub-
lished in this area (van Straten et al., 2018).

Sleep hygiene stems from Kleitman’s epony-
mous theory (Kleitman, 1987). It refers to a set 
of practice recommendations aimed at fostering 
behaviors conducive of healthy sleep. Most of these 
recommendations are prohibitions, such as reduc-
ing nicotine and alcohol consumption before bed-
time, but some include increasing exercise early 
in the morning and developing a healthy diet. 
Additionally, patients are asked to create a com-
fortable bedroom environment, one that is quiet, 
dark, and cool in temperature. In primary care, 
“sleep hygiene advice” is the most common first 
response to individuals presenting with complaints 
of insomnia (Everitt et al., 2014). Nevertheless, this 
advice is most often inadequate, and primary care 
physicians subsequently choose to prescribe medi-
cation due to a lack of knowledge in the provision 
and administration of CBT- I (Everitt et al., 2014). 
Indeed, there is no strong evidence supporting the 
use of sleep hygiene as a stand- alone treatment 
(Edinger et al., 2021). In fact, sleep hygiene is a 
common minimal treatment control in interven-
tion trials of insomnia treatment.

PharMacoLogicaL TreaTMenT oF insoMnia
Several medications are used for the manage-

ment of insomnia owing to their therapeutic effect. 
Their prescription, however, requires careful con-
sideration given the risk- benefit profile of each 
drug and the contraindications of each patient. 
Moreover, prescription recommendations might 
change depending on the country (e.g., doxepin, 
ramelteon, suvorexant, and lemborexant are autho-
rized for the treatment of insomnia only in the 
United States; melatonin is not approved by the 
US Food and Drug Administration [FDA] and it 
is sold over the counter in the United States, while 
in the United Kingdom melatonin is a prescription- 
only medication). A comprehensive list of medica-
tions used in insomnia includes benzodiazepines, 
z- drugs (or non- benzodiazepines), melatonin and 
melatonin receptor agonists, selective histamine H1- 
antagonists, antidepressants, orexin (or hypocretin) 
receptor antagonists, antipsychotics, antihyperten-
sives, nonselective antihistamines, and anticonvul-
sants (Krystal, Prather, & Ashbrook, 2019; Morin 
et al., 2015). Here we focus on evidence- based and 
not off- label prescriptions. This includes benzodiaz-
epines, z- drugs, melatonin and melatonin receptor 
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agonists, selective histamine H1- antagonists, and 
orexin antagonists.

Benzodiazepines (estazolam, flunitrazepam, 
flurazepam, lorazepam, lormetazepam, nitraz-
epam, temazepam, and triazolam) act on sleep and 
arousal via allosteric modulation of the gamma- 
aminobutyric acid (GABA) type A receptor (Guina 
& Merrill, 2018). The binding of these agents 
enhances the inhibitory effect of GABAA, resulting 
in sedative, hypnotic, anxiolytic, anticonvulsant, 
and myorelaxant effects. They are generally effec-
tive in reducing sleep onset latency, while reduc-
tions in night- time awakenings are also common. 
Their recommended use is restricted to 2– 4 weeks 
(Riemann et al., 2017), given the risk of toler-
ance, dependence, cognitive decline, and impaired 
daytime functioning (Holbrook et al., 2000). 
Benzodiazepines have been associated with a gen-
eral suppression of REM sleep and a decrease in 
low- frequency EEG brainwaves in the delta range 
(Brunner et al., 1991; Feige et al., 1999).

Z- drugs (eszopiclone, zaleplon, zolpidem, and 
zopiclone) share the common mechanism of action 
with benzodiazepines: potentiating the inhibitory 
effects of GABA through allosteric modulation of 
the GABAA receptor (Morin et al., 2015). Their 
structural difference with benzodiazepines lies in 
their relative selectivity for the alpha 1 subunit of 
the GABAA receptor. They are generally preferred 
to benzodiazepines by medical practitioners because 
of perceived superiority in effectiveness and safety 
(Siriwardena et al., 2006). Indeed, early stud-
ies reported that z- drugs are safe and effective in 
reducing insomnia symptoms compared to placebo. 
However, later reviews have shown that this effect 
might be smaller than initially thought, especially 
when both published and unpublished data are 
considered (Huedo- Medina et al., 2012). Z- drugs 
are associated with a similar side- effect profile to 
benzodiazepines (Agravat, 2018; Huedo- Medina et 
al., 2012), yet they yield a reduced risk of tolerance 
and withdrawal (Agravat, 2018). Still, z- drugs are 
currently the most frequently prescribed hypnotic 
medication worldwide (Sateia et al., 2017).

Melatonin receptor agonists include agents 
binding to type 1 and 2 melatonin receptors. The 
theoretical premise underlying the use of exogenous 
melatonin and melatonin agonists (ramelteon) is 
that pineal melatonin is involved in the regulation 
of the human circadian rhythms and consequently 
the sleep– wake cycle. Reviews about their efficacy 
in insomnia show small and small to moderate 
reductions in sleep latency with little evidence for 

improvements in sleep duration and night- time 
awakenings (Low et al., 2020). The only com-
mon side effect is daytime sleepiness (Wilson et al., 
2019).

Doxepin is the only histamine antagonist medi-
cation indicated for use in insomnia. Technically a 
tricyclic antidepressant, doxepin acts on the arousal 
system via selectively blocking the histamine H1 
receptor in the hypothalamus. Low doses of dox-
epin have been found to improve sleep continuity 
and, as such, are recommended (only in the US) for 
insomnia patients with sleep maintenance and early 
morning awakening problems (Sateia et al., 2017). 
Doxepin has minimal abuse potential.

Suvorexant and lemborexant are the only dual 
orexin receptor antagonists recommended for use 
in insomnia. They exert their therapeutic effects 
through inhibiting the binding of the neuropep-
tides orexin A and B in the hypothalamus, thus 
suppressing arousal and delaying wakefulness. 
Suvorexant is effective at preserving sleep conti-
nuity and increasing sleep duration (Patel et al., 
2015), with sustained improvements even after pro-
longed discontinuation (Vermeeren et al., 2015). 
Lemborexant improves sleep initiation and conti-
nuity measures both at post- treatment (Rosenberg 
et al., 2019) and at a 1- year follow- up (Yardley et 
al., 2021), with daytime sleepiness and headaches 
being the only reported side effects. Both medica-
tions have a favorable risk- benefit profile compared 
to benzodiazepines and z- drugs.

Circadian Rhythm Sleep– Wake  
Disorders

Circadian rhythm sleep– wake disorders 
(CRSWDs) are conditions of either an alterna-
tion of the endogenous circadian system (intrinsic 
CRSWDs) or a misalignment between the endog-
enous circadian system and the desired sleep– wake 
schedule (extrinsic CRSWDs). The DSM- 5 recog-
nizes six CRSWDs: (1) delayed sleep phase disorder 
(DSPD), (2) advanced sleep phase disorder (ASPD), 
(3) ISWD, (4) N24SWD, (5) shift work disorder, 
and (6) unspecified type. Excluding the unspecified 
type, out of these five disorders only shift work is an 
extrinsic CRSWD. The ICSD- 3 and ICD- 11 recog-
nize an additional condition, jet- lag disorder, which 
is also an extrinsic CRSWSD (Sateia, 2014). In this 
chapter we focus on intrinsic CRSWDs.

Delayed Sleep Phase Disorder
First described by Weitzman, DSPD occurs 

when there is a delay in the sleep– wake cycle 
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(Weitzman et al., 1981). DSPD patients report 
typically falling asleep between 1– 4 a.m. and wak-
ing up in the late morning or afternoon. They are 
also faced with persisting difficulties when trying 
to adhere to a conventional or desired sleep– wake 
schedule that necessitates earlier sleep and wake 
times. When allowed to follow their preferred time 
schedule, sleep quantity and quality are normal. 
The prevalence of DSPD is around 2% in the gen-
eral population (Schrader et al., 1993), but it can 
be as high as 16% in adolescents and young adults 
(Gradisar et al., 2011). The higher prevalence in this 
age group might be related to neurodevelopmental 
changes in SCR timing during puberty, exacerbated 
by an inflexible social and occupational timetable. 
There are no known gender differences in DSPD, 
however this might be due to limited epidemiologi-
cal studies.

eTioLogicaL ModeLs oF dsPd
In clinical practice, DSPD is the most common 

circadian rhythms disorder, with 83% of patients 
with a CRSWD having a diagnosis of DSPD (Dagan 
& Eisenstein, 1999). This might be partially due to 
the fact that DSPD affects an economically active 
population and is associated with severe disruptions 
in occupational life and productivity. Nevertheless, 
the etiological basis of DSPD remains unclear. 
Suggestive evidence highlights a circadian period 
that is longer than average (Micic et al., 2013), 
hypersensitivity to evening light (Aoki et al., 2001; 
Watson et al., 2020), and sleeping through the 
advanced period of the light phase response curve 
(Ozaki et al., 1996). A promising area of inquiry 
in the etiology of DSPD is its relationship with 
mood disorders. The high comorbidity between 
DSPD, depression, and BD might at least be par-
tially indicative of a shared etiological background. 
However, there is currently not enough research on 
the reciprocity or the causal mechanisms underlying 
this association. It is plausible that the link between 
DSPD and mood disorders results from the con-
stant struggle of DSPD patients to conform to soci-
etal demands.

assessMenT oF dsPd
The assessment of DSPD relies on self- reported 

sleep– wake behaviors and circadian preference. 
At a minimum, the clinical interview for DSPD 
should include an examination of sleep propen-
sity and arousal throughout the day. In order to 
determine the patient’s preferred timing of activi-
ties (often referred to as “morning lark” or “night 

owl”), global measures of circadian preference can 
be used, such as the Morningness and Eveningness 
Questionnaire (Horne & Östberg, 1976) and the 
Munich Chronotype Questionnaire (Roenneberg 
et al., 2003). Sleep diaries and actigraphy are addi-
tional tools that can complement the clinical evalu-
ation of DSPD. However, an important caveat in 
the administration of these assessments is duration. 
A data collection period of at least 2 weeks is typi-
cally recommended to obtain sufficient informa-
tion about work-  and free- days. As such, there has 
been an increased focus on the use of actigraphy 
in DSPD as a more practical and less cumbersome 
alternative to sleep dairies. Guidelines over the 
past decade have highlighted that actigraphy data 
correlate well with biological markers of circadian 
phase and can reliably evaluate morning or evening 
preference in CRSWDs (Morgenthaler et al., 2007; 
Smith et al., 2018).

Laboratory measures of endogenous timing are 
not necessary, but they can be used to corroborate 
the diagnosis and guide the administration of treat-
ment. Polysomnography is not recommended for 
the evaluation of DSPD, and its use in research is 
rare. Assessments of circadian phase markers such as 
melatonin are more common. Studies have consis-
tently found a delayed onset of dim light melatonin 
in DSPD compared to healthy controls, but not a 
significant difference in phase angle of entrainment 
(i.e., the interval from circadian phase and to the 
timing of an external time cue, here bedtime onset) 
(Saxvig et al., 2013; Wyatt et al., 2006).

ManageMenT oF dsPd
Several treatment modalities have been proposed 

for the management of DSPD, with the earliest 
one being chronotherapy. In this case, chronother-
apy was defined as a behavioral intervention where 
sleep– wake times are progressively delayed by 3 
hours every day until a desired bedtime is reached. 
Despite its theoretical intuitiveness, implementa-
tion in experimental studies is usually problem-
atic owing to patient noncompliance. There are 
currently no RCTs exploring the efficacy of this 
intervention, while the evidence from case studies 
is mixed. Treatment options with bright light ther-
apy and melatonin agonists as monotherapies or in 
combination are more common.

Bright light therapy (BLT) capitalizes on the 
phase- shifting properties of light. Exposure to bright 
light in the morning has the potential to shift circa-
dian rhythms earlier, leading to a phase advance in 
people with a delayed phase. BLT can be conducted 
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at home, using light boxes that emit a bright light 
of 2,500– 10,000 lux. There is no consensus over 
the treatment duration, but 30– 60 minutes daily 
for 2– 4 weeks is common. Preliminary evidence 
about the effectiveness of BLT for DSPD is encour-
aging, but it is only based on case series data from 
a small number of participants (Auger et al., 2015). 
As a result of the limited evidence base, the AASM 
does not formally endorse BLT for the treatment of 
DSPD (Auger et al., 2015). Additionally, one RCT 
tested the efficacy of a novel behavioral interven-
tion for people with a late chronotype. The treat-
ment relies on increasing exposure to natural light 
in the morning, minimizing exposure to light in the 
evening, and regularizing the sleep– wake, meal, and 
exercise schedules (Facer- Childs et al., 2019). The 
intervention advanced the sleep– wake schedule by 
an average of 2 hours as measured by actigraphy 
and circadian phase markers, reduced symptoms of 
depression and stress, and improved performance 
on cognitive and physical tasks (Facer- Childs et al., 
2019). Although encouraging, these findings rely 
on a small sample (n =  22) from a single RCT.

Similar to BLT, exogenous melatonin is used in 
DSPD due to its chronobiotic properties. As repre-
sented in a melatonin phase response curve, exog-
enous melatonin leads to differential entrainment 
based on the time of its administration. Melatonin 
advances the circadian phase when administered 
in the late afternoon or evening, with the stron-
gest effect observed when administered 5– 7 hours 
prior to habitual time in bed. Although timing of 
the melatonin administration influences the mag-
nitude of the phase advancing effect, there is no 
evidence of a dose- response effect. Exogenous mela-
tonin produces comparable phase advancing results 
when administered in doses ranging from 0.3 to 
5 mg (Burgess et al., 2010; Mundey et al., 2005). 
In terms of its effectiveness, exogenous melatonin 
taken in the evening is associated with a significant 
advance in the endogenous pineal melatonin onset, 
earlier sleep onset time, and decrease in sleep onset 
latency (van Geijlswijk et al., 2010). More recent 
work has combined morning BLT with evening 
melatonin and found that a combination treatment 
protocol leads to greater phase advancements of 
the dim light melatonin onset compared to either 
treatment administered as a monotherapy (Burke 
et al., 2013).

Advanced Sleep Phase Disorder
In contrast to DSPD, ASPD manifests as an 

advance in the sleep– wake cycle. Patients with 

ASPD report falling asleep between 6– 9 p.m. and 
waking up between 2– 5 a.m. When trying to delay 
their sleep– wake schedule to conform to the social 
environment, these patients report persisting diffi-
culties, especially sleepiness in the evening. ASPD 
is more common with increasing age, but its preva-
lence in the general population is unknown. In 
middle- aged adults its prevalence is around 1%, and 
in outpatient sleep centers the prevalence is around 
0.04% (Curtis et al., 2019). However, since an ear-
lier sleep– wake pattern is conventionally acceptable 
in social and occupational settings, it is assumed 
that advanced sleep phase is underreported.

At present, possible putative mechanisms of an 
advanced sleep phase include (1) a missense muta-
tion (i.e., the wrong amino acid incorporated into a 
protein) in the human CKIδ gene (Xu et al., 2005), 
(2) a mutation in a phosphorylation site within the 
CKI- binding domain of the PER2 protein (Toh et 
al., 2001), (3) an endogenous circadian period that 
is shorter than average (Zalai et al., 2018), and (4) 
increased sensitivity to morning light (Zalai et al., 
2018).

The assessment of ASPD is identical to DSPD, 
including a clinical interview with complementary 
use of global measures of circadian preference, sleep 
diaries, and actigraphy. During the clinical inter-
view, particular focus needs to be given to the fam-
ily history of ASPD, given its inheritance pattern 
(Jones et al., 1999). Actigraphy here might also 
be preferred over sleep diaries especially for older 
patients with mild cognitive impairment or demen-
tia. Polysomnography assessments are extremely rare 
in ASPD. An early study using polysomnography 
showed a significantly earlier sleep onset and offset 
clock time in patients compared to healthy controls 
(Jones et al., 1999). Laboratory assessments of dim 
light melatonin onset have also shown significant 
phase advances in ASPD patients compared to both 
unaffected siblings (Satoh et al., 2003) and healthy 
controls (Jones et al., 1999).

The mainstay treatment for ASPD is BLT. Here 
the entrainment properties of light are utilized to 
delay circadian timing through the administration 
of bright light in the evening. Notwithstanding, 
results on the efficacy of BLT in ASPD are mixed. 
Some studies have shown that evening BLT can 
effectively delay sleep onset and offset, improve 
sleep quality, reduced night- time awakenings, and 
phase delay both melatonin and core body tem-
perature rhythms (Campbell et al., 1993; Lack & 
Wright, 1993, 2007). However, other sources of 
evidence have failed to find any improvements in 
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sleep or circadian rhythms following BLT (Pallesen 
et al., 2005; Palmer et al., 2003; Suhner et al., 
2002). In a review it was suggested that the absence 
of an effect in some studies might be due to low 
intensity of the BLT (Palmer et al., 2003) or hetero-
geneous samples, since a formal diagnosis of ASPD 
was not required in all studies (Suhner et al., 2002).

Irregular Sleep– Wake Rhythm Disorder
ISWD is characterized by an unstable sleep– wake 

pattern. Although total sleep time might be within 
the normal range, it is fragmented in multiple bouts 
of sleep. As such, there is not a primary night- time 
sleep episode, with the most consolidated period of 
sleep typically not exceeding 4 hours. In extreme 
cases of ISWD, sleep is distributed randomly 
throughout the 24- hour day. The primary symp-
toms of the disorder include complaints of insom-
nia and excessive daytime sleepiness (EDS).

The disorder primarily affects older adults diag-
nosed with dementia, other neurological condi-
tions, or brain injury. In all these instances, loss of 
neurons and functional changes in the superchias-
matic nucleus are the most likely contributing fac-
tors to the circadian disorganization observed in 
ISWD. In otherwise healthy individuals, the disor-
der typically occurs in care homes or as a result of 
very poor sleep hygiene. In these cases, as opposed 
to neurodegeneration, a reduced exposure to exter-
nal zeitgebers, decreased activity, and a lack of a 
structured schedule are the possible causal factors 
for ISWD. The prevalence of ISWD is unknown, 
with medical conditions being the only potent risk 
factor. Interestingly, age is not an independent risk 
factor for ISWD. Although instances of the dis-
order increase with age, this phenomenon is pri-
marily due to the higher prevalence of particular 
medical conditions in the elderly, such as dementia 
(Sack et al., 2007).

The treatment of ISWD aims to consolidate 
sleep and reduce daytime sleepiness. Several stud-
ies in patients with dementia have found support-
ing evidence for the use of BLT. Here, the goal of 
BLT is to increase the rest– activity amplitude and 
stabilize the endogenous circadian phase. Three to 
five thousand lux of morning BLT administered for 
2 hours over 2 weeks was found to decrease nap-
ping, increase sleep efficiency, and reduce night- 
time awakenings (Fetveit & Bjorvatn, 2004). In 
other studies, similar effects were more modest or 
even absent (Skjerve et al., 2004). As such, reviews 
do not support the use of BLT in ISWD, poten-
tially due to heterogeneity in inclusion/ exclusion 

criteria and treatment protocols of the included 
trials (Forbes et al., 2014). A promising research 
avenue for light therapy in patients with demen-
tia is whole- day bright light in care- home facili-
ties owing to preliminary positive results on sleep, 
mood, and cognition (Riemersma- Van Der Lek et 
al., 2008). Trials on the administration of exoge-
nous melatonin and melatonin agonists in patients 
with dementia and ISWD showed that there is no 
improvement on sleep outcomes following treat-
ment (McCleery & Sharpley, 2020). Similarly, 
the use of prescription medication for sleep is 
not recommended in patients with dementia due 
to low efficacy and potentially serious side effects 
such as confusion, falls, and dependency. Two tri-
als reported on the use of two orexin antagonists, 
suvorexant (Herring et al., 2019) and lemborexant 
(Moline et al., 2021). Using polysomnography and 
actigraphy, these trials showed that orexin antago-
nists can increase sleep duration and reduce night- 
time awakenings in patents with dementia and 
sleep problems. An overarching limitation in the 
treatment literature of ISWD is the poor identifi-
cation of the disorder at study entry, with partici-
pants typically identified as patients with dementia 
and a broadly defined sleep problem, very rarely 
specifically diagnosed with ISWD.

Non– 24- Hour Sleep– Wake Rhythm Disorder
N24SWD manifests as periodic bouts of insom-

nia and/ or daytime sleepiness owing to a misalign-
ment between the 24- hour light– dark cycle and the 
non- entrained endogenous circadian rhythm. The 
disorder often presents as a delayed sleep onset, with 
sleep and wake occurring progressively later in the 
day.

N24SWD is rare in sighted individuals and in 
visually impaired people who retain some level of 
light perception, but it affects around two- thirds of 
those who are totally blind and unable to perceive 
photic stimuli. The remaining one- third of totally 
blind patients manage to entrain their circadian 
rhythms through a strict daily schedule of activities, 
such as exercising, eating, and social interaction. 
Onset of N24SWD typically occurs shortly after 
loss of light perception, and demographic differ-
ences in its prevalence remain unknown.

The treatment of N24SWD aims to synchro-
nize the patient’s endogenous clock with the 24- 
hour light– dark cycle. If entrainment is achieved, 
the symptoms of insomnia and/ or daytime sleepi-
ness dissipate. In sighted individuals, there is pre-
liminary evidence supporting the effectiveness 
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of timed phototherapy after the minimum body 
temperature (Hayakawa et al., 1998; Watanabe et 
al., 2000). The use of exogenous melatonin in the 
early evening has also been found to be effective for 
sighted individuals with N24SWD (Hayakawa et 
al., 1998; McArthur et al., 1996). However, given 
the fact that the evidence base does not include any 
RCTs, neither timed phototherapy nor exogenous 
melatonin is currently recommended. In blind 
N24SWD patients, exogenous melatonin at night 
can effectively entrain circadian rhythms (Lockley 
et al., 2000). Additionally, an RCT including blind 
patients with N24SWD found a melatonin receptor 
agonist, tasimelteon, was also effective at entraining 
the circadian clock and improving clinical measures 
of sleep (Lockley et al., 2015). Improvements were 
sustained at follow- up but dissipated rapidly fol-
lowing discontinuation (Lockley et al., 2015). The 
medication was well- tolerated and led to minimal 
side effects. As a result, tasimelteon is approved for 
use N24SWD in blind individuals only (Auger et 
al., 2015).

Narcolepsy
Narcolepsy is a rare neurological condition 

marked by EDS and cataplexy, an involuntary loss 
of muscle tone during wake triggered by strong, 
mainly positive emotions. Narcolepsy patients may 
also experience sleep paralysis and hypnagogic hal-
lucinations (i.e., vivid imagery during sleep initia-
tion or before wakefulness). The disorder affects 1 
in 2,000– 4,000 people, with epidemiological stud-
ies relying heavily on self- reported questionnaires, 
thus probably providing an incomplete picture of its 
prevalence (Kornum et al., 2017). The typical age 
of onset of narcolepsy is between 10 and 20 years 
of age, with potential diagnostic delays of up to 15 
years (Scammell, 2015). The associated symptoms 
are severe, with profound difficulties focusing and 
staying awake during daytime and especially during 
periods of minimal activity, such as when watching 
a movie.

Narcolepsy is divided into two diagnostic types 
according to the ICSD- 3: narcolepsy type 1 (NT1) 
is marked by EDS, cataplexy, and low levels of 
hypocretin 1 peptides (also called orexin- A), while 
narcolepsy type 2 (NT2) is marked by EDS, no cat-
aplexy, and typical levels of hypocretin. The DSM- 5 
refers to NT2 as hypersomnolence disorder, and it is 
covered in a subsequent section. Most importantly, 
the demarcation criterion for NT1 and NT2 is the 
level of hypocretin peptides in the cerebrospinal 
fluid of the patients. As such, hypocretin- deficient 

patients (cerebrospinal fluid hypocretin ≤110 pg/ 
mL) without cataplexy would be classified as NT1 
owing to longitudinal data showing that patients 
with low levels of hypocretin do develop cataplexy 
at some point (Andlauer et al., 2012). The presence 
of a rare group of patients with cataplexy and typical 
hypocretin levels has caused an ongoing debate. At 
present, these patients are classified as NT1.

Although the exact cause of narcolepsy is not con-
firmed, genetic factors are undoubtedly important. 
Certain genes in an area of chromosome 6 known as 
the human leucocyte antigen complex are responsible 
for encoding antigen- presenting molecules of the 
major histocompatibility complex. Genetic muta-
tions in these regions have been implicated in the 
causality of narcolepsy. More specifically, up to 98% 
of NT1 patients carry the allele HLA-DQB1*06:02 
of the human gene HLA- DQB1 (Han et al., 2014; 
Nishino et al., 2000). This allele is also prevalent 
in 5– 40% of the general population, yet only 1 in 
1,000 of these carriers present with NT1 (Kornum 
et al., 2017), Preliminary data suggest that the allele 
might be more common in NT2 patients compared 
to the general population, too (Kornum et al., 
2017).

The diagnosis of narcolepsy is made on the basis of 
a clinical interview and a multiple sleep latency test 
(MSLT). Cataplexy and EDS are assessed through 
an interview with several questionnaires available 
that evaluate sleepiness. The most prominent of 
these questionnaires are the Epworth Sleepiness 
Scale (Johns, 1991), the Stanford Sleepiness Scale 
(Hoddes et al., 1972), and the Karolinska Sleepiness 
Scale (Shahid et al., 2011). MSLT is a test that con-
sists of five nap opportunities separated by 2- hour 
breaks. The assessment takes place in a quiet, cool, 
and comfortable environment, 1.5– 3 hours after 
a night of habitual sleep. The assessment is termi-
nated after 15 minutes following sleep onset, or 
after 20 minutes if the patient does not fall asleep. 
Sleep onset is defined here as the transition from 
wakefulness to any sleep stage. A mean sleep latency 
of 8 minutes or less, and occurrence of REM sleep 
on at least two naps are indicative signs of narco-
lepsy. A polysomnographic assessment the night 
before MSLT is also recommended to rule out any 
comorbid sleep disorders.

The management of narcolepsy includes a com-
bination of pharmacological and behavioral inter-
ventions. Modafinil, methylphenidate, pitolisant, 
solriamfetol, and dextroamphetamine sulfate are 
approved medications for narcolepsy in the United 
States and Europe. These medications exert their 
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wake- promoting effects by increasing the release or 
reducing the reuptake of dopamine or norepineph-
rine. Methylphenidate has a high abuse potential 
and is associated with a range of side effects, while 
pitolisant was only approved as a treatment in 2019 
(Thorpy, 2020). Modafinil is currently the most 
widely prescribed medication in narcolepsy, owing 
to its favorable treatment effects and contained side- 
effect profile. Sodium oxybate is the only approved 
medication for the treatment of cataplexy, but the 
off- label use of venlafaxine is also common. Studies 
have shown that, as opposed to medication alone, 
a combined intervention that includes stimulants 
and a regularized sleep– wake schedule with two 15- 
minute naps during the day is most effective proto-
col at reducing sleepiness and involuntary sleep in 
the daytime (Rogers et al., 2001)

Hypersomnolence Disorder
Hypersomnolence disorder or hypersomnia 

refers to a condition characterized by EDS despite 
adequate amount of sleep the night before. For the 
diagnosis of hypersomnia, EDS- related symptoms 
need to persist for at least 3 days a week for more 
than 3 months; they need to result in consider-
able adverse consequences in functioning and not 
be better explained by another sleep, medical, or 
psychiatric disorder. The prevalence of hypersom-
nia is challenging to estimate, but around 28% of 
adults report a complaint of EDS and 1.5% meet 
the criteria for the disorder (Ohayon et al., 2012). 
Hypersomnia typically manifests in late adoles-
cence or early childhood, and there are no gender- 
based differences regarding its prevalence. A major 
obstacle in the study of hypersomnia is that terms 
such as “hypersomnolence (disorder),” “(exces-
sive) somnolence,” “hypersomnia (disorder),” and 
“(excessive) daytime sleepiness,” are often used 
interchangeably. Operational definitions vary, and 
as such, scientific inaccuracies and biases in the 
results might be present (Barateau et al., 2017). 
Here, “hypersomnia” refers to the DSM- 5 diag-
nosis of hypersomnolence disorder and the ICSD- 3 
diagnosis of idiopathic hypersomnia. The clinical 
assessment of hypersomnia typically includes an 
interview, sleep diaries, and EDS questionnaires. 
The polysomnographic assessment of hypersomnia 
should be normal, except for potential increased 
sleep duration.

The most common treatment for hypersomnia 
is methylphenidate or modafinil. Nevertheless, the 
evidence base for the effectiveness of either agent is 
limited. In a recent review, the authors noted that 

no RCT has examined the effectiveness of methyl-
phenidate in hypersomnia (Sowa, 2016). This might 
be partially due to the popularity of modafinil as a 
treatment option following its introduction in the 
US markets in 1998. However, surveys show that 
almost half of hypersomnia patients are still using 
methylphenidate (Ali et al., 2009). The role of cog-
nitive and psychological mechanisms in the main-
tenance of hypersomnia have also been highlighted 
(Billiard et al., 1994). As a result, researchers have 
developed a multicomponent psychological inter-
vention (Kaplan & Harvey, 2009) that has yet to be 
examined empirically.

Parasomnias
Parasomnias refer to aberrant and disruptive 

behaviors or experiences that occur during sleep 
or in the transition between sleep and wakefulness. 
Parasomnias are broadly classified into three groups 
depending on the sleep stage they typically occur 
in. In the first group, NREM parasomnias, the dis-
orders included are confusional arousals, sleepwalk-
ing, sleep terrors, and sleep- related eating disorder. 
In the second group, REM parasomnias, the dis-
orders included are REM sleep behavior disorder, 
sleep paralysis, and nightmare disorder. In the final 
group, other parasomnias, the disorders included are 
exploding head syndrome, sleep- related hallucina-
tions, and sleep enuresis.

NREM parasomnias are recurrent events charac-
terized by incomplete awakening from NREM sleep 
and usually occur in the first third of the night, 
during the transition from N3. These disorders are 
marked by sudden motor actions, reduced respon-
siveness to the external environment, and absent 
cognition or visual imagery. Typically, patients do 
not recollect NREM parasomnias, and the report-
ing of such events is done by the patient’s parents 
or bedpartner. NREM parasomnias are more preva-
lent in children than adults, their diagnosis relies 
solely on clinical interview, and their management 
is variable. In pediatric cases, the disorders are con-
sidered benign as children tend to outgrow them. 
Psychoeducation protocols are preferred over other 
interventions, but in some cases, anticipatory awak-
enings 15– 20 minutes prior to the typical onset of 
a parasomnia episode has been found to be effec-
tive (Tobin Jr, 1993). For adult NREM parasom-
nias, interventions typically include sleep hygiene, 
regularization of sleep– wake cycles, and alleviation 
of stress triggers.

REM parasomnias are abrupt and repetitive 
motions that range from small movements to 
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violent acts, sometimes accompanied by vocaliza-
tions. Although REM is associated with muscle ato-
nia, these disorders are associated with an excess of 
muscle tone and/ or an excess of phasic twitching 
activity. In these cases, patients reenact their dreams, 
and, upon awakening, they are fully alert and able 
to recollect their dream or nightmare. The diagnosis 
of these disorders is based on clinical interviewing 
and polysomnography to confirm the events occur 
during REM sleep in the absence of muscle atonia. 
Similar to NREM parasomnias, the management 
of REM parasomnias is variable. In sleep paralysis 
and nightmare disorder, psychoeducational inter-
ventions such as reassurance and stress management 
are common, while medication is only prescribed 
in very severe and persisting cases. In REM sleep 
behavior disorder, the clinical response is typically 
preventative and includes a reevaluation of the 
patient’s current medication regime. Most notably, 
the presentation of REM sleep behavior disorder 
has been found to be a potent marker of later devel-
opment of a particular class of neurodegenerative 
disorders, called α- synucleinopathies. Such disor-
ders include Parkinson’s disease, Lewy body demen-
tia, and multiple system atrophy and are caused by 
the aggregation of alpha- synuclein proteins. Studies 
have shown that 80% of patients presenting with 
REM sleep behavior disorder will later develop 
α- synucleinopathies, suggesting that the neurode-
generative processes responsible for these disorders 
initially target neuronal circuits regulating REM 
sleep (Peever et al., 2014).

Sleep and Circadian Rhythms in 
Psychiatric Disorders

SCR disruptions are transdiagnostic symptoms 
characterizing the course of several psychiatric dis-
orders. Historically, the psychiatric disorder has 
been viewed as primary and as the cause of the 
SCR condition, with the assumption being that 
the latter resolves with the successful treatment 
of the former. SCR disruptions typically precipi-
tate the formal presentation of other disorders, 
prevail in remission, and their treatment leads 
to reductions in other mental health problems. 
Consequently, recent reviews have conceptual-
ized such disruptions as contributory elements in 
the multifactorial causation of psychiatric disor-
ders (Freeman et al., 2020). Here we address this 
conceptualization and consider the role of SCR 
in four such disorders: major depression disorder 
(MDD), generalized anxiety disorder (GAD), BD, 
and schizophrenia.

Sleep and Circadian Rhythms in Major  
Depression Disorder

Sleep disturbances are prominent features of 
MDD and are particularly salient to patients, care-
givers, and clinicians (Chevance et al., 2020). In 
terms of the nosology, ICD- 11 includes “changes in 
sleep” as a diagnostic criterion for depression, while 
DSM- 5 mentions the presence of “insomnia or 
hypersomnia nearly every day.” Around 70– 90% of 
MDD patients report persistent sleep disturbances 
(Soehner & Harvey, 2012; Tsuno et al., 2005), 
with insomnia being the most common. More spe-
cifically, daytime fatigue, reduced total sleep time, 
and difficulties initiating and maintaining sleep are 
the most prevalent problems reported by patients. 
MDD is also associated with changes in sleep archi-
tecture, a finding first observed in the 1970s. When 
compared to healthy controls, people with depres-
sion typically exhibit a decrease in N3/ SWS and a 
disinhibition of REM sleep, indexed by reductions 
in REM latency and duration and an increase in 
the frequency of rapid eye movements during REM 
sleep (Baglioni et al., 2016; Riemann et al., 2020).

Early polysomnographic results encouraged 
investigations into the specificity of these biomark-
ers, with the intention of identifying depression 
subtypes and optimizing treatment to reflect dif-
ferential disorder strata. Subsequent investigations 
challenged the diagnostic specificity and clinical 
utility of these biomarkers. In multiple reviews, 
it was revealed that the N3/ SWS and REM sleep 
alterations seen in MDD are also prevalent in sev-
eral other psychiatric disorders (Baglioni et al., 
2016). Instead of a disorder- specific model, these 
reviews endorsed a transdiagnostic, dimensional 
approach to SCR in psychopathology. According 
to this approach, SCR disruptions transcend dis-
crete diagnostic classifications and are ubiquitous 
in psychiatric disorders, possibly due to a shared 
causal mechanistic origin. As such, the same SCR 
endophenotype can be a risk factor for the devel-
opment of multiple such psychiatric disorders, with 
no SCR endophenotype being unique to any such 
condition.

The causal effect of SCR disruptions in the devel-
opment of MDD is evident by four elements. First, 
genetic and epigenetic research has supported the 
notion of a shared etiological background between 
insomnia and MDD. Two genome- wide association 
studies have identified genome- wide significant 
loci implicated in insomnia and potentially depres-
sion, with the single nucleotide polymorphism 
rs113851554 in the MEIS1 gene producing the 
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strongest effect (Hammerschlag et al., 2017; Lane 
et al., 2017, 2019). Twin studies have also shown 
a significant genetic overlap between insomnia and 
depression symptoms when considering longitudi-
nal associations of the two phenotypes (Gregory et 
al., 2016). Second, sleep problems precipitate the 
presentation of depression and are a risk factor for 
later development of MDD. A meta- analysis of pro-
spective cohort studies involving 150,000 partici-
pants showed that individuals with insomnia have 
up to double the risk of later developing depression 
(Li et al., 2016). More recent reviews are in line with 
these findings, highlighting that the risk might be 
higher when applying stricter criteria for the diag-
nosis of insomnia (Hertenstein et al., 2019). Third, 
fatigue and insomnia are the most common residual 
symptoms of depression in otherwise treated indi-
viduals. More than half of MDD inpatients report a 
sleep problem at discharge (Schennach et al., 2019), 
and those with a sleep complaint in remission have 
a shorter time to relapse compared to those without 
(Inada et al., 2021; Sakurai et al., 2017). Finally, 
the strongest causal inference about the role of sleep 
disruptions in MDD can be made from evaluat-
ing the effects of sleep interventions on depression 
symptoms. The treatment of insomnia symptoms 
through CBT- I is accompanied by moderate to 
large reductions in depression at post- treatment 
and even at a 12- month follow- up (Ashworth et al., 
2015; Henry et al., 2021; Kyle et al., 2020). Other 
principal SCR interventions, such as BLT and total 
sleep deprivation, have been found to lead to a 
reduction in depression symptoms as well (Boland 
et al., 2017; Geoffroy et al., 2019). However, many 
of these studies have considerable methodologi-
cal limitations (Mårtensson et al., 2015; Stewart, 
2018) and often lack adequate characterization of 
sleep and/ or circadian rhythms, thus restricting the 
causal inferences that we can extrapolate from them.

Sleep and Circadian Rhythms in Generalized 
Anxiety Disorder

Both DSM- 5 and ICD- 11 include sleep distur-
bances as a core symptom of GAD, with DSM- 5 
specifically referring to problems initiating or 
maintaining sleep, or nonrestorative, restless sleep. 
Nevertheless, a surprisingly limited number of stud-
ies have examined the role of SCR in GAD, even 
despite the clear association between sleep and 
anxiety (Freeman et al., 2020). At the core of GAD 
is hyperarousal, expressed as enhanced cognitive, 
somatic, and physiological activation. Hyperarousal 
is an antagonistic process in the initiation and 

maintenance of healthy sleep and, as such, an ele-
ment particularly prevalent in insomnia disorder 
(Riemann et al., 2010).

The comorbidity between GAD and insomnia is 
high (Monti & Monti, 2000), with 74% of primary 
care patients with GAD reporting symptoms of 
insomnia (Marcks et al., 2010). Difficulties falling 
and staying asleep in GAD patients are also found 
in polysomnographic studies (Cox & Olatunji, 
2016). However, the evidence on the effects of anxi-
ety in sleep architecture is sparse. Preliminary data 
show a decrease in N3/ SWS and an increase in N1 
sleep, while findings on alterations of REM sleep are 
inconclusive (Baglioni et al., 2016; Monti & Monti, 
2000).

The temporal relationship between GAD and 
insomnia remains a matter of scientific debate. 
Some longitudinal studies have suggested that 
anxiety precedes insomnia (Johnson et al., 2006; 
Ohayon & Roth, 2003), while others have indi-
cated that insomnia precedes the occurrence of 
anxiety disorders (Breslau et al., 1996; Soldatos, 
1994). Similar to research in MDD, stronger evi-
dence on the causal directionality of sleep and 
anxiety problems should arise from intervention 
trials. However, although anxiety and insomnia 
are encountered more frequently together than in 
isolation, studies rarely examine the comorbidity of 
the two. A meta- analysis of CBT- I trials showed a 
moderate improvement of anxiety symptoms post- 
treatment (Belleville et al., 2011) that was sustained 
at a 6- month follow- up (Hagatun et al., 2018). A 
notable limitation is that no trial in the aforemen-
tioned meta- analysis delivered CBT- I to people 
with GAD. In fact, in 2014, two reviews found that 
there is no RCT examining the effects of insom-
nia treatment on people recruited with a specific 
diagnosis of GAD (Dolsen et al., 2014; Taylor & 
Pruiksma, 2014), and, to our knowledge, no such 
trial has been published since. One trial compared 
three insomnia interventions in participants with 
insomnia on its own and insomnia comorbid with 
another psychiatric disorder (Bélanger et al., 2016). 
However, participants with GAD only constituted 
9.6% of the sample, and no data were presented 
for them specifically. Another trial compared the 
sequential administration of CBT- I and CBT for 
GAD in 10 patients with comorbid insomnia and 
GAD (Belleville et al., 2016). CBT for GAD led 
to a significant decrease in worrying and increase in 
sleep quality, but no significant improvements were 
detected for insomnia or anxiety symptoms. CBT- I 
led to significant improvements in sleep quality and 
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insomnia but not in worrying or anxiety. Sequential 
implementation of both treatments yielded a supe-
riority in improvements for the group that received 
CBT for GAD first. However, these findings should 
be interpreted with particular caution due to the 
small sample size.. All in all, the evidence base is 
presently too small to make any claims on direc-
tionality between sleep and anxiety. More recent 
theoretical notions posit that the causal relationship 
between anxiety and sleep is bidirectional owing to 
shared substrates in the brainstem and cerebral cor-
tex regulating arousal and sleep– wake (Freeman et 
al., 2020). Such perspectives are yet to be evaluated 
empirically.

Sleep and Circadian Rhythms in Bipolar Disorder
SCR disruptions are cardinal features of BD, and 

particularly salient to patients (Gordon- Smith et 
al., 2021). DSM- 5 and ICD- 11 recognize decreased 
need for sleep as a symptom of mania, and insom-
nia or hypersomnia as symptoms of depression. 
Individuals with BD also exhibit a delayed circa-
dian phase, favoring a late rise and bedtime (Melo 
et al., 2017). These impairments are ubiquitous in 
acute illness episodes (Harvey, 2008) and have been 
associated with increased suicidality (Palagini et al., 
2019), lower quality of life (Bradley et al., 2017), 
decreased occupational functioning (Boland et al., 
2015), and poorer performance on neurocognitive 
assessments of inhibitory control, sustained atten-
tion, and processing speed (Bradley et al., 2020; 
Kanady et al., 2017). Even in euthymia, 70% of 
patients report persisting sleep problems, such as 
inability to fall asleep, daytime dysfunction, and 
increased use of hypnotics (Geoffroy et al., 2015; 
Harvey et al., 2005). Moreover, sleep problems in 
euthymia account for a considerable proportion 
of symptom change over longitudinal assessments 
(Soehner et al., 2019) and predict acute episode 
relapse even when accounting for residual mood 
symptoms (Cretu et al., 2016).

Much like in all other psychiatric disorders, the 
assessment of SCR problems in BD relies on phe-
nomenology and self- report measures. However, 
objective measures such as actigraphy, polysomnog-
raphy, and circadian phase assessments have consis-
tently corroborated the SCR problems described by 
individuals with BD. According to reviews of actig-
raphy findings, BD patients exhibit longer total 
sleep time, sleep onset latency, and night awaken-
ings during euthymia compared to healthy controls 
(Ng et al., 2015). BD patients also sleep longer 
compared to insomnia patients, but this is the 

only significant difference between the two patient 
groups (Ng et al., 2015). In terms of sleep architec-
ture, BD patients show increased sleep latency and 
REM sleep duration across all stages (Zangani et al., 
2020). During (hypo)mania, BD patients exhibit 
shorter total sleep time (Zangani et al., 2020). In 
euthymia, total sleep time is no different from that 
of healthy controls (Soehner et al., 2018); however, 
there is a reduction in the duration of non- REM 
Stage 2 sleep accompanied by a longer duration of 
the first REM episode and increased total percent-
age of REM sleep (Estrada- Prat et al., 2019; Sitaram 
et al., 1982). Alterations in melatonin and cortisol 
secretion have also been described in BD regard-
less of the illness stage (Geoffroy, 2018; Melo et al., 
2017). Serum melatonin levels are overall decreased 
in BD, and dim light melatonin onset is signifi-
cantly later (Nurnberger et al., 2000). Additionally, 
cortisol levels upon awakening and in response to 
stress- invoking situations are higher in people with 
BD (Girshkin et al., 2016).

Transcending initial beliefs about SCR disrup-
tions as only symptoms of BD, accumulated evi-
dence suggests that they might also be involved 
in the pathogenesis and illness progression of the 
disorder (Plante & Winkelman, 2008). Circadian 
gene polymorphisms have been implicated in 
the genetic diathesis and drug response in BD. 
Such genes include CLOCK, NPAS2, ARNTL1, 
NR1D1, PER3, RORA, RORB, CSNKepsilon, and 
GSK3beta (Geoffroy, 2018). In a seminal study 
by Roybal, deletion of exon 19 in the CLOCK 
gene in mice resulted in manic- like behavior such 
as hyperactivity, risk- taking behavior, heightened 
reward sensitivity, and abnormal sleep– wake pat-
terns characterized by reduced sleep (Roybal et al., 
2007). Administration of lithium or restoration of 
a functional CLOCK gene in the ventral tegmen-
tum ameliorated the manic- like behavior (Roybal 
et al., 2007). Additionally, sleep deprivation has 
been directly linked with the cause of mania (Plante 
& Winkelman, 2008). Initial reports by Wehr 
described sleep loss as “the final common path-
way to mania,” owing to findings that total sleep 
deprivation was associated with the emergence of 
manic mood (Wehr et al., 1987). In later years, the 
manic- inducing effects of sleep loss in BD were rep-
licated, but it was also found that sleep loss has the 
potential to produce strong antidepressant effects. 
Consequently, total sleep deprivation interventions 
for bipolar depression began to emerge (Benedetti 
et al., 1997). At present, such interventions are 
typically combined with the administration of 
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bright light, and several reviews have supported 
their efficacy (D’Agostino et al., 2020; Gottlieb et 
al., 2019; Ramirez- Mahaluf et al., 2020). However, 
conclusion from these reviews should be interpreted 
with caution. The majority of the included trials are 
uncontrolled and nonrandomized or include mixed 
samples of unipolar and bipolar patients (Bisdounis 
et al., 2021). Most of these trials also do not include 
any assessment of sleep or circadian rhythms despite 
it being the presumed mechanism of action of these 
interventions (Bisdounis et al., 2021).

Sleep problems also constitute the most well- 
replicated risk factors of later development of BD 
in children who have a parent with BD and are 
thus at a familial risk of the disorder (Duffy et al., 
2019; Levenson et al., 2015). Cumulative research 
over the past two decades using bipolar offspring 
has identified several markers of vulnerability to 
future development of BD. Among the proposed 
loci of interest, SCR disruptions are the most well- 
replicated and widely generalized markers (Melo et 
al., 2016). In these studies, increased energy levels 
and a decreased need for sleep were among the ear-
liest identified symptoms (Sebela et al., 2019), fol-
lowed by irregularity in sleep patterns (Singh et al., 
2008) and delayed sleep– wake rhythms (Melo et 
al., 2016). Combined with self- reported outcomes, 
measures of rest– activity, such as actigraphy, indi-
cated a decreased need for sleep as a risk marker, 
together with decreased social jet lag (i.e., the dis-
crepancy in social and biological timing between 
work and nonwork days) and a larger discrepancy 
on sleep duration and sleep onset latency between 
weekends and weeknights (Sebela et al., 2019). In 
a sample of high- risk offspring, individuals classi-
fied as poor sleepers were twice as likely to develop 
BD compared to peers classified as good sleepers 
(Levenson et al., 2017).

Sleep and Circadian Rhythms in Schizophrenia
The prevalence of SCR disruptions in schizo-

phrenia is approximately 80% (Cosgrave et al., 
2018). Self- report and polysomnographic evidence 
indicate that patients with schizophrenia exhibit 
longer sleep onset latency and wake after sleep 
onset, as well as decreased total sleep time and 
sleep efficiency. In terms of the sleep architecture, 
patients with schizophrenia show a decrease in the 
duration of N3/ SWS and REM sleep compared to 
healthy controls (Chan et al., 2017).

Insomnia symptoms are the most frequent SCR 
complaints in schizophrenia, but ASDP and DSPD 
are also common. Interestingly, the presence of 

insomnia in patients with schizophrenia might indi-
cate a particular disorder subtype (Freeman et al., 
2020). Behavioral genetic studies have highlighted 
that insomnia correlates with paranoia, hallucina-
tions, and cognitive disorganization, but not with 
negative affect and grandiosity (Taylor et al., 2015). 
Accumulated evidence also suggests that these 
problems appear prior to the formal presentation of 
schizophrenia. Studies in populations at ultra- high 
risk of psychosis show that insomnia is a strong pre-
dictor for the development of persistent psychosis 
(Reeve et al., 2018). Additionally, in longitudinal 
studies using experience sampling monitoring, 
among people with a diagnosis within the schizo-
phrenia spectrum, poor sleep quality predicted 
increases in paranoia (Kasanova et al., 2020) and 
auditory hallucinations (Mulligan et al., 2016) the 
following morning. The majority of patients with 
schizophrenia experiencing persecutory delusions 
also report sleep problems prior to the onset of these 
delusions (Freeman et al., 2019). Experimental 
studies in nonclinical populations show a marked 
increase in psychotic experiences following sleep 
loss (Barton et al., 2018). So far, this relationship 
appears to be unidirectional, with psychosis not 
being a potent predictor of insomnia (Reeve et al., 
2018; Waite et al., 2020). However, it has been sug-
gested that the relationship between psychosis and 
insomnia might be fully mediated by negative affect 
(Freeman et al., 2020).

More robust evidence regarding the relationship 
between sleep and psychosis comes from interven-
tion studies. In a large RCT of students with insom-
nia, CBT- I led to a small yet significant reductions 
in paranoia and hallucination scores (Freeman et 
al., 2017). These post- treatment changes in psy-
chotic experiences were mediated by improvements 
in insomnia symptoms. There was limited evi-
dence for reverse causation. Smaller open- label and 
pilot RCTs of CBT- I have shown significant sleep 
improvements both for individuals with schizo-
phrenia and those at ultra- high risk of psychosis 
(Bradley et al., 2018; Chiu et al., 2018; Freeman 
et al., 2015; Hwang et al., 2019). Although no sig-
nificant changes in psychosis was detected in any 
of these studies, these trials were not powered to be 
definitive.

Despite their prevalence and importance in treat-
ment and symptom development, SCR disruptions 
are not part of the diagnostic criteria for schizophre-
nia in either DSM- 5 or ICD- 11. This might reflect 
a phenomenon where sleep problems in schizo-
phrenia are not formally assessed and prioritized 
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by clinicians (Rehman et al., 2017) despite patient 
reports that sleep and daily rhythms are particularly 
salient domains for them (Freeman et al., 2019). 
Recent advancements in this area might see the 
integration of SCR rhythms in the diagnosis, assess-
ment, and management of schizophrenia in both 
research and clinical practice.

Sleep and Circadian Rhythms in Medicine
The 2017 Nobel Prize in Medicine was jointly 

awarded to Jeffrey C. Hall, Michael Rosbash, and 
Michael W. Young for their work on the molecu-
lar underpinnings of the circadian clock. Although 
the scope of this chapter was to highlight the role 
of SCR in mental health, understanding the cir-
cadian principles of our physiology can provide 
insight into human health at large. SCR disruptions 
have been implicated as central or peripheral ele-
ments of disorders ranging from cardiovascular and 
neurodegenerative diseases to cancer and pathogen 
infection. Emerging evidence also indicates that 
without changing the dosage, synchronizing drug 
administration with endogenous circadian rhythms 
can improve treatment potency. Thus, beyond their 
role in pathogenesis, pathophysiology, and psycho-
pathology, new developments in circadian medicine 
highlight the potential of circadian principles even 
in potentiating drug action and optimizing treat-
ment efficacy.
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C H A P T E R

 24  Paraphilia, Gender Dysphoria, and 
Hypersexuality

James M. Cantor

Research findings in human sexuality are increas-
ingly scrutinized, not only for their scientific merits, 
but also for perceived political implications. Indeed, 
even the very inclusion of this chapter in a book with 
“psychopathology” in its title could be interpreted by 
some as a political statement. Correspondingly, the 
inclusion/ exclusion of any given sexual phenomenon 
within this chapter could be so interpreted. For pres-
ent purposes, atypical sexuality is intended broadly. 
Rather than represent any political view, this reflects 
the ultimately pragmatic purpose of facilitating clin-
ical intervention and research. Such work spans not 
only people with conditions listed in the DSM or 
ICD, but also people presenting to clinicians experi-
encing distress about other behaviors or interests at 
the edges of or entirely outside cultural norms.

The scientific understanding of atypical sexu-
alities begins with an unanswerable question: What 
objective line divides healthy sexual diversity from 
psychopathological sexual interest? The lack of any 
universal response reflects its dependence on context 
and, often, a compromise among competing legiti-
mate principles, including the freedom of individual 
sexual expression, the societal interest in preventing 
sexual victimization, and the professional ethic of 
protecting patient- clients from self- harm. Each of 
these issues can pertain differently across the types of 
sexual atypicality. Consensual paraphilias, such as the 
erotic interest in pain, have given rise to entire sub-
cultures, analogous to the gay communities of previ-
ous decades. Nonconsensual paraphilias, such as the 
erotic interest in children or in rape, motivate persons 
to engage in sexual offenses, leading legislatures to 
enact increasingly putative and lengthy sentences and 
to establish publicly accessible registries of offend-
ers. Cases of transsexualism, of “sex addiction” (often 
termed hypersexuality in the research literature), and 

of highly unusual paraphilias (such as erotic interest 
in nonhuman animals or in being an amputee) have 
been featured in contemporary entertainment media 
and documentaries (e.g., Lawrence, 2006; Reay et al., 
2013; Williams & Weinberg, 2003).

Historically, the diagnostic issue receiving most 
attention in sexuality was the removal of homosexu-
ality from the DSM, reflecting official opinion that 
the stigma associated with a diagnosis outweighed 
any potential benefits. In being the most familiar 
example, ethical and political discussions of many 
of the other sexual phenomena (especially transsex-
uality and transgenderism) often reason by way of 
analogy to that precedent. The extent to which the 
depathologization of homosexuality applies to other 
phenomena varies widely across them. Complete 
consideration of each issue concerning every atypi-
cal sexual interest or behavior is beyond the scope of 
this chapter (unfortunately!). Nonetheless, it can be 
illustrative to explicate some of the issues potentially 
affected by official diagnostic status.

 • Will insurance cover its treatment?
• Will adding/ removing a category remove the abil-

ity of a client to use psychotherapy to develop a 

Abbreviations
 AB/ DL Adult Babies/ Diaper Lovers
 AID Amputee identity disorder
 BIID Body integrity identity disorder
 BSTc Ventral subdivision of the bed nucleus 

of the stria terminalis
 ETII Erotic- target identity inversion
 FtM Female- to- male
 MtF Male- to- female
 ROGD Rapid- onset gender dysphoria  
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healthy adjustment to their sexual interest pattern, 
analogous to a person using psychotherapy for 
support during their “coming out” process?

• Will inclusion subject people to sexually violent 
predator regulations, and do these implications 
differ across nations and jurisdictions?

• Will diagnostic status affect determinations of legal 
culpability when the motivation to engage in a 
behavior is diagnosable as a mental illness?

• Does inclusion of a category produce social 
requirements for accommodation, as civil rights 
issues for sexual minorities or for people with 
mental illnesses?

• Does official status change access to resources, such 
as access to funding for sex reassignment surgery?

• Does that principle apply to sex reassignment 
only or to all body modification?

• Does there exist a public interest in regulating the 
public expression of a behavior, and how can one 
distinguish genuine public interest from sociopo-
litical tolerance for diversity?

Neuroanatomic and genetic research on these 
conditions has lagged behind that of other behav-
ioral phenomena. Thus, this chapter necessarily 
emphasizes description over etiology. Great care 
must be taken when generalizing findings regarding 
individuals with atypical sexual interests or behav-
iors. (1) On the one hand, much of what we know 
about the nonconsensual paraphilias derives from 
research on sex offenders and may not represent 
the population of people with paraphilias. On the 
other hand, mutual support groups, such as for self- 
identified pedophiles working to remain offense- free 
as well as professionally led groups for pedophiles 
unknown to law enforcement, have emerged (e.g., 
Beier et al., 2009; Cantor & McPhail, 2016). Such 
groups may provide a new window on nonoffend-
ing pedophiles but may also represent a nontypical 
cross- section. (2) Reports of hypersexuality (also 
termed “sex addiction,” “sexual compulsivity,” etc.) 
frequently rely on self- referral and self- diagnosis 
from individuals who already presume the valid-
ity of analogies between sexual behavior and drug 
or alcohol use. The ICD- 11 includes code 6C72 
for compulsive sexual behaviour disorder, replacing 
ICD- 10’s excessive sexual drive and excessive mastur-
bation. The DSM- 5 contains no specific equivalent, 
but nevertheless permits diagnosis with code F52.8 
for other specified sexual dysfunction (Krueger, 2016). 
(3) The still- increasing politicization of physical and 
mental healthcare for transgender and potentially 
transsexual children, adolescents, and adults adds 

self- selection, self- report, and self- censoring biases 
to research and clinical reports.

Paraphilias
“Paraphilia” refers broadly to any powerful and 

persistent sexual interest other than sexual inter-
est in copulatory or precopulatory behavior with 
morphologically typical, consenting, adult human 
partners. Although some paraphilic interests have 
been reported in women, the paraphilias occur 
nearly exclusively in men. DSM- 5 introduced the 
distinction between paraphilias and paraphilic disor-
ders: paraphilias are not diagnosable disorders unto 
themselves. The more restrictive term, “paraphilic 
disorder” now refers to the subset of individuals 
either who experience distress or impairment or 
who harm or risk harm to others due to their para-
philic interest. Thus, the existing literature includes 
samples that, after 2013, would be said to have a 
paraphilia but not a paraphilic disorder (such as 
surveys of cross- dressing social groups as well as 
other samples that would now be said both to have 
a paraphilia and to be diagnosable with a paraphilic 
disorder [such as phallometric studies of convicted, 
pedophilic child molesters]). Thus, among the para-
philic individuals in the studies reviewed here, some 
would and some would not have received a DSM- 5 
diagnosis. Paraphilias may be classified under two 
broad headings: (1) those in which the sexually 
interesting object is something other than pheno-
typically normal humans between the ages of physi-
cal maturity and physical decline, and (2) those in 
which the sexually interesting activity is something 
other than copulatory or precopulatory behavior 
with a consenting partner.

Object Paraphilias
Erotic Age Preferences

The erotic age preferences are termed according 
to the level of physical development of an indi-
vidual’s most preferred sexual object (Blanchard et 
al., 2009). In sexual interest research, oedophilia 
refers to the strong or preferential sexual interest 
in specifically prepubescent children (i.e., children 
showing Tanner stage 1 features, typically age 10 
and younger). Hebephilia refers to the equivalent 
interest in pubescent children (Tanner stages 2– 3, 
typically ages 11– 14). Because pedophilia and hebe-
philia can co- occur or be difficult to distinguish, 
authors have used pedohebephilia as a superordi-
nate category to refer to both. Ephebophilia refers 
to persons in adolescence or late puberty (Tanner 
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stage 4, typically ages 15 to physical maturity), and 
teleiophilia refers to the erotic age preference toward 
adults after reaching physical maturity and before 
physical decline (Tanner stage 5, typically ages, 17– 
45). Finally, there also exist individuals whose pri-
mary sexual interests are for elderly persons, termed 
gerontophilia.

Hebephilia is consistently described as a para-
philia along with pedophilia, whereas ephebophilia 
and teleiophilia represent nonparaphilic states. This 
is consistent with the evidence demonstrating con-
vergent validity among indicators of hebephilia, 
yet poor divergent validity between hebephilia and 
pedophilia (Stephens, Seto et al., 2017). The range 
of erotic age interests has led to the overarching 
term chronophilia, and taxometric analyses sug-
gest age interests follow a dimensional rather than 
categorical pattern (Stephens, Leroux et al., 2017; 
however, see also McPhail, Olver et al., 2018).

The typical behaviors of pedophilic and hebe-
philic sex offenders consist of touching the breasts, 
buttocks, or genitals of the child or inducing the 
child (such as with bribes or threats) to touch or 
fellate the offender. Abduction and violent sexual 
abuse of children are comparatively rare. Some 
pedophilic men report experiencing an interest in 
children that is romantic as well as erotic (Wilson 
& Cox, 1983). Pedophilia and hebephilia supply 
the motivation behind a substantial proportion of 
cases of child molestation, but these erotic age pref-
erences are not synonymous with sexual offenses 
against children (Seto, 2008): some cases of child 
molestation, especially those involving incest, are 
committed in the absence of any identifiable devi-
ant erotic age preference (e.g., Freund et al., 1991). 
In such cases, the child is a sexual target of conve-
nience to the offender. Conversely, there are men 
with no known records of sexual contact with a 
child who present to clinicians seeking assistance in 
dealing with their erotic interest in children.

The number of people apprehended for the pos-
session or distribution of child pornography on the 
Internet continues to grow (Seto, 2013). Whereas 
only a minority hand- on sexual offenders against 
children appear to have a genuine sexual preference 
for children, the majority of child pornography 
offenders do (Seto et al., 2006). Meta- analytic com-
parison of online- only (child pornography) offend-
ers, hands- on sexual offenders against children, and 
mixed offenders revealed the online- only offenders 
to show less antisociality and greater victim empa-
thy (Babchishin et al., 2015).

Individuals seeking clinical intervention to help 
manage their sexual attractions to children remain 
underserved but have garnered increased atten-
tion (e.g., McPhail, Stephens, & Heasman, 2018). 
Online and other surveys of self- identified pedo-
philes and hebephiles are now adding to observa-
tions from forensic samples (Cantor & McPhail, 
2016). Examination of online discussions among 
people coping with their sexual attractions to chil-
dren demonstrated they employed self- management 
strategies across four themes: management of sexual 
preferences (distraction, psychotherapy, and sex 
drive– reducing medications such as chemical cas-
tration, and legal means of sexual expression such as 
fantasy), management of risk to offend (avoidance, 
abstinence, behavioral self- monitoring), and man-
agement of mood (healthy lifestyle, psychotherapy 
and antidepressants, and personal acceptance of 
their attractions), as well as social contacts (peer 
support, family support, and religion; Stevens & 
Wood, 2019).

Catering to sexual interests at the other end of 
the chronophilias, the Internet includes sites dedi-
cated to sexual depictions of elderly women. An 
unknown proportion of sexual offenders are geron-
tophilic; reviews suggests that 2– 7% of rape victims 
are elderly women (Ball, 2005), and homosexual 
gerontophilic sexual offending also exists (Kaul & 
Duffy, 1991). Sexual homicides of the elderly show 
evidence of greater brutality, even though the vic-
tims are less likely or able to resist or protect them-
selves (Safarik et al., 2002).

Fetishism
Fetishism denotes a heterogeneous group of para-

philias in which the individuals’ strongest sexual 
interest is focused on classes of objects or features of 
objects other than the external reproductive organs 
of phenotypically normal human beings. The term 
does not apply to erotic interests that include the 
mere use of objects, such as dildos, costumes, or 
ropes; it applies to instances where those objects 
represent the central feature rather than a sup-
portive role in sexual activity. Although fetishism 
is sometimes discussed as an erotic interest in an 
arbitrary object, many fetishes involve objects that 
are highly gender- specific (e.g., shoes, underwear) 
or are closely related to people (e.g., urine, feces, 
body parts). Chalkley and Powell (1983) reviewed 
the files of all individuals over a 20- year period who 
met criteria for nontransvestic fetishes in a teach-
ing hospital. Forty- eight cases were so identified, 
and the objects included clothing (58.3%), rubber 
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and rubber items (22.9%), footwear (14.6%), body 
parts (14.6%), leather and leather items (10.4%), 
and soft materials and fabrics (6.3%).

sTuFF- FeTishisM
Stuff- fetishism refers to the erotic interest in 

specific materials, such as rubber, leather, or fur. 
Individuals with this fetish will seek out items com-
posed of those materials for use during masturba-
tion, as in a case described by Gosselin and Wilson 
(1980, pp. 50– 51):

After fifteen years of marriage, Mr. W.’s wife died. He 
made no serious attempt to acquire another partner, 
because he was “pretty much able to look after 
himself ” and the appearance of his house bore this 
out. . . . [H] e kept in his house a complete “rubber 
room” lined throughout with curtains of the same 
material and containing two large cupboards full of 
rubber garments, gas masks, photographic and other 
equipment. He has in the past visited prostitutes to 
play out some aspect of his fantasies, but now does 
not do so, feeling that he has all he needs for sexual 
satisfaction without leaving his house.

Stuff- fetishists who choose clothing rather than 
other items made of their preferred material can 
be difficult to distinguish from clothing- fetishists  
(described later). For stuff- fetishism, it is the 
material (its texture and scent, etc.) rather than 
the form of the object that is of primary interest; 
in clothing- fetishism, it is the form of the object 
(such as the shape of a women’s shoe) that is of 
primary importance.

cLoThing- FeTishisM
The garments chosen by clothing- fetishists are 

often emblematic of gender: high- heeled shoes, 
bras, or panties. The behaviors of clothing- fetishists 
include kissing and licking the garment, rubbing it 
against their genitals, and wearing it. A heterosexual 
male’s wearing of a female- typical article of cloth-
ing, such as a shoe or pantyhose, resembles fetish-
istic transvestism; however, a clothing- fetishist dons 
the garment in order to interact with it physically, 
whereas a fetishistic transvestite employs garments 
in order to facilitate his mental imagery of having 
feminine characteristics. Clothing- fetishism also 
occurs among homosexual men; their erotic inter-
ests pertain to, for example, men’s underwear or 
masculine footwear such as boots or wing- tip shoes 
(Weinberg et al., 1994). Unlike many activity para-
philias (described later), the expression of clothing- 
fetishism does not itself involve any nonconsenting 

persons; however, some individuals commit theft to 
obtain garments from people (e.g., Anonymous et 
al., 1976; Revitch, 1978). Because such behavior 
occurs despite the relative ease with which such gar-
ments could be purchased, such thefts may indicate 
that the process of the theft is part of such individu-
als’ paraphilic interest or may represent an erotic 
interest specifically in clothing that has already been 
worn by someone (Weinberg et al., 1994). As noted 
in a case described by Grant (1953, p. 144),

If I buy the kind of shoes I prefer and ask a woman I 
know to wear them for me, it doesn’t have the same 
appeal as if they were her own shoes. I guess this is 
because they don’t seem to be as much a part of her.

TransvesTisM
Transvestism, also called fetishistic transvestism, 

refers to a male’s erotic interest in wearing femi-
nine attire, make- up, and wigs. There is sometimes 
an interest in being perceived as female in public; 
however, some men with fetishistic transvestism 
wear a single item, such as panties, underneath 
their regular attire when appearing in public. On 
phallometric testing, both fetishistic transvestites 
and clothing- fetishists show similar penile reac-
tions to pictures of women’s underwear (Freund et 
al., 1996). The great majority of men with fetish-
istic transvestism are heterosexual (e.g., Långström 
& Zucker, 2005). Although there exist homosex-
ual male cross- dressers, their behavior is rarely, if 
ever, associated with sexual arousal and is instead 
employed for humor or entertainment.

ParTiaLisM
In partialism, there is an erotic interest in a 

specific nonsexual portion of human anatomy, 
such as feet or legs. The interest in the body part 
is described as providing the same or greater sexual 
arousal as do the genitals (e.g., Kunjukrishnan et 
al., 1988). Interestingly, partialism involving the 
foot frequently co- occurs with clothing- fetishism 
focused on shoes, as illustrated by a case described 
by Kunjukrishnan et al. (1988, p. 821).

Mr. A had been masturbating regularly with fetish 
fantasies of smelling women’s feet or sucking their 
toes. . . . He visited massage parlours and acted out 
his fetish fantasies with the masseuse. He usually got 
an erection while smelling or sucking women’s feet 
and this was often followed by masturbation. He also 
asked several women that he met on the street if he 
could smell their feet. . . . When he and his wife had 
guests, he would often go downstairs to smell the 
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shoes of female guests who would be upstairs talking 
to his wife or otherwise occupied.

There also exist homosexual male partialists, 
attracted to the feet, etc. of men (Weinberg et al., 
1994, 1995).

uroPhiLia and coProPhiLia
Urophilia (also called urolangia) refers to the 

erotic interest in urine. Urophilic individuals express 
interests in being urinated upon, in clothing with 
urine stains or scents, and sometimes in consuming 
the urine of their sexual partners. Coprophilia (also 
called coprolagnia) refers to the analogous inter-
est in feces. No studies have sampled urophilic or 
coprophilic individuals specifically; existing reports 
describe samples of persons who have several para-
philias, one of which is urophilia or coprophilia. 
Nonetheless, offers and requests for persons inter-
ested in engaging in these behaviors appear in per-
sonal ads and advertisements for prostitution or 
escort services. In a survey of several thousand gay 
men, 1% responded that they engaged in urophilic 
behaviors “always” or “very frequently,” and 0.5% 
reported engaging in coprophilic behaviors that fre-
quently (Jay & Young, 1977).

Zoophilia/ Bestiality
Zoophilia and bestiality are both used to refer to 

the erotic interest in nonhuman animals. Among 
114 self- acknowledged zoophilic men in an 
Internet- based survey, sexual behaviors included 
orally stimulating the genitals of the animal (81%), 
vaginal penetration of the animal (75%), mas-
turbation of the animal (68%), and being anally 
penetrated by the animal (52%) (Williams & 
Weinberg, 2003). Inducing the animal to lick the 
human’s genitals and anal penetration of the animal 
have also been reported (Peretti & Rowan, 1983). 
On a similar survey of 82 male and 11 female zoo-
philes, the most commonly preferred animals were 
(in descending order): male dogs, female dogs, and 
male horses, followed by female horses (for men) 
or male cats (for women) (Miletski, 2001). Some 
zoophilics report being attracted only to certain 
species, to certain breeds of a species, or only to 
male or female members of a species (Williams & 
Weinberg, 2003).

Some persons who acknowledge repeatedly 
engaging in sex with animals describe the behav-
ior as a form of masturbation during which they 
fantasize about sexual contact with humans (Peretti 
& Rowan, 1983). Other persons report that the 

behavior is part of an emotional and romantic bond 
with the animal, one that they believe the animal 
shares with them (Miletski, 2005; Williams & 
Weinberg, 2003). Moreover, some zoophiles report 
they would feel jealous if other humans or animals 
expressed an interest in “their” animal(s) (e.g., Earls 
& Lalumière, 2002; McNally & Lukach, 1991; 
Miletski, 2005). In describing their interviews 
with self- acknowledged zoophiles, Williams and 
Weinberg (2003) noted that some individuals pro-
fessed an extreme affinity for nonhuman animals, 
“believing they had animal characteristics or that 
they felt like they were an animal” (p. 528). This 
suggests that there may also exist an autoerotic form 
of zoophilia.

Altered Partners
acroToMoPhiLia

Acrotomophilia is the erotic interest in persons 
missing one or more limbs. Some acrotomophiles 
ask their (anatomically intact) sexual partners to 
mimic being an amputee during sexual intercourse 
(Dixon, 1983; Massie & Szajnberg, 1997; Money 
& Simcoe, 1986), and pornography depicting 
amputees in sexual or alluring poses exists both 
on the Internet and in print media (Elman, 1997; 
Waxman- Fiduccia, 1999). Dixon (1983) provided 
the results of a survey of individuals who subscribed 
to a service that distributed erotica depicting ampu-
tees: leg amputations were preferred over arm ampu-
tations; amputations of a single limb over double 
amputations; and amputations that left a stump 
over amputations that left no stump. Congenital 
malformations of limbs received the lowest ratings. 
Many people sexually attracted to amputees report 
that they recognized their interest for the first time 
as a child when they saw a person or a photograph 
of a person missing a limb (First, 2005).

gynandroMorPhoPhiLia
Gynandromorphophilia refers to the erotic inter-

est in individuals who otherwise appear female- 
typical but have a penis, or gynandromorphs (Hsu 
et al., 2016). (Earlier works employed broader defi-
nitions which included the erotic interest in cross- 
dressed males; e.g., Blanchard & Collins, 1993.) 
Gynandromorphophilic men seek sexual encoun-
ters with partially transitioned male- to- female 
(MtF) transsexuals. Personal ads sometimes include 
persons seeking or offering encounters with femi-
nized men, and pornography depicting “she- males” 
is readily available on the Internet (Blanchard 
& Collins, 1993; Escoffier, 2011). Indeed, most 
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gynandromorphophilic men indicate that they 
came to realize their sexual attraction via such por-
nography (Rosenthal et al., 2017).

The penile responses of gynandromorphophilic 
men have been compared in the laboratory with 
those of heterosexual men and those of homosexual 
men while they viewed depictions of sex between 
two males, between a male and a female, and 
between a male and a gynandromorph (Hsu et al., 
2016). The gynandromorphophilic group resem-
bled the heterosexual group, responding strongly to 
the male- female pair, but not to the male- male pair. 
They differed from the heterosexual group only in 
that they additionally responded strongly to gyn-
andromorphic stimuli, whereas neither the hetero-
sexual nor homosexual groups did. On self- report, 
gynandromorphophilic men indicated subjectively 
experiencing the corresponding pattern: strong 
attraction to females, weak attraction to males, and 
strong attraction to gynandromorphs (Hsu et al., 
2016; Rosenthal et al., 2017).

On surveys of gynandromorphophiles, roughly 
half refer to themselves as heterosexual and roughly 
half as bisexual, but many indicate that neither 
term exactly captures them (Operario et al., 2008; 
Rosenthal et al., 2017; Weinberg & Williams, 2010).

necroPhiLia
The erotic interest in corpses is necrophilia. 

The phenomenon has also been called vampirism 
(e.g., Bourguignon, 1983; although others restrict 
“vampirism” to refer only to the erotic interest in 
drinking blood; e.g., Vanden Bergh & Kelly, 1964). 
The most extreme forms of the expression of necro-
philia entail obtaining actual corpses or rendering 
an unwilling victim unconscious for copulation. 
Rosman and Resnick (1989) reviewed and tabu-
lated the information available from 122 cases of 
necrophilia that were reported in the literature or 
made available to them by colleagues. The behav-
iors and behavioral fantasies of the cases included 
vaginal intercourse with the corpse (51%), its muti-
lation (29%), anal penetration of it (11%), kissing 
it (15%), performing fellatio or cunnilingus upon 
it (8%), and sucking or fondling the breasts of the 
corpse (8%). In some cases, mutilation of the body 
included cannibalism or the drinking of its blood. 
Thirty- four cases from the whole sample provided 
self- reports of their motivations: these included 
the desire to possess an unresisting and unreject-
ing partner (68%), reunions with a (presumably 
deceased) romantic partner (21%), sexual attrac-
tion to corpses (15%), comfort or overcoming 

feelings of isolation (15%), or seeking self- esteem 
by expressing power over a homicide victim (12%). 
Stein et al. (2010) similarly tabulated information 
from FBI case files wherein the paraphilic nature of 
the offense was ascertained by the victim’s attire (or 
the lack of it), exposure of victims’ sexual anatomy, 
sexual positioning of the victim, or other features. 
This sample largely resembled that described by 
Rosman and Resnick; however, many of these cases 
showed evidence of the victim having been raped 
before being killed, contesting the claim that having 
an unresisting partner was a central motivation.

Erotic- Target Identity Inversion
The erotic fantasies of persons with erotic- target 

identity inversion (ETII) pertain less to imagery of 
sexual partners and more to transformed imagery of 
themselves, such as men fantasizing that they have 
the body of a woman (autogynephilia), have the body 
of a child or infant (infantilism), or are an amputee 
(apotemnophilia). This is often termed autoerotic. 
Such individuals sometimes describe their physical 
bodies as incorrect and their fantasized images as 
their ideal self (Lawrence, 2006). The expressions 
of these conditions range from covert visualization 
during masturbation or during sexual interactions 
with other people; to mimicking or approximating 
the erotic identity through clothing, costumes, and 
props; to seeking medical intervention for perma-
nent body modification to resemble the image of 
the erotic identity more closely.

Erotic inversion does not always appear to be a 
complete reversal— such individuals often experi-
ence some amount of typical (noninverted) eroticism 
in addition to the ETII. ETII may represent a basic 
dimension of sexual attraction, independent of other 
dimensions of the erotic target, such as the target’s sex 
and age (Freund & Blanchard, 1993; Hsu & Bailey, 
2017). In this model, the sexual attraction to women 
(or gynephilia), when inverted, is the desire to be that 
woman rather than to have sex with her (i.e., auto-
gynephilia; Blanchard, 1991; Ellis, 1928; Hirschfeld, 
1918); the sexual attraction to children (pedophilia 
or hebephilia) when inverted becomes the desire to 
be a child rather than to abuse the child (i.e., infantil-
ism or autopedophilia; Hsu & Bailey, 2017); and the 
sexual attraction to amputees (acrotomophilia) when 
inverted becomes the desire to be an amputee (i.e., 
apotemnophilia; Lawrence, 2006, 2013).

auTogynePhiLia
Autogynephilia refers to a male’s erotic interest 

in the image or thought of himself as a woman 
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(Blanchard, 1989a, 1991). During sexual inter-
course with women, an autogynephilic male might 
imagine himself as a woman sexually interacting 
as a lesbian (Newman & Stoller, 1974) or imag-
ine himself as a woman being penetrated by his 
partner, who is imagined as a man (Benjamin, 
1966; Lukianowicz, 1959). Homosexual (and 
non- autogynephilic) men may also fantasize about 
being penetrated by a man, but the focus of their 
erotic imagery is on the masculine characteristics 
of their sexual partner, whereas the erotic imag-
ery of autogynephilic men focuses on the femi-
nine characteristics of themselves. Autogynephilia 
most frequently co- occurs with fetishistic transves-
tism; however, a male’s erotic interest in being a 
woman can occur on its own, as illustrated in a 
case described by Blanchard (1993a, p. 70).

The earliest sexual fantasy [the patient] could 
recall was that of having a woman’s body. When he 
masturbated, he would imagine that he was a nude 
woman lying alone in her bed. His mental imagery 
would focus on his breasts, his vagina, the softness 
of his skin, and so on— all the characteristic features 
of the female physique. . . . When questioned why 
he did not cross- dress at present— he lived alone and 
there was nothing to prevent him— he indicated that 
he simply did not feel strongly impelled to do so.

Some autogynephilic fantasies pertain to other 
aspects of being female, such as menstruating, 
being pregnant, lactating, or douching (Blanchard, 
1991; Denko, 1976). Autogynephilia sometimes 
co- occurs with gender dysphoria (see the section on 
“Gender Dysphoria and Transsexualism” below).

Cases of partial autogynephilia have also been 
described: instead of envisioning themselves entirely 
as female, such individuals envision themselves with 
a mixture of male and female anatomy (Blanchard, 
1993a, 1993b). Interestingly, autogynephilic male 
cross- dressers have shown strong penile responses 
to gynandromorphophilic stimuli— sex between a 
male and a gynandromorph, appearing as a female 
with a penis (Hsu et al., 2017). This supports mod-
els wherein partial autogynephilia represents the 
erotic inversion of gynandromorphophilia.

inFanTiLisM
People with infantilism or autopedophilia are 

sexually aroused by behaving or imaging them-
selves as infants or children. (In earlier decades, the 
term “infantilism” was used to refer more gener-
ally to any arrest of psychosexual development in 
childhood, which was believed to be the cause the 

paraphilias in general; e.g., Stekel, 1930.) Such indi-
viduals will crawl on all fours and employ (adult- 
size) baby clothes, bibs, feeding bottles, pacifiers, 
or other props as part of acting out the fantasy of 
being a young child, which is often accompanied 
by penile erection, masturbation, and ejaculation 
(e.g., Bethell, 1974; Pate & Gabbard, 2003). As 
part of expressing their fantasies, infantilists will 
often wear adult- sized diapers and urinate or def-
ecate in them (often termed diaperism). Some indi-
viduals request that sexual partners mother them, as 
by rocking them, bottle- feeding them, or changing 
their diapers. Commercial websites have emerged 
that cater to individuals who refer to themselves as 
Adult Babies/ Diaper Lovers (AB/ DL) and supply 
adult- size baby clothes and nursery items (Pate & 
Gabbard, 2003). Consistent with the erotic- target 
inversion model, men reporting that they are sexu-
ally aroused by boys more often reported sexual 
interest in being boys, and men reporting sexual 
arousal in response to girls more often reported 
sexual interest in being girls (Hsu & Bailey, 2017). 
Moreover, self- reported sexual interests in older ver-
sus younger children corresponded to the interest in 
being a child of those ages.

When surveyed, AB/ DL community member 
responses suggested the existence of one subgroup 
focused on role- playing and another focused on the 
associated sexual arousal (Hawkinson & Zamboni, 
2014; Zamboni, 2019). It is not known if these 
individuals were hiding such imagery despite expe-
riencing it or if these individuals had an incomplete 
form of infantilism (analogous to clothing- fetishism 
as an incomplete form of transvestism). The erotic 
component was much stronger among the males 
(89% of the sample), suggesting that males engage 
in the sexual behaviors to express their paraphilia 
whereas females engage in the role- play to serve 
nonsexual motivations.

aPoTeMnoPhiLia
Apotemnophilia is the erotic interest in being 

or seeming to be an amputee (Blom et al., 2012; 
Money et al., 1977). Other terms, including “ampu-
tee identity disorder” (AID), “body integrity iden-
tity disorder” (BIID), and “xenomelia” have also 
been suggested (Barrow & Oyebode, 2019). Such 
individuals report that having four intact limbs 
makes them feel incomplete and that amputation 
is necessary in order for them to feel whole (Berger 
et al., 2005). Instances of desiring to possess other 
disabilities, such as deafness or blindness, have also 
been reported (Brugger et al., 2016). Communities 
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of people with apotemnophilia refer to themselves 
as “transabled” (Baril, 2015; Davis, 2014).

Some apotemnophilic individuals mimic ampu-
teeism, in public or in private, using wheelchairs 
or crutches and by binding or concealing a healthy 
limb. Some have attempted or performed self- 
amputation of a limb, and others have purposefully 
injured a limb in hopes of forcing emergency medi-
cal teams to amputate it (Bensler & Paauw, 2003; 
Berger et al., 2005; Money et al., 1977).

Lawrence (2006) has argued that BIID derives 
from and is secondary to apotemnophilia, citing 
evidence that the majority of individuals who seek 
limb amputation do so with an explicitly sexual 
motivation. A convenience sample of 52 individuals 
who wanted a healthy limb removed was recruited 
from Internet groups; the great majority desired 
specifically to have a single leg removed, cut above 
the knee (First, 2005). Notably, the preference for 
this particular amputation is the same one that is 
reported by acrotomophiles (Dixon, 1983). In 
another, primarily Internet- recruited sample of 54 
people with apotemnophilia, seven reported obtain-
ing surgical amputation (Blom et al., 2012). All 
seven reported the surgical treatment was helpful 
and indicated significantly decreased levels of dis-
ruption to their happiness and to their work, social, 
and family lives.The similarities between BIID and 
gender identity disorder have been noted, as have 
those between apotemnophilia and autogynephilia, 
including in their age of onset (puberty), sex ratio 
(predominantly male), elevated rates of non– right- 
handedness, alleviation of dysphoria by externally 
approximating the internal identity, association 
with sexual arousal, and lack of remission with psy-
chotherapy, as well as age at presentation (middle 
age), association with dysphoria, and willingness to 
risk harm for the corresponding surgical interven-
tions (Barrow & Oyebode, 2019; Brugger et al., 
2016; Lawrence, 2006).

There have been some small, preliminary neu-
roimaging studies of people with apotemnophilia 
employing a diversity of imaging technologies, 
including magnetoencephalography of selected 
regions of interest (ROIs) (n =  4; McGeoch et 
al., 2011); functional magnetic resonance imag-
ing (fMRI) during tactile stimulation and motor 
tasks (n =  5; van Dijk et al., 2013); surface- based 
morphometry of the whole brain (n =  13; Hilti 
et al., 2013), with shape analysis of thalamus and 
basal ganglia in the same sample (n =  13; Hänggi 
et al., 2016); and voxel- based morphometry of T1- 
weighted scans of the whole brain adding the loci 

Hilti identified as additional ROIs (n =  8; Blom et 
al., 2016). Unfortunately, neuroimaging analyses 
from samples as small as these are notoriously unre-
liable, and little can be deduced from the incon-
sistent findings and the diversity of techniques 
employed across them. Nonetheless, some authors 
have concluded that apotemnophilia represents a 
neurological rather than sexological phenomenon 
(e.g., Barrow & Oyebode, 2019). Such claims may 
represent a false dichotomy, however: atypical sexual 
interests are more than plausibly the result of atypi-
cal neuroanatomy, and the brain regions variously 
implicated in these studies overlap substantially with 
those involved in sexual response. Moreover, nonsex-
ual explanations of apotemnophilia fail to account 
for why large proportions of such individuals report 
experiencing an erotic component, whereas the sexo-
logical explanations can account for people denying 
eroticism as their being too shy, fearful of the stigma 
of atypical sexualities, or hoping to benefit from the 
relatively greater social acceptability of having an 
identity differing from one’s anatomy.

Activity Paraphilias
Agonistic Sexual Behavior
BiasToPhiLia (ParaPhiLic raPe)

The erotic preference for committing rape has 
been variously called biastophilia, paraphilic rape, 
and paraphilic coercive disorder. Rapists react to 
depictions of rape significantly more, on average, 
than do nonrapists on tests of penile tumescence 
responses, but respond significantly less than non-
rapists to depictions of consensual sex (Lalumière 
et al., 2005). It is not known what proportion of 
rapists are biastophilic, however. Although some 
nonparaphilic men report experiencing occasional 
sexual fantasies that include elements of rape (Arndt 
et al., 1985; Crepault & Couture, 1980), biasto-
philic individuals prefer rape to sexual interaction 
with willing partners. Emphasizing this distinction, 
the paraphilic interest in rape has also been called 
preferential rape (Freund et al., 1983), pathological 
rape, or the deviant rape pattern. Rape as a primary 
erotic interest is illustrated by a case described by 
Freund (1990, p. 198).

A well- educated, well- built, and good- looking 
businessman used to go out at night and rape 
female strangers, whom he dragged into the lanes 
between houses. When one of his victims said she 
would gladly have intercourse with him if he would 
accompany her to her apartment, he said no, it must 
be here and now, and then he raped her.
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The manner by which the individual obtains 
sexual intercourse is a central component to the 
erotic interest. In clinical practice, it can be difficult 
to distinguish an individual who committed a rape 
to enact a biastophilic fantasy from one who com-
mitted a rape as a kind of theft.

sexuaL sadisM
Sexual sadism refers to the erotic interest in 

inflicting fear, humiliation, or suffering. Although 
both sadistic sexual offenders and biastophilic 
sexual offenders employ force, they do so with dif-
ferent motivations (Freund & Blanchard, 1986; 
Hirschfeld, 1938): biastophiles prefer sexual activi-
ties with unwilling strangers (who must therefore 
be coerced into compliance). For sadistic sexual 
offenders, however, it is the infliction of pain and 
suffering per se that carries erotic value. Thus, sadis-
tic sexual offenders will continue to apply force, 
sometimes in increasing magnitude, regardless of 
the compliance of the victims. In extreme cases, 
this proceeds to the death of the victim (Dietz et 
al., 1990; Gratzer & Bradford, 1995), and, further 
still, to the mutilation of the victim’s body. Sadistic 
rapes do not always include penile penetration of 
the victim: a review of case files in the US National 
Center for the Analysis of Violent Crime revealed 
that offenses included sexual bondage (77%), anal 
rape (73%), forced fellatio of the offender by the 
victim (70%), vaginal rape (57%), penetration of 
victim with a foreign object (40%), blunt force 
trauma (60%), and the offenders’ retention of a 
personal item belonging to the victim (40%) (Dietz 
et al., 1990).

There also exist individuals who seek to inflict 
pain or humiliation, but only on willing part-
ners (e.g., Gosselin, 1987); this has been called 
the hyperdominance pattern of sexual behavior 
(Freund et al., 1986). It is not known whether or 
to what extent hyperdominance is related to sadism. 
Hyperdominants often express the desire to provide 
sexual pleasure to their submissive sexual partner(s), 
who are sometimes acting out their own paraphilic 
interests, such as fetishism, klismaphilia, or masoch-
ism. Ernulf and Innala (1995) observed discussions 
among individuals with such interests, one of whom 
described the goal of hyperdominants (p. 644).

A good top is an empath who knows how to tell 
with the least possible feedback exactly what will 
blow the bottom’s mind. The top enjoys his pleasure 
vicariously. He has a great time. The idea is to turn 
the body into a sexual response machine.

Among sadistic sexual offenders, however, there 
is no obvious indication of a desire to provide plea-
sure. Although it is possible that hyperdominance 
and sadistic sexual offenses represent qualitatively 
different phenomena that resemble each other only 
superficially, it is also possible that such individu-
als (or a proportion of them) have the same erotic 
interests and differ in nonsexual psychological char-
acteristics, such as antisociality, psychopathy, or the 
propensity to project or misinterpret the mental sta-
tus of their sexual partners or victims.

Masochistic Paraphilias
sexuaL MasochisM

Persons with sexual masochism experience erotic 
excitement from enduring humiliation or physical 
pain, often enacting such fantasies (or approxi-
mations of them) alone or with sexual partners. 
Sufficient numbers of individuals seek opportuni-
ties to engage in these behaviors to form stable sub-
cultures, which have been repeatedly surveyed (e.g., 
Ernulf & Innala, 1995; Nordling et al., 2006). The 
majority of respondents to such surveys report the 
desire to undergo verbal abuse, slapping (either 
manually or with implements), being ordered to 
perform sexual acts, or being tied up or restrained. 
A smaller proportion of individuals seek to undergo 
very severe stimulation, however: these include tor-
ture through beatings that draw blood, branding 
or burning, and mummification (immobilizing the 
entire body with rope or other wrapping) and con-
finement for extended periods of time. Clinical and 
nonclinical samples of masochists (i.e, individuals 
with masochism and individuals diagnosable with 
DSM- 5 masochistic disorder) report interests in the 
same activities (cf., Freund et al., 1995). Accidental 
deaths have been reported from engaging in some 
masochistic behaviors, such as through the self- 
application of electricity to the genitals or other 
parts of the body (Cairns & Rainer, 1981).

One of the most dramatic cases of sexual masoch-
ism was that of Mr. Bernd Brandes, which was widely 
reported in the media. Brandes answered a personal 
ad placed by Mr. Armin Meiwes, asking for young, 
well- built men who wanted to be slaughtered and 
consumed (Harding, 2003). After Brandes consumed 
a combination of alcohol and sleeping pills, Meiwes 
cut off Brandes’ penis and fried it for both of them to 
eat. Meiwes then fatally stabbed Brandes, all of which 
Brandes consented to, on videotape. Notably, before 
he was arrested, Meiwes had met with five other men 
who responded to his personal ad.
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auToeroTic asPhyxia
Autoerotic asphyxia refers to the erotic interest in 

being suffocated, such as by being hanged or stran-
gled. Some asphyxiophilics engage in such behaviors 
alone (sometimes called asphyxiophilia) using ropes 
suspended from beams or ligatures tied to door-
knobs while they masturbate, whereas others engage 
sexual partners to purposefully restrict airflow to the 
lungs or bloodflow to the brain as part of their sex-
ual activities (suggesting masochism focused on suf-
focation). When enacted in solitude, asphyxiophilia 
has led to accidental deaths (Hucker & Blanchard, 
1992). Some cases of asphyxiophilic fatalities have 
come to the attention of clinicians by lawyers or 
insurance companies (e.g., Cooper, 1995, 1996), as 
life insurance claims are payable in the event of an 
accidental death but not of suicide. In some fatality 
cases, the body of the asphyxiophilic individual is 
discovered naked or with his penis exposed, with 
pornographic magazines nearby, with dildos or 
other sex toys nearby, or with evidence of his hav-
ing ejaculated (Hucker & Blanchard, 1992; Janssen 
et al., 2005). The condition of such corpses also 
suggests that asphyxiophilia is frequently comor-
bid with other paraphilias: the corpse is sometimes 
cross- dressed or wearing make- up, the content 
of pornographic material is of a sadomasochistic 
nature, or the corpse is found with self- applied gags 
or bindings on his hands, feet, or genitals (Blanchard 
& Hucker, 1991). Asphyxiophilia has been called 
hypoxyphilia, under the presumption that hypoxia 
enhances sexual sensations (e.g., Uva, 1995). Such 
an association has not been established, however; 
the sexual interest might instead be focused on psy-
chological associations with the actual behaviors, 
rather than with any physiological effects of hypoxia 
(Blanchard & Hucker, 1991).

Courtship Disorder
A specific set of the activity paraphilias— 

voyeurism, exhibitionism, telephone scatologia, 
toucheurism, frotteurism, and biastophilia— has 
been hypothesized to be individual symptoms of a 
single underlying pathology, called courtship disor-
der (Freund, 1988). As detailed below, the court-
ship disorder hypothesis maintains that each of the 
paraphilias in this set is a disordered expression of a 
phase of human courtship (Freund, 1976; Freund et 
al., 1972). Biastophilia has already been described 
in the previous section together with sadism; the 
following describes the other paraphilias compris-
ing courtship disorder.

voyeurisM
Voyeurism is the erotic interest in viewing an 

unsuspecting person or persons in typically private 
situations. Viewed acts include dressing or undress-
ing, sexual intercourse, urinating, and defecating. 
(In some cases, it is unclear whether these latter 
behaviors indicate voyeurism, with the urine and 
feces being incidental, or indicate urophilia or cop-
rophilia with the urine or feces being central; e.g., 
Collacott & Cooper, 1995.) The increased avail-
ability of affordable and easily concealed electronic 
devices has broadened the range of opportunities 
available to voyeurs for viewing unsuspecting strang-
ers (e.g., Simon, 1997). Some cases of voyeurism 
have included holding cellular telephone cameras 
over or under the partitions of public washroom 
stalls and hiding small cameras in the bedrooms of 
victims. Paraphilic voyeurism would not describe 
persons for whom the mere sight or image of a per-
son were sufficient for eliciting sexual arousal; in 
paraphilic voyeurism, the means by which the indi-
vidual achieves his view is an integral part of the 
paraphilic interest. That is, in some cases, the glance 
must represent a violation to be of erotic interest.

exhiBiTionisM
The erotic interest in exposing one’s genitals to 

unsuspecting strangers is exhibitionism. The para-
philia pertains to persons for whom there is sexual 
pleasure in doing so, not when the behavior is moti-
vated by money (such as strippers) or other non-
sexual reasons (such as pranks). The majority of 
exhibitionists masturbate to ejaculation as part of 
exposing their penis (Freund et al., 1988; Langevin 
et al., 1979). On a questionnaire given to a sample 
of 185 exhibitionists, Freund et al. (1988) asked, 
“How would you have preferred a person to react 
if you were to expose your privates to him or her?” 
(p. 256). Of the seven possible choices, the most 
common response was “Would want to have sexual 
intercourse” (35.1%), followed by “No reaction 
necessary at all” (19.5%), “To show their privates 
also” (15.1%), “Admiration” (14.1%), and “Any 
reaction” (11.9%). Few exhibitionists chose “Anger 
and disgust” (3.8%) or “Fear” (0.5%).

There is only limited research on the (typically 
male) behavior of sending unsolicited photographs 
of their genitals (Oswald et al., 2020). It remains 
unknown to what extent the behavior might rep-
resent a paraphilic or other motivation, or whether 
any paraphilic pattern might be related to exhibi-
tionism or telephone scatologia.
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TeLePhone scaToLogia
Telephone scatologia refers to the erotic inter-

est in using a telephone to expose unsuspecting 
persons to vulgar or sexual language or to elicit it 
from them. Many scatologists masturbate during 
the call or masturbate subsequently while recollect-
ing the call; some telephone scatologists cross- dress 
or pose as female when calling (e.g., Dalby, 1988; 
Pakhomou, 2006). Although it was not based on 
any systematic observation, Mead (1975) provided 
an intuitive taxonomy of obscene telephone call 
content: (a) the “shock caller,” who immediately 
makes obscene remarks or propositions in order 
provoke an emotional response from the victims, (b) 
the “ingratiating seducer” who fabricates a plausible 
story to lure the victim into conversation, and (c) 
the “trickster” who poses, for example, as someone 
conducting a survey in order to elicit sexual history 
or other information about the victim. A survey of 
1,262 Canadian women who were employed out-
side the home asked respondents about their expe-
riences of receiving obscene phone calls (Smith & 
Morra, 1994); 83.2% of the sample had received 
such calls. Of those, 84.5% of the calls came from 
males, 86.8% came from adults, and 73.8% were 
reportedly from strangers (in 7.5% of the cases, the 
victim knew the scatologist, and in 18.6%, the vic-
tim was unsure whether she knew the caller).

Approximately 37% of rapists have been 
reported to engage in obscene telephone calls (Abel 
et al., 1988), but only 5– 6% of apprehended tele-
phone scatologists have been found to commit rape 
(Abel et al., 1988; Price et al., 2002). Because not 
all obscene telephone calls are reported to authori-
ties, however, it is unknown how well these indi-
viduals represent all telephone scatologists. It is also 
unknown whether the content or other parameters 
of the calls predict an individual’s likelihood of 
committing other sexual offenses.

Telephone scatologia is sometimes described as 
a variant of exhibitionism (e.g., Hirschfeld, 1938; 
Nadler, 1968), differing by being auditory rather 
visual. Indeed, telephone scatologia is highly comor-
bid with exhibitionism (e.g., Price et al., 2002). 
Although telephone scatologia necessarily involves 
obscene telephone calls, not all obscene telephone 
calls are motivated by telephone scatologia; the 
behavior may represent a prank with no erotic value 
to the caller (Pakhomou, 2006).

ToucheurisM and FroTTeurisM
Toucheurism and frotteurism refer to the erotic 

interest in approaching unsuspecting strangers to 

touch their (usually clothed) breasts, buttocks, or 
genital area. Toucheurism pertains to when contact 
is made using the hands, and frotteurism pertains 
to men who press their penis against the victim, 
especially against the buttocks, through clothing. 
Frotteurs typically target women in crowded public 
places (e.g., streetcars), whereas toucheurs will often 
grab at a woman while quickly moving across her 
path.

The courTshiP disorder hyPoThesis
The courtship disorder hypothesis asserts that 

the usual male sexual activity cycle consists of 
four phases: (a) looking for and appraising poten-
tial sexual partners; (b) pretactile interaction with 
those partners, such as by smiling at and talking 
to them; (c) tactile interaction with them, such as 
by embracing or petting; and then (d) sexual inter-
course (Freund, 1976; Freund & Blanchard, 1986). 
In normal courtship, each phase of the cycle leads 
to the next. In courtship disorder, however, one or 
more of these phases is exaggerated or distorted, and 
the cycle fails to progress from one phase to the next. 
According to the hypothesis, voyeurism is a rigid, 
isolated form of the searching phase; exhibitionism 
and telephone scatologia represent distortions of the 
pretactile phase; toucheurism and frotteurism rep-
resent pathologies of the tactile phase; and, in the 
preferential rape pattern, the first three courtship 
phases are altogether skipped.

The assertion that these six paraphilias all emerge 
from the same underlying disorder simplifies the 
interpretation of several observations. (a) The para-
philias in this set are highly comorbid with each 
other (Freund & Blanchard, 1986; Freund et al., 
1983). (b) During laboratory testing of penile reac-
tions to audiotaped stimuli, individuals who have 
shown one courtship paraphilia, but not another, 
nonetheless show an elevated response to stimuli 
representing other courtship paraphilias (Freund et 
al., 1983; Freund et al., 1986). (c) The paraphilias 
of courtship disorder share the propensity to target 
strangers (e.g., Freund et al., 1988; Gebhard et al., 
1965; Mohr et al., 1964; Smith & Morra, 1994), 
whereas other paraphilias more often involve people 
known to the paraphilic individual (or involve no 
other person at all).

Miscellaneous Paraphilias
kLisMaPhiLia

Klismaphilia refers to the erotic interest in ene-
mas. Klismaphilics will entertain sexual fantasies 
about enemas during masturbation, self- administer 
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enemas for masturbatory stimulation, or engage 
their sexual partners to administer them. Some have 
reported experiencing sexual arousal upon admin-
istration of clinical enemas by nursing staff and 
feigning physical symptoms to justify the procedure 
(Denko, 1973). By contrast, the term would not 
apply when the enema provides a secondary rather 
than mandatory role— such as being forced to  
receive an enema as part of a masochistic fantasy— 
nor when only indirectly associated with sex, such 
as regular use in anticipation of anal intercourse. 
Twenty- two klismaphilics responded to an ad 
placed in sex- oriented periodicals as part of a sur-
vey of individuals with erotic interests in enemas 
(Arndt, 1991); the median frequency of enema use 
was twice per week, and approximately half the 
respondents engaged in the behavior together with 
their sexual partners. In describing a series of 15 
cases, Denko (1976) reported that three male klis-
maphilics fantasized themselves as female during the 
enemas and that three such individuals experienced 
erotic enjoyment while eliciting enema- related con-
versation with female sales clerks (such as by asking 
for instructions).

TrioLisM
Triolism or cuckolding refers to the erotic inter-

est in watching one’s romantic partner engage in 
sexual behavior with a third party. Triolism differs 
from voyeurism in that the romantic partner (but 
not necessarily the third party) is typically aware of 
being observed. Some triolists want to observe the 
sexual activity visually (sometimes while hidden; 
e.g., Hirschfeld, 1938), some audio or video record 
the activity, and some want only to listen to their 
partners describe encounters had while the triolist 
was absent (Wernik, 1990).

Multiple Paraphilias and Blended 
Paraphilias

Individuals with one paraphilic interest often 
have other paraphilic interests (e.g., Abel et al., 
1988; Abel & Osborn, 1992; Bradford et al., 1992; 
Freund et al., 1983). In some cases, these paraphilias 
function independently in the individual, such as in 
a man who will expose his genitals on certain occa-
sions and who will grab the buttocks of females on 
other occasions. We refer to these simply as cases of 
comorbid or multiple paraphilias. Other individuals, 
however, possess erotic interests that deviate from 
typical in more than one aspect at the same time, 
such as men whose erotic fantasies entail being 
forced to cross- dress (e.g., Hucker, 1985) or a man 

who exposes his genitals to large dogs (McNally & 
Lukach, 1991).

Prevalence and Sex Ratio
Owing to their usually secretive nature, no mean-

ingful prevalence or incidence data can be had for 
any of the paraphilias. Numbers of persons who are 
charged with or convicted of certain sexual offenses 
have been used as estimates for some paraphilias. It 
is unknown what proportion of such offenders is 
genuinely paraphilic, however. A more sophisticated 
estimation has been conducted for the prevalences 
of transvestic fetishism, exhibitionism, and voyeur-
ism (Långström & Seto, 2006; Långström & Zucker, 
2005). These investigations analyzed responses to a 
representative survey of 2,450 men and women in 
Sweden. A total of 3.1% of the respondents reported 
having been sexually aroused at least one time by 
exposing their genitals to a stranger; of that subset, 
23.7% also experienced sexual fantasies about the 
behavior. Of the whole sample, 7.8% reported engag-
ing in voyeurism at least one time; of that subset, 
53.4% also experienced sexual fantasies about doing 
so. Of the males, 2.8% reported cross- dressing that 
was associated with sexual arousal; an insufficient 
number of women reported ever having done so to 
support any analysis. National forensic databases 
have suggested rates of autoerotic deaths by asphyxia 
at 0.1 per million population (Sweden) to 2– 4 per 
million (United States) (Byard & Winskog, 2012), 
but the prevalence of nonfatal practitioners remains 
unknown.

As previously noted, most paraphilias appear to 
be phenomena restricted nearly entirely to males. 
Notwithstanding case reports in the literature, nei-
ther clinics, forensic institutions, nor social clubs 
for proponents of engaging in paraphilic behav-
iors report any substantial number of females with 
atypical erotic age preferences, courtship disorders, 
or fetishes. Sexual masochism is unusual among 
the paraphilias in that it shows a relatively high fre-
quency of female practitioners. Breslow, Evans, and 
Langley (1985) surveyed subscribers to and adver-
tisers in a periodical catering to individuals inter-
ested in masochism or hyperdominance. Of the 81 
non- prostitutes who preferred or usually preferred 
masochistic behaviors (termed “submissive” in the 
survey), 49.4% were women. Similarly, Ernulf and 
Innala (1995) analyzed messages on an online dis-
cussion group catering to people with the same 
interests: of the 56 posts seeking to engage in mas-
ochistic acts (again termed “submissive”), 58.9% 
were purportedly from women.
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Despite its close association with masochism, 
asphyxiophilia is usually viewed as a male phenom-
enon owing to the lack of women among individu-
als who suffered accidental asphyxiophilic death. 
For example, the Hucker and Blanchard (1992) 
sample consisted of all 118 known such deaths in 
Ontario and Alberta, Canada, from 1974 to 1987, 
and only one was female. It is plausible, however, 
that there are women who engage in the behav-
ior, but that they are less likely to suffer accidental 
death. This might occur if more male asphyxio-
philics engaged in the solitary form of the behav-
ior and more female asphyxiophilics did so in the 
company of a sexual partner (thereby protecting 
against accident).

Associated Features
One may refer to the hypothetical factors that 

increase the probability of developing paraphilic 
interests as paraphilogenic factors. The existence of a 
biological predisposition to developing one or more 
paraphilias has been hypothesized for well over a cen-
tury (e.g., Binet, 1887; Krafft- Ebing, 1886/ 1965), 
but few rigorous studies have been conducted. Some 
tentative conclusions can be proffered, however, pri-
marily on the basis of investigations of individuals 
who have committed sexual offenses motivated by 
paraphilias, especially pedophilia.

IQ and Other Neuropsychological Testing
Pedophilic men and sexual offenders against 

children have lower IQs than nonpedophilic con-
trols (Cantor et al., 2004; Cantor, Blanchard et al., 
2005). The association between IQ and pedophilia 
appears to be independent of referral method; the 
same result emerges whether the pedophiles were 
referred by parole and probation officers, lawyers, 
or physicians or by self- referral (Blanchard et al., 
2007). Consistent with these studies, pedophilic 
men are more likely to have repeated grades in 
school or to have required placement in special 
education classes (Cantor et al., 2006). Although 
several studies have administered batteries of neu-
ropsychological tests to heterogeneous samples of 
sexual offenders, they have not reported results from 
homogeneous samples of paraphilic men. It remains 
unknown whether pedophiles have a general cogni-
tive deficit (i.e., they would perform poorly on any 
neuropsychological test that correlates with IQ) or 
if they have a distinct pattern of cognitive strengths 
and weaknesses that might be detected by future 
investigations employing larger and more homoge-
neous samples.

It is also unknown whether and to what extent 
that poor cognitive functioning is a characteristic 
specific to deviant erotic age preference or a charac-
teristic of several (or all) paraphilias. Community- 
based samples of self- acknowledged paraphilics 
have repeatedly described highly educated and high- 
functioning individuals (e.g., Alison et al., 2001; 
Croughan et al., 1981; Docter & Prince, 1997; 
Williams & Weinberg, 2003). Although it is pos-
sible that low IQ is specific to pedo-  and hebephilia, 
it is also possible that paraphilics with higher IQs 
are more likely to participate in interest groups and 
research studies.

Handedness
Handedness is of interest due to its association 

with very early brain development. Fetuses dem-
onstrate a hand preference when thumb- sucking in 
utero (Heppe et al., 1991), and that preference pre-
dicts handedness later in life (Hepper et al., 2005). 
Approximately 8– 15% of the general population is 
non– right- handed (Hardyck & Petrinovich, 1977). 
Pedophilic men have been shown to be up to three 
times more likely to be non– right- handed (Cantor, 
Klassen et al., 2005). Nonhomosexual MtF trans-
sexuals (who have been shown empirically to expe-
rience autogynephilia; Blanchard, 1985, 1988, 
1989b) similarly show elevated rates of non– right- 
handedness (Green & Young, 2001). Very little is 
known regarding handedness in any of the other 
paraphilias.

Meta- analytic review has shown homosexual 
men, although they are not paraphilic, to have 34% 
greater odds and homosexual females to have 91% 
greater odds of non– right- handedness than their 
heterosexual counterparts (Lalumière et al., 2000). 
Recent research indicates that the association 
between non– right- handedness and homosexuality 
in men is limited to individuals with no or few older 
brothers (Blanchard, 2008). Considered together, 
the findings on hand preference and sexuality sug-
gest that non– right- handedness might pertain to 
the development of all variant erotic- object interests 
(see Blanchard, 2008).

Non– right- handedness has commonly been 
interpreted as a marker for lesser than usual degrees 
of asymmetry between the left and right hemi-
spheres of the brain. Therefore Blanchard (2008) 
conjectured that Klar’s (2004) explanation for the 
association of non– right- handedness and homo-
sexuality might apply to variant erotic- object pref-
erences in general. Klar hypothesized that “less 
asymmetric hemispheres may allow additional 
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neuronal connections between different parts of the 
brain, thereby predisposing individuals to develop 
homosexuality, in contrast to the restricted possi-
bilities allowed in the more common asymmetric 
hemispheric arrangement” (Klar, 2004, p. 254). 
Blanchard (2008) argued that the collective data 
on homosexual men and women, pedophiles, and 
transsexuals suggest that the hypothesized “addi-
tional neuronal connections” made possible by less 
asymmetric hemispheres might lead to an array of 
different psychosexual outcomes. The notion that 
erotic variations (paraphilic or benign) may result 
from atypical connections among brain regions, and 
not from anomalies in the brain regions themselves, 
is revisited in a different context in the next section.

Brain Imaging
With only few exceptions, neuroimaging research 

on the paraphilias has been limited to pedophilia 
and hebephilia. Such studies continue to advance 
but must be considered carefully, as there exist 
powerful ascertainment biases in sampling: until 
recently, samples of people sexually attracted to 
children have been recruited from forensic centers 
studying sex offenders. Without appropriate han-
dling, features of such samples can be confounded 
by antisociality, impulsivity, and other correlates of 
criminality (including having completed long- term 
confinement). More recently, people with pedo-
philia and no forensic history have begun to present 
themselves to clinics, seeking treatment or mutual 
group support and to participate in research studies. 
In contrast with forensic samples, these individuals 
would be predicted to be nonrepresentative in being 
higher functioning than typical. Neither source can 
yield representative samples, and both pose poten-
tial confounds. Different authors have employed 
different methods in the effort to compensate for 
the multiple factors in play, and it remains unknown 
to what extent each method is successful.

Contemporary studies aiming to identify neu-
roanatomic features associated with pedophilia and 
its development have coalesced into two camps: 
one implicating white matter differences yield-
ing atypical connectivity among brain regions that 
otherwise serve to identity reproductively relevant 
social stimuli (e.g., Cantor et al., 2015) and one 
implicating gray matter differences that increase the 
risk of sexual offending rather than pedophilia per 
se (e.g., Lett et al., 2018). White matter and con-
nectivity differences were detected in independent 
samples by several techniques, including voxel- 
based morphometry (Cantor et al., 2008), diffusion 

tensor imaging (Cantor et al., 2015), and inde-
pendent component analysis (Cantor et al., 2016). 
Poeppl et al. (2015) conducted a meta- analysis of 
fMRI studies using activation- likelihood estima-
tion, confirming functional dysconnectivity among 
sexually relevant brain regions, which those authors 
interpreted as confirmation of the dysconnectivity 
hypothesis of pedophilia.

Some initial reports instead implicated gray 
matter differences: Schiltz et al. (2007) reported 
differences in the amygdala, hypothalamus, sub-
stantia innominata, septal region, and bed nucleus 
of the stria terminalis, whereas Schiffer et al. (2007) 
reported them in the ventral striatum and nucleus 
accumbens, orbitofrontal cortex, and cerebellum. 
(Neither study examined white matter.) Subsequent 
imaging research employing larger samples discon-
firmed the gray matter differences (Schiffer et al., 
2017) and attributed the neural differences detected 
to be associated instead with criminality and the pro-
pensity to commit sexual offenses (Lett et al., 2018).

Hormonal Assays
Studies of sexual offenders have measured the 

baseline levels of several hormones, including 5- 
alpha- dihydrotestosterone, androstenedione, corti-
sol, dehydroepiandrosterone, dihydrotestosterone, 
estradiol, follicle- stimulating hormone, the free- 
androgen index, luteinizing hormone, prolactin, 
sex hormone- binding globulin, and testosterone 
(Blanchard et al., 2006). Those investigations have 
failed to reveal any consistent association between 
paraphilic sexual offenses (primarily involving pedo-
philia, exhibitionism, or sexual sadism) and any 
hormone except, potentially, testosterone: greater 
levels of testosterone have been found among rapists 
relative to nonparaphilic controls (Giotakos et al., 
2003; Rada et al., 1976). Other investigations have 
failed to detect such a difference, however (Haake 
et al., 2003; Rada et al., 1983). Lower levels of 
testosterone have been reported among pedophilic 
men by some studies (Gurnani & Dwyer, 1986; 
Seim & Dwyer, 1988), but no differences have been 
found in others (Gaffney & Berlin, 1984; Lang et 
al., 1990). It is possible that testosterone reflects the 
propensity to violence or aggression rather than any 
paraphilia.

Intimacy/ Social Skills Deficits
Sex offenders may seek out sex with children 

because they do not have the social skills to suc-
cessfully interact with adult partners and they 
cannot fulfill their sexual and emotional needs in 

 

 

 



ParaPh il ia ,  gender dySPhor ia ,  and hyPerSexual ity 563

relationships with peers (Seto, 2008). Sex offend-
ers lack the capacity for intimate relationships and 
report themselves to be lonely (Garlick et al., 1996; 
Seidman et al., 1994). Ward, Hudson, and Marshall 
(1996) found that sex offenders exhibited a wide 
range of insecure attachment styles, each associ-
ated with different psychological problems. Child 
molesters with a preoccupied attachment style were 
characterized by emotional neediness and profound 
doubts about their ability to elicit love and support 
from partners. Fearful- dismissively attached offend-
ers tended to distance themselves emotionally in 
relationships because of their fear of rejection. Both 
groups experienced problems with intimacy and 
apparently turned to sex with children because their 
adult relationships were compromised or unsatis-
factory. The primary causal mechanism underlying 
their deviant sexual behavior was seen to be their 
insecure attachments and subsequent problems 
establishing satisfactory relationships with adults 
(Ward & Seigert, 2002).

As reviewed by Smallbone (2006), in several 
studies, child sex offenders have reported less secure 
childhood attachments than nonsexual offenders 
(Marsa et al., 2004; Smallbone & Dadds, 1998) 
and nonoffenders (Marsa et al., 2004; Smallbone 
& Dadds, 1998). Similarly, according to Smallbone 
(2006), child sex offenders more frequently report 
an insecure rather than a secure adult attach-
ment style (Jamieson & Marshall, 2000; Ward et 
al., 1996) and report less secure adult attachment 
than both nonsexual offenders and nonoffenders 
(Marsa et al., 2004; Sawle & Kear- Colwell, 2001; 
Smallbone & Dadds, 1998).

Onset and Course
It is unknown whether the paraphilias share a 

common age at which their symptoms first manifest 
or if they vary in age of symptom onset. One should 
note that the age of onset of paraphilic symptoms 
does not necessary coincide with the age at which 
the paraphilogenic factors first operate. By way of 
analogy, typical (nonparaphilic) heterosexuality and 
typical homosexuality do not overtly manifest until 
puberty, but there is no reason to believe that the 
etiology of sexual orientation occurs at that time 
rather than earlier in development. The DSM- 5 
describes the age of onset for the paraphilias to be 
during adolescence, although some of paraphilic 
disorders may not be diagnosed until age 16 (in the 
case of pedophilic disorder) or 18 (in the case of 
voyeuristic disorder). These cutoffs are not meant 
to follow any etiological mechanism, however, and 

instead reflect an attempt avoid false positives rela-
tive to typical sexual curiosity and experimentation 
during puberty and adolescence.

It is unknown to what extent information about 
age of onset is affected by the legal status of express-
ing paraphilic interests. It is plausible that individu-
als who experience paraphilia unassociated with 
sexual offending would be more willing to acknowl-
edge awareness of their interests during childhood. 
The research literature supports the childhood onset 
of rubber fetishism (Gosselin & Wilson, 1980), 
cross- dressing (Brown et al., 1996), apotemno-
philia (First, 2005), acrotomophilia (Dixon, 1983), 
homosexual or bisexual foot and shoe fetishism 
(Weinberg et al., 1995), and masochism and hyper-
dominance (Breslow et al., 1985). Moreover, para-
philics sometimes recall events from early childhood 
during which they became— and then remained— 
fascinated with the object(s) or behaviors of their 
future sexual interest (e.g., Dixon, 1983; Freund et 
al., 1995; Massie & Szajnberg, 1997; Weinberg et 
al., 1994, 1995).

Gender Dysphoria and Transsexualism
Clinical contact with trans populations dif-

fers from social and public contact in that clinical 
contact often begins before any transition, when 
no outcome can be assumed, whereas social and 
public contact occur after transition, when people 
can explicate how they want to be treated. This 
can lead to conflicts in language: from the point 
of view of the post- transitioned, references to the 
pre- transitioned state represent reminders of a prob-
lematic situation. Clinically, however, to assume a 
transition at the start is to presume the answer to 
the very question client- patients present to their 
clinicians. To minimize ambiguity, this chapter will 
employ the full terms spelling out the trajectory of 
the (potential) transition— MtF or female- to- male 
(FtM)— rather than “single time point” terms that 
leave ambiguous if the gender named is the gender 
being transitioned from or the gender being consid-
ered to transitioned to.

The term “gender dysphoria” refers to a broad 
class of phenomena characterized by discontent 
with one’s biological sex and/ or social gender. In 
adults, it manifests as the persistent idea that one is, 
or should have been, a member of the opposite sex, 
and, in children, by pervasive patterns of behavior 
consistent with such a belief. The affective compo-
nent of gender dysphoria is discontent with one’s 
biological sex and the desire to possess the body of 
the opposite sex and to be regarded by others as a 
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member of the opposite sex. DSM- 5 introduced 
gender dysphoria as the formal diagnostic term 
(replacing the DSM- IV- TR term, gender identity dis-
order, which, in turn replaced the DSM- III- R term, 
transsexualism). Thus, “gender dysphoria” may now 
refer either to the broad term or the more narrowly 
defined diagnosis.

Gender dysphoria varies in severity and, at its 
most extreme (transsexualism) is accompanied by 
a desire for surgery to simulate (as much as pos-
sible) the reproductive organs of the opposite sex. 
Individuals with milder forms sometimes perceive 
themselves to be both male and female or fluctuate 
between seeing themselves as one or the other.

There appear to be two phenomena, unrelated 
and each capable of motivating discontent with 
one’s biological sex. The two groups experienc-
ing these phenomena differ in their age of onset, 
course, associated features, and sex ratio and, there-
fore, probably in their etiology (Blanchard, 1989a, 
1989b). One is associated with autogynephilia, the 
aforementioned paraphilic interest (of biological 
males) in being female. Such individuals sometimes 
engage in erotic cross- dressing for many years before 
deciding to pursue permanent feminization. The 
other group lacks any obvious paraphilic interests 
but shows multiple, extremely strong or exaggerated 
features atypical for their biological sex. The other 
is related to homosexuality and occurs both in bio-
logical males and in biological females.

Autogynephilic Male- to- Females
The autogynephilic type accounts for a substan-

tial proportion of persons seeking sex reassignment 
in Europe and North America (e.g., Nieder et al., 
2011; Smith et al., 2005). The exact nature of the 
relation between autogynephilia and gender dys-
phoria is unclear. Many autogynephilic transsexuals 
report that their desires to be women remained the 
same or grew even stronger after their initial strong 
sexual response to that ideation had diminished or 
disappeared.

Insofar as autogynephilic transsexuals are eroti-
cally oriented toward other persons, they may be 
attracted to women, to both sexes, or to neither sex. 
It is likely that those individuals attracted to women 
constitute the prototype and that bisexual and asex-
ual individuals represent secondary variations. The 
asexual individuals represent those cases in which 
the autogynephilia nullifies or overshadows the 
person’s erotic attraction to women, and the bisex-
ual individuals represent those cases in which the 
autogynephilic disorder instead gives rise to some 

secondary erotic interest in men that coexists with 
the person’s basic attraction to women (Blanchard, 
1985). Blanchard (1989b) has suggested that the 
latter phenomenon need not reflect an equal attrac-
tion to the male and female phenotypes and would 
perhaps be better characterized as pseudobisexual-
ity. Because autogynephilic MtFs express the belief 
that “inside” they really are women, those who are 
attracted to women may— paradoxically— describe 
their erotic interests in women as “homosexual” and 
refer to themselves as “lesbians trapped in a man’s 
body” (Lawrence, 2013).

Autogynephilic MtFs are not conspicuously 
cross- gendered in childhood, although the private 
wish to be a woman may begin to occur before 
puberty. They are rarely labeled as “sissies” by their 
peers, and their cross- gender behavior is typically 
restricted to secret, solitary cross- dressing in gar-
ments surreptitiously borrowed from their mothers, 
sisters, or other females in their households. This 
type of gender dysphoria tends to develop more 
slowly and often has the character of a progres-
sive disorder, with temporary or milder methods of 
expressing female traits preceding more permanent 
and dramatic ones. Autogynephilic MtFs usually 
present to clinicians in their mid- 30s, and it is com-
mon for such individuals to seek professional help 
for the first time at age 50 or 60 years. Many auto-
gynephilic MtFs marry women and father children 
before their wish to live as women becomes over-
whelming, thus delaying their pursuit of sex reas-
signment (Blanchard, 1994).

Androphilic Male- to- Females and Gynephilic 
Female- to- Males

MtF gender dysphorics who are sexually attracted 
to men (i.e., who are androphilic) exhibit multiple 
overtly feminine behaviors which were readily 
apparent in childhood. Such boys prefer girls’ games 
and toys and female playmates and would rather be 
around adult women than adult men. They often 
or always take female roles in fantasy play (e.g., 
princess, ballerina), and they identify with glamor-
ous female characters in television stories or other 
media. Some of these boys also dress up as women; 
however, their cross- dressing is not experienced as 
sexually arousing, either in childhood or later. Even 
when they are not engaging in any obvious cross- 
gender behavior, boys with gender dysphoria are 
noticeably effeminate, which may manifest as femi-
nine speech patterns, gestures, or gait.

Gender dysphoric FtMs who are sexually attracted 
to women (i.e., are gynephilic) show the corresponding 
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picture. In childhood, they express very strong prefer-
ences for boys’ toys and games and a rejection of long 
hair and dresses in favor of short hair and trousers. 
They may imitate other male- typical behaviors, such 
as standing to urinate. Unlike ordinary “tomboys,” 
they do not merely enjoy some activities stereotyped 
as male; rather, they systematically and vehemently 
reject all activities, clothes, etc. that would identify 
them to the world as female.

Gender dysphoric boys and girls may verbally 
express the wish to belong to the opposite sex or 
state the belief that they will become members of 
the opposite sex when they grow up. Claims of actu-
ally being members of the opposite sex are more 
common in younger than in older children, proba-
bly because older children have a better understand-
ing of gender constancy. Older children are also 
less likely to communicate the desire to belong to 
the opposite sex, an inhibition attributable to their 
greater awareness of social sanctions (Wallien et al., 
2009; Zucker et al., 1993, 1999).

The course of childhood gender dysphoria is 
unpredictable, and the outcome is highly variable. 
In many cases, the dysphoria resolves without clini-
cal intervention, usually by puberty. That is, the 
individuals grow up to be ordinary, non- transsexual, 
androphilic men (i.e., gay men) or ordinary, non- 
transsexual, gynephilic women (i.e., lesbians), each 
content with their original, biological sex. In other 
cases, substantial cross- gender behavior remains, 
but the wish for a full transition to the opposite 
sex is weak or absent. These include gay male “drag 
queens,” who cross- dress intermittently but exten-
sively and who may take estrogenic medications to 
develop breasts, as well as biologically female “gen-
derqueers,” who may seek testosterone medication 
for its masculinizing effects (e.g., beard growth) but 
express no interest in mastectomy or pelvic surgery.

The remaining cases, who reach adulthood with 
their dysphoria unabated or intensified, may seek 
transsexual surgery and other interventions. Both 
androphilic MtFs and gynephilic FtMs (sometimes 
called in the literature homosexual transsexuals, rela-
tive to their biological sex) typically begin to seek 
sex reassignment surgery when they are in their 
mid- 20s, by which time many of them have already 
begun living full- time as the opposite sex. For MtFs, 
the definitive operation is the construction of a 
vagina and vulva. For FtMs, the most urgent proce-
dure is usually breast tissue reduction and construc-
tion of a male chest contour, followed by removal 
of the uterus and ovaries. They do not universally 
pursue construction of an artificial penis, which is 

expensive, technically difficult, and often disfigur-
ing to the part of the body from which the donor 
tissue is taken.

Androphilic Female- to- Males
There is a rare but distinct group of FtMs who 

are sexually orientated toward males and who say 
that they want to undergo sex reassignment so that 
they can become “gay men” (Blanchard, 1990; 
Dickey & Stephens, 1995). This makes the syn-
drome seem analogous to autogynephilic trans-
sexualism in biological males. No one, however, has 
identified a distinct paraphilia (like autogynephilia) 
that accompanies or precedes heterosexual transsex-
ualism in biological females; therefore the analogy 
seems incomplete.

Rapid- Onset Gender Dysphoria
A third profile has begun to present to clinicians 

or socially, characteristically distinct from the previ-
ously identified ones (Kaltiala- Heino et al., 2015; 
Littman, 2018). This group is predominately bio-
logically female and presents in puberty or adoles-
cence, but, unlike the androphilic FtM group, lacks 
the substantial history of cross- gender behavior in 
childhood. This feature has led to the term rapid- 
onset gender dysphoria (ROGD; Littman, 2018). 
The majority of cases appear to occur within clus-
ters of peers and in association with increased social 
media use (Littman, 2015) and especially among 
people with autism or other neurodevelopmental or 
psychiatric disorders (Kaltiala- Heino et al., 2015; 
Littman, 2018; Warrier et al., 2020). It cannot be 
easily determined whether the self- reported gender 
dysphoria is a result of other underlying issues or 
if those mental health issues are the result of the 
stresses of being a stigmatized minority (Boivin et 
al., 2020). Importantly, unlike other presentations 
of gender dysphoria, “coming out” in this group 
was often (47.2%) associated with declines rather 
than improvements in mental health (Biggs, 2020; 
Littman, 2018). Although long- term outcomes 
have not yet been reported, these distinctions argue 
against generalizing findings from the other presen-
tations to this one.

Prevalence and Sex Ratio
The prevalence of full- blown transsexualism 

is easier to estimate than the prevalence of lesser 
degrees of gender dysphoria because transsexuals, 
almost by definition, must disclose their condi-
tion for medical or legal purposes. Estimates are 
about 1 in 12,000 for MtF transsexuals and 1 in 
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30,000– 50,000 for FtM transsexuals (Bakker et 
al., 1993; De Cuypere et al., 2007; Wilson et al., 
1999). The ratio of biological males to females is 
around 2:1 or 3:1 (Landén et al., 1996; Garrels et 
al., 2000).

Neurological Correlates
Zhou, Hofman, Gooren, and Swaab (1995) and 

Kruijver et al. (2000) reported that a sex- dimorphic  
structure of the brain, the central subdivision of 
the bed nucleus of the stria terminalis (BSTc), was 
shifted in size toward that of the opposite sex in a 
small series of transsexuals examined postmortem. 
There are at least three reasons to be skeptical that 
this unconfirmed finding has conclusively identi-
fied a neurological substrate of cross- gender iden-
tity. First, significant sexual dimorphism in BSTc 
volume and neuron number does not develop in 
humans until adulthood (Chung et al., 2002), 
whereas many or most transsexuals report that their 
feelings of gender dysphoria began in childhood. 
Second, all of the subjects had undergone feminiz-
ing or masculinizing hormone treatment, and such 
treatment has profound effects on brain volume 
(Hulshoff Pol et al., 2006). Third, BSTc volume has 
been reported to be smaller among pedophilic men 
than among controls (Schiltz et al., 2007), which 
suggests that the structure may be related to sexual 
anomalies in general rather than to cross- gender 
identity specifically.

MRI has subsequently been employed in vivo 
to identify neuroanatomic features distinguishing 
transsexual from cissexual adults (other age groups 
have not yet been so studied). Unfortunately, many 
such studies confounded gender identity with 
sexual orientation (e.g., Rametti et al., 2011), con-
trasting MtF transsexuals attracted to men with cis-
sexual males attracted to women (e.g., Spizzirri et 
al., 2018) or contrasting FtM transsexuals attracted 
to women with cissexual females attracted to men 
(e.g., Kim et al., 2015). Other reports failed to indi-
cate the sexual orientations of the samples at all (e.g., 
Mueller et al., 2016). Thus, although some authors 
have attributed cross- sex shifts in sexually dimor-
phic neuroanatomy to transsexuality, the same find-
ings are just as readily attributable to homosexuality 
when confounded in this way.

Another set of MRI studies explicitly controlled 
for sexual orientation, either by comparing trans-
sexuals attracted to women with cissexuals also 
attracted to women (e.g., Savic & Arver, 2011), or 
by comparing a diverse group of transsexuals (some 
attracted to men, some attracted to women) with 

two control groups of cissexuals, one attracted to 
men and one attracted to women (e.g., Burke et 
al., 2017; Manzouri & Savic, 2019). These analy-
ses identified significant group differences, but 
not in neuroanatomic features known to represent 
cross- sex differences, correlates of homosexuality, 
or findings from samples of homosexual trans-
sexuals. Rather, the implicated structures appear to 
represent “cerebral networks mediating self- body 
perception” (Manzouri & Savic, 2019, p. 2098). 
These findings remain consistent with the hypoth-
esis that there is not a single neuroanatomic cause 
of gender dysphoria, but that there exist two phe-
nomena in play, both of which can motivate gender 
dysphoria and each of which has its own neuroana-
tomic footprint: one related to homosexuality and 
another, independent one related to autogynephilia 
(Cantor, 2011).

Suicidality
Reports of suicidality among trans populations 

vary widely (cf., Adams & Vincent, 2019; Wiepjes 
et al., 2020), owing primarily to which popula-
tion subtypes were studied and how suicidality was 
defined (ideation vs. attempts vs. completions). Also 
differing across reports was the definition of trans, 
ranging from meeting diagnostic criteria to adopt-
ing self- described gender without clear definition 
(McNeil et al., 2017). Unfortunately, many reports 
also collapsed across groups or conflated gender 
identity with sexual orientation, leading to misat-
tribution of conclusions across groups. Despite that 
this literature repeatedly emphasizes the interactions 
among sexuality, ethnicity, and other social stigmata 
with suicidality, few studies actually recorded or 
controlled for such variables (McNeil et al., 2017). 
This also has led to misattributing features across 
groups. Many features reported to reflect gender 
identity may instead reflect homosexuality.

In their comprehensive literature review, McNeil 
et al. (2017) found reported rates of suicidal ide-
ation ranging from 37% to 83% and, for suicidal 
attempts, 9.8% to 44%. Rates reported by gender 
clinics were lower than those reported on surveys, 
and rates reported by gender clinics were lower still 
when assessed by a clinician than when indicated 
on self- report instruments. The reported rates of 
suicidal ideation and attempts differ appreciately 
from rates of completed suicide (e.g., Asscheman 
et al., 2011): the Amsterdam Cohort of Gender 
Dysphoria study examined the charts of all patients 
referred between 1972 and 2017, cross- checking 
them against the Dutch National Civil Record 
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Registry and other sources (Wiepjes et al., 2020). 
This spanned 5,107 trans women (ages 4– 81) and 
3,156 transmen (ages 4– 73). In total, 0.6% died by 
suicide, representing 0.8% of male- to- females and 
0.3% of female- to- males.

The sex difference reported by Wiepjes et al. was 
significant and consistent with prior reports finding 
FtM’s to show a greater risk of suicidal ideation and 
attempts than MtF’s, whereas MtF’s show a greater 
risk of completing suicide than FtM’s (McNeil et al., 
2017). The sex difference among the cis- gendered  
in rates of completed suicides versus ideation and 
attempts among the cis- gendered is widely docu-
mented: biological females are more likely to report 
suicidal ideation and attempts, whereas biological 
males are more likely to complete suicide (Fox et 
al., 2018). Thus, suicidality among trans popula-
tions would appear to follow biological sex rather 
than self- identified sex, the knowledge of which 
could help guide prevention efforts to where they 
are needed most.

Hypersexuality
Multiple theory- laden terms have been used to 

describe sexual urges or behaviors whose frequencies 
are sufficiently high to produce distress or harm, the 
most common of which has been “sex addiction” 
(Carnes, 1983). The major competing theoretical 
perspectives of hypersexuality include addiction 
(Carnes, 1989; Goodman, 1997), compulsivity 
(Quadland, 1985; Coleman, 2003), the dual control 
model (Bancroft, 1999; Bancroft, Graham, Janssen, 
& Sanders, 2009), and desire dysregulation (Kafka, 
2007). Although the theories make use of different 
terminology and treatment modalities, they contain 
many more similarities than differences. The word 
“hypersexuality” will be used to describe this condi-
tion in the following.

Elevation in sexual behavior is a symptom of sev-
eral conditions, including hypomania, borderline 
personality disorder, and disinhibiting neurological 
trauma or disease. Hypersexuality as a syndrome 
unto itself has been receiving increasing attention, 
but there does not yet exist any consensus in defini-
tion or theoretical models.

Prevalence and Sex Ratio
Estimating the prevalence of hypersexuality is 

hampered by the diversity of operational defini-
tions and the lack of any meaningful distinction 
between typical and excessive rates of sexual urges 
or behaviors. Coleman (1992) offered an esti-
mate of 5– 6% of the population being affected by 

“impulsive- compulsive” sexual behavior; however, it 
is unclear how such an estimate might be produced 
in the absence of reliable criteria, and it is likely 
that the problem may have increased following 
the readier access to pornography via the Internet. 
For comparison, a large cross- sectional study in the 
United States found 1.9% of males to masturbate 
daily and 1.2%, more than daily (Laumann et al., 
1994). (The survey did not ask whether these indi-
viduals experienced problems due to the frequency 
of their sexual activity, however.) Similarly, 2– 8% of 
men, including adolescents, experience more than 
seven orgasms per week (Mick & Hollander, 2006). 
Although such data might be imagined to be useful 
in identifying a clear cutoff, sexual frequency can 
interact with sexual context. For example, higher 
sexual frequency within a stable relationship cor-
relates with higher psychological functioning, but 
frequency of solo or impersonal sexual behaviors 
does not (Längström & Hanson, 2006). A further 
impediment to accurate prevalence estimates is that 
hypersexuality also appears to often be confused 
with high- risk sexual behavior, which overlaps with, 
but is not the same as, out of control sexual behav-
ior (Bancroft & Vukadinovic, 2004).

As with paraphilias, the reported samples consis-
tently indicate a majority of males among individu-
als seeking assistance for potential hypersexuality, 
approximately three to five males per female (Black 
et al., 1997). Among studies that included both 
male and female referrals, 60– 92% of each sample 
is male (Kaplan & Krueger, 2010).

Comorbidities
From 83% to 100% of affected individuals 

also had one or more DSM- IV Axis I diagnoses 
(Black et al., 1997; Raymond et al., 2003). These 
included mood and anxiety disorders, substance 
abuse, impulse control disorders, and obsessive- 
compulsive disorder (Black et al., 1997; Kafka & 
Hennen, 2002; Kafka & Prentky, 1994, 1998; 
Raviv, 1993; Raymond et al., 2003; Shapira et 
al., 2000). Personality disorders are also common, 
with approximately half meeting criteria (Black et 
al., 1997; Raymond et al., 2003). Moreover, con-
ditions for which hypersexuality is a symptom 
include dementia (Fedoroff et al., 1994), temporal 
lobe epilepsy (Remillard et al., 1983), and Tourette’s 
syndrome (Kerbeshian & Burd, 1991), as well as 
bipolar disorder and borderline personality disorder.

Notwithstanding those associations, many indi-
viduals seeking help for hypersexuality show normal 
profiles on the Minnesota Multiphasic Personality 
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Inventory (MMPI- 2; Reid & Carpenter, 2009). 
Such discrepancies might reflect heterogeneous 
subtypes, the proportions of which differ between 
clinics or recruitment methods. The possibility 
that hypersexual phenomena consists of distinct 
subtypes has indeed been proposed (e.g., Cantor 
et al., 2013; Kafka, 2010; Raymond et al., 2003). 
In the most explicit attempt to identify clinically 
meaningful subtypes, referrals have been character-
ized as showing paraphilic hypersexuality, avoidant 
masturbation, and chronic adultery, with other phe-
nomena being associated with genuine distress but 
not any behavioral excesses not already accounted 
for by other issues (Cantor et al., 2013).

Neuroimaging studies have compared patients 
with versus without hypersexual symptomatology 
(Black et al., 2005; Mendez & Shapira, 2013). For 
example, a study of patients with behavioral variant 
frontotemporal dementia found evidence of tempo-
ral lobe- limbic involvement as well as frontal lobe 
involvement in those patients who also had hyper-
sexuality. The authors of that study concluded that 
individuals with hypersexuality may have develop-
mental or genetic differences in the ability of the 
right anterior temporal lobe to inhibit limbic and 
subcortical areas for sexual arousal (Mendez & 
Shapira, 2013).

Associated Features
Investigations of the role of testosterone have 

demonstrated that low levels of the hormone are 
consistently associated with low levels of sexual 
interest and behavior, suggesting that high levels 
would be associated with elevated sexual interest 
and behavior. This conclusion has not yet been 
examined, however (Berlin, 2008). Opioids may 
also play a role, as a study demonstrated a statisti-
cally significant release of internal opioids in the 
cingulate, the temporal cortex, and the frontal 
cortex during sexual arousal in men (Frost et al.,  
1986). Relatedly, individuals who have with 
Parkinson’s disease and are prescribed dopamine 
agonists frequently display sexual acting out (Klos 
et al., 2005).

Reid, Karim, McCrory, and Carpenter (2010) 
found that a sample of treatment- seeking hypersex-
ual males scored lower than controls on a self- report 
measure of executive functioning; however, that 
team subsequently found that such males scored no 
worse than an age- , education- , and full- spectrum  
IQ (FSIQ)- matched community sample when 
directly tested with executive functioning measures 

(Reid et al., 2011). That team concluded that exec-
utive functioning may be limited to situations in 
which there is an opportunity for sex, but it is also 
possible that such individuals simply perceive and 
rate themselves as having less self- control as a reac-
tion to instead of a cause of their symptom. Both 
studies controlled for substance abuse and attention 
deficit hyperactivity disorder because these condi-
tions are also known to affect executive functioning, 
and are often comorbid with hypersexuality.

Hypersexual behavior is frequently described as 
an addiction to sex. As a test of that comparison, 
Steele, Staley, Fong, and Prause (2013) used electro-
encephalography to record the P300 amplitude of 
hypersexuals in response to sexual stimuli. Instead 
of finding a diminished (downregulated) response as 
predicted by the addiction model, the hypersexuals 
showed an elevated response. Neuroimaging studies 
of sexual arousal in controls have demonstrated acti-
vation in areas including the prefrontal, orbitofron-
tal, insular, occipitotemporal, and anterior cingulate 
cortices, as well as in subcortical regions including 
the amygdala and substantia nigra (Stoléru et al., 
2012), making these important areas to examine 
as potential mechanisms associated with sexually 
problematic behavior (Mendez & Shapira, 2013).
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 The DSM- 5 Level of Personality 
Functioning Scale

Johannes Zimmermann, Christopher J. Hopwood, and Robert F. Krueger

Personality disorders (PDs) are common in the 
general population and are associated with many 
negative consequences for both the person affected 
as well as their environment (Hengartner et al., 
2018; Tyrer et al., 2015). The disorder is highly rel-
evant for professionals from the healthcare system 
as it can severely affect their interactions with the 
patient as well as the success of medical and thera-
peutic interventions. A valid classification system is 
an indispensable prerequisite for the efficient diag-
nosis and treatment of and research into the causes 
of PD. Current classification systems for PD, such 
as the one in DSM- 5 Section II, list purportedly dis-
tinct disorders; in the case of DSM- 5, they are para-
noid, schizoid, schizotypal, antisocial, borderline, 
histrionic, narcissistic, avoidant, dependent, and 
obsessive- compulsive PD. This categorical approach 
has come under criticism and is likely to be replaced 
in the long term by dimensional approaches. A cen-
tral concept in this paradigm shift is the idea of a 
continuum in personality functioning, one rang-
ing from healthy to extremely disturbed personal-
ity. This idea of PD severity has been exemplified 
in Criterion A of the alternative model for per-
sonality disorders (AMPD) in DSM- 5 Section III, 
which is operationalized by the Level of Personality 
Functioning Scale (LPFS). The purpose of this 
chapter is to explain why and how the LPFS was 
developed, what measures are available based on its 
definition, and what empirical evidence exists on 
various aspects of the reliability, validity, and clinical 
utility of these measures. Additionally, controversies 
and open questions will be addressed.

Arguments in Favor of Taking Severity  
of PD into Account

There are a number of arguments in favor of 
including a severity scale in a classification system 

for PD. First, as with the vast majority of men-
tal disorders, underlying individual differences 
in PD are continuously distributed and do not 
consist of two discrete groups of individuals with 
and without the disorder (Haslam et al., 2020). 
For example, the observed patterns of symptoms 
of borderline PD (Conway et al., 2012), narcis-
sistic PD (Aslinger et al., 2018), and schizotypal 
PD (Ahmed et al., 2013) are all consistent with 
a dimensional rather than a categorical model. 
Overcoming the relatively arbitrary division 
into individuals with and without disorder and 
exploiting the multiple gradations of severity will 
significantly improve the reliability and validity 
of measurements (Markon et al., 2011). It will 
also make it possible to account for the substan-
tial proportion of individuals who exhibit mild 
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personality problems that are nevertheless associ-
ated with diminished functioning (Karukivi et al., 
2017; Thompson et al., 2019; Yang et al., 2010).

Second, it has long been known that PD diag-
noses often co- occur, which is usually referred to as 
“comorbidity.” For example, in a study of outpatients, 
it was found that of all patients who met criteria for 
PD, approximately 60% met criteria for at least one 
other PD (Zimmerman et al., 2005). Indeed, from a 
factor analytic perspective, there is considerable evi-
dence for a general PD factor: when all PD diagnoses 
or criteria are considered together, they are shown to 
load not only on specific factors but also on a gen-
eral factor (Conway et al., 2016; Hengartner et al., 
2014; Paap et al., 2021; Ringwald et al., 2019; Sharp 
et al., 2015; Williams et al., 2018). Although the 
strength of the general factor varies across samples 
and assessment methods, it can be concluded that 
there is indeed a common construct underlying most 
of the individual PD criteria. This construct can be 
interpreted as the general severity of PD (g- PD), in a 
similar way as the g- factor of intelligence.

Third, g- PD, in terms of the total number of PD 
criteria met across all categories, has been repeat-
edly shown to be a good predictor of current and 
future problems in various life domains (Conway 
et al., 2016; Hopwood et al., 2011; Williams et al., 
2018; Wright et al., 2016). Although other specific 
factors related to stylistic aspects or traits usually also 
contribute to prediction, g- PD is often the stron-
gest predictor in relative terms. This suggests that a 
direct mapping of severity is highly relevant in terms 
of prognosis. Accordingly, proposals have now been 
developed on how to use PD severity to plan therapy 
(Bach & Simonsen, 2021; Hopwood, 2018). While 
a less- structured and - intensive treatment setting 
may be beneficial for a milder severity level (e.g., 
group therapy), a structured treatment setting with 
clear boundaries appears to be necessary for severe 
impairment, and the clinician must be very inten-
tional about building the relationship, repairing rup-
tures, and preventing dropout. In general, due to its 
prognostic relevance, severity appears to be particu-
larly useful for determining a patient’s level of care.

Fourth, reanalysis of a longitudinal study of PD 
demonstrates that g- PD has much less absolute sta-
bility compared to the specific factors (Wright et 
al., 2016). For example, mean severity decreased 
by more than 1 standard deviation over a 10- year 
period, whereas scores on the specific factors (with 
the exception of compulsivity) changed little on 
average. This suggests that general severity captures 
not only a large part of interindividual differences 

but also a large part of intraindividual changes in PD 
symptoms over time. This is relevant because change 
in PD symptoms is often the central endpoint for 
therapeutic interventions (e.g., Cristea et al., 2017).

Finally, the introduction of a severity contin-
uum would also improve public recognition of the 
modifiable nature of PD and thus hopefully help 
destigmatize the diagnosis. For example, Tyrer et 
al. (2015) expressed the hope that treating experts 
might then be more willing to make the diagnosis 
even in adolescence (to enable early interventions) 
because it would in principle be seen as modifiable 
and not as a lifelong label. This is also in line with 
a recent meta- analysis on the relationship between 
a dimensional understanding of mental disorders 
and stigmatization: the more people assume a con-
tinuum between mental health and illness, the less 
they tend to have stigmatizing attitudes toward peo-
ple with mental disorders (Peter et al., 2021).

Arguments for the Central Role of 
Impairments in Self and Interpersonal 
Functioning

If one agrees that a classification system for PD 
should reflect general severity, the question arises as 
to how severity should be operationalized in con-
crete terms. Various proposals have been made, some 
long before the AMPD was developed (Crawford 
et al., 2011). For example, severity could simply be 
determined by the number of categorical PD diag-
noses (Tyrer & Johnson, 1996) or measured sepa-
rately using the Global Assessment of Functioning 
(GAF) scale (Widiger & Trull, 2007) or a list of 
negative consequences (Leising & Zimmermann, 
2011). The latter options would map how severely 
a person is impaired in performing roles and activi-
ties of daily living, including social activities, school 
or work, recreation or leisure, and basic activities of 
self- care and mobility.

Opting for a different approach, the DSM- 5 
workgroup based severity on the degree of impair-
ment of internal abilities that underlie the per-
ception and regulation of self and interpersonal 
relationships (Skodol, 2012). An important reason 
for this was to provide a substantive link to the 
general criteria for PDs, thus ensuring a relatively 
high degree of specificity for pathological personality 
processes (Bender et al., 2011). As the general crite-
ria for PD introduced in DSM- IV were considered 
vague and ineffective (Livesley, 1998; Parker et al., 
2002), a major goal of the DSM- 5 workgroup was 
to elaborate on the core substantive features of per-
sonality pathology.
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Earlier research had suggested that the features 
common to all PD relate to problems of the self 
(e.g., identity disturbance, low self- direction) and 
to problems in interpersonal relationships (e.g., 
isolation, uncooperativeness, fear of rejection) 
(Gutiérrez et al., 2008; Hopwood et al., 2011; 
Svrakic et al., 1993; Turkheimer et al., 2008). These 
content domains also emerged in a factor analysis of 
several general criteria for PD (Parker et al., 2004). 
In recent studies of the factor structure of individual 
PD criteria, features such as emotional dysregula-
tion, distorted thoughts about self and others, and 
problematic interpersonal behaviors were also found 
to exhibit high loadings on the g- PD (Sharp et al., 
2015; Williams et al., 2018). This is especially true 
for borderline personality disorder (BPD) criteria, 
which often did not load on specific factors at all 
and, to that extent, can be considered particularly 
“pure” markers of g- PD. Based on such findings, 
some authors have suggested that “it may be more 
fruitful to reconceptualize BPD— and particularly 
the criteria tapping impairment in self and inter-
personal pathology . . . as reflecting a broad, gen-
eral dimension of PD- severity rather than a specific 
PD category” (Clark et al., 2018). Taken together, 
there is evidence from studies with different empiri-
cal approaches that problems in the domains of self 
and interpersonal relationships are key general indi-
cators of PD.

A further argument for the relevance of these 
domains comes from an analysis of the normative 
assumptions underlying PD diagnoses in DSM- IV 
(Leising et al., 2009). In this regard, one must first 
realize that assigning a PD diagnosis to a person 
necessarily involves comparing the person’s person-
ality to an image of how people “normally” should 
feel or behave. Leising et al. (2009) addressed this 
issue by semantically reversing the 79 individual 
PD criteria in DSM- IV, resulting in a set of positive 
expectations regarding desirable behavior. Cluster 
analysis of the sorting data revealed 10 higher- order 
clusters of values that cut across the 10 PD cate-
gories. Many of these values can be categorized as 
being related to self- functioning (e.g., be self- reliant 
and independent; be self- confident, but in a real-
istic manner; have self- control) and interpersonal 
functioning (e.g., get along with others; connect 
with others emotionally and treat them fairly; enjoy 
social relationships and activities). It could thus be 
argued that the implicit normative assumptions that 
appear to have guided the development of the PD 
criteria in DSM- IV already include the foci of self 
and interpersonal relationships.

The relevance of these domains is also empha-
sized in many major theories of PD, including psy-
chodynamic (Clarkin et al., 2020; Luyten & Blatt, 
2013), interpersonal (Hopwood et al., 2013; Pincus 
et al., 2020), and attachment (Meyer & Pilkonis, 
2005) theories. Another approach that brings this 
particularly into focus comes from Livesley (1998). 
According to his understanding, the core of PD is 
the failure to develop self and interpersonal capaci-
ties necessary to perform important life tasks. Last, 
such a definition of the general characteristics of PD 
also allows Wakefield’s (1992) notion of “dysfunc-
tion” to be introduced into the definition of PD. 
Accordingly, PD is not merely a pattern of expe-
rience and behavior that is harmful or negative in 
terms of social values, but rather it emerges from 
an underlying dysfunction in which a psychological 
mechanism fails and no longer performs the natural 
function for which it was selected in the course of 
evolution (Krueger et al., 2007).

Development of the DSM- 5 Level of 
Personality Functioning Scale

These and similar considerations have led the 
DSM- 5 workgroup to develop a revised Criterion 
A that both requires the presence of significant 
impairments in self and interpersonal functioning 
for a diagnosis of PD and also can be used simul-
taneously to determine the severity of impairment 
(Skodol, 2012). The result of this development pro-
cess is the LPFS, which is an operationalization of 
this new general Criterion A. Originally, it was envi-
sioned that the revised criteria, including the LPFS, 
would replace the categorical PDs of DSM- IV, but 
in the end it was decided to add them as an alterna-
tive model in Section III of DSM- 5.

The DSM- 5 workgroup initially took a two- 
pronged approach. First, data were reanalyzed on 
two self- report instruments available at the time 
that were designed to measure impaired person-
ality functioning (Morey et al., 2011). The two 
instruments were the Severity Indices of Personality 
Problems (SIPP- 118; Verheul et al., 2008) and the 
General Assessment of Personality Disorder (GAPD; 
Livesley, 2006). Item response theory (IRT) models 
were used to select items that measured the general 
factor well at different levels of severity. The item 
set was then validated using external data on sever-
ity (e.g., the presence of a PD diagnosis according 
to structured interviews or the total number of PD 
criteria met). The selected items covered the theo-
retically expected deficits in the domain of the self 
(e.g., identity integration, integrity of self- concept) 
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and interpersonal relationships (e.g., capacity for 
empathy and intimacy).

Second, although members of the DSM- 5 work-
group emphasized the transtheoretical background 
of the LPFS (Bender et al., 2011), psychodynami-
cally oriented models and measures have been 
particularly influential in its development (Blüml 
& Doering, 2021; Clarkin et al., 2020; Hörz- 
Sagstetter et al., 2021; Yalch, 2020; Zimmermann 
et al., 2012). It is one of the central assumptions 
of many psychodynamic models that maladaptive 
mental representations of self and others form the 
core of personality pathology and that the degree of 
disturbance can be assessed along different levels of 
functioning (Kernberg, 1984; Luyten & Blatt, 2013; 
Westen et al., 2006). Kernberg (1984) proposed, 
for example, that levels of personality organiza-
tion are manifested in three domains of function-
ing: (a) integration of one’s identity (i.e., the ability 
to develop nuanced and stable images of self and 
others), (b) maturity of defense mechanisms (i.e., 
the ability to process threatening internal and exter-
nal stimuli in an adaptive manner), and (c) integ-
rity of reality testing (i.e., the ability to distinguish 
between internal and external stimuli and make 
contact with a socially shared reality). Kernberg also 
distinguished three levels of severity based on the 
degree of impairment in these areas of functioning: 
namely, neurotic, borderline, and psychotic per-
sonality organization. More recent psychodynamic 
conceptualizations of severity, such as the Level of 
Structural Integration Axis of the Operationalized 
Psychodynamic Diagnosis- 2 (OPD Task Force, 
2008; Zimmermann et al., 2012) or the Mental 
Functioning Axis of the Psychodynamic Diagnostic 
Manual- 2 (PDM- 2; Lingiardi & McWilliams, 
2017), are similar to Kernberg’s model in that they 
refer to impairments in basic psychological capaci-
ties and distinguish between several prototypical 
levels of functioning.

Against this background, it is unsurprising that 
members of the DSM- 5 workgroup encountered 
only psychodynamically oriented measures in their 
search for relevant expert clinical assessment systems 
(Bender et al., 2011). To justify and streamline the 
initial LPFS proposal, the authors established meth-
odological criteria for instruments to be considered 
in the broader DSM- 5 revision process. The instru-
ments should (a) include important dimensions 
of psychological functioning; (b) have a self- other 
focus; (c) have been used in studies with general 
clinical samples, with personality disordered sam-
ples, or with both; (d) have concepts useful to a wide 

range of clinicians; (e) be appropriate for assessing 
clinical interview material; and (f ) have published 
psychometric data on relevant domains of func-
tioning. Using these criteria, Bender et al. (2011) 
identified the following five psychodynamically 
based instruments: the Quality of Object Relations 
Scale (QORS; Azim et al., 1991), the Personality 
Organization Diagnostic Form (PODF; Gamache 
et al., 2009), the Object Relations Inventory (ORI; 
Blatt et al., 1988), the Social Cognition and Object 
Relations Scale (SCORS; Westen et al., 1990), and 
the Reflective Functioning Scale (RFS; Fonagy et 
al., 1998). The final version of the LPFS can thus 
also be seen as an attempt to integrate existing psy-
chodynamic rating scales of personality functioning 
while maximizing reliability and clinical utility.

In the final stage of development, the diagnostic 
threshold for the presence of PD was determined 
empirically. This was based on a pilot study of the 
AMPD in which 337 clinicians each assessed one of 
their patients using the categorical DSM- IV model 
and the new AMPD (Morey et al., 2013). The cut-
off score of 2 on the LPFS scale of 0– 4 achieved a 
sensitivity of 84.6% and a specificity of 72.7% in 
predicting the presence (vs. absence) of at least one 
diagnosable PD according to DSM- IV. This level 
was therefore set as the threshold for the diagnosis 
of PD.

The DSM- 5 Level of Personality 
Functioning Scale

Criterion A is used to determine the presence 
and severity of PD and can be assessed using the 
LPFS. The LPFS defines the severity of PD based on 
the degree of impairment in self and interpersonal 
functioning. This severity continuum is further 
specified by psychological characteristics consid-
ered typical of different degrees of impairment in 
the “components” (DSM- 5, p. 772) of identity and 
self- direction (i.e., self- functioning) and empathy 
and intimacy (i.e., interpersonal functioning). Each 
of the four components is further broken down 
into three subcomponents. Intimacy, for example, 
means that a person (a) can form deep and lasting 
relationships with others, (b) wants to and can be 
close to others, and (c) treats others with respect. 
Table 25.1 summarizes all four components and 
12 subcomponents. Note that despite these fine- 
grained definitions, all components and subcompo-
nents are intended to represent a general dimension 
of PD severity. The LPFS classifies this continuum 
into five different “levels” of impairment, begin-
ning with little or no impairment (level 0), moving 
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through mild (level 1), moderate (level 2), severe 
(level 3), and ending with extreme impairment 
(level 4). With level 0, the description of a healthy 
personality without impairments is explicitly pro-
vided for the first time in DSM- 5. As mentioned 
above, moderate impairment (level 2) represents the 
threshold for the presence of PD.

To facilitate assessment, the LPFS operational-
izes all 60 possible combinations of subcomponents 
and levels using prototypical descriptions (see the 
table on p. 775 of DSM- 5). For example, the respec-
tive paragraphs for the first subcomponent within 
self- direction (i.e., ability to pursue meaningful goals) 
are “Sets and aspires to reasonable goals based on a 
realistic assessment of personal capacities” (level 0); 
“Excessively goal- directed, somewhat goal- inhibited,  
or conflicted about goals” (level 1); “Goals are more 
often a means of gaining external approval than 
self- generated and thus may lack coherence and/ or 
stability” (level 2); “Difficulty establishing and/ or 
achieving personal goals” (level 3); and “Poor differ-
entiation of thoughts from actions, so goal- setting 
ability is severely compromised, with unrealistic 
or incoherent goals” (level 4). The diagnostician is 
asked to match these descriptions to the specific case 
and indicate on a global 5- point scale which level of 
functioning best corresponds to the patient’s over-
all functioning (i.e., across all four components). In 
other words, each patient is assigned a single overall 
score on the LPFS.

Measures Based on the DSM- 5 Level of 
Personality Functioning Scale

Central to measuring PD severity in research 
and practice to date has been the use of the LPFS 
itself. Originally, this involved an expert rating on 
a single 5- point scale as described above (Morey 
et al., 2013). Other researchers have applied the 
LPFS in a more sophisticated way by having the 
four components (Dereboy et al., 2018; Few et al., 
2013), the 12 subcomponents (Cruitt et al., 2019; 
Hutsebaut et al., 2017; Preti et al., 2018; Roche, 
2018; Zimmermann et al., 2014), or the 60 pro-
totypical descriptions (Zimmermann et al., 2015) 
assessed separately and then aggregating the ratings 
into an overall score. For the purpose of collect-
ing self- report data, some researchers have asked 
individuals to self- report according to prototypical 
descriptions of the 12 subcomponents (Bliton et al., 
2021; Dowgwillo et al., 2018; Roche et al., 2016, 
2018). For the purpose of informant reports, it has 
been suggested that the 60 prototypical descriptions 
of the LPFS can also be individually assessed by lay-
persons (Morey, 2018; Zimmermann et al., 2015).

Following the publication of DSM- 5, new mea-
surement instruments have been developed to imple-
ment the operationalization of severity according to 
the LPFS (Birkhölzer et al., 2020; Zimmermann et 
al., 2019). These measures are summarized in Table 
25.2, including references to validated translations. 
On the one hand, structured clinical interviews 
are available to systematically collect informa-
tion relevant to applying the LPFS. For example, 
the Structured Clinical Interview for the Level 
of Personality Functioning Scale (SCID- AMPD 
Module I; Bender, Skodol, et al., 2018) has a funnel 
structure, starting with open- ended questions for 
each subcomponent to get an initial impression of 
severity and then going in- depth according to that 
impression with specific follow- up questions for 
the assumed level. The Semi- Structured Interview 
for Personality Functioning DSM- 5 (STiP- 5.1; 
Hutsebaut et al., 2017) has a similar funnel struc-
ture and can also be used on adolescents (Weekers, 
Verhoeff, et al., 2021).

On the other hand, several self- reports are avail-
able that build on the understanding of PD severity 
according to LPFS but use items that are easier for 
laypersons to understand. These measures differ in 
number of items and differentiation into subscales. 
For example, the Level of Personality Functioning 
Scale- Brief Form (LPFS- BF; Hutsebaut et al., 
2016; updated version LPFS- BF 2.0; Weekers et 
al., 2019) comprises only 12 items in total, with 

Table 25.1 Components and subcomponents of 
personality functioning according to Criterion A

Component Subcomponents

Identity Sense of self
Self- esteem and accurate 

self- perception
Emotional range and regulation

Self- direction Ability to pursue meaningful goals
Prosocial internal standards of 

behavior
Self- reflective functioning

Empathy Understanding others’ experiences 
and motivations

Tolerance of differing perspectives
Understanding effects of own 

behavior on others

Intimacy Depth and duration of connections
Desire and capacity for closeness
Mutuality of regard

Note: Adapted from DSM- 5, p. 762.
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each item describing impairment in one subcom-
ponent. The evaluation refers to the two subscales 
of impairments in self and interpersonal func-
tioning as well as to an overall score. Because of 
its efficiency and compatibility with ICD- 11 (see 
below), the LPFS- BF 2.0 has recently been pro-
posed to be used as part of a standard battery for 
patient- reported outcomes in PD (Prevolnik Rupel 
et al., 2021). In contrast, the Level of Personality 
Functioning Scale- Self- Report (LPFS- SR; Morey, 
2017) comprises 80 items, each describing different 
levels of severity from all 12 subcomponents. Items 
are aggregated on a weighted basis according to 
severity, yielding four scales for impairments in the 
components of identity, self- direction, empathy, 

and intimacy, as well as a total score. Finally, one 
self- report measure, the Levels of Personality 
Functioning Questionnaire for Adolescents from 
12 to 18 Years (LoPF- Q 12- 18; Goth et al., 2018), 
was directly tailored to the target population of 
adolescents.

Further developments to measure severity 
according to LPFS include items that can be used in 
the context of intensive longitudinal designs. In this 
way, fluctuations and nuanced temporal dynamics 
in the components of identity, self- direction, empa-
thy, and intimacy can be revealed (Roche et al., 
2016, 2018). In addition, impairment scales have 
been developed to examine the validity of impair-
ment criteria for the six specific PDs listed under 

Table 25.2 Measures for the assessment of personality functioning according to the LPFS

Measure Authors Original language and validated 
translations

Method Items Scales

Clinical Assessment of 
the Level of Personality 
Functioning Scale (CALF)

Thylstrup et al. 
(2016)

Danish Structured 
interview

4 1

DSM- 5 Levels of 
Personality Functioning 
Questionnaire (DLOPFQ)

Huprich et al. 
(2018); Siefert  
et al. (2020)

English Self- report 23/ 132 4/ 8

Level of Personality 
Functioning Scale—   
Self- Report (LPFS- SR)

Morey (2017) English
German (Zimmermann et al., 

2020); Persian (Hemmati et al., 
2020)

Self- report 80 4

Level of Personality 
Functioning Scale—   
Brief Form (LPFS- BF; 
LPFS- BF 2.0)

Hutsebaut et al. 
(2016); Weekers 
et al. (2019)

Dutch
English (Stone et al., 2020); Danish 

(Bach & Hutsebaut, 2018); 
German (Spitzer et al., 2021); 
Czech (Heissler et al., 2021)

Self- report 12 2

Personality Functioning 
Scale (PFS)

Stover et al. 
(2020)

Spanish Self- report 28 2

Levels of Personality 
Functioning Questionnaire 
for Adolescents from 12 to 
18 Years (LoPF- Q 12- 18)

Goth et al. 
(2018)

German
Turkish (Cosgun et al., 2021)

Self- report 97 4/ 8

Self and Interpersonal 
Functioning Scale (SIFS)

Gamache et al. 
(2019)

French Self- report 24 1/ 4

Semi- Structured Interview 
for Personality Functioning 
DSM– 5 (STiP- 5.1)

Hutsebaut et al. 
(2017)

Dutch
German (Zettl et al., 2020); 

Czech (Heissler et al., 2021)

Structured 
interview

12 1/ 4

Structured Clinical 
Interview for the Level of 
Personality Functioning 
Scale (SCID- AMPD 
Module I)

Bender, Skodol, 
et al. (2018)

English
German (Kampe et al., 2018); 

Italian (Somma et al., 2020); 
Norwegian (Buer Christensen  
et al., 2018); Danish (Meisner  
et al., 2021)

Structured 
interview

12 1/ 4
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the rubric of Criterion A in the AMPD (Anderson 
& Sellbom, 2018; Liggett et al., 2017; Liggett & 
Sellbom, 2018; McCabe & Widiger, 2020). What 
is not yet available but could be useful in higher- risk 
clinical settings are indices that indicate negligent or 
biased responses.

Psychometric Properties and Empirical 
Findings Pertaining to the LPFS

Numerous reviews have summarized the theo-
retical underpinnings and current research find-
ings on personality functioning in the AMPD 
(Bach & Simonsen, 2021; Bender, Zimmermann, 
& Huprich, 2018; Clark et al., 2018; Herpertz et 
al., 2017; Hörz- Sagstetter et al., 2021; Morey & 
Bender, 2021; Pincus, 2018; Pincus et al., 2020; 
Sharp & Wall, 2021; Sinnaeve et al., 2021; Sleep et 
al., 2021; Widiger et al., 2019; Zimmermann et al., 
2019; Hopwood et al., in press). We provide here 
an updated comprehensive summary of research on 
the LPFS. We include only studies that applied the 
LPFS or one of the measures listed in Table 25.2, 
ensuring high specificity for AMPD definitions 
of severity. Results are organized according to the 
questions of (a) interrater reliability, (b) internal 
consistency and latent structure, (c) convergent 
validity, (d) discriminant and incremental validity, 
and (e) clinical utility.

Interrater Reliability
Interrater reliability refers to agreement between 

judges of the same individual’s level of personal-
ity functioning. Table 25.3 summarizes the studies 
that have examined the interrater reliability of the 
LPFS. Results suggest that interrater reliability is 
largely acceptable when using the LPFS based on 
case vignettes (Garcia et al., 2018; Morey, 2019), 
written life history data (Roche et al., 2018), per-
sonality or life story interviews (Cruitt et al., 2019; 
Roche & Jaweed, 2021), clinical interviews (Di 
Pierro et al., 2020; Few et al., 2013; Preti et al., 
2018; Zimmermann et al., 2014), or unstructured 
clinical impressions (Dereboy et al., 2018), even 
among untrained and clinically inexperienced rat-
ers. Across these 10 studies including 676 targets 
and 3,451 ratings, the weighted intraclass corre-
lation coefficient (ICC) for the LPFS total score 
was .55 (95% confidence interval [CI] .47, .63). 
However, training can increase interrater reliabil-
ity (Garcia et al., 2018), and interrater reliability 
is usually significantly better when based on struc-
tured interviews that are explicitly tailored to col-
lect the required information. Nine studies on such 

interviews have been conducted so far, including 
276 targets and 662 ratings (Buer Christensen et al., 
2018; Hutsebaut et al., 2017; Kampe et al., 2018; 
Meisner et al., 2021; Møller et al., 2021; Ohse et al., 
2021; Somma et al., 2020; Thylstrup et al., 2016; 
Zettl et al., 2020). The weighted ICC for the LPFS 
total score across these studies was .83 (95% CI 
.75, .92), which is considered excellent (Cicchetti, 
1994). An exception is the Clinical Assessment of 
the Level of Personality Functioning (CALF), where 
interrater reliability was at the lower limit, presum-
ably because the interview does not probe closely 
enough the behaviors and experiences described 
in the LPFS and requires a higher degree of infer-
ence (Thylstrup et al., 2016). For the SCID- AMPD 
Module I, two studies are now available that use a 
more rigorous test- retest design in which patients 
are reinterviewed by a different person within a 
short period of time. Here, the ICC for the LPFS 
total score was .75 (Buer Christensen et al., 2018) 
and .84 (Ohse et al., 2021), respectively.

Internal Consistency and Latent Structure
Internal consistency refers to the question of 

whether ratings of different aspects of a person’s 
personality functioning result in similar test scores. 
In other words, the question is whether individual 
differences in these aspects are positively correlated 
and thus “consistent” and can be aggregated into a 
single construct. This can be considered at differ-
ent levels in the LPFS and the derived self- report 
measures: For example, one can investigate whether 
the LPFS total score is internally consistent when 
looking at the ratings on the four components, 
or whether an LPFS- SR score regarding the com-
ponent of empathy is internally consistent when 
looking at the ratings on the individual items. The 
results here are generally positive: for example, the 
internal consistency of the overall LPFS score has 
been shown to be acceptable when calculated based 
on ratings of the four components (Dereboy et al., 
2018; Morey et al., 2013) and as very high when 
calculated based on scores of subcomponents (Bach 
& Hutsebaut, 2018; Cruitt et al., 2019; Dowgwillo 
et al., 2018; Hutsebaut et al., 2017) or individual 
items (Hopwood et al., 2018; Morey, 2017, 2018). 
Scores on the four components (Cruitt et al., 2019; 
Hopwood et al., 2018; Huprich et al., 2018; Morey, 
2017, 2018; Zimmermann et al., 2014) and the 12 
subcomponents (Zimmermann et al., 2015) also 
achieved fairly high internal consistency.

However, from the perspective of psychometric 
models such as IRT or factor analyses, high internal 

 

 

 

 



Table 25.3 Studies on the interrater reliability of the LPFS

Sample Source Items Raters Raters 
per target

Targets Total 
targets

ICC

Cruitt et al., 
(2019)

Life story interviews 12 Students 3 Older 
adults

162 .56

Dereboy et al. 
(2018)

Observations during 
patients’ stay at the ward

4 Psychiatrists 
and students

4 Patients 20 .67

Di Pierro et al., 
(2020)

STIPO 12 Students 2 Patients 
and healthy 
controls

12 .80b

Few et al. (2013) SCID- II 4 Students 2 Patients 103 .48b

Garcia et al. 
(2018)

Written case vignettes 4 Students 13 Patients 15 .81

Morey (2019) Written case vignettes 1 Mental health 
professionals

40 Patients 12 .50

Preti et al. (2018) STIPO 12 Students 10 Patients 10 .42

Roche & Jaweed 
(2021)

Audiotaped brief 
personality interview

12 Students 5 Students 92 .52

Roche et al. 
(2018), Sample 1

Self- written psychological 
life history

12 Students 5 Students 70 .58

Roche et al. (2018), 
Sample 2a

Self- written psychological 
life history

12 Students 5 Students 85 .42

Roche et al. (2018), 
Sample 2b

Self- written psychological 
life history

12 Students 5 Students 85 .36

Zimmermann  
et al (2014)

OPD interview 12 Students 22 Patients 10 .51

Buer Christensen 
et al. (2018)

SCID- AMPD Module I 12 Clinicians and 
students

5 Patients 17 .96

Hutsebaut et al. 
(2017)

STiP- 5.1 12 Psychologists 2 Patientsa 40 .71

Kampe et al. 
(2018)

SCID- AMPD Module I 12 Psychologist 
and student

2 Patients 30 .93

Meisner et al. 
(2021)

SCID- AMPD Module I 12 Psychologist 
and psychiatrist

3 Patients 15 .79c

Møller et al. 
(2021)

SCID- AMPD Module I 12 Clinicians 3 Patients 14 .62c

Ohse et al. (2021) SCID- AMPD Module I 12 Psychologists 4 Patients 15 .95

Somma et al. 
(2020)

SCID- AMPD Module I 12 Clinical 
psychologists

2 Patients 88 .87

Thylstrup et al. 
(2016)

CALF 4 Psychologists, 
medical 
doctors, 
student

2 Patientsa 30 .54

Zettl et al. (2020) STiP- 5.1 12 Psychologists 2 Patientsa 27 .77c

Note: OPD, Operationalized Psychodynamic Diagnosis; SCID- II, Structured Clinical Interview for DSM- IV Personality Disorders; 
STIPO, Structured Interview of Personality Organization; ICC, Intraclass correlation coefficient for single raters.

a We only included results from the patient sample.

b We subsequently computed these values by averaging the ICCs for LPFS component scores.

c We subsequently corrected this value to provide an ICC for single raters.
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consistency is not sufficient to justify the formation 
of an overall score. It is also required to test the fit 
of a measurement model according to which dif-
ferent ratings can be explained by an underlying 
latent variable. The first comprehensive analysis 
of the latent structure of LPFS was conducted by 
Zimmermann et al. (2015). Data were collected 
through an online study in which 515 laypersons 
and 145 therapists rated all 60 prototypical descrip-
tions of the LPFS. Laypersons were asked to rate one 
of their personal acquaintances, whereas therapists 
were asked to rate one of their patients. The results 
on latent structure were broadly consistent with the 
assumptions of the LPFS, although there were some 
discrepancies. First, it was possible to demonstrate, 
using so- called unfolding IRT models (Roberts et 
al., 2000; see below), that most subcomponents are 
indeed unidimensional. This means that the rat-
ings on the five prototypical descriptions of a sub-
component (e.g., ability to pursue meaningful goals, 
see above) can be explained by a single underlying 
latent dimension. There were however exceptions, 
such as the second subcomponent within intimacy 
(i.e., desire and capacity for closeness), where the pat-
tern of associations between ratings turned out to 
be more complex. This could be due to the fact that 
the individual descriptions from this subcomponent 
emphasize quite different signs and explanations of 
impaired capacity for closeness (e.g., inhibition in 
level 1, self- regulation needs in level 2, and rejection 
sensitivity in level 3), suggesting that the underlying 
construct is rather multidimensional.

Second, using exploratory structural equation 
modeling, it was shown that the structure of the 12 
subcomponents was largely consistent with a model 
that included two strongly correlated factors of self 
and interpersonal functioning. There were some 
discrepancies here as well: for example, there was 
not much support for the theoretical differentiation 
of self- functioning into identity and self- direction 
on the one hand and interpersonal functioning into 
empathy and intimacy on the other. Crucially, how-
ever, the high correlation of the two factors of self 
and interpersonal functioning is consistent with a 
model that assumes a strong general factor for the 
12 subcomponents. Indeed, the proportion of vari-
ance in the LPFS total score that could be attributed 
to the general factor was .78, suggesting that while 
individuals may differ to some extent in their specific 
type of impairment (i.e., whether their personality 
problems are more related to self or interpersonal 
functioning), the main source of differences is 
related to the general severity of impairments. Thus, 

although forming an overall score may be difficult 
in some cases because impairment in self and inter-
personal functioning differs too much, the use of 
a single score for the LPFS appears to be broadly 
acceptable in clinical practice.

Meanwhile, these findings on the latent structure 
of the subcomponents of the LPFS have been widely 
confirmed in other studies. Support for a model 
with two strongly correlated factors of self and 
interpersonal functioning has emerged in studies 
involving both self- reports based on the items of the 
LPFS (Bliton et al., 2021; Roche, 2018), the LPFS- 
BF (Bach & Hutsebaut, 2018; Bliton et al., 2021; 
Hutsebaut et al., 2016; Spitzer et al., 2021; Weekers 
et al., 2019) and the Personality Functioning Scale 
(PFS; Stover et al., 2020), as well as in expert ratings 
based on the SCID- AMPD Module I (Hummelen 
et al., 2021; Ohse et al., 2021) or STiP- 5.1 (Heissler 
et al., 2021). Although this may challenge the theo-
retical differentiation into four components, it is 
consistent with the assumption of a strong general 
factor representing PD severity. Evidence for such a 
factor is also found in confirmatory factor analyses 
of SIPS items (Gamache et al., 2019) and princi-
pal component analyses of the four components of 
LPFS- SR (Hopwood et al., 2018; Morey, 2017) and 
LPFS (Cruitt et al., 2019). Item- level factor analyses 
of the LPFS- SR often deviate more from the theo-
retical structure or achieve poor model fit (Bliton et 
al., 2021; Hemmati et al., 2020; Sleep et al., 2019, 
2020). This is at least partly due to the sheer size of 
the model (which can lead to biased fit statistics; 
Moshagen, 2012), as well as to method factors due 
to items with positive and negative valence. In any 
case, a strong general factor is also apparent in item- 
level analyses of the LPFS and LPFS- SR, which 
may justify the use of the overall score (Bliton et 
al., 2021; Leising et al., 2021). Interestingly, these 
analyses also indicated that loadings on the general 
factor were almost perfectly predictable from the 
social desirability of the items (Leising et al., 2021). 
This suggests that the impairments in personality 
functioning as defined by the LPFS and derivate 
measures are essentially guided by a social consen-
sus of negatively valued experiences and behaviors.

Two other aspects of the LPFS are particularly 
challenging in the study of their latent structure— 
aspects that seem less relevant for constructs such as 
personality traits. First, the LPFS involves not only 
a differentiation into different components and sub-
components, but also into different levels that are 
supposed to represent different degrees of severity. 
The question, then, is whether the five individual 
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descriptions of a given subcomponent are arranged 
in a theoretically consistent manner along the latent 
severity continuum. For example, the descriptions 
“Excessively goal- directed, somewhat goal- inhibited,  
or conflicted about goals” (level 1) and “Goals are 
more often a means of gaining external approval 
than self- generated and thus may lack coherence 
and/ or stability” (level 2) should be located at dif-
ferent points on the latent severity continuum (i.e., 
the latter description should reflect a significantly 
higher severity level than the former description). In 
the study with informant ratings by Zimmermann 
et al. (2015), this assumption was tested using 
unfolding IRT models. In unfolding IRT models, a 
location parameter is estimated for each item, indi-
cating where individuals are located on the latent 
dimension when they are most likely to agree with 
the item (Roberts et al., 2000). It was found that the 
relationship between the theoretically hypothesized 
severity levels and the empirically estimated loca-
tion parameters was quite strong across all items. 
This largely supports the classification of the LPFS 
descriptions and confirms the results from sur-
veys in which the items of the LPFS were directly 
assessed with respect to different severity concepts 
as well as social (un)desirability (Leising et al., 2018; 
Zimmermann et al., 2012). On the other hand, 
several location parameters emerged that deviated 
somewhat from this general pattern. For example, 
location parameters of the items for moderate, 
severe, and extreme impairment in subcomponents 
of identity (i.e., sense of self, self- esteem and accurate 
self- perception) and self- direction (i.e., self- reflective 
functioning) were all uniformly at the dysfunctional 
pole of the latent continuum, suggesting that, on 
average, raters did not capture the subtle differences 
in severity that the descriptions were intended to 
convey. Further studies are needed here to refine the 
LPFS descriptions accordingly, if necessary.

Second, strictly speaking, the AMPD does not 
mention clearly delineable factors in Criterion A, 
but rather “components” or “elements” that are 
described as “reciprocally influential and inextrica-
bly tied” (DSM- 5, p. 772). This assumption is con-
sistent with the high internal consistency of LPFS 
ratings, as interpenetrating elements should lead 
to strong positive correlations. However, the ques-
tion arises whether factor analyses targeting relative 
stable differences between persons are sufficient or 
even appropriate to investigate such an assumption. 
Here, it would probably be useful to work with lon-
gitudinal studies to look at the reciprocal interrela-
tionships of these elements within individuals over 

time; that is, to model the internal structure of per-
sonality functioning as a developmental process. To 
date, there is only one study using a 12- item version 
of the LPFS on a daily basis over 14 days that found 
clear evidence for a unidimensional latent structure 
at the within- person level (Roche, 2018). Studies 
that span longer time periods and test reciprocal, 
time- lagged effects between components do not yet 
exist.

Convergent Validity
Convergent validity concerns the question of 

whether ratings of personality functioning are 
highly correlated with other measures of the same 
or similar constructs. The most obvious test for this 
is to assess personality functioning according to the 
LPFS with two different measures and determine 
their correlation. Here, substantial correlations 
have been shown in the vast majority of studies to 
date, both between LPFS expert or informant rat-
ings and self- report measures (Heissler et al., 2021; 
Nelson et al., 2018; Ohse et al., 2021; Roche et al., 
2018; Roche & Jaweed, 2021; Somma et al., 2020; 
Weekers, Verhoeff, et al., 2021) as well as between 
different self- report measures (Bliton et al., 2021; 
McCabe et al., 2021a; Roche & Jaweed, 2021; 
Somma et al., 2020). An exception with null find-
ings is a study with forensic patients, although here 
the sample was very small (Hutsebaut et al., 2021).

Substantial associations with numerous mea-
sures of similar constructs were found for other- 
reports of the LPFS. These studies are summarized 
in the left column of Table 25.4. For example, 
strong associations were found with established 
measures of impairments in personality function-
ing and PD severity, including number of PD 
diagnoses according to DSM- IV or psychodynamic 
conceptualizations of personality dysfunction. 
Additionally, studies have examined associations 
with more- distant constructs and indicators that do 
not directly support convergent validity of the LPFS 
as an expert rating but highlight its scientific and 
clinical relevance. These include associations with 
short- term risk, proposed treatment intensity, and 
estimated prognosis (Morey et al., 2013) and prior 
treatment for mental health problems (Cruitt et al., 
2019), as well as risk of dropping out of residential 
treatment (Busmann et al., 2019). There are also 
studies linking LPFS ratings to biological param-
eters, such as intralimbic resting- state functional 
connectivity (Traynor et al., 2021). By contrast, 
no associations emerged with various measures of 
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narrative coherence measured in life- story inter-
views (Dimitrova & Simms, 2021).

Initial validation studies of self- report measures 
based on LPFS also indicated substantial conver-
gence with established measures of impairments in 
personality functioning and PD severity as well as 
with a number of constructs from the clinical litera-
ture (see right column of Table 25.4). Additionally, 
from the perspective of basic research in personality 
psychology, it is relevant that self- report measures 

assessing personality functioning generally exhibit 
a profile of correlations with Big Five personality 
traits that is typical for PDs in general (Saulsman & 
Page, 2004). This profile consists of negative corre-
lations with emotional stability, conscientiousness, 
extraversion, and agreeableness, among which the 
negative correlation with emotional stability is usu-
ally the strongest (Hopwood et al., 2018; McCabe 
et al., 2021a; Oltmanns & Widiger, 2019; Sleep et 
al., 2020; Stone et al., 2020; Stricker & Pietrowsky, 

Table 25.4 Studies on the association between self-  or other- reported impairments in personality functioning 
and measures of related clinical constructs

Other- reports Self- reports

Presence/ number of PD diagnoses/ criteria according 
to DSM- IV (Buer Christensen, Hummelen, et al., 
2020; Cruitt et al., 2019; Dereboy et al., 2018; 
Di Pierro et al., 2020; Few et al., 2013; Hutsebaut 
et al., 2017; Morey et al., 2013; Preti et al., 2018; 
Zimmermann et al., 2014)

Psychodynamic conceptualizations of personality 
dysfunction (Kampe et al., 2018; Ohse et al., 
2021; Preti et al., 2018; Ruchensky et al., 2021; 
Zettl et al., 2020; Zimmermann et al., 2014)

Self- reported personality pathology (Cruitt et al., 
2019; Hutsebaut et al., 2017; Quilty et al., 2021)

Impairments in psychosocial functioning (Buer 
Christensen, Eikenaes, et al., 2020; Morey  
et al., 2013)

Complex posttraumatic stress disorder and 
disturbances in self- organization (Møller  
et al., 2021)

Substance use history (Cruitt et al., 2019)
Mental and physical health problems (Cruitt  

et al., 2019)
Social and relational maladjustment (Cruitt  

et al., 2019)
Symptom distress (Few et al., 2013; Hutsebaut  

et al., 2017; Zettl et al., 2020)

Impairments in personality functioning and PD severity  
(Bach & Anderson, 2020; Brown & Sellbom, 2020; 
Gamache et al., 2019; Hemmati et al., 2020; Hopwood  
et al., 2018; Hutsebaut et al., 2016; Jauk & Ehrenthal, 
2021; Morey, 2017; Oltmanns & Widiger, 2019; Sleep et 
al., 2019; Sleep et al., 2020; Weekers et al., 2019)

Borderline PD symptoms (Gamache et al., 2019; Goth et al., 
2018; Rishede et al., 2021)

Low self- esteem (Gamache et al., 2019)
Suicidality (Bach & Anderson, 2020; Roche & Jaweed, 2021)
Subjective emptiness (Konjusha et al., 2021)
Impairments in mentalizing (Müller, Wendt, Spitzer, et al., 

2021; Müller, Wendt, & Zimmermann, 2021; Rishede  
et al., 2021)

Low emotional intelligence (Jauk & Ehrenthal, 2021)
Narcissism and aggression (Gamache et al., 2019)
Psychopathy (Persson & Lilienfeld, 2019)
Intimate partner violence (Munro & Sellbom, 2020)
Eating pathology (Biberdzic et al., 2021)
Childhood adversity (Back et al., 2020; Gander et al., 2020)
Maternal bonding impairment (Fleck et al., 2021)
Maladaptive schemas (Bach & Anderson, 2020; Bach & 

Hutsebaut, 2018)
Immature defenses (Roche et al., 2018)
Insecure attachment (Gander et al., 2020; Huprich et al., 

2018; Roche et al., 2018)
Interpersonal dependency (Huprich et al., 2018)
Interpersonal problems, sensitivities, motives, and efficacies 

(Dowgwillo et al., 2018; Hopwood et al., 2018; Roche et 
al., 2018; Roche & Jaweed, 2021; Stone et al., 2020)

Symptom distress and health problems (Bach & Hutsebaut, 
2018; Gamache et al., 2019; Gamache, Savard, Lemieux, & 
Berthelot, 2021; Hutsebaut et al., 2016; Roche & Jaweed, 
2021; Sleep et al., 2019; Sleep et al., 2020; Stover et al., 
2020; Weekers et al., 2019)

Low well- being (Bach & Hutsebaut, 2018; Gamache et al., 
2019; Huprich et al., 2018; Nelson et al., 2018; Stover  
et al., 2020)

Note: Other- reports include LPFS ratings from experts, laypersons, and informants, partly based on structured clinical interviews. 
Self- reports include LPFS self- ratings or self- report measures summarized in Table 25.2. Note that studies on the association 
between impairments in personality functioning (Criterion A) and maladaptive personality traits (Criterion B) were omitted.



Personal ity  D i sorDers590

2021). However, for informant reports, these corre-
lations are sometimes extremely high (e.g., observed 
associations with low emotional stability and agree-
ableness approached .80; Morey, 2018), which cor-
responds to an overall less- differentiated personality 
description among informants (Beer & Watson, 
2008). Also conceptually relevant are findings that 
impairment scores on self- report measures of person-
ality functioning decrease with age in representative 
samples from the general population (Spitzer et al., 
2021). This is consistent with theories and findings 
on the maturation of personality over the life span 
(Bleidorn et al., 2013). Finally, there are also initial 
studies exploring the correlates of impairments in 
personality functioning with intensive longitudinal 
designs in everyday life. For example, results across 
studies showed that individuals experience more 
negative affect and less positive affect in everyday 
life as self- reported impairment increases (Heiland 
& Veilleux, 2021; Ringwald et al., 2021; Roche, 
2018). Additionally, individuals with high levels of 
personality dysfunction also reported corresponding 
problems in everyday life (Roche et al., 2016; Roche 
et al., 2018), experienced less affiliative and domi-
nant behaviors and perceived less affiliation in oth-
ers (Ringwald et al., 2021), and experienced more 
intense stressors and more invalidation by others 
(Heiland & Veilleux, 2021). One study found an 
indication that high levels of personality dysfunc-
tion are generally associated with more instability 
in experience and behavior (Ringwald et al., 2021), 
although this was not confirmed in another study 
(Roche et al., 2016).

Discriminant and Incremental Validity
Discriminant validity refers to the question of 

whether ratings of personality functioning differ suf-
ficiently from measurements that refer to other con-
structs. This aspect of validity is not so easy to assess. 
On the one hand, of course, some variables do not 
correlate with personality functioning. For example, 
associations between the LPFS- BF total score and 
gender were found to be approximately zero in rep-
resentative samples (Spitzer et al., 2021), suggesting 
that different levels of severity are distributed inde-
pendently of the gender of the person. On the other 
hand, numerous studies listed in Table 25.4 show 
that other- reports of LPFS, as well as corresponding 
self- report measures, are indeed substantially corre-
lated with measures of a wide variety of other clini-
cal constructs. Such correlations can make sense 
from a theoretical perspective: for example, it could 
be that impairments in personality functioning and 

in physical health correlate because they share com-
mon causes or influence each other. In some cases, it 
is also the case that the other constructs are nothing 
more than subsets of personality functioning and, 
to that extent, overlap in their definitions (e.g., low 
self- esteem, impaired mentalization). Against this 
background, it becomes clear that it often makes 
little sense to expect low correlations with measures 
of other clinical constructs.

However, what might be an important test of 
discriminant validity from the perspective of the 
developers of the LPFS is to examine whether the 
LPFS ratings are specific to PD. This kind of ques-
tion can be addressed in two ways: by ascertain-
ing whether LPFS ratings are more pronounced in 
patients with traditional PD diagnoses than in both 
healthy controls and patients with other diagnoses 
and by ascertaining whether LPFS ratings correlate 
more strongly with the number of PD criteria ful-
filled than with nonspecific symptomatic burden. 
There are now a few studies that have demonstrated 
specificity for PD for expert- based LPFS ratings (Di 
Pierro et al., 2020; Heissler et al., 2021; Hutsebaut 
et al., 2017; Ohse et al., 2021). However, this pat-
tern is less clear for self- report measures as corre-
lations with various symptom measures related 
to other mental disorders such as depression or 
anxiety are often only slightly lower (Sleep et al., 
2019, 2020), or even equal (Spitzer et al., 2021) 
to correlations with PD measures. A similar con-
clusion was reached in a study by McCabe et al. 
(2021b), in which a general factor of PD (g- PD) 
defined using the LPFS- SR and DLOPFQ total 
scores, among other measures, was correlated with 
a broadly defined general factor of psychopathology 
(“p factor”). The authors found a latent correlation 
of .94, suggesting that, at least in self- reports, there 
is little specificity of the LPFS for PD. Put another 
way, the relevant self- report measures arguably cap-
ture impairments that are relevant to all mental 
disorders.

Incremental validity addresses the question of 
whether ratings of personality functioning pro-
vide additional information for predicting various 
clinically relevant experiences and behaviors (i.e., 
information that is not included in other mea-
sures). The question of the specificity of the LPFS 
for PD can also be formulated from the perspec-
tive of incremental validity: Here, it would then be 
necessary to examine whether LPFS ratings predict 
the presence and severity of PD when controlling 
statistically for nonspecific symptom burden or 
comorbid mental disorders. This has indeed been 
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shown for other- reports of the LPFS (Preti et al., 
2018; Zimmermann et al., 2014). Other impor-
tant application scenarios for testing incremental 
validity include whether LPFS measures contain 
additional information relative to categorical PD 
diagnoses or general personality traits. For example, 
Morey et al. (2013) demonstrated that expert rat-
ings of LPFS predicted psychosocial functioning, 
short- term risk, proposed treatment intensity, and 
estimated prognosis when categorical PD diagno-
ses were statistically controlled. This was confirmed 
by Buer Christensen, Eikenaes et al. (2020) with 
respect to self- reported and clinician- rated psycho-
social functioning. In addition, one study suggests 
that the LPFS total score predicts several specific 
PDs according to DSM- IV as well as health-  and 
relationship- related indicators when controlling 
for general personality traits (Cruitt et al., 2019). 
Incremental validity over general personality traits 
in predicting specific PDs according to DSM- IV 
was also confirmed for the LPFS- SR as a self- report 
measure (Sleep et al., 2020).

Clinical Utility
A classification system for PD must be not only 

valid but also clinically useful in order to be applied 
in practice. Clinical utility is a complex concept 
that, when understood very broadly, also includes 
aspects of validity (e.g., meaningful conceptualiza-
tion of the disorder and mapping of prognostically 
relevant information; First et al., 2004; Keeley et al., 
2016). More narrowly, this refers to how easily the 
system can be used in practice by clinicians, to what 
extent it facilitates communication between differ-
ent stakeholders (e.g., between different clinicians 
or between clinicians and patients or relatives), and 
also to what extent it supports clinicians’ treatment 
planning (Mullins- Sweatt & Widiger, 2009). Such 
aspects have already been illustrated for the AMPD 
with numerous case reports (Bach et al., 2015; 
Pincus et al., 2016; Schmeck et al., 2013; Skodol 
et al., 2015; Weekers et al., 2020) and summarized 
in reviews (Bach & Tracy, 2021; Hopwood, 2018; 
Milinkovic & Tiliopoulos, 2020).

An important method for exploring clinical util-
ity is to conduct consumer surveys that ask clini-
cians directly about aspects of a diagnostic system’s 
utility after having used the system on case vignettes 
or real patients. Bornstein and Natoli (2019) con-
ducted a meta- analysis of such studies, two of which 
also referenced the AMPD (Morey et al., 2014; 
Nelson et al., 2017). In the meta- analysis, dimen-
sional approaches were found to be more useful than 

categorical diagnosis in DSM- IV or DSM- 5 Section 
II in terms of communicating with the patient, for-
mulating a therapeutic intervention, and describing 
the specific problems and overall personality of the 
patient. The study by Morey et al. (2014), which 
builds on assessments of utility from 337 clinicians 
and also allows specific statements about the LPFS 
as a severity rating based on a single item, seems 
particularly relevant. Here, the LPFS was found to 
be more difficult to apply and less useful in terms of 
communication with colleagues but at least on par 
with DSM- IV PD diagnoses in terms of the other 
aspects of clinical utility. Psychologists (but not 
psychiatrists) even perceived advantages with the 
LPFS over DSM- IV PDs. Positive evaluations were 
also obtained when asking students about clinical 
utility after they applied the LPFS to multiple case 
vignettes (Garcia et al., 2018).

A qualitative study of the learnability and useful-
ness of the SCID- AMPD Module I with Norwegian 
clinicians concluded that this interview was more 
likely to meet clinicians’ interests and needs than 
were categorical diagnostic interviews (Heltne et 
al., 2021). For example, it was mentioned positively 
that the SCID- AMPD Module I provides dimen-
sional assessments and focuses on important top-
ics not explicitly asked elsewhere, thereby helping 
patients to feel seen and understood. At the same 
time, certain challenges and limitations were iden-
tified, including high requirements for theoretical 
knowledge and some interview questions that were 
difficult to understand or could be experienced as 
confrontational. The authors also recommended 
the development of more specific guidelines for 
training.

Additionally, there are other areas and meth-
odological approaches to clinical utility that have 
not yet been explored for the LPFS. For example, 
Weekers, Hutsebaut, and Kamphuis (2021) have 
indicated that consideration of patient strengths— 
largely missing from traditional diagnostic systems— 
is a welcome aspect in terms of clinical utility. In this 
regard, the explicit description of a healthy person-
ality in level 0 of the LPFS could be an advantage. It 
was also emphasized that patients themselves should 
be involved in the process of utility assessment. 
Here, complementary domains include, in particu-
lar, the extent to which the diagnosis is associated 
with less stigma (e.g., is respectful of the whole per-
son and promotes self- acceptance) and is conducted 
collaboratively (Weekers, Hutsebaut, & Kamphuis, 
2021). From a methodological perspective, it is 
also important to consider that consumer surveys 
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are insufficient to demonstrate that a particular 
form of assessment actually improves clinical care 
(Kamphuis et al., 2021; Lewis et al., 2019). Future 
studies should therefore both examine aspects of cli-
ent utility of the LPFS and employ stronger designs 
such as randomized clinical trials to demonstrate 
the utility of the LPFS for treatment.

Controversies, Questions, and Next Steps
Relationship to Maladaptive Personality Traits 
(Criterion B)

In the AMPD, in addition to Criterion A, there 
is also a Criterion B, which is used to determine 
the individual expression of PD (see Chapter 26 in 
this volume). To this end, a hierarchical model of 
maladaptive personality traits was developed based 
on empirical analyses (Krueger et al., 2012). At a 
higher level, the model includes five broad trait 
domains: negative affectivity, detachment, antago-
nism, disinhibition, and psychoticism. At a lower 
level, these domains are further specified by 25 trait 
facets. Disinhibition, for example, is subdivided 
into (a) irresponsibility, (b) impulsivity, (c) distract-
ibility, (d) risk- taking, and (e) low rigid perfection-
ism. For a diagnosis of PD, in addition to moderate 
impairments in personality functioning, at least one 
maladaptive personality trait or facet must be clini-
cally significant.

One controversy regarding the AMPD is whether 
impairments in personality functioning (Criterion 
A) and maladaptive personality traits (Criterion 
B) provide redundant information (for conceptual 
discussions, see Bender, 2019; Bornstein, 2019; 
Leising et al., 2018; Meehan et al., 2019; Sharp & 
Wall, 2021; Sleep et al., 2021; Widiger et al., 2019). 
From a semantic perspective, Criteria A and B share 
a focus on describing socially undesirable features 
(Leising et al., 2018), and differences appear to be 
primarily due to theoretical traditions and the level 
of inference (Mulay et al., 2018). From an empiri-
cal perspective, there is also strong evidence that 
measures of Criterion A and Criterion B are highly 
correlated, and, to that extent, discriminant validity 
tends to be low (Bach & Anderson, 2020; Bach & 
Hutsebaut, 2018; Few et al., 2013; Gamache et al., 
2019; Garcia et al., 2021; Hopwood et al., 2018; 
Huprich et al., 2018; McCabe & Widiger, 2020; 
Nelson et al., 2018; Ohse et al., 2021; Roche et al., 
2018; Roche & Jaweed, 2021; Sleep et al., 2019, 
2020; Stover et al., 2020). Moreover, previous find-
ings regarding incremental validity have been mixed 
and can be interpreted in various ways. On the one 
hand, there are numerous studies demonstrating 

incremental validity of severity ratings compared to 
maladaptive traits, for example, in predicting PDs 
according to DSM- IV (Cruitt et al., 2019; Sleep 
et al., 2019, 2020; Wygant et al., 2016), person-
ality dynamics in daily life (Ringwald et al., 2021; 
Roche et al., 2016; Roche, 2018), symptom dis-
tress (Bach & Hutsebaut, 2018; Roche & Jaweed, 
2021), substance use and physical health (Cruitt 
et al., 2019), well- being (Bach & Hutsebaut, 
2018; Huprich et al., 2018), maladaptive schemas 
(Bach & Hutsebaut, 2018), interpersonal depen-
dence (Huprich et al., 2018), and physical violence 
(Leclerc et al., 2021). On the other hand, the effect 
sizes are, though statistically significant, often small, 
and some studies have found no incremental value 
for severity ratings in predicting PDs according to 
DSM- IV (e.g., Few et al., 2013).

Exemplary of these complex findings is the 
study on informant ratings by Zimmermann et 
al. (2015), described above. In this study, the 25 
trait facets of Criterion B were analyzed together 
with the 12 subcomponents of Criterion A using 
exploratory structural equation modeling. A total 
of seven factors emerged, with two factors roughly 
mapping impairments in self and interpersonal 
functioning from Criterion A and another five 
factors mapping largely maladaptive traits from 
Criterion B. However, there were also deviations 
from the theoretical mapping in the AMPD: for 
example, impairments in self- functioning showed 
specific associations with the trait facets depres-
siveness and separation anxiety; impairments in 
interpersonal functioning showed specific associa-
tions with the trait facets grandiosity and callous-
ness; and detachment showed specific associations 
with impairments in the personality functioning 
subcomponent depth and duration of connections. 
In later self- report studies, a similar differential 
pattern of association was found whereby com-
ponents of self- functioning correlated particularly 
strongly with facets of negative affectivity and 
components of interpersonal functioning corre-
lated particularly strongly with facets of antago-
nism (e.g., Sleep et al., 2019, 2020). An important 
implication of these findings is that the classifica-
tion of some content under the rubric of Criterion 
A or B seems somewhat arbitrary, or at least cannot 
be justified on the basis of the pattern of empiri-
cal covariation. For example, the Criterion B facet 
depressiveness could also be understood as a specific 
impairment of the self, and the Criterion A sub-
component depth and duration of connections could 
be reinterpreted as an indicator of detachment.
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The implications of these findings for a future 
revision of the classification system are controversial. 
A more conservative conclusion would be that the 
two criteria reflect the same phenomena from two 
different clinical perspectives and traditions, both of 
which are clinically useful and justified. However, 
there are also critical perspectives that find the lack 
of parsimony problematic: while some scholars 
argue that Criterion A can be dropped due to its 
low incremental validity (Sleep et al., 2019), other 
scholars suggest replacing the pathological person-
ality traits of Criterion B with normal personality 
traits (e.g., the Big Five) to better capture the stylis-
tic expression of personality regardless of the sever-
ity of the disorder (Leising & Zimmermann, 2011; 
Morey et al., 2020).

In our view, the results at least underscore the 
need for a clearer conceptual justification of how 
and why the phenomena currently described in 
Criteria A and B should be distinguished from one 
another and how they relate to one another. For 
example, if maladaptive traits are viewed as behav-
iorally anchored expressions of underlying impair-
ments in basic internal capacities (e.g., Sharp & 
Wall, 2021), some degree of substantive overlap 
might be warranted as Criterion A would essen-
tially serve as an explanation for Criterion B (e.g., a 
person tends to behave callously because his or her 
capacity for empathy is impaired; Zimmermann et 
al., 2015). However, other authors prefer concep-
tualizations that work the other way around; for 
example, by understanding dysfunctions as nega-
tive consequences or characteristic maladaptations 
of basic personality dispositions (cf. Clark & Ro, 
2014; Leising & Zimmermann, 2011; Widiger & 
Mullins- Sweatt, 2009). These conceptual issues 
form the core of our understanding of personal-
ity pathology and have crucial implications for the 
selection of assessment methods. They are unlikely 
to be resolved completely with empirical studies 
and require conceptual clarity and argumentative 
precision.

Relationship to Severity in ICD- 11
Meanwhile, a new model for the classification 

of PD in ICD- 11 has also been finalized and will 
come into effect in 2022 (Reed et al., 2019). This 
model follows the AMPD in some key respects: 
for example, the general features of PD are again 
identified in terms of long- standing problems in self 
and interpersonal functioning; a primary classifica-
tion of severity is made, ranging from subthresh-
old personality difficulties to mild and moderate 

to severe PD; and salient personality traits can be 
specified, including negative affectivity, detach-
ment, dissociality, disinhibition, anankastia, and a 
borderline pattern (Bach & First, 2018; Mulder & 
Tyrer, 2019). Specifically related to the determina-
tion of severity, a high degree of substantive agree-
ment with the LPFS can be observed: for example, 
severity in the ICD- 11 model is determined based 
on the extent and pervasiveness of dysfunction of 
the self (e.g., identity, self- esteem, accuracy of self- 
view, self- direction) and relationships (e.g., interest 
in relationships, perspective- taking, intimacy, con-
flict resolution).

There are, however, also a few minor differences. 
First, the extent, pervasiveness, and chronicity of 
additional maladaptive experiences and behaviors 
are to be considered, such as emotion perception 
and expression, accuracy of situational appraisals, 
decision- making ability under uncertainty, impulse 
control, and stress resistance. While some of these 
aspects are also considered in the LPFS (e.g., impair-
ments in the experience and expression of emotions 
are understood as a subcomponent of identity in 
the LPFS), others are not explicitly listed there 
(e.g., stress resistance). Second, the ICD- 11 model 
explicitly considers the degree to which these char-
acteristics are associated with distress or impairment 
in different domains of life. Thus, in a sense, sever-
ity in the ICD- 11 model is defined both in terms 
of impairments of internal abilities related to the 
self and interpersonal relationships and in terms of 
negative psychosocial consequences in everyday life. 
Finally, in the descriptions of the different severity 
levels of PD, the aspect of harm to self and others 
plays a greater role than in LPFS.

Research on the severity of PD according to 
ICD- 11 is still in its infancy. Most studies to date 
on this topic have been based either on reanalysis of 
archival data (e.g., Tyrer et al., 2014) or on instru-
ments or rating systems that were based on a pre-
liminary version of the ICD- 11 model (e.g., Kim et 
al., 2014; Olajide et al., 2018). One example is the 
Standardized Assessment of Severity of Personality 
Disorder (SASPD; Olajide et al., 2018), which 
should be understood as an index of PD complex-
ity (in terms of exhibiting traits from different PD 
trait domains) rather than a unidimensional scale 
of functional impairment. In fact, there are cur-
rently only two studies in which severity has been 
assessed according to the final ICD- 11 definition 
using new self- report measures (Bach et al., 2021; 
Clark et al., 2021). For the 14- item Personality 
Disorder Severity ICD- 11 (PDS- ICD- 11; Bach et 
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al., 2021) scale, there was a correlation of .68 with 
the total LPFS- BF score in a sample from the gen-
eral population. When accounting for the influ-
ence of measurement error pushing this estimate 
downward, this initial result suggests that severity 
measures based on AMPD and ICD- 11 are highly 
overlapping in self- report and may be nearly impos-
sible to differentiate. For a more definite evaluation 
of the conceptual and empirical similarities and dif-
ferences of the two systems with respect to severity, 
further studies, preferably using multiple measures 
and methods, will be required.

Further Development of Assessment Methods
As noted above, the inclusion of Criterion A 

in the AMPD has led to the development of sev-
eral new self- report measures (see Table 25.2). 
Additionally, there are numerous other self- report 
instruments on personality functioning that have 
been developed previously (e.g., SIPP- 118, GADP), 
that are aligned with the ICD- 11 model for PD 
(e.g., SASPD, PDS- ICD- 11), or that are based 
on psychodynamic concepts (e.g., OPD Structure 
Questionnaire; Ehrenthal et al., 2012). Although 
this is a comfortable situation that expands the 
choices available to researchers and practitio-
ners, it has the disadvantage of an increasing lack 
of standardization. The new measures differ in a 
number of ways (e.g., underlying theoretical con-
ceptualizations, emphasis on different aspects of the 
construct, length, precision, etc.), and one of the 
main challenges is that data obtained with differ-
ent measures are difficult to compare. Despite their 
semantic similarities (Waugh et al., 2021) and their 
usually high intercorrelations, it is not clear whether 
these measures assess the same construct and how 
the scores obtained from them can be compared.

One possibility is to use IRT to calibrate different 
measures against a common metric. Zimmermann 
et al. (2020) followed such an approach in a sam-
ple from the general population. A common IRT 
model was estimated based on data from six widely 
used self- report measures or their short forms to 
link item responses to an underlying general factor. 
Measures based on Criterion A of the AMPD (i.e., 
LPFS- SR and LPFS- BF 2.0) were used, as well as a 
measure of Criterion B and measures based on psy-
chodynamic concepts and on an early version of the 
ICD- 11 model (i.e., SASPD). The results suggest 
that all measures capture a strong common factor 
and can therefore be scaled along a single latent con-
tinuum. The common factor was largely defined by 
impairments in self and interpersonal functioning, 

with a slight predominance of internalizing person-
ality pathology (e.g., anxiety, low self- esteem). This 
suggests that the severity of PD based on psychody-
namic concepts, Criterion A and Criterion B of the 
AMPD, and the ICD- 11 are largely consistent when 
implemented in a self- report format.

To be able to use the measures for the assessment 
of individual cases in routine practice, the develop-
ment of norm values is crucial. The common metric 
study described above provides preliminary norms 
for each of the six measures based on the German 
general population (Zimmermann et al., 2020). 
For individual cases, practitioners can use the Web 
platform (http:// www.com mon- metr ics.org/ ) to 
estimate T scores, including 95% confidence inter-
vals. In this way, an individual’s general severity of 
PD can be interpreted as a deviation from the aver-
age case and measurement error can be explicitly 
accounted for. However, it is important to note that, 
in this study as in most other studies on the develop-
ment of norm values, the representativeness of the 
sample could only be established to a limited extent 
(e.g., only with respect to age and gender). Other 
aspects such as education, regional origin, and use 
of medical and psychotherapeutic treatments may 
be biased, especially in online samples compared to 
the general population, which is why norm values 
from high- quality recruited random samples may 
differ significantly (Spitzer et al., 2021).

In addition to the development of norm values, 
there is also the possibility of empirically establishing 
thresholds based on external criteria. DSM- IV PD 
diagnoses in cross- sectional data have been mainly 
used for this purpose so far (e.g., Buer Christensen, 
Hummelen, et al., 2020; Gamache, Savard, Leclerc, 
et al., 2021). Indeed, as noted above, DSM- IV PD 
diagnoses were used in the development of the 
threshold of level 2 on the LPFS itself (Morey et 
al., 2013). This approach is understandable insofar 
as it ensures continuity with previous categorical 
systems. However, in light of the criticism of the 
arbitrary thresholds of the categorical system, there 
is also something circular about this approach. In 
our view, it would be desirable to use longitudinal 
studies to calibrate multiple cutoff values for sever-
ity based on the likelihood of future critical life out-
comes and adverse consequences.

In addition to integrating and standardizing 
self- report measures, we should also be concerned 
with developing and optimizing other assessment 
methods. For example, the very high interrater reli-
ability of LPFS ratings based on structured inter-
views such as SCID- AMPD Module I (see Table 
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25.3), as well as the sometimes very high agreement 
with self- reports, can be viewed critically. The very 
high interrater reliability is probably also due to the 
funnel structure of the interview, through which an 
outside person can easily guess the implicitly asso-
ciated rating based on the interviewer’s jumping to 
certain interview sections. The high degree of agree-
ment with the self- report may also be due to the 
fact that some of the questions are very direct and  
the answers thus largely reflect the self- presentation 
of the interviewee. In this respect, further research 
should be conducted to determine the extent to 
which more open- ended interview strategies, as 
in CALF, are associated with lower interrater reli-
ability but may have greater incremental validity in 
predicting clinically relevant outcomes compared 
to self- report. Finally, it would also be useful to 
give greater consideration to the possibility and 
appropriateness of maximal- effort tests to capture 
personality functioning. If one takes seriously the 
understanding of Criterion A in terms of impair-
ments in internal mental capacities (Sharp & Wall, 
2021), the development of a test battery to measure 
performance on tasks requiring self and interper-
sonal skills would be the logical next step (e.g., Jauk 
& Ehrenthal, 2021; Leising et al., 2011; Olderbak 
& Wilhelm, 2020).

Conclusion
With the introduction of a severity scale for PD 

in the AMPD, several criticisms of the current cat-
egorical classification system for PD have been suc-
cessfully addressed. A severity scale better captures 
the dimensional nature of individual differences in 
impairment, better accounts for empirical findings 
of high comorbidity and the substantial general fac-
tor in PD diagnoses, allows more efficient determi-
nation of prognosis and change, and contributes to 
destigmatization of the diagnosis. In particular, the 
LPFS as a concrete operationalization of severity 
ensures reference to the common denominator of 
all PDs in Criterion A, and the focus on impair-
ments in the domain of self and interpersonal rela-
tionships builds on both empirical and conceptual 
arguments. Since the official publication of the 
AMPD in 2013, researchers have begun to explore 
the reliability, validity, and utility of the LPFS and 
derived measures. Results from numerous empirical 
studies are now available and are generally promis-
ing: interrater reliability is good for structured inter-
views, subcomponent ratings can be modeled by 
two highly correlated factors of impairments in self 
and interpersonal functioning (which is compatible 

with the assumption of a strong general factor), rat-
ings correlate highly with measures of similar sever-
ity measures in PD, there is evidence of incremental 
validity over categorical PD diagnoses, and clinical 
utility is mostly viewed positively by practitioners. 
At the same time, the issue of discriminant valid-
ity against nonspecific distress or other mental dis-
orders, as well as against Criterion B, continues to 
be controversial and may also require conceptual 
clarifications or adaptations of the LPFS. For future 
empirical research, it is particularly desirable to 
move beyond the widely used monomethod studies 
that dominate the literature to date (Zimmermann 
et al., 2019). This includes the joint assessment of 
multiple constructs by multiple methods, allowing 
for the investigation of construct- level associations 
while controlling for shared method variance (e.g., 
multitrait- multimethod designs; Campbell & Fiske, 
1959). Additionally, intervention studies should 
be conducted that focus on severity as a predic-
tor, moderator, and endpoint of treatment effects. 
Currently, there is only one study showing that the 
LPFS- BF 2.0 can be used as an outcome measure in 
a 3- month residential treatment program (Weekers 
et al., 2019). In any case, with the prioritization of 
severity in the ICD- 11 model for PD, there is no 
doubt that the DSM- 5 LPFS and its derived mea-
surement tools will continue to have an important 
place in PD diagnosis and research.
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 The DSM- 5 Maladaptive Trait Model for 
Personality Disorders

Colin D. Freilich, Robert F. Krueger, Kelsey A. Hobbs,  
Christopher J. Hopwood, and Johannes Zimmermann

The classification system, or taxonomy, for 
personality disorders (PDs) has vast clinical sig-
nificance. To explore just how pervasive the influ-
ence of the taxonomy is, consider what purpose 
an individual PD diagnosis serves. Diagnosis pro-
vides a common nomenclature between clinician 
and patient, prior clinician and new clinician, 
patient and support group, and many other trans-
actions. In that way, diagnosis facilitates com-
munication and allows for information retrieval. 
With a specific diagnosis, a clinician can quickly 
locate information about relevant treatment or 
illness course. Indeed, informing treatment may 
be the most fundamental clinical purpose of PD 
diagnosis.

More generally, diagnosis aids prediction. Not 
only should a diagnosis predict what treatment is 
likely to be efficacious, but also, for instance, what 
further risk factors should be avoided, what occu-
pations may be suitable, or what outcomes should 
be expected. In addition, a diagnosis does not exist 
in a vacuum but rather in a complex sociopoliti-
cal landscape. For example, a diagnosis may serve 
administrative purposes, such as access to insurance 
coverage for specific interventions or requisite stu-
dent accommodations.

Classification systems, such as DSM- 5, must 
serve purposes beyond those directly relevant 
to an individual diagnosis. A taxonomy of PDs 
influences and organizes research by providing 
a descriptive basis for the science. Indeed, that 
descriptive basis frames research on the etiology, 
treatment, and course of similar cases, eventually 
leading to the development of scientific theories. 
These insights in turn influence the type of care 
that future patients with the relevant diagnoses 
receive.

It stands to reason that a diagnostic system 
could be evaluated on how well it serves these 
various purposes. To what extent do the diagnoses 
within a taxonomy inform treatment decisions? 
How well do they predict meaningful outcomes? 
Do patients and clinicians find the common 
diagnostic language valuable and representative 
of their individual cases? How effective is the 
research built on these diagnoses at uncovering 
the etiology and course of pathological processes? 
Taxonomic choices affect patients on the smallest 
and largest possible scales.

PD Taxonomies of DSM- 5
Reflecting the complexity of taxonomic decisions, 

DSM- 5 offers two distinct classification systems for 
diagnosing PDs. The first system is in Section II of the 
manual and “represents an update of text associated 
with the criteria found in DSM- IV- TR” (p. 645). The 
approach of the fourth edition of the DSM and its 
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Personality Pathology
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 LCA Latent class analysis
 MMPI- 2- RF Minnesota Multiphasic 

Personality Inventory 2 
Restructured Form

 PAI Personality Assessment 
Inventory

 PID- 5 Personality Inventory for DSM- 5
 PTAI Personality Trait Rating Form
 SNAP Schedule for the Nonadaptive 

and Adaptive Personality  

 

 

 



the DsM-5 MalaDaPt ive  tra it  MoDel  for Personal ity  D i sorDers 605

subsequent text revision (DSM- IV- TR) dates to 2000 
and includes 10 putatively separate, categorical, and 
complex personality syndromes, each with its own 
criterion set. For instance, schizoid PD is defined as 
“a pervasive pattern of detachment from social rela-
tionships and restricted range of expression of emo-
tions” indicated by four or more of seven symptoms, 
including “neither desires nor enjoys close relation-
ships, including being part of a family,” “almost 
always chooses solitary activities,” and “takes pleasure 
in few, if any, activities” (pp. 652– 653). In addition, 
the symptomatology must not be attributable to sepa-
rate psychopathological diagnoses like schizophrenia. 
These diagnostic criteria are polythetic, meaning that 
the disorder is defined by multiple symptoms, and 
many different combinations of symptoms can be 
sufficient to meet the criteria for diagnosis. Similarly 
polythetic criteria are given for each of the nine other 
distinct syndromes: paranoid, schizotypal, antisocial, 
borderline, histrionic, narcissistic, avoidant, depen-
dent, and obsessive- compulsive PDs. Finally, for cases 
in which symptoms are causing clinically significant 
distress but fail to meet the full criteria for one of the 
10 specific PDs, clinicians can use the catch- all cat-
egories of “other specified” or “unspecified” PD.

DSM- 5’s second system, the Alternative Model 
for Personality Disorders (AMPD), is in “Section 
III Emerging Measures and Models” of the manual. 
The AMPD is a dimensional approach built on 
efforts that arose primarily to address limitations of 
the traditional, categorical system of the DSM- IV- 
TR for classifying PDs (Zachar et al., 2016).

Limitations of Traditional Approaches
Personality Traits as an Organizing Framework

The approach of Section II of DSM- 5 has been 
the standard for PD diagnosis for decades, and con-
siderable research has been generated in the interim 
that highlights its limitations. Perhaps the most 
fundamental flaw in this approach is that personal-
ity traits are not used as an organizing framework. 
In the first half of the twentieth century, scholars 
debated the importance of personality, but that 
period of skepticism is well behind us (Donnellan et 
al., 2009; Widiger, Sellbom et al., 2019). Personality 
traits are relatively enduring patterns of thoughts, 
feelings, strivings, and behaviors that distinguish 
individuals from each other, and they are now 
widely recognized as clinically significant, robustly 
impacting a host of outcomes like subjective well- 
being, physical health, longevity, relationship sat-
isfaction, occupational choice and performance, 
values, and criminality (Ozer & Benet- Martinez, 

2006; Soto, 2019). Personality psychologists have 
also extensively debated the structure of personality, 
and, by the turn of the century, it was widely agreed 
that the Five Factor Model (FFM) reflected a rea-
sonable consensus regarding the broad outlines of 
the major organizing dimensions for understanding 
human personality variation. The FFM is a factor 
analytically derived system that describes variation 
in human personality in terms of the broad traits 
of neuroticism (vs. emotional stability), extraversion 
(vs. introversion), conscientiousness (vs. disinhibi-
tion), agreeableness (vs. antagonism), and openness to 
experience (or unconventionality vs. traditionalism). 
Although competing models of personality struc-
ture, such as the prominent six- factor HEXACO 
model, may differ in the number of dimensions, 
personality traits are widely accepted to exist along 
hierarchically arranged continua rather than in 
discrete categories (Lee & Ashton, 2016; Costa & 
McCrae, 1992).

Personality models like the FFM are intended to 
index normal, rather than pathological or “abnor-
mal,” ranges of personality, but the dimensional 
structure of personality appears to be largely over-
lapping in clinical and nonclinical populations 
(O’Connor, 2002). Nodding toward this research, 
DSM- 5 does appear to describe PDs in terms of per-
sonality traits: “when personality traits are inflexible 
and maladaptive and cause significant functional 
impairment or subjective distress do they constitute 
personality disorders” (p. 647). However, as in the 
schizoid PD example, the formal diagnostic criteria 
are notably written in terms of polythetic symptom 
lists rather than dimensional traits.

Continuous Distributions Versus Discrete Categories
Inherent to the tension between traditional 

approaches and one that uses personality as an orga-
nizing framework is the question of whether PDs 
are discrete entities or exist on a continuum with 
normal- range functioning. Evidence to date over-
whelmingly supports the latter (e.g., Haslam et al., 
2020). Structural research across multiple domains 
indicates that the structure of PD is dimensional 
(Trull & Durrett, 2005). As an example of this type 
of research, Bucholz et al. (2000) used an approach 
called latent class analysis (LCA), which is designed 
to identify the presence of classes (or types) that 
may underlie data indicators. They conducted a 
series of LCAs to assess the relative fits of categorical 
and dimensional models, respectively, for symptoms 
of antisocial PD, finding it is best measured by an 
underlying severity spectrum rather than by discrete 
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subtypes. Structural research like this has consis-
tently shown that the boundaries in traditional 
diagnostic systems between pathology and normal-
ity are arbitrary (e.g., Ahmed et al., 2013; Aslinger 
et al., 2018; Conway et al., 2012).

Diagnostic Instability
In addition to creating arbitrary boundaries 

between pathology and normality, the imposition of 
categorical nomenclature (discrete PD syndromes) 
on naturally dimensional phenomena (maladap-
tive personality variation) results in diagnoses that 
have low reliability. Because PDs are defined to be 
“enduring patterns . . . exhibited in a wide range of 
social and personal contexts” (DSM- 5, p. 647), diag-
nostic stability is a key concern. This is not meant 
to imply that personality is fixed; in fact, there is 
considerable evidence that personality is moderately 
responsive to intervention (Brown & Barlow, 2009) 
and general aging (Roberts et al., 2008). Although 
the common view that personality is unchanging 
across the life span has, indeed, been challenged, 
the short- term stability of personality traits is high 
(Chmielewski & Watson, 2009). Despite the high 
stability of personality traits, considerable PD diag-
nostic change is observed across all intervals, includ-
ing those as short as 1 week (Clark, 2009), and, 
as a result, the test- retest reliability of traditional, 
categorical diagnoses has been demonstrated to be 
lower than that of dimensional assessments (Morey 
& Hopwood, 2013).

Frequent PD Co- Occurrence
Unclear boundaries between disorders consti-

tutes an additional concern. Traditional DSM- IV- 
TR PD syndromes have well- documented issues 
with comorbidity (for reviews Clark, 2007; Widiger 
& Samuel, 2005). An individual who meets criteria 
for one PD syndrome very frequently meets crite-
ria for at least one other purportedly separate PD 
syndrome. Although the occasional co- occurrence 
of syndromes is not in and of itself problematic, 
the highly frequent comorbidity observed with PDs 
suggests that the individual symptoms or diagnostic 
criteria (e.g., “takes pleasure in few, if any, activi-
ties”) are not assigned to syndromes based on their 
observed covariation in the population (Wright 
& Zimmerman, 2015), highlighting the need to 
reconsider boundaries.

Heterogeneity Within Disorders and Clinical Utility
A consequence of using polythetic diagnos-

tic criteria is that individuals who share the same 

diagnostic label may have drastically different symp-
tom presentations. As was the case with comorbid-
ity, this heterogeneity within disorders would not 
necessarily be troubling for the taxonomy if the 
shared label provided clinically relevant insights. In 
other words, a syndrome could theoretically have 
highly heterogenous presentations across patients 
as long as that diagnostic label informed treatment 
of these seemingly unique cases or represented an 
aspect of their shared etiology. However, this does 
not appear to be the case with traditional PD labels. 
Surveyed clinicians have a relatively low opinion of 
the clinical utility of diagnostic categories (Samuel 
& Widiger, 2006), further evidenced by the fre-
quent usage of the “other specified” or “unspeci-
fied” PD diagnostic labels in many clinical settings 
(previously “not otherwise specified”; Verheul & 
Widiger, 2004). From a taxonomic perspective, the 
reliance on this catch- all category is troublesome as 
it suggests that the current diagnostic labels provide 
insufficient coverage and may not be valuable in 
informing treatment. In fact, for most traditional 
PDs there are no validated interventions, and there 
is no evidence that existing approaches have specific 
efficacy for individual diagnoses as opposed to gen-
eral efficacy for a variety of psychiatric difficulties 
(Bateman et al., 2015).

Summary of Limitations
The issues surrounding PD categorization are 

not new. Indeed, Kupfer et al. (2002) summarized 
these limitations of the DSM- IV- TR approach in 
the Research Agenda for DSM- V.

Epidemiologic and clinical studies have shown 
extremely high rates of comorbidities among the 
disorders, undermining the hypothesis that the 
syndromes represent distinct etiologies. Furthermore, 
epidemiologic studies have shown a high degree of 
short- term diagnostic instability for many disorders. 
With regard to treatment, lack of treatment 
specificity is the rule rather than the exception.  
(p. xviii)

Others have been blunter in their calls to aban-
don traditional approaches. Widiger et al. (2002) 
stated, “Official diagnoses are substantially arbi-
trary, often unreliable, overlapping, and incomplete 
and have only a limited utility for treatment plan-
ning” (p. 435), and Tyrer et al. (2007) declared, 
“The assessment of personality disorder is currently 
inaccurate, largely unreliable, frequently wrong, and 
in need of improvement” (p. s51). The limitations 
of the traditional DSM- IV- TR PD taxonomy were 
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well- documented in advance of the development of 
the fifth edition.

Developing an Alternative Trait Model
As consensus developed on the limitations of 

traditional, categorical approaches to PD diagnosis, 
researchers began exploring dimensional alternatives 
that use personality traits as an organizing frame-
work. Notably, Lynam and Widiger (2001) used 
the FFM domains and their underlying facets (e.g., 
gullible vs. cynical, meek vs. aggressive, soft- hearted 
vs. callous, and selfless vs. exploitative are facets 
within the domain of agreeableness vs. antagonism) 
to conceptualize each of the DSM- IV- TR PDs. They 
created trait profiles for each syndrome, and in gen-
eral there was strong interrater agreement among 
experts on the trait translations of prototypic cases. 
Furthermore, these conceptualizations explained 
the problematic comorbidity among the PDs, in 
that the syndromes are comorbid to the extent to 
which they share FFM traits. Others explored the 
relations between the FFM and the PD syndromes, 
leading to Saulsman and Page (2004) concluding 
in their meta- analysis “that each disorder displays 
a five- factor model profile that is meaningful and 
predictable given its unique diagnostic criteria” (p. 
1055). Building on this domain- level work, Samuel 
and Widiger (2008) conducted a meta- analysis at 
the more specific, facet- level of the FFM, further 
showing that the traditional PD syndromes can be 
understood as profiles of maladaptive variants of 
normal- range personality traits.

The paradigm shift from categorical diagnoses 
to dimensional trait conceptualizations for PDs 
became notable during the transition from DSM- 
IV- TR to DSM- 5. The development of DSM- 5 
was preceded by three conferences that each pro-
posed adoption of a dimensional trait model. The 
Nomenclature Work Group of the first “DSM- V 
Research Planning Conference” concluded that it 
would be “important that consideration be given 
to advantages and disadvantages of basing part or 
all of DSM- V on dimensions rather than catego-
ries” (Rounsaville et al., 2002, p. 13). Furthermore, 
they stated that PDs represented a promising ini-
tial domain that, given it is acceptable to clinicians, 
could lead to exploring dimensional conceptualiza-
tions elsewhere.

Subsequent conference discussions centered 
around how to integrate existing dimensional 
models. For instance, the Dimensional Assessment 
of Personality Pathology- Basic Questionnaire 
(DAPP- BQ; Livesley & Jackson, 2009) assesses 

four domains, which can be readily understood 
as maladaptive variants of four of the five traits of 
the FFM (e.g., dissocial behavior as low agreeable-
ness). Similarly, Clark’s three- factor model, assessed 
by the Schedule for the Nonadaptive and Adaptive 
Personality (SNAP; Clark et al., 2017) includes a 
domain of negative affectivity (neuroticism) versus 
emotional stability, positive affectivity (extraversion) 
versus detachment, and constraint (conscientious-
ness) versus disinhibition. In addition to three 
domains conceptually similar to those of the SNAP, 
the DAPP- BQ includes a fourth domain of dissocial 
behavior/ antagonism versus compliance (agreeable-
ness). Widiger and Simonsen (2005) aimed to find 
a common ground among the various maladaptive 
personality trait models, arguing that they can be 
integrated within a common hierarchical structure 
with three to five broad domains, indicated by more 
specific facet traits. The four domains of the DAPP- 
BQ are representative of this integrated structure, 
and a fifth broad domain of unconventionality/  psy-
choticism versus closedness to experience (low open-
ness) was proposed to ensure comprehensiveness.

In 2007, the APA appointed the DSM- 5 
Personality & Personality Disorders Work Group, 
and they began to consider a wide- range of alter-
native PD classification approaches (Krueger et al., 
2007). There was less consensus in the group than 
was present in the initial conferences, with various 
members committed to some of the DSM- IV- TR 
syndromes (Skodol et al., 2005) and others propos-
ing an approach centered on a narrative prototype 
matching that had not yet been empirically studied 
(Samuel et al., 2012).

Simultaneously, there was still considerable 
interest in empirically deriving a new model that 
reflected the promise in the literature on dimen-
sional trait conceptualizations. Advocates of this 
approach aimed to derive PD constructs based on 
data collected on fundamental individual difference 
constructs (e.g., tendencies to experience certain 
psychopathological states or to behave in specific 
maladaptive ways) rather than relying on a priori 
assumptions accrued through clinical experience or 
the collective wisdom of the group, as has often been 
the case in shaping psychiatric taxonomies (Krueger 
& Markon, 2014). The DSM- 5 Maladaptive Trait 
Model was built in this way: first compiling con-
structs discussed by the Work Group, making them 
measurable, collecting data on their reliability and 
co- occurrence, and finally using that data to empir-
ically discern the organization of the constructs 
through atheoretical taxonomic approaches.
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The Work Group’s initial literature review of a 
variety of instruments designed to capture patho-
logical personality identified six broad domains of 
content (Krueger et al., 2011).

 • Emotional dysregulation/ negative emotionality/ 
neuroticism

 • Detachment/ low positive affectivity/ 
introversion

 • Disinhibition (encompassing elements of low 
FFM conscientiousness)

 • Antagonism (encompassing elements of low 
FFM agreeableness)

 • Compulsivity (which has some elements of exces-
sive FFM conscientiousness, but also appears 
to encompass significant elements of negative 
affectivity)

 • Schizotypy/ oddity/ peculiarity/ psychoticism 
(associated with FFM openness)

These domains are consistent with the four iden-
tified by Widiger and Simonsen (2005) and of the 
DAPP- BQ but also include psychoticism and com-
pulsivity on a provisional basis subject to further 
empirical review.

Work Group members then generated provi-
sional facets underlying each of these six domains. 
Thirty- seven potential traits were identified, and 
the group generated self- report items designed 
to measure them. Next, data were collected from 
three separate representative community- dwelling  
samples of adult participants (Krueger et al., 
2012). In the first two rounds of collection, par-
ticipants were sampled who reported that they had 
sought treatment from a psychiatrist or psycholo-
gist. In the third round, in order to examine com-
munity norms for the instrument, this inclusion 
criterion was not used. The research was designed 
to test and refine the ability to measure the facets 
and domains reliably in an iterative manner (via 
item response theory [IRT] modeling) and also 
to test if any highly correlated constructs could 
be combined. Subsequent analyses of these data 
led to a reduction of the 37 initial facets to a list 
of 25. All 25 “restructured” constructs were mea-
sured reliably by the third round of data collec-
tion, judged by both classical and modern (IRT) 
test theory approaches. The final version of the 
instrument contained 220 items with a prelimi-
nary exploratory factor analysis of the 25 facets 
corresponding to a five- domain structure. See 
Table 26.1 for the domains and underlying facet 
structure.

In summary, after synthesizing existing approaches 
to create a preliminary questionnaire, the DSM- 5 
Personality and Personality Disorders Work Group 
conducted analyses to arrive at an assessment instru-
ment that encompasses the four major domains 
of maladaptive personality variation identified by 
Widiger and Simonsen (2005) and includes a fifth 
domain of psychoticism (see later section entitled “The 
Five Factor Model [FFM] of Personality” for further 
discussion on psychoticism). The instrument also 
includes multiple trait facets within all five domains. 
The 220- item instrument is named the Personality 
Inventory for DSM- 5 (PID- 5; Krueger et al., 2012) 
and has been the primary tool for measuring the 
DSM- 5 Maladaptive Trait Model.

Structure of the DSM- 5 Alternative 
Model for Personality Disorders

The Work Group then aimed to develop a hybrid 
approach to diagnosis, integrating the maladaptive 
personality traits within a system that retains cer-
tain PD constructs of the DSM- IV- TR. Thus, the 
DSM- 5 Maladaptive Trait Model is just one aspect 
of the broader AMPD. The AMPD consists of 

Table 26.1 DSM- 5 Maladaptive Trait Model

Domain Facets

Negative 
affectivity

Emotional Lability, Anxiousness, 
Separation Insecurity, 
Submissiveness, Hostilitya, 
Restricted Affectivityb, Perseveration

Detachment Withdrawal, Intimacy Avoidance, 
Anhedonia, Depressivityc, 
Suspiciousnessc

Psychoticism Unusual Beliefs and Experiences, 
Eccentricity, Perceptual 
Dysregulation

Antagonism Manipulativeness, Deceitfulness, 
Grandiosity, Attention- Seeking, 
Callousness

Disinhibition Irresponsibility, Impulsivity, 
Distractibility, Risk Taking, Rigid 
Perfectionismd

Note: Boldface text indicates that items underlying this facet 
are used for calculating corresponding domain scores.

a Hostility cross- loads on Antagonism.

b Restricted Affectivity cross- loads on Detachment.

c Depressivity and Suspiciousness cross- load on Negative 
Affectivity.

d Rigid Perfectionism is keyed negatively for Disinhibition 
and cross- loads on Negative Affectivity.
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seven criteria, listed A through G. In this model, a 
PD is defined as clinically significant difficulties in 
personality functioning (Criterion A) as expressed 
in high levels of at least one maladaptive personal-
ity trait (Criterion B) that are inflexible (Criterion 
C), stable over time (Criterion D), and not better 
explained by other causes (Criteria E, F, and G). 
The DSM- 5 Maladaptive Trait Model was inte-
grated into the AMPD as Criterion B, and thus 
the terms can be used interchangeably. The PID- 
5 operationalizes the Trait Model, but problems in 
functioning (i.e., a continuum of difficulties in self- 
functioning, defined by identity and self- direction, 
and interpersonal functioning, defined by empathy 
and intimacy) are defined as the core of a PD and 
are usually measured by the Level of Personality 
Functioning Scale (DSM- 5, p. 762).

The AMPD also provides a means for retaining 
6 of the 10 diagnostic entities from the DSM- 
IV- TR PD list. Specifically, certain combinations 
of Criteria A and B are used to recreate and mir-
ror antisocial, avoidant, borderline, narcissistic,  
obsessive- compulsive, and schizotypal PD (Table 
26.2). The intent was to show how these tradi-
tional syndromes could be understood as combi-
nations of difficulties in personality functioning 
and pathological traits.

In Section II, if a patient who clearly manifests 
a PD does not qualify for any of the 10 canonical 
PDs, no informative diagnosis is available as the only 
alternatives are “other specified,” and “unspecified” 
PD in most cases. In contrast, the AMPD allows for 
an informative portrayal of every such patient under 
the rubric of PD “trait specified.” Thus, if Criterion 
A is met, a “trait specified” PD designation allows 
the clinician to record the clinically significant trait 
elevations in the PID- 5 domains or facets, even if 
the patient does not qualify for a specific Section 
II PD diagnosis. Personality functioning (Criterion 
A) and maladaptive traits (Criterion B) are con-
ceptually distinguishable but can be challenging to 
separate empirically (Zimmermann et al., 2015), 
and their relations will be discussed in more depth 
later. Nonetheless, the PID- 5 can stand on its own 
as an assessment of maladaptive personality traits 
and generally has been studied independently of the 
broader AMPD context.

Ultimately, the APA Board of Trustees had final 
authority over the content of the DSM- 5 and opted 
to retain the DSM- IV- TR PD criteria verbatim as 
the primary taxonomy (located in DSM- 5 Section 
II) to “preserve continuity with current clinical 
practice,” while this AMPD was included in Section 

III for “Emerging Measures and Models” (p. 761). 
As a result, clinicians can use either the traditional 
categorical model or the newer dimensional model 
to diagnose patients with the DSM- 5.

Assessing Maladaptive Traits
The primary assessment tool for the Criterion 

B Maladaptive Trait Model is the PID- 5. The 220- 
item self- report PID- 5 is freely available to any 
researcher or clinician who wishes to use it (https:// 
www.psy chia try.org/ psychi atri sts/ pract ice/ dsm/ 
educ atio nal- resour ces/ ass essm ent- measu res). The 
inventory begins with these instructions.

This is a list of things different people might say 
about themselves. We are interested in how you 
would describe yourself. There are no “right” or 
“wrong” answers. So you can describe yourself as 
honestly as possible, we will keep your responses 

Table 26.2 DSM- 5 maladaptive trait constellations 
of traditional DSM- IV- TR personality disorders (PDs)

Traditional DSM- IV- TR 
disorder

Associated traits

Borderline personality 
disorder

Emotional lability, 
Anxiousness, Separation 
Insecurity, Depressivity, 
Impulsivity, Risk Taking, 
Hostility

Antisocial personality 
disorder

Manipulativeness, 
Callousness, Deceitfulness, 
Hostility, Risk Taking, 
Impulsivity, Irresponsibility

Avoidant personality 
disorder

Anxiousness, Withdrawal, 
Anhedonia, Intimacy 
Avoidance

Schizotypal personality 
disorder

Perceptual Dysregulation, 
Unusual Beliefs and 
Experiences, Eccentricity, 
Restricted Affectivity, 
Withdrawal, Suspiciousness

Narcissistic personality 
disorder

Grandiosity, Attention 
Seeking

Obsessive- compulsive 
personality disorder

Rigid Perfectionism, 
Perseveration, Intimacy 
Avoidance, Restricted 
Affectivity

Note: Not all of the associated traits are required to make a 
dimensional diagnosis; for most of the traditional PDs, just 
a subset of the associated traits is enough for the diagnosis. 
In addition to the associated traits, each traditional PD is 
associated with some type of impairment in personality 
functioning.
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confidential. We’d like you to take your time and 
read each statement carefully, selecting the response 
that best describes you.

Participants are asked to choose if statements 
(e.g., “People would describe me as reckless”) are 
“very false or often false,” “sometimes or somewhat 
false,” “sometimes or somewhat true,” or “very or 
often true.” Raw test responses are reversed- scored 
when needed and averaged to provide facet and 
domain scores on 4- point scales. The scores can 
be interpreted relative to observed norms based on 
the representative community samples recruited for 
the initial instrument development (Krueger et al., 
2012). To obtain a more fine- grained understand-
ing of the PID- 5 domains and facets, full definitions 
for each are provided in a table on pages 779– 781 
of DSM- 5.

The instrument has also been adapted into a 
25- item brief form (PID- 5- BF) and a 218- item 
informant report (PID- 5- IRF) that are also freely 
available via the APA. In addition, it has been 
adapted into a 100- item short form (PID- 5- SF), a 
36- item modified form that includes an anankas-
tia domain (intending to index compulsivity typi-
cally associated with obsessive- compulsive PD) that 
allows for compatibility with the PD taxonomy of 
ICD- 11 (Bach et al., 2020), an adapted 100- item 
version that was tailored for use in forensic con-
texts (Niemeyer et al., 2021), and a shortened 75- 
item informant report form (Zimmermann et al., 
2015). There is also the possibility to measure the 
PID- 5 traits from established measures such as the 
Personality Assessment Inventory (PAI) (Busch et 
al., 2017). Finally, for the purpose of expert ratings 
of maladaptive personality traits, researchers have 
developed a Personality Trait Rating Form (PTRF) 
that includes short descriptions of the facets to be 
rated on 4- point scales (Few et al., 2013). In the 
main form and most of the alternates, the PID- 
5 assesses five maladaptive trait domains and 25 
underlying facets, provided in Table 26.1.

Empirical Research on the DSM- 5 
Maladaptive Trait Model

Since the PID- 5 was made freely available in 
2013, a vast body of research has accumulated 
while limited research on alternative operationaliza-
tions of the Trait Model exists. The PID- 5’s body 
of research has been summarized in at least six 
published reviews (Al- Dajani et al., 2016; Barchi- 
Ferreira Bel & Osório, 2020; Krueger & Hobbs, 
2020; Krueger & Markon, 2014; Miller et al., 

2018; Zimmermann et al., 2019) and four meta- 
analyses (Clark & Watson, 2022; Somma, Krueger, 
Markon, & Fossati, 2019; Watters & Bagby, 2018; 
Watters, Bagby, & Sellbom, 2019). In addition, the 
PID- 5 has been translated to and researched in at 
least 19 languages, including Brazilian Portuguese 
(Barchi- Ferreira et al., 2019), Chinese (Zhang, 
Wang et al., 2021), Danish (Bo et al., 2015), Farsi 
(Lotfi el al., 2018), Russian (Lozovanu et al., 2019), 
and Swedish (Kajonius, 2017). The instrument has 
clearly caught the interest of the field. Examination 
of its psychometric properties will help clarify the 
extent to which it measures distinct and homo-
geneous pathologies and, in turn, how effective it 
projects to be as a descriptive basis for research on 
specific etiologies and treatments.

Structural Validity
The Trait Model’s structural validity is integral 

to corresponding research on specific etiologies and 
treatments. Here, we analyze structural validity 
across three areas. First, we look at the higher order 
structure. Is it five rather than some other number 
of domains that fit the data best across a diversity of 
samples? Given the loadings of the items or facets, 
do the empirically derived latent factors resemble 
the proposed domains across samples? Second, we 
look at the lower order structure. Do the measured 
trait facets index a single construct (are they uni-
dimensional)? Do they index those constructs with 
reasonable internal consistency? Finally, we look at 
how the lower order structure maps on to the higher 
order structure. Are the factor loadings of the fac-
ets onto the domains consistent across a diversity 
of samples? These types of questions represent an 
empirical approach to analyzing the extent to which 
the taxonomy accurately represents the structure of 
observed variation in personality pathology, or the 
structural validity of the Trait Model.

Higher Order Structure
The 5- domain, 25- facet, factor structure of the 

PID- 5 was derived in a representative US sample 
(Krueger et al., 2012). Somma, Krueger, Markon, 
and Fossati (2019) have noted that, through explor-
atory factor analysis or exploratory structural equa-
tion modelling, the 5- domain factor structure has 
been replicated six times in United States (e.g., 
DeYoung et al., 2016; Wright al., 2012) and 16 
times in non- US samples, primarily using translated 
versions of the instrument (e.g., Lofti et al., 2018; 
Thimm et al., 2017). They then meta- analyzed 
these studies, finding highly similar factor loadings 
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across US and non- US samples. Neither sample 
type, participant age, translation, nor geographic 
area had a significant moderating effect on model 
fit (Somma, Krueger, Markon, & Fossati, 2019). 
The 5- factor structure was also replicated in a mixed 
Middle Eastern sample (Al- Attiyah et al., 2017) and 
a Polish sample (Rowiński et al., 2019) that did not 
meet criteria for the meta- analysis, as well as more 
recent samples from Denmark (Bach et al., 2018), 
Singapore (Lim et al., 2019), Hungary (Labancz 
et al., 2020), Egypt (Aboul- ata & Qonsuo, 2021), 
Australia (Dunne et al., 2021), and the United 
States (Hyatt et al., 2021).

The factor structures of the alternate forms of the 
PID- 5 have been studied less frequently. The five- 
domain structure of the PID- 5- BF was replicated 
in six studies and that of the PID- 5- SF was repli-
cated in three (Barchi- Ferreira Bel & Osório, 2020). 
Similarly, the original development of the PID- 5- 
IRF (Markon et al., 2013) replicated the five- factor 
structure, but Morey et al. (2013) studied clinician 
ratings about their patients using the PTRF, deriv-
ing a fifth factor that resembled compulsivity rather 
than separate antagonism and disinhibition domains 
(both were subsumed under a single externalizing 
domain).

On the other hand, a four- factor solution fit 
the data best in a forensic sample (Niemeyer et 
al., 2021) using an adapted 100- item form. Once 
using the PID- 5- BF and once using the primary 
220- item form, a six- factor solution fit the data 
best in two Chinese samples (Zhang, Ouyang et 
al., 2021; Zhang, Wang et al., 2021). Finally, the 
five- factor solution did not display adequate fit 
in an Indonesian sample using the primary form 
(Adhiatma & Halim, 2021), indicating the need 
for further study in novel populations, notably in 
Eastern Asia. That said, the majority of evidence 
suggests that, in contrast to the three clusters (odd- 
eccentric, dramatic- emotional, and anxious- fearful) 
which have shown limited structural validity for 
organizing the DSM- IV- TR PD syndromes (Sheets 
& Craighead, 2007), the five- domain structure of 
the PID- 5 appears applicable and robust across US 
and Western European samples, with burgeoning 
evidence of its validity elsewhere.

Lower Order Structure: Dimensionality 
and Internal Consistency.

The vast majority of PID- 5 facets appear to 
be unidimensional across the majority of studies 
(Zimmermann et al., 2019), but certain facets have 
shown inadequate unidimensional fit in translated 

forms. For instance, the risk taking facet (e.g., 
Somma et al., 2017) and the emotional lability facet 
(e.g., Gutiérrez et al., 2017) each failed to show ade-
quate unidimensional fit across at least five samples. 
The manipulativeness facet failed to show adequate 
unidimensional fit across at least three samples (e.g., 
Labancz et al., 2020). Several facets were similarly 
heterogeneous in a Czech sample (Riegel et al., 
2018), but the authors achieved adequate model 
fit by removing poorly discriminating items and 
proposed a 160- item instrument for use in Czech- 
speaking communities. Studies using the shortened 
versions are limited, but initial evidence for the uni-
dimensionality of PID- 5- BF domains is promising 
(Debast et al., 2017), whereas fit of the facets of the 
PID- 5- SF was inadequate (Riegel et al., 2018). To 
summarize, most facets can be adequately repre-
sented as unidimensional constructs, but, without 
removing poorly discriminating items, some facets 
appear heterogeneous when applied across cultures.

After assuming a construct is unidimensional, it 
is important to then evaluate the extent to which 
several items that aim to measure the same con-
struct produce similar responses, or its internal 
consistency. Across an initial literature review of 25 
studies (Al- Dajani et al., 2016), a later review of 54 
additional studies (Barchi- Ferreira Bel & Osório, 
2020), and several studies from more diverse lan-
guages published since (e.g., Aboul- ata & Qonsua, 
2021; Zhang, Wang et al., 2021), the PID- 5 
domain scores have demonstrated high internal 
consistency (indicated mainly by Cronbach’s alpha 
coefficient) and the facet scores generally have dem-
onstrated at least acceptable levels. Cronbach’s alpha 
is positively influenced by the number of items in 
the instrument, so it is not surprising that those 
constructs with more indicators (the domains rather 
than facets) displayed higher reliability. In individ-
ual studies, certain facets do not reach acceptable 
levels of internal consistency (generally defined by 
Cronbach’s alpha being under a certain threshold, 
which, in this case, we set at .70). However, there is 
little evidence that suggests a systematic pattern of 
low reliability of any specific facet, aside from pos-
sibly suspiciousness, which has failed to reach accept-
able levels across at least five studies using translated 
forms of the PID- 5 (e.g., Bastiaens et al., 2016; 
Lotfi el al., 2018).

The alternate forms of the PID- 5 have been stud-
ied less frequently, but initial evidence is similarly 
promising. The internal consistency of domains and 
facets of the 100- item PID- 5- SF has been evalu-
ated across four studies each, and in only one study 
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did a facet (impulsivity) fail to reach acceptable 
levels (Ashton et al., 2017; Barchi- Ferreira Bel & 
Osório, 2020). The 25- item PID- 5- BF only assesses 
domains, and it similarly had high internal consis-
tency across nine studies (e.g., Barchi- Ferreira Bel 
& Osório, 2020; Zhang, Ouyang et al., 2021), with 
the exception of the disinhibition and antagonism 
domains in a study by Debast et al. (2017) and 
again antagonism in a study by Hyatt et al. (2021). 
Finally, the 218- item informant report (PID- 5- IRF) 
was the subject of two studies where internal con-
sistency was confirmed for all domains and facets 
apart from impulsivity once failing to reach accept-
able levels (Ashton et al., 2017; Quilty et al., 2018).

In sum, the PID- 5 seems to measure maladap-
tive personality traits represented in the Trait Model 
reliably at the domain and facet levels. Although 
individual facets may operate inconsistently across 
diverse samples, there is little evidence of system-
atically low reliability of any individual construct. 
Further work is needed to explore the reliabilities 
of the alternate forms of the PID- 5 as well as mea-
sures of internal consistency that are less sensitive to 
number of items.

Relations Between Higher and Lower 
Order Structure.

It is common for instruments such as the PID- 
5 to show interstitiality, which is evident when 
a facet loads on more than one domain (e.g., the 
facet hostility relates both to negative affectivity and 
antagonism). Whether or not specific patterns of 
interstitiality are consistent across research studies 
is an important window into the structural valid-
ity of the model on which the instrument is based. 
Watters and Bagby (2018) observed that some of the 
interstitial factor loadings vary significantly across 
samples, calling into the question the lower- order 
factor structure of the PID- 5. For instance, Maples 
et al. (2015) reported that 19 of the 25 facets loaded 
substantively on at least two domains, whereas De 
Fruyt et al. (2013) found just six to be substantively 
interstitial. Watters and Bagby (2018) conducted a 
meta- analysis of the loadings across 14 samples and 
found that interstitiality decreased when samples 
were pooled, providing evidence that some of the 
inconsistency is likely the result of sampling error. 
At the same time, three facets consistently loaded 
more strongly onto a different domain than the 
original placement suggested by Krueger et al. 
(2012) during the construction of the instrument. 
These facets were hostility loading on to antagonism 
(rather than negative affectivity), restricted affectivity 

loading on to detachment (rather than negative affec-
tivity), and rigid perfectionism loading on to nega-
tive affectivity (rather than disinhibition) (Watters & 
Bagby, 2018).

In a follow- up analysis, hostility and restricted 
affectivity again loaded onto antagonism and detach-
ment, respectively, leading the authors to recom-
mend that they move to be considered primary 
indicators of those domains (Watters, Sellbom et 
al., 2019). Furthermore, the authors recommended 
that suspiciousness move from detachment to nega-
tive affectivity based on their results. Finally, the 
authors suggested the removal of the submissiveness 
facet entirely as it fails to substantively load on any 
domain. The findings for rigid perfectionism were 
mixed, so recommendations were not made. Many 
facets are expected to lie theoretically in between 
multiple domains, leading to interstitiality. As a 
result, only facets that are thought to be “cleaner” 
indicators of single domains are used to calculate 
domain scores. In other words, though antagonism 
is indicated by five underlying facets, only items that 
indicate the three facets that are the “cleanest” indi-
cators of antagonism (manipulativeness, deceitfulness, 
and grandiosity) are used to calculate the antagonism 
domain score. See Table 26.1 for a summary of all 
“official” mappings, notable cross- loadings pointed 
out by Watters, Sellbom and colleagues (2019), 
and the facets that are used to calculate domain 
scores. Importantly, none of the five facets noted as 
potentially troublesome by Watters, Sellbom, et al. 
(2019) are included in the official scoring procedure 
for their respective domains (DSM- 5, 2013), likely 
because of this known interstitiality.

Though more work is needed with alternate 
forms, the evidence suggests that the 5- domain 
structure of the Trait Model (measured by the PID- 
5) effectively parses variance in maladaptive per-
sonality traits across a wide range of populations. 
Although facets can sporadically be prone to differ-
ential loadings and lack of unidimensionality across 
diverse samples, it is difficult to identify patterns of 
particularly troublesome facets. That is to say, no 
individual facet has consistently displayed poor 
measurement properties or stood out as culturally 
bound. In addition, Riegel et al. (2018) demon-
strated the promise of using IRT methods to modify 
translated forms for international use to overcome 
psychometrically troublesome facets.

Temporal Stability
A lesser studied area is the temporal stability of the 

Trait Model. Recall that considerable PD diagnostic 
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change was observed across short intervals using the 
traditional DSM- IV- TR taxonomy, so evidence of 
adequate temporal stability of the PID- 5 is key for 
establishing a diagnostic system with test- retest reli-
ability. Dimensional psychopathological constructs 
generally have displayed higher test- retest reliability 
when compared to categorical syndromes (Watson, 
2003). In limited studies, the temporal stability of 
the PID- 5 specifically was adequate or better in US 
samples (Chmielewski et al., 2017; Suzuki et al., 
2017; Wright et al., 2015). For instance, Wright 
et al. (2015) estimated mean- level and rank- order 
change of the PID- 5 domains and facets over two 
assessments separated by more than a year. For the 
five domains, mean- level change was measured by 
Cohen’s d and ranged from −.17 to .00. Pearson’s 
r measured rank- order change and ranged from 
.62 to .75 for the domains. These relatively high 
stabilities were replicated in international samples 
using the Arabic (Coelho et al., 2020), Portuguese 
(Pires et al., 2017), German (Zimmermann et al., 
2017), and Indonesian (Adhiatma & Halim, 2021) 
translations. One study has validated the acceptable 
temporal stability of the PID- 5- SF (Díaz- Batanerio 
et al., 2019), while two have done so for the PID- 
5- BF (Fossati, Somma, Borroni et al., 2017; Zhang, 
Ouyang et al., 2021). Overall, these findings are 
a promising development for the reliability of the 
Trait Model but require further replication.

Interrater Reliability
The unclear boundaries between DSM- IV- TR 

PDs made it very likely that if a patient saw two 
clinicians, they would receive two different diag-
noses. The PTRF includes short descriptions of the 
PID- 5 facets to be rated on 4- point scales for the 
purpose of expert ratings of maladaptive personality 
traits (Few et al., 2013). To collect this information 
systematically, the Structured Clinical Interview for 
Personality Traits (SCID- AMPD Module II) has 
also been developed (Skodol et al., 2018), but few 
researchers have used these resources to explore the 
interrater reliability of the PID- 5. Although Trait 
Model materials yielded higher diagnostic reli-
ability for case vignettes than categorical diagnoses 
(Morey, 2019b), overall, the PTRF has shown just 
fair to acceptable levels of interrater reliability (Few 
et al., 2013; Garcia et al., 2018). The SCID- AMPD 
Module II may allow for more reliable measure-
ment, as evidenced by the excellent interrater reli-
ability demonstrated in a study of psychotherapy 
outpatients (Somma et al., 2020). These initial 
results require further investigation but highlight 

the need for applying structured interviews such as 
the SCID- AMPD Module II for reliable measure-
ment across raters.

Measurement Equivalence Across and  
Within Cultures

The Trait Model has received considerable inter-
est internationally, as evidenced by the plethora of 
PID- 5 translations and psychometric research apply-
ing it to novel populations. This line of research 
has provided evidence that the trait domains and 
facets can be reliably measured and provide a rea-
sonably valid account of the variance in responses 
internationally. Currently, most of the work has 
been done in Western Europe, but there is grow-
ing evidence of the applicability of the Trait Model 
in Eastern Europe, the Middle East, and Eastern 
Asia. However, testing for measurement invariance 
of the PID- 5 is necessary to conclude that the same 
construct is being measured across groups and that 
scores are comparable cross- culturally.

Typically, measurement invariance is tested by 
comparing a sequence of increasingly restricted 
common factor models (Meredith, 1993). 
Traditionally, the first model in the sequence is a 
test of configural invariance. Next, a test of met-
ric or weak invariance constrains factor loadings 
to equality across groups. Finally, a test of scalar or 
strong invariance constrains indicator intercepts to 
equality across groups. At each step, the fit of the 
nested, more constrained model is compared to the 
previous model. Evidence of weak invariance sug-
gests that the latent factor or construct has the same 
meaning across groups because it is defined by the 
same indicators to same extent. Evidence of strong 
invariance suggests that group mean differences 
in indicators are attributable to differences in the 
latent construct because item intercepts are reason-
ably equivalent across groups.

In a comparison between Norwegian and US 
university samples, weak measurement invari-
ance was found across all domains: that is, the fac-
tor loadings of the facets onto the domains were 
roughly equivalent across groups. Partial strong 
invariance was found, meaning the scores were 
invariant across groups after two facet intercepts 
were released from constraints (Thimm et al., 2017). 
Sorrel et al. (2021) built on this work, analyzing 
invariance across samples in Belgium, Switzerland, 
France, Spain, and Catalonia. Similarly, weak and 
partial strong invariance were found across the five 
samples. These results provide initial evidence that 
the PID- 5 largely measures pathological personality 
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constructs in the same manner across the United 
States and Western Europe but requires replication. 
Examining invariance at the item level by consid-
ering if item loadings onto to facets are equivalent 
across populations is also necessary for valid cross- 
cultural comparisons.

It is also important to demonstrate measure-
ment invariance across diverse populations within 
a given culture. For example, strong invariance 
across community and clinical samples was dem-
onstrated in Danish (Bach et al., 2018), Italian 
(with the Short Form; Somma, Krueger, Markon, 
Borroni, & Fossati, 2019), Czech (with the 
Czech shortened form; Riegel et al., 2018), and 
Chinese (with the Brief Form; Zhang, Ouyang et 
al., 2021) samples. Together, these findings give 
strong evidence that the PID- 5 can be effectively 
used toward one of its primary goals: dimension-
ally measuring maladaptive traits in a manner that 
is comparable across severity levels. Measurement 
invariance across sex was established in American 
adult (Suzuki et al., 2019), Norwegian adult 
(South et al., 2017), and Italian adolescent sam-
ples, although only weak invariance was demon-
strated in the latter group (Somma et al., 2017). 
Strong invariance was also demonstrated across a 
heterosexual group and a mixed homosexual and 
bisexual group in a US sample (Russell et al., 
2017). Examinations of differential item function-
ing, or measurement invariance at the item level, 
across younger and older age groups have raised 
questions about whether all items are age- neutral, 
though many items have not displayed significant 
differential functioning (Debast et al., 2018; Van 
den Broeck et al., 2013). Thus, the limited initial 
evidence suggests that the PID- 5 is largely invari-
ant across age, sex, sexual orientation, sample type, 
and country, but each of these results requires rep-
lication. On the other hand, initial evidence sug-
gests that the PID- 5 may not be invariant across 
race in the United States. In a study of Black 
Americans and White Americans, a single- factor 
solution emerged for the Black American sample, 
indicative of covariation across all domains, thus 
raising questions about the instrument’s appli-
cability (Bagby et al., 2021). Additional studies 
should examine invariance across race and socio-
economic status within the United States.

Although it appears that most facets are appli-
cable cross- culturally, certain facets like suspicious-
ness displayed some psychometric issues when 
translated and studied internationally, warranting 
further investigation to determine if they represent 

culturally bound constructs. Finally, Al- Dajani et al. 
(2016) note that

[i] t is important to consider that comparing 
translated versions of the PID- 5 to the original 
measure for cross- cultural administration assumes 
that preexisting pathological personality dimensions 
hold the same relevance across cultures. As such, this 
etic approach to cultural description risks imposing 
pathological personality dimensions defined by 
Western traditions onto other cultures. (p. 69)

Indeed, etic approaches can confirm that an 
external structure is valid in a new culture but can-
not disprove that additional or alternative domains 
would more parsimoniously represent traits within 
that culture if emically developed.

Convergent and Predictive Validity
Evidence of convergent validity, or how closely 

the Trait Model is related to other measures of the 
same theoretical constructs, is found by comparing 
the PID- 5 to alternative inventories or methods. 
Zimmermann et al. (2019) reviewed the relevant 
studies and concluded that PID- 5 scores have high 
associations with theoretically similar domains 
assessed by the DAPP- BQ, Computer Adaptive 
Test of Personality Disorder (CAT- PD), Minnesota 
Multiphasic Personality Inventory 2– Restructured 
Form (MMPI- 2- RF), and Personality Assessment 
Inventory (PAI). The PID- 5 has been found to be 
predictive of several clinically relevant outcomes, 
including self- harm (Evans & Simms, 2019), symp-
tom distress (Zimmermann et al., 2014), disability 
(Díaz- Batanerio et al., 2019), quality of life (De 
Caluwé et al., 2019), physical illness (Waszczuk et 
al., 2018), child molestation (Ferretti et al., 2021), 
and many more (for a more comprehensive list, see 
Zimmermann et al., 2019). Finally, meta- analytic 
evidence suggests that patients and their therapists 
have a relatively high degree of agreement (self– 
other agreement) on PID- 5 domain and facet scores 
(Oltmanns & Oltmanns, 2021). In sum, validity 
evidence for the Trait Model is seen in the PID- 
5’s convergence with measures of similar domains 
and prediction of a wide range of clinically relevant 
outcomes.

Coverage of DSM- IV- TR PD Syndromes and 
Incremental Validity

Specific trait constellations of prevalent PD 
syndromes (e.g., borderline PD) were included in 
AMPD to demonstrate how a dimensional model 
theoretically could cover the same ground as 
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traditional, categorical approaches. Table 26.2 dis-
plays these trait constellations. Still, consideration 
of a move to a dimensional trait approach raised 
concerns about whether any information from 
the existing set of PD syndromes would be lost. 
Accordingly, researchers have studied the extent to 
which the Trait Model covers the Section II or tra-
ditional DSM- IV- TR PD syndromes. For example, 
Morey et al. (2016) compared clinician- rated cri-
terion counts for DSM- IV- TR PD syndromes with 
clinician- rated PID- 5 facet and domain scores. 
The correlations were often quite substantial (e.g., 
emotional lability with borderline PD criteria =  .75; 
manipulativeness and deceitfulness with antisocial 
PD criteria =  .67 and .72, respectively). Given these 
associations, the authors concluded that traditional 
PD concepts can be adequately represented using 
PID- 5 traits in combination with impairments 
in personality functioning (Morey et al., 2016). 
Similarly, Few et al. (2013) compared results from 
clinician- rated criterion counts for DSM- IV- TR 
PD syndromes, clinician- rated PID- 5 scores, and 
patient self- report PID- 5 scores and found that the 
traits explain substantial proportions of the variance 
in their respective traditional PD syndromes.

Rather than criterion counts for syndromes, 
Rojas and Widiger (2017) considered coverage of 
the individual diagnostic criteria. They examined 
correlations between the PID- 5 facets and criteria 
for 6 of the 10 PD syndromes. For example, the 
separation insecurity facet correlated .77 with the 
“abandonment concerns” criterion for borderline 
PD. The authors concluded that the coverage was 
good to excellent for the borderline, antisocial, 
avoidant, dependent, and narcissistic PDs, but 
support was mixed for obsessive- compulsive PD. 
They also interpret their results as consistent with 
the relatively extensive literature confirming this 
strong coverage, with the exception of obsessive- 
compulsive PD.

Watters, Bagby, and colleagues (2019) built on 
this work, considering the results from 25 inde-
pendent datasets. They found that the PID- 5 traits 
showed moderate to large correlations with their 
traditional syndrome counterparts, with the nota-
ble exception again of obsessive- compulsive PD.  
This probably reflects the loss of some obsessive- 
compulsive traits when the compulsivity domain was 
deleted from the Trait Model (Krueger et al., 2012). 
These consistently strong coverages demonstrated 
by Watters, Bagby et al. (2019) applied to schizo-
typal PD and four of the five syndromes considered 
by Rojas and Widiger (2017): borderline, antisocial, 

avoidant, and narcissistic. Further evidence for the 
coverage of dependent PD by the PID- 5 has also 
been demonstrated elsewhere (McClintock & 
McCarrick, 2017). Less frequently have researchers 
considered the coverage of paranoid, schizoid, and 
histrionic PDs, but there has been limited support 
for their retention (e.g., Blashfield et al., 2012), and 
the AMPD does not include specific diagnostic cri-
teria for them (nor criteria for dependent PD).

Knowing that the Trait Model can largely cover 
many of the DSM- 5 Section II PD syndromes, it 
is next important to consider its incremental valid-
ity (i.e., the extent to which it provides value over 
existing methods of assessment). Relative to the 
DSM- 5 Section II PD syndromes, PID- 5 traits 
have demonstrated stronger prediction of clini-
cian treatment planning, treatment intensity, and 
long- term prognosis (Morey & Benson, 2016), as 
well PD severity (Fossati et al., 2016), psychosocial 
impairment (Simms & Calabrese, 2016), patient 
aggression (Somma, Krueger, Markon, Alajmo et 
al., 2019), measures of psychopathy (Anderson et 
al., 2014), and social cognition (Fossati, Somma, 
Krueger et al., 2017). The two approaches yielded 
about equally effective prediction of a measure of 
borderline personality traits (Anderson et al., 2016), 
while they were each more predictive of different 
aspects of a measure of disability (Chmielewski et 
al., 2017). Thus, initial evidence indicates that the 
Trait Model performs at least as well and usually 
better than categorical PD measures at predicting 
clinically relevant criteria.

Clinical Utility
Morey et al. (2014) surveyed a US national 

sample of clinicians on various aspects of the clini-
cal utility of the DSM- IV- TR and the Trait Model 
after applying both to their own patients. Clinicians 
rated the Trait Model to have significantly higher 
clinical utility across five of the six assessed domains. 
These domains were communication with patients, 
comprehensiveness, descriptiveness, ease of use, 
and utility for treatment planning. However, no 
significant differences were found regarding com-
munication with other professionals. Nelson et al. 
(2017) built on this work, comparing trainee opin-
ions about the clinical utility of four different PD 
diagnostic systems. They found that trainees rated 
the Trait Model significantly higher in most clini-
cal utility domains, notably including the extent to 
which it provided a comprehensive understanding 
of their clients. Furthermore, initial evidence sug-
gests that treatment- seekers have a high opinion of 
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the accuracy and relevance of feedback they receive 
regarding maladaptive personality traits (Lengel & 
Mullins- Sweatt, 2017). Thus, initial evidence sug-
gests that the Trait Model is thought to be useful by 
both clinicians and patients and provides mutually 
agreeable patient data.

Ease of use has been an especially pervasive con-
cern with the Trait Model and the broader AMPD. 
Verheul (2012) has suggested that the AMPD’s 
already high degree of complexity will prevent cli-
nicians from adopting it for everyday use. On the 
other hand, Bach et al. (2015) and Bastiaens et al. 
(2021) have attempted to illustrate the PID- 5’s ease 
of use through case vignettes, qualitatively support-
ing the findings of Morey et al. (2014) and Nelson 
et al. (2017) that clinicians and trainees rate the 
Trait Model as easy to use relative to traditional 
DSM- IV- TR PDs and to some simpler approaches.

The PID- 5 has been criticized as being heavily 
influenced by response styles or biases related to 
responders’ tendencies to represent themselves in an 
indiscriminately positive or negative light (Ashton 
et al., 2017; Dhillon et al., 2017; McGee Ng et al., 
2016). This relates to the fact that the PID- 5 has 
relatively few “reverse- coded” items. Most items are 
positive indicators of the construct they measure. 
For instance, the item “I don’t care if my actions 
hurt others” is a positive indicator for callousness, 
whereas “I would never harm another person” is a 
negative indicator, so it needs to be “reverse- coded” 
to index callousness. In this light, it is noteworthy 
that measures of symptom overreporting (Sellbom 
et al., 2018) and response inconsistency (Keeley 
et al., 2016) have been developed for the PID- 5, 
which represent valuable additions for clinical use of 
the Trait Model. To further account for this limita-
tion, Quilty et al. (2018) highlight the importance 
of multimethod assessment (using the informant 
report form) and use of the symptom overreport-
ing scale.

Additional aspects of the clinical applicability 
of the Trait Model require further attention. For 
instance, do the 25 facets of the PID- 5 adequately 
cover the range of pathological traits? Although 
seemingly providing an improvement in cover-
age over the polythetic categories, the Trait Model 
could be missing clinically relevant domains when 
applied to novel populations, such as domains like 
Health Anxiety, Self- Harm, and Fantasy Proneness 
captured in the CAT- PD (Yalch & Hopwood, 
2016; Ringwald et al., 2021). In addition, the 
domain of anankastia is not explicitly present in 
most forms of the PID- 5, which is an area that has 

been emphasized as clinically relevant in ICD- 11 
(Bach et al., 2020) and may account for the poor 
coverage of obsessive- compulsive PD. Though there 
was limited support for their retention, it stands to 
reason that aspects of the traditional DSM- IV- TR 
PD syndromes that are not addressed in the Trait 
Model (paranoid, schizoid, histrionic, and depen-
dent PDs) could have clinically relevant character-
istics that are not captured. Finally, the traditional 
PDs that are addressed in the Trait Model have been 
demonstrated (e.g., Watters, Bagby et al., 2019) to 
be substantially covered by PID- 5 traits (e.g., sepa-
ration insecurity and submissiveness account for sub-
stantial portion of variance in dependent PD), but 
the portion that is not covered may also be clinically 
relevant and not simply the result of error variance.

Often, personality inventories, such as the PID- 
5, are administered to large community samples to 
establish normative values for each of the relevant 
domains (Krueger et al., 2012). These normative 
values, in turn, help to establish cutoff scores that 
ease interpretation of individual test scores in clini-
cal practice. Rek et al. (2021) note that norms were 
mostly derived from samples that were not fully rep-
resentative of the general population (e.g., regarding 
social status, education, or quality of health), and 
researchers have sometimes used “intuitive” cutoff 
scores for PID- 5 domains and facets. To address this 
issue, they administered the PID- 5 to a large repre-
sentative German sample and proposed additional 
normative values for the domains.

Does the Trait Model enhance communication? 
Ease of communication has been a recurring argu-
ment against shifting to dimensional classification, 
as the manageable number of diagnoses in the cat-
egorical systems may be lost in a dimensional pro-
file (First, 2005). A dimensional trait profile likely 
communicates more information than a single 
diagnostic label, but it is certainly easier to inform 
a colleague that a patient meets criteria for a spe-
cific syndrome. Surveyed clinicians have indicated 
that the Trait Model is favorable to DSM- IV- TR 
PD syndromes in communicating with patients, 
but significant differences did not exist regarding 
communication with other professionals (Morey et 
al., 2014). We theorize that communicating more 
information derives comparative value in many 
areas. For instance, with a wider array of options 
in their diagnostic profile, a patient may be more 
likely to feel accurately represented. Theoretically, 
this could improve therapeutic alliance, preventing 
the feeling of being shoehorned into a specific diag-
nostic box. It could also be argued, on the other 
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hand, that specific syndromes and support groups 
can create a feeling of community around a specific 
illness. The broader profile approach also provides 
(indirect) information about patient strengths, not 
just weaknesses. For instance, a highly agreeable, 
socially skilled, but disinhibited patient may score 
quite low the hostility and intimacy avoidance fac-
ets, highlighting that they may be able to use these 
interpersonal assets to compensate for maladap-
tive traits across other domains. At the same time, 
it could be argued that normal- range (rather than 
maladaptive) traits along with an independent mea-
sure of dysfunction (Criterion A) would provide a 
“fuller picture” of patient strengths and weaknesses. 
We discuss these issues further in the “Criterion A: 
Level of Personality Functioning” section.

The DSM- 5 Maladaptive Trait Model in 
the Context of Clinical Science

We briefly discussed the convergent validity of 
the Trait Model with regard to other prominent 
trait measures and clinical outcomes. However, this 
only scratches the surface. Vast bodies of research 
place the Trait Model in the context of other 
broad domains of clinical science, largely confirm-
ing that the model’s maladaptive personality traits 
are theoretically complementary to well- validated 
constructs of psychopathology and normal- range 
personality, while their relationship to personal-
ity functioning (Criterion A) remains a contested 
empirical question.

Non- PD Psychopathology
The distinction between psychopathological 

symptoms and maladaptive personality traits has 
been the subject of some debate. One view is that 
the fundamental difference is in timeframe: mal-
adaptive traits are dispositional constructs related 
to persistent tendencies toward psychopathology, 
whereas symptoms are features of psychopathol-
ogy during any specific time period (DeYoung et 
al., 2020). In response to diagnostic issues similar 
to those of PDs, efforts have been made to reorga-
nize the taxonomy for all forms of psychopathology 
toward dimensional conceptualizations. A leading 
alternative approach is the Hierarchical Taxonomy 
of Psychopathology (HiTOP; Kotov et al., 2017). 
HiTOP is an evolving taxonomy, aiming to undergo 
revisions so that it always reflects advances in the 
literature on the structure of psychopathology. As 
of this writing, the current model includes five  
broad dimensional spectra of psychopathology—  
 internalizing, thought disorder, disinhibited 

externalizing, antagonistic externalizing, and 
detachment— as well a sixth, provisional somato-
form spectrum (Kotov et al., 2021).

The domains of the Trait Model are conceptually 
linked to these broad spectra. For instance, Wright 
and Simms (2015) conducted joint structural anal-
yses of (non- PD) symptomatology and maladaptive 
traits to derive a five- factor meta- structure of psy-
chopathology. In this model, the PID- 5 domains 
corresponded with broad factors of psychopathol-
ogy that resemble the HiTOP spectra (e.g., negative 
affectivity domain with internalizing, disinhibition 
with externalizing/ disinhibition, antagonism with 
antagonism). Many lines of structural research 
have validated these broad spectra and their hier-
archical organization (Kotov et al., 2017). As one 
such example, evidence from a large body of twin 
and family studies indicates that the higher order 
genetic structure of psychopathology aligns with the 
HiTOP framework (Waszczuk et al., 2020). Thus, 
contemporary models of psychopathology jointly 
organize maladaptive traits and psychopathologi-
cal symptoms under broader dimensional umbrel-
las. The PID- 5 fits neatly into this framework as a 
tool for measuring maladaptive traits and organiz-
ing research. Theoretical relations between the PID- 
5 domains, the HiTOP spectra, and the FFM are 
summarized in Table 26.3.

Although the Trait Model was originally con-
ceptualized to aid in the diagnosis of PDs, this 
alignment suggests that it may also be useful 
regarding other forms of psychopathology more 
generally. For example, Heath et al. (2018) found 
that the PID- 5 can aid in distinguishing between 
non- PD psychopathological diagnostic classes 
(e.g., mood disorders, substance use, psychotic 
disorders). Furthermore, antagonism and disin-
hibition are related to problematic alcohol use 
(Creswell et al., 2016; Zimmermann et al., 2014), 
while antagonism and detachment relate to risk for 
gambling disorder (Carlotta et al., 2015). These 
results are useful in explaining how broad person-
ality dimensions underly the well- observed pat-
terns of comorbidity between addictive syndromes 
and PDs, providing evidence that the Trait Model 
may have clinical utility regarding many forms of 
psychopathology.

The PID- 5 traits have also been linked to inter-
nalizing psychopathology. James et al. (2015) found 
that detachment and psychoticism are predictive of 
posttraumatic stress disorder symptomatology, 
while negative affectivity and detachment are pre-
dictive of symptoms of major depressive disorder 
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(Naragon- Gainey & Simms, 2017; Zimmermann 
et al., 2014).

The PID- 5’s clinical utility also extends to psy-
chotic disorders. Domain scores of higher psychoti-
cism, lower negative affectivity, lower detachment, 
and lower disinhibition were found to discriminate 
effectively between individuals with a psychotic 
disorder from individuals with mood or substance 
use disorders (Bastiaens et al., 2019). Furthermore, 
evidence suggests that detachment and negative affec-
tivity are predictors of actually developing psychosis 
among individuals who are susceptible to psychosis 
(Drvaric et al., 2018). Thus, across many domains 
of psychopathology, the Trait Model is beginning 
to generate research that indicates its clinical value 
in differential diagnosis and understanding risk and 
resilience factors, thus aligning fields of research 
have too often operated in silos.

The Five Factor Model of Personality
As stated in the DSM- 5, the five domains of the 

Trait Model are “maladaptive variants of the five 
domains of the extensively validated and replicated 
personality model known as the ‘Big Five,’ or the 
Five Factor Model of personality” (p. 773). Indeed, 
the strong associations between these systems have 
been demonstrated empirically. Barchi- Ferreira Bel 
and Osório (2020) review the literature linking the 
PID- 5 domains with the FFM, concluding that 
associations that were, on average, strong. They 
report the following ranges of correlations observed 
in the literature: negative affectivity and neuroti-
cism (r =  .55 to .78); detachment and extraversion 
(r =  −.73 to −.34); antagonism and agreeableness  
(r =  −.71 to −.38); and disinhibition and consci-
entiousness (r =  −.73 to −.12). However, they also 
noted associations between psychoticism and open-
ness were weaker, ranging from r =  .14 to .43, with 

some nonsignificant associations observed. The 
FFM traits similarly align with the broad spectra of 
psychopathology, allowing Widiger, Sellbom and 
colleagues (2019) to argue that personality provides 
a “foundational base” for psychopathology more 
generally (Table 26.3).

Although somewhat heterogeneous across sam-
ples, the associations are, on average, strong, with 
the notable exception of openness with psychoticism. 
There are multiple interpretations of this weaker 
association. For instance, heterogeneity in relations 
between openness and psychoticism has been observed 
across inventories used to measure the FFM. 
Widiger and Crego (2019) observe that studies rely-
ing on a neuroticism, extraversion, and openness to 
experience (NEO) inventory (Costa & McCrae, 
1992) or comparable measure (e.g., International 
Item Pool Inventory- NEO, Big Five Inventory) 
tend to obtain the weakest associations. They argue 
that the NEO inventories do not measure facets of 
openness related to unconventionality, imagination, 
and fantasy proneness to same degree as later Big 
Five inventories do, such as the FFM Rating Form 
(Thomas et al., 2013).

DeYoung et al. (2007) argue that the broad 
domain commonly referred to as “openness” is 
indicated by two specific aspects, openness and intel-
lect, which are both equal parts of the broader trait 
domain. The specific openness aspect contains fac-
ets related to imagination and fantasy, while the 
intellect aspect contains facets related to curiosity 
and ingenuity. Joint factor analyses of the Big Five 
aspects and the PID- 5 traits indicated that specific 
facet- level openness correlates strongly with facets 
underlying the psychoticism domain, while intel-
lect is not strongly associated with any maladap-
tive traits (DeYoung et al., 2016). To summarize, 
the broad trait domain openness is multifaceted; 

Table 26.3 Theoretical relations between the PID- 5, FFM, and HiTOP spectra

PID- 5 domain FFM HiTOP spectra

Negative affectivity Neuroticism Internalizing

Psychoticism Openness Thought disorder

Detachment Low extraversion
(High Introversion)

Detachment

Disinhibition Low conscientiousness Disinhibited externalizing

Antagonism Low agreeableness Antagonistic externalizing

Somatoform (provisionally)

Note: PID- 5, Personality Inventory for DSM- 5 (Krueger et al., 2012); FFM, Five Factor Model 
(Costa & McCrae, 1992); HiTOP, Hierarchical Taxonomy of Psychopathology (Kotov et al., 2017).
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different instruments tend to measure the underly-
ing facets to different degrees; and facets related to 
unconventionality, imagination, and fantasy prone-
ness appear to be closely related to psychoticism, 
while facets related to intellectual curiosity appear 
not to be.

Others have argued that the convergent asso-
ciation between antagonism and low agreeable-
ness is only modest (Zimmermann et al., 2014). 
Zimmermann et al. (2014) note that in their sam-
ple, in the original sample (Krueger et al., 2012), 
and in others (e.g., Markon et al., 2013; Watson 
et al., 2013) the central facets of antagonism, like 
manipulativeness and deceitfulness, were less strongly 
associated with agreeableness than were periph-
eral facets like hostility and callousness. Though at a 
global level, there appears to be a relatively strong 
convergence between antagonism and low agreeable-
ness, the heterogeneity at more specific levels makes 
the joint structure of these two domains an impor-
tant issue to clarify in future research.

Criterion A: Level of Personality Functioning
The DSM- 5 Maladaptive Trait Model is essen-

tially one half of the AMPD. The other half, per-
taining to Criterion A and involving clinically 
significant difficulties in personality functioning, 
is typically measured by the Level of Personality 
Functioning Scale (see DSM- 5, pp. 775– 779). 
Criterion B, measured by the PID- 5, is thought to 
describe those functioning difficulties using mal-
adaptive traits. While they are theoretically distin-
guishable, a key issue regarding the evaluation of the 
AMPD concerns overlap between Criterion A and 
Criterion B (Krueger & Hobbs, 2020). Criterion A 
and Criterion B assessments are indeed highly cor-
related (e.g., Few et al., 2013; Fossati, Borroni et al., 
2017; Zimmermann et al., 2015). These high corre-
lations raise the question of whether Criteria A and 
B do describe different constructs. While some have 
suggested that the overlap is not an issue, two pos-
sible responses have been posited: express Criterion 
B in normal- range (rather than maladaptive) per-
sonality traits, or somehow combine the two into a 
single criterion.

First, one could argue that strong overlap should 
be expected as Criterion A provides a basis for 
PD diagnosis, and Criterion B allows the clini-
cian to delineate how that diagnosis is expressed. 
Furthermore, Criteria A and B reflect distinguish-
able traditions in PD scholarship, so considering 
them together in the AMPD represents an oppor-
tunity for intellectual rapprochement (Waugh et al., 

2017). From that point of view, no major action 
need be taken regarding the structure of the first 
two criteria of the AMPD.

On the other hand, expressing Criterion B in 
terms of normal- range traits may reduce overlap. 
Morey et al. (2020) demonstrated that normal- 
range personality traits and Criterion A dysfunction 
contribute independently to understanding mal-
adaptive traits. In other words, maladaptive traits 
can be represented as the combination of normal- 
range traits and global dysfunction (Criterion A). 
Thus, making Criterion B an index of normal- range 
traits would theoretically address the overlap issue 
without loss of information. Using normal- range 
traits would also keep the PD field consistent with 
the vast literature base on the FFM while providing 
a theoretical basis for distinguishing PD from other 
forms of psychopathology. In addition, it would 
allow for bipolar measurement of personality, 
including direct measurement of patient strengths. 
Finally, Hopwood et al. (2011) have argued for the 
clinical utility of separate severity and normal- range 
trait measurements in allowing clinicians to distin-
guish the person from their problems.

Widiger, Bach, and colleagues (2019) discuss 
relations between Criteria A and B in the frame-
work of the structure of psychopathology. They 
suggest that Criterion A may approximate a general 
factor of psychopathology in a similar manner to 
Criterion B domains approximating broad spec-
tra of psychopathology. There is support for the 
view that a general factor of psychopathology or 
“p factor” exists as a reflection of the correlations 
among various psychopathological symptoms and 
is associated with more life impairment (Caspi et 
al., 2014); recent evidence suggests that the p factor 
correlates very strongly (r =  .94) with a proposed 
general factor of PD (g- PD), which is thought to 
be what Criterion A indexes (McCabe et al., 2021). 
Because both normal- range and maladaptive traits 
map cleanly onto broad spectra of psychopathol-
ogy, either approach to Criterion B, in combination 
with Criterion A approximating a general factor, 
could be argued to make the AMPD consistent with 
the general structure of psychopathology.

Finally, it could also be argued that having two 
separate criteria is unnecessary. If one of the two 
lacks incremental validity, one could say that the 
classification system lacks parsimony, and separate 
assessment is inefficient. Zimmermann et al. (2019) 
discuss the incremental validity of the two criteria 
relative to each other in predicting domains like 
symptom distress, well- being, and Section II PDs. 
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They conclude that “while some studies found sup-
port for the incremental validity of severity com-
pared to maladaptive traits . . . the effect sizes were 
typically rather small. In contrast, the incremen-
tal validity of maladaptive traits when controlling 
for severity seems to be more robust” (p. 92). As a 
result, a simplified AMPD that combines features 
described in Criteria A and B may not result in loss 
of substantive information. These issues continue to 
be debated (Morey, 2019a; Sleep, Lynam, Widiger 
et al., 2019a, 2019b).

Conclusion and Future Directions
Given the clinical importance of classifying 

PDs and the well- documented limitations of tradi-
tional approaches, perhaps it should not be surpris-
ing that the DSM- 5 Maladaptive Trait Model has 
accumulated considerable international interest and 
empirical research. This alternative approach was 
developed from a consensus of evidence that dimen-
sional traits were a promising organizing framework 
for PDs. On that principle, the DSM- 5 Personality 
and Personality Disorders Work Group nominated 
relevant trait facets and then empirically derived the 
structure of the Trait Model. The structural valid-
ity of the five- domain, 25- facet model has received 
considerable replication. While the temporal stabil-
ity, interrater reliability, and cross- cultural measure-
ment invariance of the approach require further 
research, the initial evidence in these domains is 
promising. The Trait Model appears clinically use-
ful and to provide strong coverage of prior PD 
syndromes, thus quelling concerns about potential 
upheaval that a taxonomic shift would cause. It also 
neatly aligns with contemporary models of normal- 
range personality and psychopathology, providing 
further validity evidence.

These various lines of inquiry are likely to lead 
to revisions of the Trait Model. Future revisions 
should consider shifting the primary domains of 
some facets (e.g., hostility on antagonism rather than 
on negative affectivity), changing the items used to 
measure certain facets (e.g., in some samples, risk 
taking and emotional lability do not appear unidi-
mensional), and the inclusion of additional traits 
(e.g., compulsivity to provide better coverage of 
obsessive- compulsive PD). Future research should 
continue to scrutinize the psychometric proper-
ties of the PID- 5, especially when applied to novel 
populations within and outside of the United States 
and Western Europe, where most of the work to 
date has been completed. Additional research is 
also needed to better distinguish personality traits 

from personality dysfunction, and that also uti-
lizes clinician rating forms and structured clinical 
interviews of these traits to further demonstrate the 
model’s applicability in clinical diagnostic settings. 
More generally, much of the research reviewed has 
been based on self- report data, so, moving forward, 
multimethod approaches will be key to overcom-
ing concerns about shared method variance. Much 
work is still needed, but the DSM- 5 Maladaptive 
Trait Model has amassed an extensive body of lit-
erature demonstrating its strength as a taxonomy for 
personality disorders.
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 Narcissistic Personality Disorder and 
Pathological Narcissism

Aaron L. Pincus

The concept of narcissism can be traced to 
the Greek myth of Narcissus and its retelling in 
Homeric hymns. Psychology has considered nar-
cissism a characteristic of personality pathology 
for more than 100 years. Clinicians have been 
writing about narcissistic pathology and its treat-
ment since Freud’s (1914) initial discussion of 
narcissism through contemporary clinical mod-
els (Doering et al., 2021; Ogrodniczuk, 2013). 
Psychiatry classified pathological narcissism as 
narcissistic personality disorder (NPD) in DSM- 
III, and criteria for this diagnosis appears in all 
subsequent revisions including DSM- 5. Despite 
more than a century of attention, the conceptual-
ization, classification, and assessment of narcissis-
tic personality pathology is in a state of significant 
flux (Dawood et al., 2020; Miller et al., 2017). 
Over a decade ago reviews recognized that the lit-
erature across disciplines was splintered, reflect-
ing different approaches to conceptualizing and 
assessing narcissism (Cain et al., 2008, Miller & 
Campbell, 2008). Pincus and Lukowitsky (2010) 
concluded that “action must be taken to resolve 
disjunctions and integrate findings in future con-
ceptualizations of pathological narcissism; oth-
erwise continuing disparate efforts will impede 
progress towards a more sophisticated understand-
ing of this complex clinical construct” (p. 422). 
Fortunately, this recognition has initiated renewed 
efforts to examine the construct validity and clini-
cal utility of NPD and pathological narcissism 
and improve our understanding of one of the 
first recognized— yet most complex— expressions  
of personality pathology (Pincus, 2020; Pincus et 
al., 2020).

This chapter is organized in sections articulating 
the two main clinical perspectives on how to best 

conceptualize narcissistic personality pathology. 
First, I present the conceptualization of pathologi-
cal narcissism as extreme expressions of grandiosity, 
reflected in DSM NPD. Next, I present a contem-
porary clinical conceptualization of pathological 
narcissism as states of grandiosity and vulnerability 
based on self- regulation theory (Morf & Rhodewalt, 
2001). I then review important associated clinical 
features of NPD and pathological narcissism. The 
chapter concludes with a consideration of future 
theoretical, clinical, and empirical issues for research.

DSM NPD: Pathological Narcissism as 
Extreme Grandiosity

The DSM- 5 NPD diagnosis exemplifies the con-
ceptualization of pathological narcissism as exces-
sive or extreme grandiosity.

Criteria for NPD in DSM- III, DSM- III- R, DSM- IV, 
and DSM- 5

The introduction of NPD in DSM- III was based 
on a review of the pathological narcissism literature 
published prior to 1980. The majority of the criteria 
reflected grandiose attitudes and behaviors, includ-
ing a grandiose sense of self- importance or unique-
ness; preoccupation with fantasies of unlimited 
success, power, brilliance, beauty, or ideal love; exhi-
bitionism; entitlement; exploitativeness; and a lack 
of empathy. A minority of criteria reflected impair-
ments in self-  and emotion regulation including “a 
reaction to criticism characterized by rage, shame or 
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humiliation” and “alternating states of idealized and 
devalued views of self and others.” Beyond the diag-
nostic criteria, the discussion and examples included 
dysregulated and vulnerable aspects of narcissism, 
noting that the grandiose sense of self- importance 
frequently alternates with feelings of unworthiness, 
and self- esteem is often fragile and contingent on 
successful achievements and receiving recognition 
and admiration from others. The implementation 
of DSM- III NPD diagnostic criteria assumed that 
grandiose behaviors, beliefs, and expectations existed 
in tandem with dysregulated, vulnerable states 
marked by low self- esteem and negative affectivity.

In an effort to improve the reliability and reduce 
the overlap among DSM PD criteria sets, notable 
changes to the NPD diagnosis from DSM- III to 
DSM- 5 added a number of criteria explicitly empha-
sizing grandiosity (e.g., arrogant, haughty behaviors 
and/ or attitudes; frequently infers others are envious 
of him/ her) and eliminated criteria and text describ-
ing dysregulation and vulnerability (e.g., shameful 
reactivity or humiliation in response to narcissistic 
injury, alternating states of idealization and devalu-
ation) (Gunderson et al., 1995). Although a major 
revision of the PD diagnostic system was proposed 
for DSM- 5 (Skodol, 2012), it was rejected by the 
Board of Trustees of the American Psychiatric 
Association and placed in Section III of DSM- 5 
describing emerging measures and models in need 
of additional research.1 Therefore DSM- 5 Section 
II retains the DSM- IV PD criteria sets unchanged, 
moving them from a separate diagnostic axis to one 
of 20 chapters describing all diagnoses.

DSM- 5 Section II describes NPD as a pervasive 
pattern of grandiosity (in fantasy or behavior), a 
constant need for admiration, and a lack of empa-
thy, beginning by early adulthood and present in a 
variety of contexts, operationalized as nine diagnos-
tic criteria paraphrased here: (1) an inflated sense 
of self- worth; (2) preoccupation with fantasies of 
unlimited influence, achievement, intelligence, 
attractiveness, or romance; (3) belief that one is dis-
tinctive and elite and should only associate with oth-
ers of similar stature; (4) excessive needs for respect, 
appreciation, and praise; (5) sense of privilege; (6) 
willingness to take advantage of others for personal 
gain; (7) lack of compassion; (8) jealousy of oth-
ers; and (9) exhibition of conceited behaviors and 
attitudes. A patient must meet clinical threshold 

for a minimum of five of these criteria to be diag-
nosed with NPD. A confirmatory factor analysis of 
these NPD criteria supported a one- factor solution 
(Miller et al., 2008). The DSM- 5 diagnosis of NPD 
reflects chronic expressions of excessive or extreme 
grandiosity. Self- esteem vulnerability and emotional 
dysregulation are only mentioned in the “Associated 
Features Supporting Diagnosis” section, where cli-
nicians are also cautioned that patients with NPD 
may not outwardly exhibit vulnerable characteris-
tics. DSM- 5 Section II diagnostic criteria are mainly 
limited to observable presentations of narcissism 
and omit the underlying features that maintain and 
unify heterogeneous clinical presentations of narcis-
sism (Caligor et al., 2015).

Case Example: Mr. A
Mr. A was a single man in his late 30s who lived 

alone, met criteria for DSM NPD, and presented at 
a community mental health clinic twice for treat-
ment within a 2- year period. He saw two different 
therapists and unilaterally terminated both thera-
pies after 7 sessions and 18 sessions, respectively. He 
was a disabled veteran who reported feeling angry 
toward and envious of the Veterans Administration 
(VA), neighbors, women, and society as a whole. 
He also reported feeling very mistreated and disre-
spected by most other people and institutions. In 
therapy he regularly belittled, mocked, and chal-
lenged therapists, “I know I’m narcissistic and 
there’s nothing you can do about it,” “You can do 
your empathy thing, but it will have no effect on 
me,” “You’re just a trainee, you don’t know enough 
to help me,” and “I’m only here to get medication 
because the VA requires too much paperwork and 
makes me wait too long.” In addition to deriding 
his therapists, Mr. A regularly threatened people he 
found parked in his apartment’s assigned parking 
space and fantasized to his therapist about buying a 
gun and shooting the next person who parked there. 
A clinically relevant fact to note is that Mr. A did 
not drive or even own a car.

In treatment Mr. A reported that he felt his par-
ents were cold and aloof, emphasizing that they 
had not helped him resolve highly competitive feel-
ings he developed toward his older brothers. He 
recalled being treated frequently with strong allergy 
medicines that left him foggy and detached from 
others. As an adult Mr. A’s contingent self- esteem 

1 In contrast, the World Health Organization’s (2018) recently revised ICD- 11 adopted a highly similar revised proposal for 
diagnosis of personality disorders (for reviews, see Huprich, 2020; Tyrer et al., 2019).
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and unresolved competitive needs appeared com-
pensated for by a distorted self- view that he was far 
more capable, powerful, and deserving than reality 
suggested. Mr. A exhibited chronic grandiosity and 
entitlement throughout his two therapies and never 
acknowledged receiving anything beneficial from 
them before unilaterally terminating treatment. In 
fact, it may very well be that Mr. A’s main motiva-
tion for seeking help from the clinic was to bypass 
whatever he found intolerable about receiving treat-
ment from the VA. This is a cycle that might repeat 
itself with numerous treatment providers.

Prevalence
Prevalence rates of NPD in the general popula-

tion range of 0% to 5.3% (Ekselius et al., 2001; 
Mattia & Zimmerman, 2001; Torgersen et al., 
2001). A nationally representative epidemiological 
study found that the lifetime prevalence (i.e., cumu-
lative assessment across all time points) of NPD is 
6.2% (Stinson et al., 2008). Overall, NPD exhibits 
the lowest prevalence rate of any DSM personal-
ity disorder; however, this is inconsistent with the 
frequency of patients with narcissistic personality 
pathology reported in clinical practice (Cain et al., 
2008). Prevalence estimates among clinical samples 
range from 1.3% to 22% (e.g., Grilo et al., 1998; 
Zimmerman et al., 2005). Among personality dis-
orders, NPD typically has among the lowest cor-
relation between clinical interviews and self- report 
ratings (Oltmanns & Turkheimer, 2006), possibly 
due to a lack of insight into how behavior is per-
ceived by others (Carlson & Oltmanns, 2015) or a 
disregard for the negative impact of their behavior 
on others (Carlson, 2013). This might particularly 
impact the accuracy of typical population- based 
epidemiological assessments as individuals with 
NPD may lack the insight or willingness to disclose 
narcissistic attitudes or difficulties (or even partici-
pate in such assessments). As the prevalence of the 
categorical NPD diagnosis is particularly difficult 
to accurately determine, dimensional approaches 
to conceptualizing and assessing narcissistic per-
sonality pathology provide important alternatives 
(Dawood et al., 2020).

Stability
The temporal stability of NPD is modest but 

varies depending on whether it is assessed by clinical 
interview or self- report. Ronningstam, Gunderson, 
and Lyons (1995) employed the Diagnostic 
Interview for Narcissism (DIN; Gunderson et al., 
1990) on 20 patients diagnosed with NPD over a 

3- year period. They found modest diagnostic sta-
bility, with only 33% of the patients continuing to 
meet the DIN criteria for NPD at follow up. The 
3- year stability of DSM- III- R diagnoses (50%) 
and DSM- IV diagnoses (46%) were slightly higher. 
Lenzenweger, Johnson, and Willett (2004) conducted 
individual growth curve analyses of interviewer- 
rated PD features over a 4- year period in a sample 
of 250 participants. Results revealed significant 
variability in PD features, including NPD features, 
over time. Nestadt and colleagues (2010) inter-
viewed 294 participants on two occasions, 12 to 
18 years apart and found that NPD had among the 
lowest temporal stability levels (ICC =  0.10), and 
NPD traits at baseline did not significantly predict 
those same traits at follow up. Self- reported NPD 
symptoms yielded a higher level of stability. Ball, 
Rounseville, Tennen, and Kranzler (2001) reported 
a 1- year temporal stability coefficient of 0.42 for the 
self- reported DSM- III- R NPD features in a clinical 
sample of 182 substance abusing inpatients. Samuel 
and colleagues (2011) examined the 2- year rank 
order and mean level stability of PDs using self- 
report and interview- based assessments. They found 
the rank order stability for NPD was higher for 
self- report than for interview ratings, and the mean 
level decrease in symptoms over time was smaller for 
the self- report compared to the interview ratings. 
Supporting previous findings, Vater et al. (2014) 
found a 2- year remission rate for NPD diagnoses 
of 52%.

Comorbidity
Across several studies examining diagnostic 

comorbidity among DSM PDs, NPD consistently 
exhibits the highest rates of comorbidity with anti-
social and histrionic PDs (Widiger, 2011). NPD 
also exhibits significant comorbidity with symp-
tom syndromes (Simonsen & Simonsen, 2011). 
Stinson et al. (2008) used 34,653 participants 
enrolled in an epidemiological study to examine 
the comorbidity of NPD with Axis I psychiatric 
disorders. They calculated the odds ratios (i.e., 
the increase or decrease in likelihood of meeting 
NPD diagnosis given the presence of another 12- 
month or lifetime non- PD psychiatric diagnosis), 
controlling for demographic variables. They found 
almost every psychiatric disorder was significantly 
related to having an NPD diagnosis. After control-
ling for other psychiatric disorders, many associa-
tions became smaller but remained significant. The 
diagnoses in the past 12 months that most strongly 
predicted comorbid NPD diagnosis were bipolar I 
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disorder (2.3 times more likely to have an NPD 
diagnosis), anxiety disorders (2.0 times more likely 
to have an NPD diagnosis), drug dependence (1.9 
times more likely to have an NPD diagnosis), post-
traumatic stress disorder (PTSD; 1.7 times more 
likely to have an NPD diagnosis), mood disorders 
(1.5 times more likely to have an NPD diagnosis), 
and substance use disorders (1.5 times more likely 
to have an NPD diagnosis). Comorbidity with 
lifetime diagnosis of psychiatric disorders yielded 
similar results, with the strongest predictors being 
a lifetime diagnosis of bipolar I disorder (1.9 times 
more likely to have an NPD diagnosis) and PTSD 
(1.9 times more likely to have an NPD diagnosis). 
These findings are consistent with clinical samples 
of NPD that cite the most frequent comorbid diag-
noses as major depression or dysthymia (41– 50%), 
substance abuse (24– 50%), and bipolar disorder 
(5– 18%) (Clemence et al., 2009; Ronningstam, 
1996). Oulis, Lykouras, Hatzimanolis, and 
Tomaras (1997) found that among 102 recovered 
schizophrenic patients, 15% met criteria for NPD, 
and a clinical epidemiological study of 32 first- 
episode psychotic patients revealed 16% met crite-
ria for NPD (Simonsen et al., 2008).

Because NPD exhibits notable comorbidity with 
personality, anxiety, mood, and substance use dis-
orders, novel research has explored the mechanisms 
driving comorbidity. Eaton and colleagues (2017) 
used a nationally representative sample to model 
NPD’s transdiagnostic comorbidity structures 
through multivariate associations. Findings indi-
cate that NPD is more strongly associated with a 
latent distress factor (vs. a latent fear factor) within 
an internalizing- externalizing model of psychopa-
thology. Furthermore, they concluded that NPD 
is composed of unique facets; however, it remains 
unclear whether shared variance and comorbidity 
represents a general factor of pathology overlapping 
with other disorders or an NPD- specific manifes-
tation of unique symptoms. Hörz- Sagstetter and 
colleagues (2018) identified unique patterns of 
functioning among patients diagnosed with comor-
bid NPD and borderline personality disorder (BPD) 
and patients only diagnosed with BPD suggesting 
that comorbid NPD may serve as a buffer against 
anxiety and other Axis I disorders and reduce num-
ber of hospitalizations. However, within the context 
of a BPD diagnosis, NPD may also increase the co- 
occurrence of severe personality pathology includ-
ing paranoia, antisocial personality features, and 
distortions of reality. Taken together, NPD exhibits 
unique associations with other disorders, and the 

basis for and impact of such relationships must be 
further investigated.

NPD Research
Due in part to the low prevalence of NPD, 

substantive research employing even modest sam-
ples of patients diagnosed with NPD is extremely 
rare. Most of this work has focused on examining 
empathy deficits and self- esteem in NPD. The best 
research of this nature involves a well- diagnosed 
sample of NPD patients in Germany. The inves-
tigators (Ritter et al., 2011) used both self- report 
and experimental methods to assess empathy and 
found that, compared to controls and patients with 
BPD, NPD patients exhibited deficits in emotional 
empathy (i.e., an observer’s emotional response to 
another person’s emotional state) but not cognitive 
empathy (i.e., the ability to take another person’s 
perspective and represent others’ mental states). 
This distinction could explain the NPD patient’s 
tendency to successfully exploit others. In another 
study of these NPD patients (Schulze et al., 2013), 
the investigators used brain imaging techniques 
and found that, relative to controls, NPD patients 
had smaller gray matter volume in the left anterior 
insula. Importantly, gray matter volume in this area 
is positively correlated with self- reported emotional 
empathy. Supporting these conclusions, Nenadic 
and colleagues (2015) used voxel- based morpheme-
try to identify structural issues in the brains of 
six patients diagnosed with NPD and found gray 
matter deficits in the right prefrontal and bilateral 
medial prefrontal regions. Frontal gray matter loss 
is associated with emotion dysregulation and defi-
cits in coping behaviors. Complementary whole- 
brain analyses yielded smaller gray matter volume 
in frontoparalimbic brain regions comprising the 
rostral and median cingulate cortex as well as dor-
solateral and medial parts of the prefrontal cortex, 
all of which are implicated in empathic functioning 
(Schulze et al., 2013). Consistent with these find-
ings, another group of investigators (Marissen et al., 
2012), using a small independent clinical sample of 
NPD patients, found that they generally performed 
worse on a facial emotion recognition task com-
pared to controls. In addition to this general deficit 
in emotion recognition, patients with NPD showed 
specific deficits in recognizing fear and disgust.

Empirical studies of self- esteem in NPD patients 
demonstrate mixed results. Investigators have found 
evidence supporting that, despite the grandiosity 
emphasized in the diagnostic criteria, NPD patients 
have lower explicit self- esteem than controls (Vater, 
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Ritter et al., 2013; Vater, Schröder- Abé et al., 
2013). However, Marissen and colleagues (2016) 
found that implicit and explicit self- esteem did not 
differ between NPD patients and control groups 
(e.g., patients with other PDs and healthy controls). 
This makes sense, considering NPD is commonly 
comorbid with anxiety disorders, mood disorders, 
and PTSD. Finally, current research efforts have 
focused on the role of shame in individuals with 
NPD. Notably, Ritter and colleagues (2014) inves-
tigated the association of NPD and explicit and 
implicit shame using self- report and performance 
measures, respectively. A small group of patients 
diagnosed with NPD reported higher levels of 
explicit shame than patients diagnosed with BPD 
and healthy controls. Implicit shame– self asso-
ciations (vs. anxiety– self associations) were signifi-
cantly stronger in NPD patients than in the control 
groups. Findings support continuing investigation 
of shame- related processes in NPD.

Research on treatment of NPD is limited to 
case studies. There are no published randomized 
clinical psychotherapy trials, naturalistic stud-
ies of psychotherapy, or empirical evaluations of  
community- based interventions for NPD (Dhawan 
et al., 2010; Levy et al., 2007). Thus, there are no 
empirically validated treatments for NPD; however, 
extensions of empirically validated treatments such 
as dialectical behavior therapy (Reed- Knight & 
Fischer, 2011), transference- focused psychotherapy  
(Diamond & Hersh, 2020), mentalization- based 
therapy (Drozek & Unruh, 2020), and schema- 
focused therapy (Dieckmann & Behary, 2015) are 
being developed and evaluated. General principles 
for treating narcissistic patients are also avail-
able (Crisp & Gabbard, 2020; Kealy et al., 2017; 
Weinberg & Ronningstam, 2020).

Critiques of NPD
The lack of research on patients diagnosed with 

NPD renders the validity and clinical utility of the 
diagnosis questionable, and this was the primary 
reason NPD was initially recommended for deletion 
in the proposed PD revisions for DSM- 5 (Skodol et 
al., 2011). Currently, it is unclear whether the DSM 
NPD diagnosis serves its central purpose, which is 
to facilitate the accurate diagnosis of patients exhib-
iting pathological narcissism. Unlike what is seen 
with other PD diagnoses, the low prevalence rates of 
NPD reported in large- scale epidemiological studies 
(often 0%) are notably lower than the rates of nar-
cissistic pathology being treated in psychotherapy 
based on surveys of practicing clinicians (Doidge 

et al., 2002; Morey & Ochoa, 1989; Ogrodniczuk, 
2013; Ronningstam & Gunderson, 1990; Westen, 
1997). This indicates a possible limitation of the 
DSM criteria to identify patients whom clinicians 
consider to be exhibiting pathological narcissism 
(Pincus et al., 2009; Pincus & Lukowitsky, 2010; 
Ronningstam, 2009). The relatively low prevalence 
of NPD diagnoses in all populations could be due, 
in part, to the narrow range of content of the diag-
nostic criteria. NPD emphasizes grandiose attitudes 
and behaviors and lacks assessment of self- esteem 
vulnerability and impaired self-  and emotion regu-
lation found in clinical descriptions of pathological 
narcissism. It may be that many narcissistic patients 
seek therapists and encounter diagnosticians when 
they are in a vulnerable self- state with increased 
mood and anxiety symptoms and lower self- esteem 
(Kealy & Ogrodniczuk, 2012; Kealy & Rasmussen, 
2012). In such instances, relying solely on DSM 
NPD diagnostic criteria may impede clinical rec-
ognition of pathological narcissism. The lack of 
sufficient NPD criteria assessing self- esteem vulner-
ability and impaired regulation has been a common 
criticism for more than a decade (Cain et al. 2008, 
Gabbard, 2009, Levy et al., 2007; Miller, Widiger, 
& Campbell, 2010; Pincus, 2011, Ronningstam, 
2009).

In response to the initial proposal to eliminate 
NPD as a diagnosis in DSM- 5, Pincus (2011) noted 
that the DSM is merely an imperfect operationaliza-
tion of clinical knowledge, not the benchmark for 
evaluating it (Regier et al., 2009), and he argued 
that the performance of the DSM NPD criteria set 
should not be the sole or even primary basis for con-
sidering the ontological status of NPD. Problematic 
comorbidity, stability, and particularly validity may 
be a function of construct definition problems (e.g., 
Acton, 1998) with DSM NPD criteria themselves 
and criterion problems (McGrath, 2005) with 
DSM NPD research rather than an indication that 
pathological narcissism does not exist. The narrow 
construct definition of DSM NPD creates a funda-
mental criterion problem for research on the valid-
ity and clinical utility of the diagnosis (Pincus & 
Lukowitsky, 2010) as “the disparity between the 
diagnostic nomenclature and actual psychiatric phe-
nomena is largely ignored, and extensive research is 
conducted to understand the psychosocial and treat-
ment implications of the existing diagnostic catego-
ries” (McGrath, 2005, p. 114). In contrast to the 
limitations of DSM NPD criteria, a contemporary 
clinical model encompassing narcissistic grandios-
ity and narcissistic vulnerability is supported by an 
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emergent, and more clinically informed, empirical 
research base that is discussed in the next section.

Clinical Theory and Research: 
Pathological Narcissism as Grandiosity 
and Vulnerability

In contrast to the emphasis on extreme grandios-
ity in DSM NPD, clinical theory and observation 
has always included states of negative affectivity 
(e.g., shame, rage), fragile and contingent self- 
esteem, and behavioral dysregulation (e.g., suicidal-
ity, aggression, withdrawal) in the clinical portrait 
of pathological narcissism (Cain et al., 2008). The 
comorbidity of NPD with mood and anxiety disor-
ders suggests there could be a more comprehensive 
conceptualization that moves beyond grandios-
ity and includes impairments in self-  and emotion 
regulation that could better account for why indi-
viduals with a pathologically inflated self- image 
commonly enter psychotherapy reporting low self- 
esteem, depressed mood, and anxiety (Pincus et al., 
2014, 2016).

Clinical Theory and Observation: Psychodynamic 
Origins

Clinical conceptualizations of pathological nar-
cissism have deep roots in early psychodynamic 
theories and clinical observations of personality  
(e.g., Freud, 1914; Rank, 2011). These early 
psychodynamic conceptions were influential 
in shaping future clinical theories of narcissism 
(Ronningstam, 2011c), including the contempo-
rary object- relations and self- psychological perspec-
tives that I review next.

Narcissism as a psychodynamic construct 
evolved from the theorizing of Rank and Freud, 
through the important reformulations of Otto 
Kernberg’s object- relations theory (1984, 1988) 
and Heinz Kohut’s self- psychology theory (1971, 
1977). These reformulations stimulated worldwide 
interest in how narcissism should be conceptualized 
and treated (Levy et al., 2011). Object relations the-
ories recognize that humans are social beings who 
experience much of life relating to others, and these 
theories emphasize the importance of understand-
ing how people’s mental representations of self and 
others positively or negatively impact their identity, 
emotions, and relationships. Early in development, 
a child is unable to attribute good and bad experi-
ences to the same person, so she or he experiences 
the other as “all bad” or “all good.” Similarly, the self 
is experienced as “all good,” and any information to 
the contrary is pushed out of awareness (denial) or 

located in another person (projection). Over time 
the child learns to integrate good and bad experi-
ences into a complex and integrated view of self and 
others (Clarkin et al., 2006).

Kernberg’s (1984, 1988, 2010) conceptualiza-
tion of narcissism is embedded within this object 
relations model. Parental figures (some of the earli-
est “objects” one can relate to) are experienced as 
cold and harsh, and they may concurrently hold 
high (yet superficial) expectations for their child 
in hopes of vicarious fulfillment of their own failed 
ambition. These conditions lead to good and bad 
experiences remaining unintegrated in the form 
of idealized and devalued views of self and others. 
The narcissistic individual libidinally invests in a 
distorted self- structure based on immature real and 
ideal self- representations as well as ideal object- 
representations. Devalued or aggressively deter-
mined self-  and object- representations are split off 
or projected. A pathological grandiose self is con-
structed by combining all the positive and idealized 
characteristics of the self and others, leading to an 
unrealistic self- image that is hard to maintain. This 
grandiosity functions as an acquired defense against 
experiencing an enraged and empty self that is hun-
gry for authentic recognition (Kernberg, 1970).

In contrast, Kohut (1971, 1977) defined narcis-
sism as a normal stage of development. A primary 
narcissistic structure first exists where the self and 
other are both idealized (e.g., grandiosity). Through 
receipt of healthy support and empathic mirroring 
from parental figures, this structure is reinforced 
and leads the child to experience the world as secure 
and consistent. Parental figures will occasionally not 
support or gratify the child’s needs, but such frustra-
tion is tolerable, not traumatic, and allows the child 
an opportunity to regulate their own needs. These 
experiences of support and opportunities for self-  
and emotion regulation coalesce into a new, health-
ier self- structure that is better equipped to navigate 
disappointments. This in turn transforms immature 
grandiosity into realistic ambition that energizes the 
individual to use their skills and talents to pursue 
realistic goals that validate an authentic positive 
self- concept (Kohut, 1977). Narcissistic pathology 
results when parental figures do not provide appro-
priate support or mirroring, or when parental sup-
port is excessive (e.g., overinvolved and enmeshed). 
Neither condition affords the child an opportu-
nity to experience the appropriate and tolerable 
empathic failures needed to develop mature regula-
tory strategies and form realistic views of the self, 
others, and the world. Millon (1981) and Benjamin 
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(1996) noted that excessive parental indulgence and 
admiration that is unrealistic can also result in nar-
cissistic pathology through social learning mecha-
nisms, as the parental figures teach the child that 
success and admiration are not contingent upon 
effort and requisite achievements.

A Contemporary Clinical Model
Of course, clinical theories of pathological nar-

cissism and descriptions of its phenotypic expres-
sion extend well beyond the psychodynamic 
literature. Recent efforts to synthesize the corpus 
of description, theory, and research on pathological 
narcissism across the disciplines of clinical psychol-
ogy, psychiatry, and social- personality psychology2 
generated a contemporary model that conceptual-
izes pathological narcissism as a combination of 
maladaptive self- enhancement motivation (grandi-
osity) and impaired self-  and emotion regulation in 
response to self- enhancement failures and lack of 
recognition and admiration from others (vulner-
ability) (Dawood et al., 2020; Pincus, 2013; Pincus 
& Lukowitsky, 2010).

Self- enhancement and Regulation
Narcissism can be defined as an individual’s ten-

dency to employ a variety of self- regulation, affect- 
regulation, and interpersonal processes to maintain 
a relatively positive self- image. Thus, it is necessarily 
a complex personality construct involving (a) needs 
for recognition and admiration, (b) motivations to 
overtly and covertly seek out self- enhancement expe-
riences from the social environment, (c) strategies 
to satisfy these needs and motives, and (d) abilities 
to manage disappointments and self- enhancement 
failures (Morf, Horvath, & Torchetti, 2011; Morf, 
Torchetti, & Schürch, 2011). Generally, such needs 
and motives are normal aspects of personality, but 
they become pathological when they are extreme 
and coupled with impaired regulatory capacities. 
It is normal for individuals to strive to see them-
selves in a positive light and to seek experiences 
of self- enhancement (Hepper et al., 2010) such as 
successful achievements and competitive victories 
(Conroy et al., 2009). Most individuals manage 
these needs effectively, seek out their gratification 
in culturally and socially acceptable ways and con-
texts, and regulate self- esteem, negative emotions, 

and interpersonal behavior when disappointments 
are experienced. In basing the definition of narcis-
sism on the individual’s needs, motives, and regu-
latory capacities, a definition of what pathological 
narcissism is (i.e., impairments in motivation, psy-
chological structures, and regulatory capacities and 
processes) can be distinguished from how the symp-
toms present in thought, feeling, and behavior (i.e., 
its phenotypic expression).

Pathological narcissism involves impairment in 
the ability to regulate the self, emotions, and behav-
ior in seeking to satisfy needs for recognition and 
admiration. Put another way, narcissistic individu-
als have notable difficulties transforming narcissistic 
needs (recognition and admiration) and impulses 
(self- enhancement motivation) into mature and 
socially appropriate ambitions and conduct (Kohut, 
1977; Stone, 1998). Morf and colleagues have 
provided a compelling argument for conceptual-
izing pathological narcissism through regulatory 
mechanisms in their dynamic self- regulatory pro-
cessing model (Morf & Rhodewalt, 2001; Morf, 
Torchetti, & Schürch, 2011). They suggested that 
early empathic failures by parental figures (see also 
Kohut, 1971) leave the child ill- equipped to regu-
late the self, and instead self- regulation is played 
out in the social arena (Dickinson & Pincus, 2003; 
Kernberg, 2010). However, the early negative par-
enting experience also leaves the self with a mistrust 
and disdain for others, resulting in a tragic paradox 
in which other people are needed for the narcissist 
to self- enhance, but the devalued and skeptical view 
of others limits the narcissist’s ability to experience 
others’ admiration, praise, and validation as self- 
enhancing. This leads to lingering self- doubt and 
increased vulnerability, re- energizing the self to con-
tinue seeking these self- enhancement experiences in 
increasingly maladaptive ways and inappropriate 
contexts (Morf, 2006; Morf & Rhodewalt, 2001). 
Thus, the fundamental dysfunction associated with 
pathological narcissism involves chronically unsatis-
fied needs for recognition and admiration that lead 
to an equally chronic preoccupation with the social 
status of the self and an unremitting prioritization 
of self- enhancement motivation. This heightens 
narcissistic individuals’ sensitivity to the daily ups 
and downs of life and relationships (e.g., Besser & 
Priel, 2010; Besser et al., 2016; Dawood & Pincus, 

2 This chapter focuses mainly on the clinical psychology and psychiatry literature. Social- personality psychology research 
supporting the contemporary clinical model is reviewed in several sources (e.g., Cain et al., 2008; Hermann et al., 2018; Miller et al., 
2010; Pincus & Lukowitsky, 2010; Pincus & Roche, 2011).
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2018; Ziegler- Hill & Besser, 2013) and impairs 
their regulation of self- esteem, emotion, and 
behavior (Roche, Pincus, Lukowitsky et al., 2013). 
Importantly, conceptualizing narcissism from a reg-
ulatory perspective, unlike DSM NPD, accounts for 
both narcissistic grandiosity and narcissistic vulner-
ability (Pincus, 2013).

naRciSSiStic gRandioSity and naRciSSiStic 
VulneRability

To the layperson, narcissism is most often associ-
ated with conceited, arrogant, and domineering atti-
tudes and behaviors (Buss & Chiodo, 1991), which 
are captured by the term narcissistic grandiosity. This 
accurately identifies some common expressions 
of maladaptive self- enhancement associated with 
pathological narcissism. Narcissistic vulnerability is 
reflected in experiences of anger, envy, aggression, 
helplessness, emptiness, low self- esteem, shame, 
avoidance of interpersonal relationships, and even 
suicidality (Kohut & Wolf, 1978; Krizan & Johar, 
2012, 2015; Pincus & Roche, 2011; Ronningstam, 
2005b). While grandiosity is the core feature of 
pathological narcissism according to surveys of 
clinicians, they also consistently recognize expres-
sions of vulnerability in most narcissistic patients 
(Ackerman et al., 2017; Gore & Widiger, 2016).

The contemporary clinical model of narcis-
sism combines maladaptive self- enhancement 
(e.g., grandiosity) with self, emotional, and behav-
ioral dysregulation in response to ego threats or 
self- enhancement failures (e.g., vulnerability). A 
comprehensive hierarchical model of pathologi-
cal narcissism is presented in Figure 27.1. Here, 
narcissistic grandiosity and vulnerability together 
make up the higher- order construct of pathological 

narcissism and are moderately intercorrelated 
(Wright et al., 2010), particularly at higher levels 
of grandiosity (Jauk & Kaufman, 2018; Jauk et al., 
2021). Expressions of narcissistic grandiosity and 
vulnerability may be chronic, with each suppressing 
the other, or they may oscillate over time as distinct 
states within the same person (Edershile & Wright, 
2021a, 2021b; Hyatt et al., 2018; Pincus & Wright, 
2021). In recent years, recognition of both grandi-
ose and vulnerable themes of narcissistic pathology 
has increasingly become the norm (Miller et al., 
2017; Krizan & Herlache, 2018).

Reviews of clinical literature on narcissism and 
narcissistic personality pathology over the past 
60 years identified more than 50 distinct labels 
describing grandiose and vulnerable phenotypes of 
pathological narcissism (Cain et al., 2008; Pincus 
& Lukowitsky, 2010). The authors concluded that 
two broad themes of narcissistic pathology, labeled 
“narcissistic grandiosity” and “narcissistic vulner-
ability,” could be synthesized across the literature 
with varying degrees of emphasis. Clinical theo-
rists have employed these themes to describe the 
core aspects of narcissistic dysfunction through 
defects in self- structure (Kernberg, 1998, Kohut, 
1977), difficulties in the therapeutic relationship 
(Gabbard, 2009; Kernberg, 2007), and maladaptive 
coping and defensive strategies used in response to 
stressors (Masterson, 1993).

Ronningstam (2005a) identified subtypes of 
narcissistic personality based on similarities and dif-
ferences in self- esteem dysregulation, affect dysregu-
lation, and difficulties in interpersonal relationships. 
Grandiose themes are emphasized in descriptions of 
the arrogant narcissist and the psychopathic narcis-
sist. The former copes with self- esteem dysregulation 
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Covert
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Figure 27.1 The hierarchical structure of pathological narcissism.
Adapted with permission from Pincus, A.L., & Lukowitsky, M.R. (2010). Pathological narcissism and narcissistic personality disorder. Annual Review of 
Clinical Psychology, 6, 431.
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by creating an exaggerated sense of superiority and 
uniqueness as well as by engaging in grandiose 
fantasies. These individuals exhibit entitlement, 
exploitativeness, and a lack of empathy, and they 
experience intense envy and aggression as a result of 
their affect dysregulation. The psychopathic narcis-
sist copes with self- esteem dysregulation by engag-
ing in antisocial behaviors to protect or enhance 
their inflated self- image. Such individuals will com-
mit violent criminal acts to gain admiration from 
others, display extreme rage reactions to criticism, 
and are sadistic without experiencing remorse or 
empathy. Consistent with Akhtar’s (2003) and 
Dickinson and Pincus’s (2003) description of nar-
cissistic vulnerability, Ronningstam’s shy narcissist 
deals with self- esteem dysregulation by engaging in 
grandiose fantasy while also feeling intense shame 
regarding their needs and ambition. The dominant 
affect problem for the shy narcissist is shame rather 
than aggression, and they avoid interpersonal rela-
tionships because of hypersensitivity to ego threats 
and self- enhancement failures. Similarly, results 
of a Q- factor analysis of NPD patients’ Shedler- 
Westen Assessment System (SWAP- II) profiles also 
described two pathological subtypes (Russ et al., 
2008). The grandiose/ malignant subtype is charac-
terized by seething anger, manipulativeness, pursuit 
of interpersonal power and control, lack of remorse, 
exaggerated self- importance, and feelings of privi-
lege. These individuals tend to be externalizing and 
have little insight into their behavior. In contrast, 
the fragile subtype fails to consistently maintain a 
grandiose sense of self such that when their defenses 
fail, narcissistic injury evokes shame, anxiety, 
depression, and feelings of inadequacy.

The Psychodynamic Diagnostic Manual (PDM; 
PDM Task Force, 2006) initially subdivided narcis-
sistic personality disturbance into an arrogant/ enti-
tled (grandiose) subtype and a depressed/ depleted 
(vulnerable) subtype. Most recently, the PDM- 2 
(Lingiardi & McWilliams, 2017) integrated the 
grandiose and vulnerable subtypes into one coher-
ent and potentially variable clinical presentation 
consistent with the contemporary clinical model of 
pathological narcissism presented here.

nomological ReSeaRch on gRandioSe and 
VulneRable naRciSSiStic tRaitS

A number of self- report measures of narcissistic 
grandiosity and narcissistic vulnerability are now 
available, including the Pathological Narcissism 
Inventory (PNI; Pincus et al., 2009; Schoenleber 
et al., 2015), the Five- factor Narcissism Inventory 

(FFNI; Glover et al., 2012), the Narcissistic 
Admiration and Rivalry Questionnaire (NARQ; 
Back et al., 2013), and the Narcissism Scale for 
Children (NSC; Derry et al., 2019). Other mea-
sures assess either grandiosity alone, such as the 
Narcissistic Personality Inventory (NPI; Raskin 
& Hall, 1981) and the Narcissistic Grandiosity 
Scale (NGS; Rosenthal et al., 2020), or vulner-
ability alone, such as the Hypersensitive Narcissism 
Scale (HSNS; Hendin & Cheek, 1997) and the 
Narcissistic Vulnerability Scale (NVS; Crowe et al., 
2018). Research using these measures demonstrates 
that grandiosity and vulnerability exhibit conver-
gent and divergent patterns of relationships with 
internalizing and externalizing psychopathology, 
self- esteem, self- conscious emotions, core affect, 
interpersonal functioning, and psychotherapy 
(Dowgwillo et al., 2016; Edershile et al., 2019; 
Kaufman et al., 2020; Pincus & Roche, 2011).

Narcissistic grandiosity and vulnerability exhibit 
distinct and meaningful patterns of associations, 
with internalizing problems and symptoms in 
both normal and clinical samples. This has been 
most extensively studied with depressive symptoms 
(Ellison et al., 2013; Erkoreka & Navarro, 2017; 
Kealy et al., 2012; Marčinko et al., 2014; Miller et 
al., 2010; Morf et al., 2017; Tritt et al., 2010). In 
addition, narcissistic grandiosity and vulnerability 
are associated with suicide attempts (Miller et al., 
2010; Pincus et al., 2009), suicidal ideation (Jaksic 
et al., 2017), and nonsuicidal self- injury (Dawood 
et al., 2018).

Narcissistic grandiosity and vulnerability also 
exhibit distinct and meaningful patterns of asso-
ciations with externalizing problems and symp-
toms in both normal and clinical samples. 
Numerous laboratory- based and correlational 
studies (Lobbestael et al., 2014; Reidy et al., 2010; 
Widman & McNulty, 2010) show that grandios-
ity and vulnerability are positively associated with 
all forms of aggression (e.g., reactive, proactive, 
unprovoked, sexual), as well as violent behavior and 
self- reported homicidal thoughts in psychotherapy 
inpatients and outpatients (Ellison et al., 2013; 
Goldberg et al., 2007). Grandiosity is also associ-
ated with increased criminal behavior and gambling 
(e.g., Miller et al., 2010), as well as alcohol and drug 
use (e.g., Buelow & Brunell, 2014; Welker et al., 
2019). Moreover, vulnerability interacted with self- 
reported childhood sexual abuse to predict overt and 
cyber stalking in men (Ménard & Pincus, 2012).

Consistent with associations found for internal-
izing and externalizing psychopathology, narcissistic 
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grandiosity and vulnerability exhibit distinct asso-
ciations with self- esteem, self- conscious emotions, 
and core affect. Vulnerability is negatively related 
with self- esteem, whereas grandiosity is positively 
correlated with self- esteem (Maxwell et al., 2011; 
Miller et al., 2010; Pincus et al., 2009). Zeigler- 
Hill and Besser (2013) found that vulnerability is 
uniquely associated with day- to- day fluctuations 
in feelings of self- worth. Vulnerability is positively 
associated with shame and hubris, negatively associ-
ated with authentic pride, and unrelated to guilt. 
In contrast, grandiosity is positively correlated with 
guilt and unrelated to pride and shame (Pincus, 
2013). Vulnerability is positively correlated with 
negative affectivity, rage, and envy and negatively 
correlated with positive affectivity, while grandios-
ity is only positively related to positive affectivity 
(Krizan & Johar, 2012, 2015).

Narcissistic grandiosity and vulnerability are also 
associated with specific types of interpersonal prob-
lems. Grandiosity is associated with predominately 
vindictive, domineering, and intrusive problematic 
behaviors (Ogrodniczuk et al., 2009). Similarly, 
vulnerability is associated with vindictive interper-
sonal problems but also shows positive associations 
with exploitable and avoidant problems (Pincus 
et al., 2009). Grandiosity and vulnerability also 
exhibit meaningful associations with interpersonal 
sensitivities, with grandiosity associated with sensi-
tivity to others’ remoteness, antagonism, and con-
trol, and vulnerability associated with sensitivity to 
others’ remoteness, control, attention- seeking, and 
affection (Hopwood et al., 2011). Finally, a week- 
long daily diary study (Roche, Pincus, Conroy, et 
al., 2013) indicated that narcissistic grandiosity 
and narcissistic vulnerability were related to indi-
viduals’ behavior in social interactions in daily life. 
Specifically, narcissistic grandiosity was associated 
with responding to perceiving others as behaving 
dominantly with reciprocal dominant behavior. 
The authors concluded that narcissistic individu-
als may view the dominant behavior of others 
as a threat to their status and respond in ways to 
self- enhance and reassert their superiority (see also 
Wright et al., 2017).

Narcissistic grandiosity and vulnerability also 
show differential associations with the utilization 
of psychotherapy and psychiatric treatment. For 
instance, Ellison and colleagues (2013) found that 
narcissistic grandiosity was negatively correlated 
with treatment utilization (telephone- based crisis 
services, partial hospitalizations, inpatient admis-
sions, taking medications) and positively correlated 

with outpatient therapy no- shows. Narcissistic 
vulnerability was positively correlated with use of 
telephone- based crisis services, inpatient admis-
sions, and outpatient therapy sessions attended 
and cancelled. Results indicating that narcissistic 
vulnerability is positively associated with treatment 
utilization support the view that narcissistic patients 
are likely to present for services when they are in a 
vulnerable self- state (Pincus et al., 2014).

Finally, after many years of research relating 
the broad and general personality traits of the Five 
Factor Model to personality disorders (Widiger & 
Costa, 2013), a trifurcated trait model of narcis-
sism that accounts for grandiosity and vulnerabil-
ity has been derived (Crowe et al., 2019; Miller et 
al., 2016). Specifically, across multiple samples and 
multiple measures of narcissism, a three- factor solu-
tion was consistently identified. The first factor, 
labeled “self- centered antagonism” (i.e., low agree-
ableness), included the FFNI facets of manipula-
tiveness, entitlement, empathy, arrogance, distrust, 
reactive anger, and thrill seeking. The second factor, 
labeled “narcissistic neuroticism,” was comprised 
of the FFNI need for admiration, shame, and low 
indifference (i.e., high self- consciousness) facets. 
The third factor, labeled “agentic extraversion,” was 
marked by the FFNI subscales of grandiose fanta-
sies, acclaim seeking, exhibitionism, and authorita-
tiveness. Existing measures of NPD are correlated 
with all three dimensions of the trifurcated trait 
model of narcissism. Moreover, measures of narcis-
sistic grandiosity and vulnerability were strongly 
correlated with self- centered antagonism (i.e., a 
shared antagonistic core), but differentially related 
to the other two factors. Measures of narcissistic 
grandiosity (but not vulnerability) were correlated 
with agentic extraversion, while measures of narcis-
sistic vulnerability (but not grandiosity) were cor-
related with narcissistic neuroticism.

tempoRal ReSeaRch on gRandioSe and VulneRable 
naRciSSiStic StateS

In contrast to the emphasis on extreme grandi-
osity reflected in DSM NPD, clinical theory and 
empirical evidence supporting the contemporary 
clinical model suggest that a person’s grandiose self- 
states may oscillate with vulnerable self- states marked 
by low self- esteem and emotional and behavioral 
dysregulation. Ronningstam (2009) noted that “The 
narcissistic individual may fluctuate between asser-
tive grandiosity and vulnerability” (p. 113). Similarly, 
Kernberg (2009) indicated that narcissistic personali-
ties endure “bouts of insecurity disrupting their sense 
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of grandiosity or specialness” (p. 106). Horowitz 
(2009) suggested that as narcissistic pathology nega-
tively impacts relationships, creativity, and occupa-
tional adjustment, grandiosity cannot be maintained, 
and narcissists are “more vulnerable to shame, panic, 
helplessness, or depression as life progresses” (p. 126). 
Thus, narcissistic patients may be best differentiated 
from each other based on relative levels of grandiosity 
and vulnerability rather than making categorical dis-
tinctions based on grandiose or vulnerable subtypes 
(Lingiardi & McWilliams, 2017; Pincus et al., 2016; 
Pincus & Lukowitsky, 2010).

Recent research supports within- person temporal 
variability of grandiose and vulnerable narcissistic 
states. A series of studies focusing on grandiose states 
(Giacomin & Jordan, 2014, 2016a, 2016b) found 
that grandiose states varied over time, and state gran-
diosity was higher when people experienced more 
positive agentic outcomes (e.g., having power over 
someone) or more positive communal outcomes 
(e.g., helping someone with a problem). State gran-
diosity was lower on days people experienced greater 
stress, guilt, and shame, and less empathy. These 
relations held when controlling for state self‐esteem, 

gender, and trait narcissism. These findings suggest 
that grandiose narcissism has a meaningful process 
or state component. In another series of studies 
on narcissistic states (Edershile & Wright, 2021a, 
2021b), both grandiosity and vulnerability exhibited 
state- like variability within persons over time. More 
grandiose individuals perceived others as colder and 
behaved more dominant and colder, on average. But 
in the moment, higher grandiosity was associated 
with perceiving others as warmer and more submis-
sive, resulting in more dominant and warm behavior. 
Trait vulnerability was associated with perceptions of 
coldness and cold behavior, and this was amplified 
in the moment. Additionally, variability in narcissis-
tic states from moment to moment was moderately 
associated with dispositional assessments of narcis-
sism. Specifically, individuals who are dispositionally 
grandiose exhibited both grandiose and vulnerable 
states that varied considerably over time. In contrast, 
dispositionally vulnerable individuals tended to have 
frequent states of vulnerability and infrequent states 
of grandiosity. Temporal distinctions in patterning 
of grandiose and vulnerable narcissistic states are 
presented in Figure 27.2.
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Figure 27.2 Patterns of grandiose and vulnerable narcissistic states over time. 
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Case Example: Mr. B
Mr. B is a patient I diagnose as suffering from 

pathological narcissism, but he may not meet DSM 
NPD criteria due to his pronounced vulnerability. 
I present his vulnerable characteristics first, and 
then follow this with his grandiose features. I chose 
this approach because narcissistic patients who seek 
outpatient treatment in community mental health 
centers typically present in dysregulated states in 
which more vulnerable symptoms are prominent 
and grandiosity is only detectable later in treatment 
after patient stabilization (Pincus et al., 2014).

Vulnerability. Mr. B was a 40- year- old single, 
college- educated man living with his parents after 
discharge from his most recent hospitalization. 
He presented for therapy as socially isolated with 
impaired intimacy. He had no friends or relation-
ships except with his parents, had difficulty main-
taining employment as a dishwasher, and expressed 
pessimism about his ability to improve his life. He 
wished to pursue permanent disability status and 
was interested in moving to a residential facility for 
the mentally ill. His most pronounced symptom 
was an empty depression characterized by agitation 
and anhedonia but an absence of sadness or melan-
cholia. Mr. B was chronically suicidal and described 
waking up each day feeling “horrified” he was still 
alive. Early in treatment, he would commonly 
respond to therapist questions with long latencies 
where he lowered his head into his hands and repeat-
edly rubbed his head in anguish before responding 
with one or two words or “I don’t know.” Mr. B 
tried many different antidepressants with minimal 
effects and was admitted to the hospital 3 times in 
a 12- month period, one of which included a long 
course of electroconvulsive therapy (ECT) that was 
similarly ineffective. Clearly Mr. B’s initial presenta-
tion was one of a vulnerable and anguished patient, 
and a diagnostician might reasonably consider a 
diagnosis of a mood disorder. Mr. B would not meet 
criteria for DSM NPD.

Grandiosity. Over the course of psychotherapy, 
the therapist learned about several other features of 
Mr. B’s thoughts, feelings, and behaviors that suggest 
narcissistic grandiosity. But unlike in Mr. A, these 
expressions were at first subtle or unacknowledged 
by the patient and they oscillated with more com-
mon depressive states. Mr. B was a skilled keyboard 
player with a sizable home recording studio set up. 
But the instruments lay untouched, and he reported 
no intrinsic pleasure in playing them. He reported 
he only enjoyed it when people paid to hear him 
play. He tried playing with a few local bands, but 

none was “serious enough” or “talented enough,” 
and he even devalued his own musical interests 
as too “flawed and disappointing” to pursue. Mr. 
B also used to be an avid bicyclist. However, after 
excitedly purchasing a new high- quality model, 
Mr. B became obsessed with the various noises the 
bicycle made while riding it. He was unhappy and 
felt it was too noisy. He tried to stop the offending 
noises without success. With the encouragement of 
his therapist, Mr. B tried for some time to ride the 
bike despite his disappointment over its imperfec-
tions. However, like playing music, he eventually 
lost interest in riding his bike and felt depressed 
about that as well.

Mr. B also felt that daily responsibilities like 
buying groceries, finding a job, balancing his check-
book, filling out forms, and paying taxes were a 
“hassle” and that he should not have to do them. 
In fact, he continued to rely on his parents to do 
most of these things for him. When he was living in 
his own apartment, he lived off a trust fund and his 
mother still balanced his checkbook and took him 
on a weekly shopping trip. When the trust fund ran 
out, he strategically took an overdose to ensure his 
mother would find him when she arrived for their 
weekly grocery shopping. Despite all his parents’ 
help (for better or worse), in therapy he expressed 
resentment toward them for aging and having 
decreasing resources. For example, he complained 
bitterly that his mother took much longer to bal-
ance his checkbook than she used to, and he was 
disappointed when they could not immediately buy 
him a car. The therapist learned the main reason Mr. 
B could not hold a job was because he resented the 
lack of control over his schedule. He would angrily 
quit jobs when asked to change his schedule to 
accommodate other employees’ vacations or even 
his employers’ changing needs. He had no friends 
because he saw relationships as meaningless and 
insisted he “can’t tolerate listening to other people’s 
shit.” Ultimately, his grandiose expectations of self 
and others contributed to virtually all his social, 
occupational, and recreational activities becoming 
disappointing and flawed.

Mr. B was very depressed at times, but recog-
nition that it was due to his personality pathology 
improved his treatment. He was told explicitly 
that the therapist did not expect medication or 
ECT to improve his depression and recommended  
transference- focused psychotherapy (Diamond &  
Hersh, 2020) for his narcissistic personality. 
Long- term psychotherapy helped Mr. B remain out 
of the hospital, improve his relationship with his 
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parents, get off disability, resume work and playing 
music, and seek independent living arrangements. 
Treatments that did not take the patient’s pathologi-
cal narcissism into account were not effective.

A Note on Overt and Covert Narcissism
I wish to alert students that they will occasion-

ally come across the terms “overt” and “covert” 
narcissism when reading narcissism literature. 
Unfortunately, many incorrectly associate overt 
expressions of narcissism exclusively with grandios-
ity and covert expressions of narcissism exclusively 
with vulnerability. There is no empirical support for 
these linkages, nor is there empirical support for 
the view that overt and covert narcissism are dis-
tinct subtypes of narcissism. In fact, there are no 
existing interviews or self- report measures of overt 
and covert narcissism. DSM NPD criteria as well 
as items on various self- reports, interviews, and 
rating instruments assessing pathological narcis-
sism include a mix of overt elements (behaviors, 
expressed attitudes, and emotions) and covert expe-
riences (cognitions, private feelings, motives, needs) 
(e.g., McGlashan et al., 2005). Clinical experience 
with narcissistic patients indicates they virtually 
always exhibit both covert and overt grandiosity and 
covert and overt vulnerability. In Figure 27.1, the 
distinction between overt and covert expressions of 
narcissism is secondary to phenotypic variation in 
grandiosity and vulnerability.

Clinically Important Associated Features 
of NPD and Pathological Narcissism

Research on the associated features of NPD and 
pathological narcissism typically examines correla-
tional associations between relevant constructs and 
NPD symptom counts, scores on self- report mea-
sures of narcissism, or informant ratings. Research 
using the NPD diagnosis, NPD symptom counts, 
or scales based on DSM NPD effectively assesses 
grandiosity but not vulnerability. In other research, 
pathological narcissism is assessed through inter-
views or scales that can include vulnerable content. 
It is notable that both NPD and the broader con-
ceptualization of pathological narcissism are asso-
ciated with the three associated clinical features I 
review below.

Suicidality
Pathological narcissism and NPD are clinically 

and empirically recognized as significant risk factors 
for self- harm, suicidal ideation, and suicide attempts 
(Ansell et al., 2015; Dawood et al., 2018). It has 

been estimated that 4.7– 23% of suicide completers 
exhibit elevated NPD symptom counts (Apter et al., 
1993; Brent et al., 1994) and that the presence of 
comorbid depression may accrue even greater risk of 
suicide in patients with NPD (Heisel et al., 2007). 
Although all (formerly) Cluster B personality disor-
ders are associated with risk for suicide, individuals 
with NPD exhibit greater risk for more deliberate 
and lethal forms of suicidal behavior compared to 
histrionic, antisocial, and borderline personality 
disorders (Blasco- Fontecilla et al., 2009).

Experiencing difficult life stressors increases sui-
cide risk (e.g., Orbach, 1997), and certain stressors 
are particularly impactful for narcissistic individu-
als. In a sample of 375 suicide attempters, domestic 
stressors (e.g., arguing more with spouse) and sig-
nificant life changes including employment termi-
nation, house foreclosure, and personal injury or 
illness preceded attempted suicide in individuals 
with NPD (Blasco- Fontecilla et al., 2010; see also 
Marttunen et al., 1993). Additionally, narcissistic 
personality was associated with increased suicide 
risk among depressed older (65+ ) adults, highlight-
ing their difficulties with age- related life changes 
and transitions (Conner et al., 2001; Heisel et al., 
2007).

Research on pathological narcissism demon-
strates that an increased suicide risk is related to 
both narcissistic grandiosity and narcissistic vulner-
ability; however, the association with vulnerability 
tends to be stronger (Jaksic et al., 2017). Pincus 
and colleagues (2009) conducted a chart review of 
25 patients and found that the report and number 
of suicide attempts was positively associated with 
both grandiose and vulnerable facets of the PNI. 
In contrast, the frequency of parasuicidal behaviors 
was uniquely predicted by narcissistic vulnerability. 
Grandiosity may catalyze suicidality by promoting 
a view of the self as indestructible, a preoccupation 
with one’s physical appearance, and a detachment 
from one’s emotional and physical self. In such 
cases, suicide may function as a means of comply-
ing with fantasies of invincibility or eliminating 
perceived imperfections of the body (Ronningstam 
& Weinberg, 2009). It may also serve an aggressive 
function to punish others or bolster an illusion of 
control over one’s life and relationships with oth-
ers (Kernberg, 1984; Ronningstam & Maltsberger, 
1998). This would be consistent with suicidal-
ity following domestic arguments, for example. 
Vulnerability may catalyze suicidality by promot-
ing the experience of narcissistic injury, leading 
to the deflation of grandiose self- views and the 
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experience of shame in recognizing imperfections, 
personal weaknesses, and defeat (Pincus et al., 2009; 
Ronningstam & Weinberg, 2009). It may also serve 
an aggressive function to punish the self in response 
to experiencing disappointments of entitled expec-
tations and self- enhancement failures (Pincus, 
2013). This is also consistent with the increased risk 
of suicidality in response to age- related life transi-
tions, as one is confronted with one’s increasing 
physical and socioeconomic limitations (see also 
Horowitz, 2009).

Narcissism confers a serious risk for suicidal-
ity in part because it may be difficult to detect. 
Usually suicidality will present with depression, 
but studies suggest narcissistic individuals have 
an increased risk for suicide, even when not in a 
depressed state (Ansell et al., 2015; Ronningstam 
& Maltsberger, 1998; Roningstam & Weinberg, 
2009; Ronningstam et al., 2018). Similarly, Cross, 
Westen, and Bradley (2011) identified a narcissis-
tic subtype of suicide attempters in an adolescent 
sample who were not characterized by mood or anx-
iety problems. Furthermore, the life stressors iden-
tified above for narcissistic individuals remained 
significantly associated with suicide when con-
trolling for Axis I disorders, including depression 
(Blasco- Fontecilla et al., 2010). Information from 
case studies also suggests that suicide attempters 
with narcissistic features may be more likely to deny 
intent, minimize the risk of suicidal gestures, and 
ignore obvious identifiable stressors that ultimately 
trigger such events (Ronningstam & Maltsberger, 
1998; Ronningstam & Weinberg, 2009). Together, 
this means the clinician may have a harder time 
detecting and treating narcissistic suicidality.

depReSSiVe expeRienceS
Although mood disorders, including depression 

and bipolar disorder, are common comorbid diag-
noses with NPD, the phenomenology of depres-
sion in narcissistic patients may vary considerably. 
In a sample of 117 psychiatric outpatients (Kealy et 
al., 2012), researchers found that anaclitic/ depen-
dent themes of depression were positively associ-
ated with grandiosity, while introjective/ self- critical 
themes of depression were positively associated with 
vulnerability. The authors suggested that patients 
with grandiose features may be more likely to suffer 
depressive states in the context of violated expecta-
tions of external validation, whereas patients with 
vulnerable features may be more likely to expe-
rience depressive exacerbations of their chronic 
sense of deficit. A similar study with 234 clinical 

outpatients (Marčinko et al., 2014) found that the 
relationship between vulnerability and depressive 
symptoms was partially mediated by dysfunctional 
perfectionistic attitudes. These findings suggest that 
the self- criticism and perfectionism commonly seen 
in depressed patients may involve deeper narcissis-
tic issues (Nealis et al., 2016; Ronningstam, 2011a, 
2012), potentially fueling further depressive epi-
sodes. In a sample of 235 undergraduate students 
assessed weekly for 8 weeks (Dawood & Pincus, 
2018), the authors found that, at baseline, patho-
logical narcissism was concurrently positively associ-
ated with multiple measures of depressive symptoms 
(e.g., general depression, anhedonic loss of interest, 
anhedonic lack of positive affect) and distinctively 
predicted the severity of anhedonic loss of interest 
over time. Pathological narcissism assessed at base-
line also predicted higher variability and instability 
in both general depression and loss of interest (but 
not lack of positive affect), suggesting pathologi-
cal narcissism is associated with more variable and 
episodic bouts of depression over time rather than 
a chronically depressed mood. Narcissistic indi-
viduals may be susceptible to depression because 
their self- worth depends on external affirmations 
from the social world, and their psychic cohesion 
can become threatened if these needs for recogni-
tion and admiration are not met (Kohut & Wolf, 
1978; Morf, Horvath, & Torchetti, 2011; Morth 
Torchetti, & Schürch, 2011).

aggReSSion
Clinical perspectives on narcissism observe that 

narcissistic individuals become angry and aggres-
sive when their positive, grandiose self- image is 
threatened or when their entitled needs for admira-
tion from others are unmet. More simply, narcis-
sistic individuals become enraged when their ego is 
threatened. Recent meta- analyses (Du et al., 2022; 
Kjærvik & Bushman, 2021; Rasmussen, 2016) 
and narrative reviews (Lambe et al., 2018) support 
the association between aggression and ego threat 
in narcissistic individuals. Cross- sectional, experi-
mental, and field studies all converge in linking 
narcissism and multiple forms of aggression. A few 
representative studies are detailed next.

In cross- sectional studies, pathological narcis-
sism correlates positively and moderately with 
physical aggression and verbal aggression in uni-
versity student, clinical, and community samples 
(e.g., Barnett & Powell, 2016; Houlcroft et al., 
2012; Morf et al., 2017). Additional research 
demonstrated that narcissistic vulnerability relates 
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to uncontrolled anger, anger externalization, and 
anger internalization while narcissistic grandios-
ity only relates to anger externalization (Krizan 
& Johar, 2015). Moreover, vulnerable narcis-
sism, but not grandiose narcissism, is associated 
with reactive aggression (retaliation against the 
original source of a provocation) and displaced 
aggression (retaliation against others who are not 
responsible for the original provocation), with 
angry rumination and mistrust accounting for 
these associations. Depressed patients with NPD 
show significantly more elevated levels of physi-
cal aggression, verbal aggression, anger, and hos-
tility compared to depressed patients without 
any personality disorder (Fjermestad- Noll et al., 
2020). Furthermore, research using undergradu-
ate students shows a positive significant correla-
tion between narcissistic vulnerability and physical 
aggression and verbal aggression, and this pattern 
remains significant when controlling for narcissis-
tic grandiosity. Conversely, when controlling for 
narcissistic vulnerability, the relationship between 
narcissistic grandiosity and aggressive behaviors 
(physical, verbal) was no longer significant (Keene 
& Epps, 2016). Overall, cross- sectional results 
suggest narcissistic vulnerability as a key source of 
narcissistic rage.

Narcissistic grandiosity and vulnerability also 
predict aggressive responses in laboratory settings, 
particularly when following shame- inducing feed-
back (Bushman & Baumeister, 1998; Ferriday et 
al., 2011; Reidy et al.,2008; Twenge & Campbell, 
2003). Grandiosity and vulnerability may also 
sensitize individuals to different triggers for anger. 
Grandiosity was associated with increased anger 
following an achievement threat, while vulner-
ability was associated with increased anger follow-
ing an interpersonal threat (Besser & Priel, 2010). 
Krizan and Johar (2015) found those high in vul-
nerable narcissism, but not grandiose narcissism, 
respond to laboratory- based provocation with 
aggression, anger, depression, and mistrust. Similar 
experimental research on responses to provocation 
(Hart et al., 2017, 2018) found that vulnerable 
narcissism related to heightened negative emo-
tionality (sadness, anger, hurt feelings), heightened 
aggression (combination of physical, verbal, and 
symbolic), hostile goals, and self- worth/ defense 
goals. When combined with findings on depres-
sion (Kealy et al., 2012), this research suggests that 
narcissistic grandiosity may contribute to anger in 
response to self- enhancement failures and depres-
sion in response to relational difficulties, whereas 

narcissistic vulnerability may contribute to anger 
in response to relational difficulties and depres-
sion in response to self- enhancement failures. 
Therefore, pathologically narcissistic individu-
als are at risk for both aggression and depression 
when coping with social disappointments and self- 
enhancement setbacks.

Lambe and colleagues (2018) found that nar-
cissism is related to a 1.2-  to 11- fold increase in 
violence in clinical samples and is a significant pre-
dictor of more severe forms of violence (e.g., homi-
cide). Similarly, narcissism predicted documented 
aggressive acts on an inpatient unit (Goldberg et al., 
2007) and the endorsement of violence by outpa-
tients seeking psychotherapy (Ellison et al., 2013). 
The association between narcissism and aggression 
also extends to incidents of intimate partner vio-
lence (Knight et al., 2018; Valashjardi et al., 2020), 
sexual aggression (Mouilso & Calhoun, 2012; 
Widman & McNulty, 2010; Zeigler- Hill et al., 
2013), and stalking (Ménard & Pincus, 2012).

The Future of NPD and Pathological 
Narcissism

Further theory and research is needed on how 
to best integrate NPD and pathological narcissism. 
Three areas of focus are noted below.

Diagnosis
Four suggestions for revising the diagnosis of 

NPD have appeared in the literature. One sug-
gestion is to revise the DSM criteria to include 
features reflecting narcissistic vulnerability (e.g., 
Ronningstam, 2009, 2011b). A second proposal 
is to consider narcissistic vulnerability a specifier 
for NPD diagnoses (e.g., NPD with vulnerable 
features) similar to specifiers used for other diag-
noses (Miller et al., 2013). A third alternative is 
to consider pathological narcissism a facet of gen-
eral personality pathology, representing a core fea-
ture of all PDs rather than a specific PD diagnosis 
(Morey, 2005; Morey & Stagner, 2012). A final 
suggestion, found in the DSM- 5 Alternative Model 
for Personality Disorders, bases NPD diagnosis on 
severity of impairments in self-  and interpersonal 
functioning (Criteria A) and elevated traits of gran-
diosity and attention- seeking (Criteria B), where 
Criteria A effectively incorporates both grandiosity 
and vulnerability (Pincus et al., 2016).

Grandiose and Vulnerable Narcissistic States
Although the contemporary clinical under-

standing of pathological narcissism recognizes 

 

 

 

 



narciss i st ic  Personal ity  D i sorDer anD Pathological  narc iss i sM 643

its grandiose and vulnerable expressions, future 
research should take advantage of advancements 
in assessment technology and analytic methods to 
further investigate the within- person dynamics of 
grandiosity and vulnerability (Pincus & Wright, 
2021). Clinical theory and observation suggest 
states of grandiosity and vulnerability as dynami-
cally patterned, oscillating in ascension in relation 
to the outcomes of self- enhancement efforts and the 
receipt of social supplies of recognition and admi-
ration. Recent research has examined variability in 
narcissistic states (e.g., Edershile & Wright, 2021b; 
Giacomin & Jordan, 2018). Such research can be 
extended to answer relevant clinical questions. Do 
shifts in grandiose and vulnerable narcissistic states 
occur rapidly or over long time periods? How are 
they triggered? How are they related to important 
associated features like suicidality, depression, and 
aggression? How do they impact patient presenta-
tion, diagnosis, and treatment?

Contextualized Mechanisms and Processes
Even more broadly, the next generation of clini-

cal research should conceptualize narcissistic psy-
chopathology as involving the dynamic interplay 
of individual differences, within- person (percep-
tual, affective, cognitive, behavioral, motivational, 
regulatory, etc.) processes, and contextual factors 
that unfold at varying time scales (Dotterer et al., 
2020; Pincus, 2020; Ronningstam, 2020; Wright 
& Kaurin, 2020). Methods, analytics, and technol-
ogy now allow for the empirical investigation of 
such contextualized dynamic processes. Beyond the 
interplay of grandiose and vulnerable narcissistic 
states, other processes that are relevant to narcis-
sistic psychopathology include shifting perceptions 
of self and other; affect regulation impairments 
including anger, depression, and shame; shifts from 
self- awareness to rigid nonmentalizing modes or 
defensively split grandiose and devalued object rela-
tions; and variable levels of psychosocial function-
ing over time.

Conclusion
Consistent with current clinical interests, 

research on narcissism in all its forms is at an all- 
time high (Miller et al., 2017). This complex clini-
cal phenomenon requires a sophisticated clinical 
science that reciprocally informs and is informed 
by the clinical enterprise (Pincus et al., 2020). That 
science has arrived, and significant advancements in 
conceptualization, diagnosis, and treatment of nar-
cissistic psychopathology are now possible.
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 Borderline Personality Disorder: 
Contemporary Approaches to 
Conceptualization and Etiology

Timothy J. Trull and Johanna Hepp

Historical Overview
Borderline personality disorder (BPD) is a 

severe mental disorder associated with extreme 
emotional, behavioral, and interpersonal dysfunc-
tion (DSM- 5). For historical context, Gunderson 
(2009) reviewed the ontogeny of the BPD diag-
nosis. Most scholars credit Adolph Stern (1938) 
and Robert Knight (1953) for introducing the 
term borderline to the psychiatric nomenclature to 
designate a condition that was believed to share 
a boundary with schizophrenia but was seen as 
more temporary and more likely to occur in the 
context of unstructured clinical situations. Later, 
Otto Kernberg’s (1967) designation of “borderline 
personality organization” was applied to a group 
of patients who, on the one hand, showed features 
of psychotic personality organization (e.g., primi-
tive defenses, fragmented sense of self ) but, on the 
other hand, showed reality testing that was gener-
ally intact. As for the earliest empirical approach 
to the definition and characterization of border-
line personality, Roy Grinker is credited with pro-
viding discriminating features of four subtypes 
of borderline personality and identifying four 
common features of the “borderline syndrome”: 
anger, impaired intimate relationships, identity 
problems, and depressive loneliness (Grinker et 
al., 1968). These contributions, as well as that by 
John Gunderson in further delimiting borderline 
personality from other psychiatric conditions, 
have served as the basis for what we now know 
to be the BPD diagnosis (e.g., Gunderson et al., 
2018; Gunderson & Singer, 1975).

Following the introduction of the formal BPD 
diagnosis in DSM- III in 1980, debates about 

the boundaries of BPD continued. For example, 
instead of schizophrenia, critics argued that BPD 
was a variant of affective disorder (especially 
depression or bipolar disorder; Akiskal, 1981) or 
of posttraumatic stress disorder (PTSD; Herman, 
1992). Complicating the debates and investiga-
tions into these boundary issues was the fact that 
BPD frequently co- occurred with mood disorders, 
PTSD, and other disorders characterized by emo-
tional dysregulation and impulsivity. In addition, 
among more biologically oriented researchers, no 
specific biological etiology (e.g., a biomarker) was 
found that would distinguish BPD from other 
disorders. However, despite these questions, the 
validity of the BPD diagnosis is well- recognized 
by the general psychiatric and psychological com-
munities. The diagnosis itself remains one of the 
most prevalent diagnoses in mental health set-
tings, it continues to be associated with great 
impairment and increased mortality, and BPD is 
increasingly recognized as a major public health 
problem.

Abbreviations
 AA Ambulatory assessment
 ACC Anterior cingulate cortex
 ASPD Antisocial personality disorder
 BPD Borderline personality disorder
 CpG Cytosine- phosphate- guanine
 DLPFC Dorsolateral prefrontal cortex
 MAO Monoamine oxidase
 NESARC National Epidemiologic Survey on 

Alcohol and Related Conditions
 PAI- BOR Personality Assessment 

Inventory– Borderline Scale  
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Clinical Description
Since the publication of DSM- III in 1980, the 

diagnostic criteria for BPD have remained rela-
tively consistent, with the one exception being the 
addition in DSM- IV of a criterion for temporary, 
stress- dependent, quasi- psychotic experiences. 
Individuals with BPD have a maladaptive person-
ality style that is present in a variety of contexts, 
emerges by early adulthood, and leads to distinct 
patterns of dysfunction in behavior and relation-
ships (DSM- IV- TR and DSM- 5). Those diagnosed 
with BPD frequently experience intense and unsta-
ble negative emotions that are easily triggered and 
that take a long time to recover from. One emotion 
that those with BPD are particularly prone to expe-
rience is intense anger that is difficult to control 
and often results in outbursts with verbal or physi-
cal aggression. At the same time, many individu-
als with BPD also experience feelings of aversive 
inner emptiness. Beyond these affect- related crite-
ria, there are two criteria related to interpersonal 
relationships. Individuals with BPD tend to have 
unstable relationships and show a pattern of ideal-
izing and devaluing others. When confronted with 
real or imagined abandonment by a close other, 
they may engage in frantic actions to avoid being 
abandoned. In addition to this instability in their 
concept of and behavior toward others, BPD indi-
viduals are also unsure of their self- image. At the 
behavioral level, they are prone to suicidal threats, 
gestures, or attempts and impulsive, potentially 
harmful behaviors, such as risky sexual behavior or 
substance use. Stressful situations may invoke tran-
sient paranoid ideation or dissociation. Associated 
features include a propensity for engaging in self- 
defeating behavior (e.g., making a bad decision 
that destroys a good relationship), high rates of 
mood or substance use disorders, and premature 
death from suicide. Concerning the latter, it is esti-
mated that approximately 3– 10% of individuals 
with BPD will have committed suicide by the age 
of 30 (Gunderson, 2001).

Box 28.1 presents the nine individual crite-
ria for BPD as defined by both DSM- IV- TR and 
DSM- 5, in Section II. To receive a BPD diagnosis, 
at least five of the nine criteria must be present, 
and the symptoms must result in significant dis-
tress or impairment. A calculation of unique com-
binations of five or more items from nine total 
items reveals that there are 256 possible ways to 
meet DSM- IV- TR and DSM- 5 criteria for BPD! 
In the case of BPD, this heterogeneity in diagnosis 

has been recognized for some time and has proved 
challenging for both etiological and treatment 
research.

Epidemiology
BPD affects 1– 3% of the general population, and 

it is the most common personality disorder (PD) in 
clinical settings. It represents 10% of the patients in 
outpatient settings, 15– 20% of the patients in inpa-
tients settings, and 30– 60% of the patients diag-
nosed with PDs (Gunderson, 2001; Lenzenweger 
et al., 2007; Paris, 2009; Tomko et al., 2014; Trull 
et al., 2010; Widiger & Trull, 1993; Widiger & 
Weissman, 1991). It is believed that significantly 
more women than men meet the criteria for BPD, 
but this belief is based primarily on clinical stud-
ies. It is important to distinguish BPD symptoms, 
which are more chronic and pervasive, from emo-
tional and impulsive behaviors that may be exhib-
ited for short periods of time in adolescence. Studies 
that have followed children and adolescents who 
initially received a BPD diagnosis typically find that 
only a small percentage retain a BPD diagnosis years 
later. This finding raises the possibility that BPD 
may be overdiagnosed in children and adolescents, 
and a more conservative approach to diagnosis in 
this age group is necessary.

Although BPD has been studied extensively in 
clinical and treatment samples, less is known about 
demographic features associated with BPD in the 
general population. One source of information 
on this is the National Epidemiologic Survey on 
Alcohol and Related Conditions (NESARC). The 
NESARC is a nationally representative, face- to- face 
survey that evaluated mental health in the civilian, 

Box 28.1 Nine DSM- IV and DSM- 5 criteria for 
borderline personality disorder

 • Extreme attempts to avoid real or imagined 
abandonment

 • Intense and unstable interpersonal relationships
 • Lack of a sense of self, or unstable self- image
 • Impulsivity that is potentially self- damaging (e.g., 

excessive spending, substance abuse, binge eating)
 • Recurrent suicidal behavior (i.e., threats, gestures) 

or self- mutilating behavior
 • Chronic feeling of emptiness
 • Anger control problems
 • Dissociation (e.g., depersonalization or 

derealization) or paranoid thoughts that occur in 
response to stress
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non- institutionalized (i.e., hospitals, prisons) popu-
lation of the United States. BPD symptoms were 
assessed in wave 2 of this survey (2004– 2005). 
Initial reports from NESARC indicated very high 
prevalence rates for the PDs (Grant, Stinson et 
al., 2004). However, these estimates were likely 
inflated because the original NESARC investigators 
only required the endorsement of extreme distress, 
impairment, or dysfunction for one (but not all) 
of the requisite endorsed PD items in order for a 
diagnosis to be assigned (Grant, Hasin et al., 2004; 
Trull et al., 2010). Trull et al. (2010) presented an 
alternative method for diagnosing PDs from the 
NESARC data, which resulted in prevalence rates 
much more in line with those from other, recent 
epidemiological studies.

A reanalysis of the BPD NESARC data (Tomko 
et al., 2014), taking into account distress and 
impairment for each requisite symptom, resulted 
in a weighted prevalence rate for BPD overall of 
2.7% (instead of the original estimate of 5.9%; 
Grant et al., 2008a). The rate was also only slightly 
higher among women than among men (3.0% and 
2.4%, respectively) (see Table 28.1). Elevated risk 
for BPD was suggested for individuals with a fam-
ily income of less than $20,000 per year (4.8%), 
people younger than 30 (4.3%), and individuals 
who are separated, divorced, or widowed (4.5%). 
Racial and ethnic differences were evident, with 
Native Americans (5.0%) and Blacks (3.5%) 
reporting higher rates of the disorder, on average, 
than Whites (2.7%) or Hispanics (2.5%), and 
Asian Americans having a significantly lower rate 
(1.2%). Individuals with less than a high school 
education also showed slightly elevated rates of 
BPD (3.3%) compared to those with at least a 
high school degree. Urban and rural respondents 
showed similar rates of the disorder. Regional dif-
ferences were also minimal, and there were no sig-
nificant region × sex differences. A recent analysis 
of data from the third wave of NESARC further 
demonstrated that lifetime prevalence of BPD 
is approximately twice as high in gay or lesbian 
individuals compared to heterosexual individuals 
(odds ratio [OR] =  1.9) and more than three times 
higher in bisexual than in heterosexual individu-
als (OR =  3.6) (Kerridge et al., 2017). Estimates 
of BPD prevalence for transgender individuals 
vary substantially between studies and may be 
affected by inaccurate assessment of the identity 
diffusion criterion (for an overview of prevalence 
estimates and a discussion how to distinguish gen-
der minority stress and BPD, see Goldhammer  

et al., 2019). Reliable data from large- scale cross- 
sectional or cohort studies on the BPD prevalence 
in this population is currently lacking.

Comorbidity
BPD is frequently comorbid with a range of 

DSM- 5 disorders, including other PDs. Overall, 
this comorbidity appears to be associated with 

Table 28.1 Lifetime prevalence of DSM- 
IV borderline personality disorder and 
sociodemographic characteristics by sex

Total Men Women

Characteristic % % %

Total 2.7

Sex

Men 2.4

Women 3.0

Age

20– 29 years 4.3 3.8 4.8

30– 44 years 3.4 2.6 4.3

45– 64 years 2.6 2.5 2.7

65 and up 0.6 0.7 0.5

Race- ethnicity

White 2.7 2.3 3.1

Black 3.5 3.2 3.7

Native American 5.0 5.2 4.8

Asian 1.2 1.7 0.7

Hispanic 2.5 2.4 2.5

Family income

<$20,000 4.8 5.4 4.4

$20,000– $34,999 3.1 2.7 3.4

$35,000– $69,999 2.5 2.1 2.8

≥$70,000 1.4 1.1 1.8

Marital Status

Married/ cohabiting 1.9 1.5 2.4

Separated/ divorced/ 
widowed

4.5 5.9 3.8

Never married 3.8 3.5 4.2

Education

Less than high school 3.3 3.3 3.4

High school 3.1 2.7 3.4

Some college or higher 2.4 2.1 2.7
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poorer outcome (Skodol, Gunderson, McGlashan 
et al., 2002).

Comorbidity with Anxiety, Mood, and Substance  
Use Disorders

BPD is highly comorbid with a number of psy-
chological disorders in both clinical and commu-
nity samples (Coid et al., 2006; Lenzenweger et 
al., 2007; Skodol, Gunderson, Pfohl et al., 2002). 
Unlike many conditions, BPD has commonalities 
with both internalizing and externalizing disorders 
(e.g., Eaton et al., 2011). Concerning internalizing 
disorders, features of BPD such as affective insta-
bility, emptiness, and interpersonal difficulties may 
be driving the high rates of comorbidity between 
BPD and mood or anxiety disorders. Concerning 
externalizing disorders, previous research has estab-
lished a strong link between BPD and substance use 
disorders (SUDs) (e.g., Sher & Trull, 2002; Trull et 
al., 2000). To the extent that BPD is associated with 
impulse control disorders, we might expect that 
BPD also shares genetic risk with both antisocial 
PD (ASPD) and SUDs and falls on an externaliz-
ing factor of psychopathology. However, BPD is not 
generally considered to be solely an externalizing 
disorder (Eaton et al., 2011). Thus, the BPD- SUD 
co- occurrence may be explained by a combination 
of impulsivity and negative emotionality (Sher & 
Trull, 2002; Trull et al., 2018; Trull et al., 2000).

High rates of comorbidity are the rule not the 
exception in clinical samples. Therefore, it is also 
of interest to investigate BPD comorbidity rates 
in the general population. Referring again to the 
NESARC study of the general US population, 
Table 28.2 presents the odds ratios for the associa-
tion between BPD and a range of other psychiatric 
disorders (Tomko et al., 2014). BPD is significantly 
associated with almost every diagnosis, including all 
forms of anxiety, mood, and substance use disorder.

Comorbidity with Other Personality Disorders
In addition to extensive comorbidity with 

anxiety, mood, and substance use disorders, BPD 
is highly comorbid with other PDs (Cohen et al., 
2007; Lenzenweger et al., 2007; McGlashan et al., 
2000). For example, Lenzenweger et al. (2007) 
found BPD to have an average correlation of .56 
with Cluster A PDs (paranoid, schizotypal, and 
schizoid) and .55 with Cluster C PDs (avoidant, 
dependent, and obsessive compulsive). Although 
there were no instances of histrionic or narcissistic 
PD in this sample, the correlation with the remain-
ing Cluster B PD, ASPD, was the highest at.64.

Trull et al. (2012) evaluated results from four 
large studies (at least 200 participants) that used 
structured diagnostic interviews to establish DSM- 
IV- TR PD diagnoses. This included comorbidity 
data from two major epidemiological studies, the 
NESARC and the National Comorbidity Survey 
Replication (NCS- R), as well as large clinical inves-
tigations of PD comorbidity. Despite different 
methods and sampling strategies, it is clear that a 
BPD diagnosis is significantly associated with the 
full range of other PDs but especially the other 
Cluster B diagnoses of antisocial, narcissistic, and 
histrionic PD (Trull et al., 2012). However, the 
comorbidity patterns in this study did vary to some 
degree depending on the sample. Thus, proclama-
tions about specific BPD- other PDs comorbidity 
patterns should be offered with some caveats; these 
patterns do seem to be sample- specific.

Somatic Illness Comorbidity
Data from the second wave of NESARC and 

other large- scale, representative samples found that 
BPD is associated with substantial overall physical 
disability (Fok et al., 2014; Grant et al., 2008b). 
Looking more closely at the types of somatic ill-
nesses those with BPD tend to suffer from reveals 
a wide range of syndromes and chronic conditions. 
Some of the most prominent ones include strongly 
elevated rates of chronic pain and cardiovascular 
and gastrointestinal disease (e.g., Heath et al., 2017; 
Sansone & Sansone, 2012). Beyond cross- sectional 
studies that have established the co- occurrence 
BPD and somatic illnesses, some studies have also 
demonstrated that BPD increases the prospective 
risk of several somatic illness. For instance, Chen et 
al. (2017) assessed 5,969 BPD patients and 23,876 
age-  and sex- matched control participants in Taiwan 
and found that a BPD diagnosis at onset predicted 
stroke probability several years later. In addition to 
these major conditions, daily life studies suggest 
that individuals with BPD frequently experience 
minor health problems such as headaches, nausea, 
or general pain in their day- to- day lives (Carpenter 
et al., 2019; Hepp, Lane et al., 2020). For instance, 
Hepp, Lane et al. (2020) found that BPD partici-
pants reported an average of two health problems 
per measurement across a 4- week period (with 6 
daily measurements).

The marked somatic illness comorbidity of 
those with BPD contributes to increased morbid-
ity, healthcare usage, and associated primary and 
secondary cost of illness for this patient group 
(Frankenburg & Zanarini, 2004). The added 

 

 

 



Table 28.2 Odds ratios for lifetime borderline personality disorder and other lifetime psychiatric disorders 
associations

Psychiatric disorder Total Men Women

OR (99% CI) OR (99% CI) OR (99% CI)

Any substance use disorder 4.50 (3.57–  5.71) 4.42 (2.80–  6.99) 5.41 (4.10–  7.14)

Substance abuse 0.58 (0.42–  0.81) 0.46 (0.28–  0.75) 0.83 (0.53–  1.30)

Substance dependence 5.29 (4.27–  6.54) 5.21 (3.62–  7.52) 5.92 (4.55–  7.69)

Any alcohol use disorder 3.36 (2.73–  4.12) 4.29 (2.90–  6.33) 3.80 (2.93–  4.93)

Alcohol abuse* 0.77 (0.59–  1.01) 0.60 (0.41–  0.89) 1.14 (0.78–  1.65)

Alcohol dependence 5.38 (4.37–  6.58) 6.25 (4.52–  8.62) 5.92 (4.46–  7.81)

Nicotine dependence 4.07 (3.32–  4.98) 3.75 (2.71– 5.18) 4.57 (3.51–  5.92)

Any drug use disorder 5.78 (4.67–  7.14) 6.06 (4.39–  8.33) 6.54 (4.90–  8.77)

Drug abuse 2.63 (2.03–  3.41) 2.55 (1.76–  3.70) 3.08 (2.14–  4.42)

Drug dependence 10.10 (7.69– 13.33) 9.52 (6.41– 14.08) 12.20 (8.26– 17.86)

Any mood episode 14.93 (11.63– 19.61) 13.51 (9.35– 19.61) 17.54 (12.20– 25.64)

Major depressive episode 11.76 (9.35– 14.93) 11.36 (8.13– 15.87) 13.16 (9.52– 17.86)

Dysthymia 8.33 (6.62– 10.53) 7.25 (4.76– 10.99) 8.85 (6.67– 11.76)

Manic episode 16.39 (13.33– 20.41) 16.95 (11.90– 24.39) 16.13 (12.20– 21.28)

Hypomanic episode 3.70 (2.71–  5.05) 2.62 (1.49–  4.63) 4.69 (3.22–  6.80)

Any anxiety disorder

Panic disorder with agoraphobia 14.29 (10.87– 18.87) 15.15 (10.20– 22.22) 14.71 (10.00– 21.72)

Panic disorder without 
agoraphobia*

13.89 (10.20– 18.87) 13.33 (7.19– 25.00) 13.70 (9.71– 19.61)

5.29 (4.12–  6.85) 7.52 (4.88– 11.49) 4.22 (3.09–  5.78)

Social phobia 9.17 (7.41– 11.49) 7.87 (5.49– 11.24) 10.10 (7.63– 13.33)

Specific phobia 5.03 (4.08–  6.17) 5.08 (3.61–  7.09) 5.03 (3.86–  6.49)

Generalized anxiety disorder 11.11 (9.01– 13.70) 11.36 (8.00– 16.39) 11.11 (8.55– 14.49)

Posttraumatic stress disorder 10.42 (8.47– 12.82) 11.76 (8.40– 16.67) 10.00 (7.63– 12.99)

Any other personality disorder 15.87 (12.82– 19.61) 14.93 (10.64– 20.83) 18.18 (13.70– 23.81)

Any Cluster A PD 20.83 (16.13– 27.03) 21.74 (14.71– 33.33) 20.00 (14.29– 27.78)

Paranoid 12.20 (8.93– 16.39) 10.87 (6.49– 18.18) 12.66 (8.70– 18.52)

Schizoid 14.29 (8.40– 24.39) 11.90 (5.46– 25.64) 17.24 (8.40– 34.48)

Schizotypal 111.11 (66.67– 200.00) 125.00 (55.56– 250.00) 100.00 (50.00– 200.00)

Any other Cluster B PD 13.16 (10.42– 16.39) 13.89 (9.80– 19.23) 16.67 (11.90– 23.26)

Histrionic 14.49 (6.85– 31.25) 14.29 (4.18– 50.00) 14.93 (5.95– 37.04)

Narcissistic 55.56 (40.00– 83.33) 62.50 (40.00– 100.00) 55.56 (33.33– 90.91)

Antisocial 6.33 (4.76–  8.40) 6.33 (4.31–  9.35) 8.47 (5.46– 13.16)

Any Cluster C PD 9.52 (7.19– 12.66) 7.63 (4.72– 12.35) 10.87 (7.63– 15.38)

Avoidant 11.63 (7.87– 17.24) 7.81 (3.47– 17.54) 13.70 (8.70– 21.74)

Dependent 20.41 (9.71– 41.67) 12.82 (3.03– 55.56) 23.26 (10.20– 52.63)

Obsessive- compulsive 7.75 (5.65– 10.64) 6.94 (4.15– 11.63) 8.40 (5.56– 12.66)

Note: *Signifies significant gender differences in the odds ratios for this disorder (p < .01).
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burden of somatic illness is also thought to contrib-
ute to the vastly reduced life expectancies for those 
with BPD, which have been estimated to be as 
many as 22 years shorter than those for the general 
population (Chesney et al., 2014).

General Functioning and Mental Health 
Treatment Utilization in BPD

Longitudinal studies have provided some pro-
vocative findings about the course of BPD, some 
of which run counter to prevailing notions about 
the long- term stability of the BPD diagnosis 
(Morey & Hopwood, 2013). An early investiga-
tion of the longitudinal course of BPD was the 
Collaborative Longitudinal Personality Disorders 
Study (Gunderson et al., 2000), which includes 175 
individuals with a formal BPD diagnosis. At the 10- 
year follow- up assessment, 85% of those originally 
diagnosed with BPD no longer met diagnostic cri-
teria for the disorder based on a 12- month defini-
tion of remission (Gunderson, Stout et al., 2011). 
Yet, compared to other diagnostic groups (major 
depression; Cluster C PDs), the rate of remission 
for BPD was slower over 10 years. Among those 
with BPD that did remit, the relapse rate was low 
(11%) and tended to occur in the first 4 years before 
leveling off. Data from another long- running study 
on the course of BPD, the McLean Study for Adult 
Development, parallel these findings. Zanarini et al. 
(2010) reported that, over 10 years, 86% of par-
ticipants attained a sustained remission that lasted 
for at least 4 years. In a later reassessment of the 
sample at a 16- year follow- up, they confirmed 
this, demonstrating high rates of sustained remis-
sion (2– 8 years), with infrequent relapses (e.g., only 
10% among those with an 8- year remission). More 
recently, Choi- Kain et al. (2020) provide a detailed, 
up to date review of findings from both studies as 
well as evidence from two other studies assessing 
the trajectory of BPD symptoms from childhood to 
young adulthood. The authors conclude that longi-
tudinal studies underline the fluctuating nature of 
BPD across the lifespan, the importance of identify-
ing youth at risk and providing early interventions 
to prevent chronification, and the need to extend 
existing treatments to target functional improve-
ment in addition to symptom reduction. The lat-
ter implication was derived based on participants 
in both longitudinal studies showing relatively low 
levels of psychosocial functioning after 10 years, 
suggesting continuing problems in both social and 
occupational functioning despite significant symp-
tom remission. Zanarini et al. (2010) indicated that 

only around a third of individuals who no longer 
met criteria for a BPD diagnosis after 10 years 
showed a “total recovery” including good social and 
vocational functioning. Typical areas of sustained 
impairment include functioning in social relation-
ships, occupational, and leisure activities (Ansell et 
al., 2007; Skodol et al., 2005), as well as legal prob-
lems and financial difficulties (Coid et al., 2009).

Results from NESARC further indicate that indi-
viduals with BPD were significantly more likely to 
have reported separation or divorce over the preced-
ing 12 months, having significant trouble with one’s 
boss or employer, and having serious problems with 
neighbors, friends, or relatives (Tomko et al., 2014). 
Among those endorsing depression or low mood, a 
BPD diagnosis was also significantly associated with 
attempted suicide, presence of suicidal ideation, 
wanting to die, and thinking a lot about one’s own 
death over the previous 3 years. Individuals with 
BPD also showed significant impairment in func-
tioning on self- reported scales, even after control-
ling for the presence of other psychiatric disorders, 
sociodemographic risk factors (e.g., age, ethnicity 
or race, family income), and medical conditions 
(where relevant). BPD was a significant predictor 
of impaired social functioning, role emotional func-
tioning, mental health, bodily pain, poorer general 
health, and decreased vitality (Tomko et al., 2014).

Treatment Utilization and  
Treatment Cost

It is generally believed that those with BPD 
often seek out (perhaps excessively) health services, 
including emergency room (ER) services, while in 
crisis. ER visits for those with BPD are often pre-
cipitated by suicidal behavior, self- harm behaviors, 
or substance overdoses. Individuals with BPD fre-
quent mental health treatment settings more than 
individuals with mood, anxiety, or other PDs 
(Ansell et al., 2007). For example, a large epide-
miological study in Great Britain estimated that 
56.3% of individuals with BPD had sought help 
from a professional for mental health concerns in 
the past year (Coid et al., 2009). Hörz et al. (2010) 
reported on the use of treatment modalities among 
290 BPD patients and 72 patients with other PDs 
followed over a 10- year period. All were originally 
inpatients and between the ages of 18 and 35. There 
were five follow- up assessments, separated by 24 
months. Overall, the percentage of those in individ-
ual therapy, taking regular medication, and being 
hospitalized decreased significantly over the follow- 
up period. Comparing those with BPD to those 
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with other PDs, a significantly higher percentage of 
BPD patients reported taking medications regularly 
and being hospitalized over the 10- year follow- up 
period. Furthermore, of those with BPD who ter-
minated outpatient treatment at some point during 
the follow- up period, 85% of them resumed treat-
ment at a later date. In contrast, rehospitalization 
was much less frequent and more sporadic. Even 
in the general population, individuals with BPD 
report high rates of lifetime mental health treat-
ment utilization (Tomko et al., 2014). For example, 
in the NESARC study, individuals with BPD were 
highly likely to seek mental health services at some 
point in their lifetime, with 74.9% presenting to 
a physician, therapist, counselor, or other mental 
health professional for diagnosable mental health 
concerns. In addition, 63.1% of individuals diag-
nosed with BPD were prescribed medication for 
mental health issues.

As a result of these high rates of healthcare usage, 
the treatment of individuals with BPD accounts 
for large proportions of mental healthcare costs in 
countries around the globe (Bohus, 2007; Bourke 
et al., 2018; Feenstra et al., 2012; Frankenburg & 
Zanarini, 2004; Salvador- Carulla et al., 2014). For 
instance, data from Germany suggest that BPD 
accounts for as much as 25% of the total cost for 
psychiatric inpatient care per year (Bohus, 2007). 
Beyond direct health costs (costs directly incurred 
through primary and emergency care), BPD was 
also shown to create some of the highest second-
ary health costs of any mental illness in Germany 
(Bohus, 2007), the Netherlands (Soeteman et al., 
2008; Van Asselt et al., 2007), and Norway (Østby 
et al., 2014). These include costs resulting from 
productivity loss and absence from work, disability 
pensions, and production losses due to premature 
mortality.

Etiology
The etiology of BPD has been investigated and 

debated since the advent of the diagnosis itself. 
Almost all practitioners now agree that the causes 
of and contributors to the disorder are multifacto-
rial and complex and comprise both a biological/ 
genetic predisposition and psychosocial factors, 
such as specific learning histories or early stressors. 
One of the most prominent models in the field 
today stems from a cognitive- behavioral tradition 
and was proposed by Marsha Linehan in 1993. 
Her biosocial model of BPD posits that biological 
vulnerabilities interact with psychosocial factors in 
the development of the disorder (Linehan, 1993). 

Specifically, she proposes that individuals with 
BPD have a biological predisposition toward strong 
affective reactions and emotional sensitivity, which 
already manifests as a certain child temperament 
early in life. When this temperament interacts with 
a family environment in which emotions are invali-
dated, for instance by parents who do not take the 
child’s emotions seriously or instruct suppression of 
emotions, the child is at risk for developing BPD. 
In addition to invalidating the child’s emotions, 
Linehan describes that the family environments 
of those with BPD often lack adequate models for 
emotion regulation, thus keeping the child from 
developing adaptive ways to regulate intense emo-
tions. The other symptoms of BPD (beyond affec-
tive instability) are largely seen as resulting from 
dysregulated states of negative affect.

A second theoretical model of BPD stems from 
a psychodynamically oriented tradition and has its 
roots in attachment theory (Bowlby, 1973). The 
mentalization- based model of BPD was proposed by 
Peter Fonagy and Anthony Bateman (Bateman & 
Fonagy, 2004, 2010; Fonagy et al., 2003) and posits 
that disorganized attachment styles are at the root of 
BPD. A disorganized attachment style can develop 
because of exposure to psychological trauma or non-
contingent parental mirroring of emotions and later 
lead to affective dysregulation and a negative and 
incoherent representation of the self and others. The 
central piece of the model is the assumption that the 
mediating process between disorganized attachment 
and the symptoms of BPD is a failure to develop 
mentalizing capacities. Mentalizing is the ability 
to correctly infer one’s own mental states and pro-
cesses as well as those of others. This can include, for 
instance, inferring another person’s general beliefs 
and goals, but also their current cognitive- affective 
state. Ultimately, unsuccessful mentalizing impedes 
affect regulation and adaptive interpersonal behav-
ior and promotes the symptoms of BPD.

Relatively recently, a third model of BPD has 
sparked growing interest. Jeffrey Young proposed a 
schematherapeutic model of BPD, which integrates 
elements from cognitive behavioral models, object 
relations, and attachment theories, as well as ideas 
from Gestalt psychology (e.g., Young et al., 2003). 
Like the other two models, the schematherapeu-
tic model of BPD places particular emphasis on 
the family environment. Specifically, it proposes 
that unstable, depriving, punitive and rejecting, 
or subjugating family environments contribute to 
the development of BPD. These environments are 
thought to lead to the development of negative 
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schemas, in which early adverse experiences and the 
associated affects, cognitions, and physiological sen-
sations are represented. The model further proposes 
that, in dealing with the adverse environment, the 
child develops coping modes that persist later in life 
but lose their adaptiveness outside of the adverse 
context and become symptomatic.

Because all theoretical models place a particular 
emphasis on childhood adversity, studies on the 
prevalence of adverse events within the BPD popu-
lation are a central test to etiological models of BPD. 
A recent meta- analysis (Porter et al., 2020) summa-
rized findings on the association between BPD and 
adverse childhood experiences and demonstrated 
that individuals with BPD are approximately 14 
times more likely to report adverse childhood expe-
riences than are healthy individuals (based on 42 
reviewed studies). The largest effects were observed 
for emotional abuse (OR =  38.1), followed by emo-
tional neglect (OR =  17.7), physical abuse (OR =  
7.1), physical neglect (OR =  6.9), and sexual abuse 
(OR =  6.0). Compared to other clinical groups, 
individuals with BPD were approximately 3 times 
more likely to report adverse childhood experi-
ences (based on 61 studies). This effect replicated 
when specifically comparing BPD to individuals 
with mood disorders, psychosis, or other PDs, thus 
underlining the importance of early environments 
for the etiology of BPD.

Genetic Perspectives
Although an increasing amount of attention has 

been paid to BPD in recent years, its specific etiol-
ogy and development remain uncertain. Currently, 
most new work on the etiology of BPD focuses on 
genetic influences on the expression of the disorder. 
This is the focus in the remainder of this chapter. 
As will become clear in the following discussion, a 
genetic predisposition seems to play a significant 
role in the development of BPD, but the specific 
genes responsible for this have not yet been reliably 
identified.

Twin Studies
Several studies support the idea that BPD and 

BPD- related traits are familial, for instance dem-
onstrating that the probability of BPD is 3.9 times 
higher in first- degree relatives of an individual 
with BPD than in the general population (e.g., 
Gunderson, Zanarini et al., 2011). However, fam-
ily studies cannot disentangle the effects of genes 
from the effects of environment shared by family 
members. In contrast, twin studies can illuminate 

the effects of common environment and genes by 
modeling the different genetic relatedness of mono-
zygotic (MZ) and dizygotic (DZ) twins. Amad et 
al. (2014) summarized the evidence from 10 twin 
studies and concluded that the average heritabil-
ity of BPD ranges around 40% across studies. We 
highlight some of the studies included in the review 
that were of particular interest, aiming to provide 
an overview of heritability estimates from different 
countries.

Data from Norway were provided by Torgersen 
et al. (2008), who assessed PD traits in 1,386 
Norwegian twin pairs between the ages of 19 and 
35 years using a structured PD interview. The prev-
alence rate for BPD (0.4%) was too low to analyze 
the data categorically, so a dimensional representa-
tion based on subclinical criteria was used to study 
the degree to which genetic and environmental fac-
tors influence PDs. The heritability of BPD was 
estimated at 35%, with the remaining variance 
explained by unique environmental factors. Adding 
to this, Kendler et al. (2011) used structured diag-
nostic interviews to assess DSM- IV BPD criteria 
in 2,111 twins (669 MZ pairs and 377 DZ pairs) 
from the Norwegian Institute of Public Health 
Twin Panel (NIPHTP) to estimate the heritability 
of BPD liability. Because too few individuals met 
DSM- IV cutoff scores for a BPD diagnosis, the 
authors analyzed a dimensional count of level of 
BPD symptoms endorsed. Specifically, a score of 
“subthreshold” or above was used as a cutoff for the 
presence of each BPD criterion, and five categories 
of endorsement were used in the analyses. Results 
indicated a heritability estimate of .49 for BPD 
liability, and, in the context of multivariate genetic 
analyses of a range of Axis I and Axis II disorders, 
BPD liability was associated with genetic risk for 
both Axis I and Axis II externalizing disorders as 
well as with environmental risk for Axis II disorders 
and Axis I internalizing disorders.

Using a quantitative scale of BPD features Distel, 
Trull et al. (2008) assessed 5,496 twins (1,852 com-
plete pairs) between the ages of 18 and 86 years 
from the Netherlands, Belgium, and Australia. 
Results indicated that genetic influences explained 
42% of the variation in BPD features in both men 
and women. Interestingly, this heritability estimate 
was equal between the three countries, suggesting 
no interaction between genotype and country. The 
MZ correlation was more than twice as high as the 
DZ correlation in all three countries, indicating 
that nonadditive genetic effects may explain part of 
the variation in BPD features.
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Finally, in a series of studies using a US sample, 
Bornovalova and colleagues conducted biometric 
analyses of questionnaire items judged to be rel-
evant to BPD in 640 twin pairs at age 14 and age 
18, as well as 1,382 twin pairs at age 24 (all part of 
the same longitudinal study). Heritability for BPD 
traits was estimated to be .25 at age 14, .48 at age 
18, and .35 at age 24 (Bornovalova, Hicks et al., 
2013; Bornovalova, Huibregtse et al., 2013).

Twin Family Studies
Twin family studies offer even more extended 

insight than twin studies because they combine 
data from twins and other family members. This 
allows studying several mechanisms that cannot be 
assessed in twin or family data alone (Boomsma et 
al., 2002), including cultural transmission of fea-
tures from parents to offspring, passive G × E corre-
lation or covariance, social homogamy, phenotypic 
assortment, and social interaction. Concerning the 
latter, twin methods assume that the social interac-
tion between MZ and DZ twins is approximately 
equivalent. Twin family studies, because of their 
extended sampling of family members, can test this 
assumption.

In a study by Distel, Trull et al. (2008), a maxi-
mum likelihood test of variance differences between 
MZ and DZ twins indicated no differences in vari-
ances between MZ and DZ twins and, thus, given 
the large sample size, did not suggest that social 
interaction between twin siblings is of significant 
importance. Distel, Rebollo- Mesa et al. (2009) 
examined the genetic and environmental influences 
on individual differences in BPD features using an 
extended twin- family design. Data were collected 
on BPD features in twins (N =  5,017), their spouses 
(N =  939), siblings (N =  1,266), and parents (N =  
3,064). Additive and nonadditive genetic effects, 
individual specific environmental influences, and 
assortment and cultural transmission were tested. 
Results indicated that resemblance among biological 
relatives could be attributed completely to genetic 
effects. Variation in borderline personality features 
was explained by additive genetic (21%) and domi-
nant genetic (24%) factors, while environmental 
influences (55%) explained the remaining variance. 
Additive genetic variance refers to variance attrib-
uted to the additive effects of alleles segregating in 
the population, whereas dominant genetic variance 
refers to that attributed to nonadditive effects such 
that an allele can mask the effect of another allele 
at the same locus. In the Distel, Rebollo- Mesa et 
al. (2009) study, significant resemblance between 

spouses was observed, best explained by phenotypic 
assortative mating, but it had only a small effect 
on the genetic variance (1% of the total variance). 
There was no effect of cultural transmission from 
parents to offspring.

Multivariate twin family studies, in which more 
than one phenotype per person is analyzed, can 
shed light on the genetic and environmental causes 
of association between traits, comorbidity between 
disorders, or overlap between traits and disorder. 
Distel et al. (2010) investigated the extent to which 
the covariance among four important components 
of BPD (affective instability, identity problems, 
negative relationships, and self- harm) could be 
explained by common genes. The phenotypic cor-
relations among the scales ranged from .21 to .56 
and were best explained by a genetic common path-
way model in which a single latent factor influenced 
all four components. Results indicated that a single 
genetic factor underlies most of the genetic variance 
in BPD, but each contributing component to BPD 
was also influenced by specific genetic factors which 
do not overlap with each other.

Another multivariate twin family study from 
this group examined the genetic etiology of the 
relationship between BPD features and the five 
factor model (FFM) of personality (Distel, Trull 
et al., 2009). Data were available for 4,403 MZ 
twins, 4,425 DZ twins, and 1,661 siblings from 
6,140 Dutch, Belgian, and Australian families. 
Heritability estimates for neuroticism, agreeable-
ness, conscientiousness, extraversion, openness to 
experience, and borderline personality were 43%, 
36%, 43%, 47%, 54%, and 45%, respectively. The 
phenotypic correlations between borderline person-
ality and the FFM personality traits ranged from .06 
for openness to experience to .68 for neuroticism. 
Results from multiple regression analyses revealed 
that a combination of high neuroticism and low 
agreeableness best predicted borderline personal-
ity. Multivariate genetic analyses showed that the 
genetic factors that influence individual differences 
in neuroticism, agreeableness, conscientiousness, 
and extraversion account for all genetic liability 
to borderline personality. Unique environmental 
effects on borderline personality, however, were not 
completely shared with those for the FFM traits 
(33% was unique to borderline personality).

Recently, Skoglund et al. (2019) presented data 
from six different national registers that included 
1,851,755 individuals born in Sweden between 
1973 and 1993. Of these, 11,665 individuals met 
criteria for emotionally unstable PDs (F60.3 in 
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ICD- 10), which corresponds well to a diagnosis of 
BPD according to DSM- IV or DSM- 5. Based on 
linking the data of these individuals with that of 
their relatives in the same pooled dataset, the authors 
obtained hazard ratios, marking the familial asso-
ciation along the level of genetic relatedness. They 
observed that hazard ratios decreased with increas-
ing genetic distance. Specifically, they observed a 
hazard ratio of 11.5 for MZ, 7.4 for DZ twins, 4.7 
for siblings, 2.1 for maternal half- siblings, 1.3 for 
paternal half- siblings, and 1.7 for cousins.

In sum, evidence from twin studies and twin 
family studies supports the idea that BPD has a 
substantial genetic component. The heritability of 
BPD likely ranges around 40%, and variation in 
BPD features is attributable to both additive and 
nonadditive effects with a common genetic pathway 
for the different symptoms of BPD.

Linkage Studies
To date, only one linkage study has been con-

ducted to identify the genomic region(s) that may 
contain the quantitative trait loci (QTLs) that 
influence the manifestation of BPD features. Distel, 
Hottenga et al. (2008) conducted a family- based 
linkage study with 711 sibling pairs with pheno-
type and genotype data and 561 additional parents 
with genotype data. BPD features were assessed on 
a quantitative scale. Evidence for linkage was found 
on chromosomes 1, 4, 9, and 18. The highest link-
age peak was found on chromosome 9p at marker 
D9S286 with a logarithm of the odds (LOD) score 
of 3.548 (empirical P- value =  .0001). Results sug-
gest that these regions may harbor risk variants, but 
more empirical work is needed to provide greater 
resolution at these regions.

Candidate Gene Studies
Several approaches developed in recent years 

highlight the promise of transitioning from pure cat-
egorical diagnostic approaches of mental disorders 
to a more continuous, dimensional approach. These 
include the introduction of the National Institute 
of Mental Health (NIMH)’s Research Domain 
Criteria (RDoC) (Insel et al., 2010); the proposal 
of the Hierarchical Taxonomy of Psychopathology 
(HiTOP) as a dimensional alternative to categorical 
nosologies (Kotov et al., 2017); the release of DSM- 
5, which incorporates to some extent a dimensional 
approach to psychiatric classification; and the revi-
sion of the PD diagnosis in ICD- 11. In contrast to 
the other dimensional approaches, RDoC (Insel 
et al., 2010) primarily focuses on the biological 

and genetic underpinning of dimensions of psy-
chopathology instead of studying heterogeneous 
phenotypes included in traditional diagnostic clas-
sifications. This offers a promising avenue by which 
to study etiological factors that may be common to 
a number of diagnostic phenotypes and may inform 
description, treatment, and prevention. This transi-
tion to a more dimensional, endophenotypic per-
spective has spurred many theorists and researchers 
to focus on common dimensions of dysfunction 
that may underlie many existing diagnostic catego-
ries, which is particularly relevant to PDs, including 
BPD (Regier, 2007). The transition has been rein-
forced by a methodological shift in the study of the 
genetics of BPD to more emphasis on the identi-
fication of endophenotypes related to this disorder 
(Siever et al., 2002). Although most examinations 
of BPD’s genetic underpinnings have utilized cate-
gorical and diagnostic approaches, we now see more 
studies examining the heritability of individual bor-
derline personality traits and not the diagnosis per 
se, based on the rationale that this approach may 
improve understanding of component phenotypes 
(McCloskey et al., 2009; Siever et al., 2002).

Several candidate gene association studies have 
been conducted for BPD. Their aim is to identify 
genetic variants associated with risk for BPD, for 
instance by comparing the frequency of certain alleles 
between individuals who meet criteria for BPD and 
a control group. Amad et al. (2014) conducted a 
meta- analysis on these studies. One group of stud-
ies they summarized assesses candidate genes related 
to the serotonergic system. The search for candidate 
genes related to serotonergic functioning was initially 
based on research implicating the serotonergic sys-
tem in many traits that are central to BPD, such as 
anger (Giegling et al., 2006), aggression (Bortolato 
et al., 2013; Siever, 2008), suicidal behavior (Bah et 
al., 2008; Bortolato et al., 2013; Mann et al., 2009; 
Zaboli et al., 2006), emotion regulation (Canli et 
al., 2009), emotional lability (Hoefgen et al., 2005), 
and impulsivity (Passamonti et al., 2008). Candidate 
genes related to the serotonin system include, for 
instance, the tryptophan hydroxylase genes (TPH1 
and TPH2). Tryptophan plays a role in the biosyn-
thesis of serotonin (5- HT) and is thus expected to be 
related to dysfunction of the 5- HT system (Bortolato 
et al., 2013). Additionally, studies have considered 
serotonin receptor genes (e.g., HTR1A, HTR2A) 
and the serotonin transporter gene (5- HTT). While 
several of these genes were associated with BPD at 
the single- study level, none of them was significantly 
associated with BPD at the meta- analytic level (Amad 
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et al., 2014). Another gene implied in serotonergic 
functioning that has been studied as a candidate gene 
for BPD encodes monoamine oxidase- A (MAOA), 
which degrades 5- HTT and dopamine. MAOA is 
suggested to be involved in BPD because it has been 
shown to be associated with aggression (Buckholtz & 
Meyer- Lindenberg, 2008), impulsivity (Manuck et 
al., 2000), and mood lability (Furlong et al., 1999). 
Yet, again, no significant associations between the 
MAOA gene and BPD emerged in the meta- analysis 
(Amad et al., 2014)

In addition to serotonergic dysfunction, there 
is some evidence that dopamine dysfunction may 
be associated with BPD. Dopamine dysfunction is 
associated with emotional dysregulation, impulsiv-
ity, and cognitive- perceptual impairment (Friedel, 
2004)— three important dimensions of BPD. 
Studies have considered the dopamine transporter 
gene (DAT1), the dopamine D4 receptor gene 
(DRD4), the dopamine D2 receptor gene (DRD2), 
and the COMT gene as potential candidate genes  
for BPD. The COMT gene encodes catechol- O- 
methyltransferase, which is an enzyme that breaks 
down dopamine. As with the serotonin- related genes, 
no significant associations were observed between 
dopamine- associated candidate genes and BPD at 
the meta- analytic level (Amad et al., 2014). All other 
reviewed candidate genes similarly failed to produce 
substantial associations with BPD in the meta- 
analysis. The remaining candidate genes included 
the BDNF gene, which encodes the brain- derived 
neurotrophic factor involved in serotonin regula-
tion; the SCNA9 gene, which encodes a sodium 
channel expressed in the hippocampus; the AVPR1A 
gene, which encodes the expression of a vasopressin 
receptor; and the neurexin 3 gene NRXN3.

Thus, there are currently no candidate genes that 
were shown to be specifically associated with BPD 
across studies. This lack of consistency in findings 
could result from multiple factors. For one thing, 
the total number of available studies is still small, as 
are the sample sizes in most cases. Further restrict-
ing the available evidence base, studies typically only 
considered one or a small group of candidate genes; 
therefore the pool of studies that assessed the same 
candidate is also limited. Additionally, unlike with 
candidate gene studies in the medical sciences, there 
is the problem of unreliability in the phenotype. In 
other words, the assessment of BPD or BPD features 
itself may be affected by a level of unreliability which 
introduces additional error variance that other stud-
ies, where the phenotype is more directly observable 
(e.g., eye color), do not suffer from. Therefore, the 

necessity of recruiting large samples and conduct-
ing a careful, standardized assessment of the phe-
notype BPD becomes even more evident. Adding 
to this, there is the possibility that the selection of 
candidate genes has been limited by our restricted 
biological theory of BPD. Studies that were search-
ing for candidate genes in “obvious places,” so to 
speak (e.g., the serotonin system), may simply have 
been looking in the wrong place. As outlined in the 
following section, genome- wide association studies 
(GWAS) may help identify other likely candidate 
genes via a more bottom- up driven approach.

Genome- Wide Association Studies
GWAS are observational studies that rely on 

genotyping to determine genetic variants in a 
sample of individuals and assess whether different 
genetic variants are associated with a certain pheno-
type, for instance presence or absence of BPD (e.g., 
Manolio, 2010). GWAS typically focus on identify-
ing single nucleotide polymorphisms (SNPs), which 
are positions within the genome where a single 
nucleotide that is common in the majority of the 
population is substituted for another nucleotide in 
a small proportion of individuals. GWAS often rely 
on case- control designs and compare the prevalence 
of all assessed SNPs between the case and the con-
trol group. If one SNP is found to be significantly 
more common in the case group, it is considered 
to be associated with the phenotype (e.g., presence 
of BPD) and qualifies as a possible genetic risk 
marker. In a next step, researchers typically inves-
tigate more closely in which genes the SNPs that 
differed in their frequency between the case and 
control group are located and which functions they 
have. For BPD, so far, there are only two GWAS, 
underlining a need for additional investigations in 
the coming years. The two GWAS on BPD also dif-
fer in that one of them focused on individuals with 
a formal BPD diagnosis and one on self- reported 
BPD features.

Lubke et al. (2014) assessed 8,426 individuals 
from three Dutch cohorts who self- reported on 
their BPD features using the Borderline Scale of 
the Personality Assessment Inventory (PAI- BOR; 
Morey, 1991). The PAI- BOR comprises 24 items 
within the four subscales of affective instability, 
identity problems, negative relationships, and self- 
harm, which map onto the core symptoms of BPD 
as proposed in the DSM. Genome- wide association 
analyses revealed seven SNPs as significantly associ-
ated with PAI- BOR total scores. Importantly, all of 
these SNPs were located in the serine incorporator 
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gene (SERINC5) on chromosome 5. This gene 
expresses a protein that is responsible for incor-
porating serine (a polar, nonessential amino acid) 
into membrane lipids and is prevalent in myelin 
in the brain. Adding to this, the authors carried 
out a reverse regression and tested the association 
between these seven SNPs and the PAI- BOR total 
score in participants with low versus high levels of 
BPD features (via median split). In the low BPD 
group, none of the SNPs showed an association 
with the level of BPD features, whereas in the high 
BPD group, all associations were significant.

In addition to considering the association 
between these genes and the PAI- BOR total score, 
the authors also conducted post hoc tests for each of 
the seven SNPs, separately for each PAI- BOR item. 
Due to reduced reliability, they generally observed 
smaller associations than for the total score, but 
what stood out was that the associations for items 
from the negative relationships and self- harm scales 
were largely negligible in contrast to associations 
observed for items measuring affective instabil-
ity and identity problems. In addition to assessing 
genome- wide associations, the authors also esti-
mated heritability of the PAI- BOR total score using 
genome- wide SNPs. They estimated heritability at 
23% (thus substantially smaller than the 40% esti-
mated from twin studies) and again found substan-
tial differences when looking at the individual item 
level. Particularly, they observed high heritability 
scores for affective instability items and very low 
to insignificant estimates for items from the other 
subscales.

Witt et al. (2017) conducted the only GWAS with 
a case- control design and diagnosed BPD patients. 
The sample comprised 998 BPD patients and 1,545 
controls. They analyzed a total of 10,736,316 SNPs 
and tested 17,755 genes. However, and likely at 
least in part due to the sample size still being small 
for a GWAS and lacking statistical power, no SNPs 
reached genome- wide significance. They found no 
significant association for any individual SNP, but 
gene- based analysis yielded two significant genes: 
the gene coding for dihydropyrimidine dehydroge-
nase on chromosome 1 (DPYD) and the gene cod-
ing for Plakophilin- 4 on chromosome 2 (PKP4). 
Moreover, gene- set analysis revealed exocytosis as a 
significant gene set. The authors discuss that because 
all three (DPYD, PKP4, and exocytosis) were pre-
viously linked to bipolar disorder and schizophre-
nia in other studies, there may be genetic overlap 
between BPD, bipolar disorder, and schizophrenia. 
Using LD- score regression, the authors tested this 

in their dataset and found significant genetic corre-
lations between BPD, and bipolar disorder, schizo-
phrenia, and major depressive disorder.

Although GWAS have opened exciting new 
pathways to studying the genetics of BPD, much 
larger samples will be needed to reliably identify 
SNPs that are specifically associated with the disor-
der (or features of it) in the future. A further inves-
tigation into the genes where these SNPs are located 
and their functions holds the promise of better 
understanding the biological basis for BPD and 
ultimately developing treatments more targeted to 
the biological mechanisms underlying the disorder.

Epigenetic Studies
Epigenetic studies on BPD focus on DNA 

methylation or, more precisely, the methylation 
of CpG sites. CpG sites are sections in the single- 
strand DNA sequence where cytosine (C) is directly 
followed by guanine (G) and connected by phos-
phate (p). DNA methylation both a natural part of 
development, ensuring mitosis- persistent cell differ-
entiation, but it can also occur as a result of envi-
ronmental influences (Robertson, 2005). Therefore, 
the vast majority of CpG sites in the human DNA 
is already methylated, which means that cytosine 
has been converted to 5- methylcytosine through 
the enzyme DNA methyltransferase. Yet, there are 
certain “islands” in the DNA sequence, specifically 
in the promoter regions of genes, where GC is par-
ticularly rich but that are unmethylated. Epigenetic 
studies focus on the methylation level of these CpG 
islands, assuming a negative association between 
methylation level and transcriptional activity of the 
gene. In other words, methylation of CpG sites in 
gene promoter regions tends to be associated with 
gene silencing, and environmental factors, such as 
early trauma, are theorized to cause increased meth-
ylation (Klengel et al., 2014; Robertson, 2005).

Most of the available epigenetic literature for 
BPD was systematically reviewed by Gescher et 
al. (2018). Their review includes nine studies that 
focused on methylation in genes that were previ-
ously considered candidates for BPD. We highlight 
some of the findings from the review and summa-
rize evidence from studies published more recently. 
The largest body of evidence is available for meth-
ylation of the promoter region of the glucocorticoid 
receptor gene (NR3C1). This gene has been a study 
focus because alterations in its expression could 
help explain hypothalamic- pituitary- adrenal (HPA) 
axis dysregulation and dysregulated stress responses 
that were observed for BPD (Drews et al., 2019). 
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Increased methylation of NR3C1 in individuals 
with BPD was observed in three studies (Dammann 
et al., 2011; Martín- Blanco et al., 2014; Perroud et 
al., 2011). Martín- Blanco and colleagues (2014) 
additionally demonstrated that NR3C1 methyla-
tion was associated with higher BPD severity and a 
higher number of hospitalizations. Contrasting this, 
two other studies found no association between 
NR3C1 methylation level and BPD. Prados et al. 
(2015) conducted a whole- genome methylation 
scan in 96 individuals with BPD and childhood 
maltreatment and 93 individuals with major depres-
sive disorder. They found no significant associations 
between BPD severity and methylation sites within 
or near NR3C1, though this could be a result of 
limited statistical power due to their non- deductive 
approach. Likewise, Moser et al. (2020), found no 
difference in NR3C1 methylation levels between a 
group of 45 BPD patients and 45 matched HCs.

Two additional studies assessed whether meth-
ylation of candidate genes was affected by treatment 
for DBT and, thus, whether methylation level could 
serve as a marker for treatment outcome. One of 
these studies assessed methylation of the promoter 
region of the brain- derived neurotrophic factor gene 
(BDNF gene) pre-  and post- treatment (Perroud et 
al., 2013). Specifically, the authors assessed BDNF 
methylation in 115 BPD individuals before and 
after a 4- week intensive DBT intervention. They 
observed increased methylation levels post- treatment  
in a group they categorized as nonresponders to  
DBT and decreased levels of methylation in res-
ponders. In a later investigation within the same 
sample, the authors investigated methylation of the 
serotonin receptor 3A gene (5HTR3A). They found 
increased methylation levels in BPD compared to 
individuals with attention deficit hyperactivity dis-
order (ADHD) or bipolar disorder (Perroud et al., 
2016). The second study that assessed potential 
treatment effects on methylation levels focused on 
genes that were associated with BPD in a previous, 
genome- wide methylation analysis (Teschler et al., 
2013). This study assessed genome- wide methyla-
tion in a very small sample of 24 women with BPD 
and 11 healthy controls and observed different lev-
els of methylation between the groups for a range 
of genes, including APBA3, MCF2, and NINJ2. 
Knoblich et al. (2018) then assessed whether meth-
ylation levels of these genes differed between 44 
individuals with BPD and 44 matched healthy 
control participants. They observed no differences 
between the groups at baseline and following 12 
weeks of DBT.

Both studies (Knoblich et al., 2018; Teschler et 
al., 2013) are significantly limited by their small 
sample size and therefore the results need to be 
interpreted with caution. At the same time, they 
illustrate an approach that may be useful for future 
genetics research in BPD. Genome- wide studies 
(both GWAS and genome- wide methylation stud-
ies) could help identify new candidate genes for 
BPD in a bottom- up, data- driven approach. Further 
studies could then follow up on these candidates by 
assessing clinical and biological correlates and ulti-
mately help inform our theory of BPD. Importantly, 
particularly genome- wide studies require very large 
samples (even the 8,426 individuals assessed by 
Lubke et al., 2014, constitute a small sample for 
GWAS) that likely demand increased cooperation 
between laboratories and collaborative recruitment. 
Likewise, studies following up on the candidates 
identified in genome- wide studies should pay care-
ful attention to sufficiently power their studies. In 
that respect, studies should consider moving away 
from a case- control approach and take into account 
the dimensional nature of BPD by assessing BPD 
symptoms and their association with methylation 
levels in a continuous way.

Summary of Genetically Informative Studies of BPD
Existing twin data make a strong case for the 

heritability of the BPD phenotype, suggesting a 
heritability that ranges around 40%. However, 
to date, the results of candidate gene studies have 
been somewhat inconsistent, and few replications 
of specific polymorphisms and BPD phenotypes 
have been reported. These inconsistencies are likely 
due to multiple factors but especially to very small 
sample sizes and to great variation in the nature 
of the target samples (e.g., psychiatric patients vs. 
general population, patients with comorbid condi-
tions) and the control samples (e.g., clinical con-
trols, healthy controls). Therefore, the task for the 
next generation of studies is to conduct larger- scale 
molecular genetic investigations or form major col-
laborations in order to obtain large pools of genetic 
data that will provide enough statistical power to 
detect what are likely to be small effects of genes 
on the BPD phenotype. However, the success of 
such investigations will be contingent not only on 
assessing extremely large numbers of participants 
to provide adequate statistical power but also on 
identifying and using reliable measures of the phe-
notype. In particular, it can be questioned whether 
adopting the DSM- IV- TR and DSM- 5 definition of 
the phenotype and using the resulting categorical 
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diagnosis will be optimal (because there are 256 
ways to obtain a BPD diagnosis). We now turn to 
a discussion of the evidence supporting different 
conceptualizations of the BPD phenotype, some of 
which are not tethered to the DSM- IV and current 
DSM- 5 Section II BPD definition.

Personality Traits and BPD
Up to this point, our discussion has focused on 

studies that have largely adopted the DSM- IV- TR and 
DSM- 5 definition of BPD. However, there is reason 
to question whether the nine DSM BPD criteria are 
necessarily the best way to conceptualize the BPD 
phenotype. In particular, much is known about the 
universality and genetic and biological bases of major 
personality traits, and there is a clear conceptual and 
empirical connection between major personality traits 
and PDs (Widiger & Trull, 2007). Indeed, over the 
past 20 years, researchers have examined the corre-
spondence between major personality traits and both 
symptoms and diagnoses of the DSM PDs (Trull & 
Widiger, 2008; Widiger & Trull, 2007). By far, the 
personality model that has received the most attention 
is the five- factor model (FFM) of personality (Costa & 
McCrae, 1992). The five broad FFM domains include 
Neuroticism (versus emotional stability), Extraversion 
(or surgency), Agreeableness (versus antagonism), 
Conscientiousness (or constraint), and Openness (or 
intellect, imagination, or unconventionality).

A description of each of the 10 DSM- IV PDs in 
terms of the 30 facets of the FFM was developed by 
Lynam and Widiger (2001) on the basis of a sur-
vey of PD researchers; these descriptions were then 
replicated by Samuel and Widiger (2004) in a sub-
sequent survey of clinicians. The FFM description 
of BPD (Lynam & Widiger, 2001; see Box 28.2) 
includes high levels of Neuroticism (high anxious-
ness, angry hostility, depressiveness, impulsiveness, 
and vulnerability), high levels of Openness (high 
openness to feelings and to actions), low levels of 
Agreeableness (low compliance), and low levels of 
Conscientiousness (low deliberation).

Lynam and Widiger’s (2001) FFM account of 
BPD has received empirical support at both the 
domain and facet levels (Samuel & Widiger, 2008; 
Saulsman & Page, 2004). For example, a meta- 
analysis of 16 empirical articles that examined the 
relations between FFM traits and BPD indicated a 
moderate, positive correlation between Neuroticism 
scores and BPD (.54), and negative correlations with 
Agreeableness (- .24) and Conscientious (- .29) scores, 
respectively (Samuel & Widiger, 2008). In addition, 
BPD was positively related to all Neuroticism facet 

scores (i.e., anxiousness, angry hostility, depres-
siveness, self- consciousness, impulsiveness, and 
vulnerability) and negatively related to a range of 
Extraversion, Agreeableness, and Conscientiousness 
scores (i.e., warmth, positive emotions, trust, 
straightforwardness, compliance, competence, duti-
fulness, self- discipline, and deliberation). In general, 
these findings corresponded highly with predictions 
based on BPD pathology and personality styles (e.g., 
Lynam & Widiger, 2001; Widiger et al., 2002). 
Other more recent studies have also supported these 
FFM trait predictions for BPD diagnosis and fea-
tures (Bagby et al., 2008; Davenport et al., 2010).

Major Dimensions of Psychopathology 
Underlying BPD

Another approach to defining and understanding 
BPD is to focus on major dimensions of psychopa-
thology that underlie the construct. Although this 
approach overlaps to some extent with a personality 
trait description of BPD, identifying major dimen-
sions of psychopathology that presumably have bio-
logical underpinnings is perhaps more directly relevant 
to the NIMH’s RDoC approach to psychopathology 
research (Sanislow et al., 2010). In this spirit, we can 
review and discuss what many believe to be the three 
major dimensions of psychopathology that account for 
the symptoms of BPD: emotional dysregulation, impul-
sivity, and interpersonal hypersensitivity. Although there 
is some debate over the predominance of one or two 

Box 28.2 Five- factor model of personality- 
borderline personality disorder (FFM- BPD) traits 
and DSM- 5 Section III borderline personality 
disorder elevated personality traits

FFM- BPD traitsa

Neuroticism: anxiousness; angry hostility; depres-
siveness; impulsiveness; vulnerability

Agreeableness: low compliance
Conscientiousness: low deliberation
Openness: feelings; actions

DSM- 5 borderline traits
Negative Emotionality: emotional lability; sepa-

ration insecurity; anxiousness; depressivity
Antagonism: hostility
Disinhibition: impulsivity; risk taking

Note: aFFM- BPD predicted relations based on Lynam and 
Widiger (2001). Note that the FFM is a model. There are 
many measures available to assess the FFM traits in this 
particular model. We use the facet names of the NEO- PI- R 
(Costa & McCrae, 1992).
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of these over the other(s) (as well as the names of these 
dimensions), most researchers agree that these three 
dimensions capture the essence of the disorder.

Emotional Dysregulation
Emotional dysregulation is a core and per-

haps the central feature of BPD (Linehan, 1993). 
Despite the prevalent use of the term, there is much 
confusion about the construct, and it seems best to 
conceptualize emotional dysregulation as a multi-
component process that includes but is not synony-
mous with the BPD symptom of affective instability 
(Carpenter & Trull, 2013). Affective instability refers 
to the highly reactive moods of borderline individu-
als. Those with BPD typically shift between differ-
ent varieties (e.g., anger, depression, anxiety) and 
degrees (e.g., moderate to extreme) of negative affect. 
Therefore, in the context of BPD, a more accurate 
description of the process that includes affective 
instability might be negative emotional dysregula-
tion. The contextualization of affective instability 
within the negative emotional dysregulation process 
distinguishes BPD from disorders such as bipolar 
disorder, in which a person may shift between both 
positive and negative affect (e.g., from depression to 
elation). Also, affective instability in BPD is unique 
in that the affect shifts occur in response to external 
stimuli in the person’s environment. These extreme 
shifts in negative mood typically last a few hours to 
a few days and may occur as a result of factors such 
as interpersonal stressors, perceived rejections, or 
events prompting identity crises. This pattern differ-
entiates BPD from major depression, for example, 
in which the shifts in affect may result more from 
internal cues (e.g., self- critical thinking, pessimism 
about the future). Specific BPD criteria that appear 
to arise directly from negative emotion dysregula-
tion include affective instability, extreme anger, and 
emptiness.

The empirical literature on affective instabil-
ity and negative emotion dysregulation in BPD is 
extensive; therefore, we can highlight only some of 
the important empirical contributions from the past 
years. One particularly important tool for studying 
affective instability in BPD has been ambulatory 
assessment (AA), which allows researchers to col-
lect data at multiple time- points throughout the 
day, during participants’ daily lives and in their 
natural environments. The AA research on affective 
instability and emotion dysregulation in BPD has 
been summarized in a number of literature reviews 
(Rosenthal et al., 2015; Santangelo et al., 2014; 
Trull, 2018). These conclude that AA research 

remains somewhat inconclusive about the specific-
ity of affective instability to BPD. Instead, the dif-
ferences between BPD and other clinical groups 
may be more subtle than previously assumed in that 
they only emerge for certain indices of acute and 
extreme change of affect, suggesting affective insta-
bility may be largely transdiagnostic (which would 
be in line with recent theoretical frameworks such as 
RDoC or HiToP).

Beyond AA research, a large number of stud-
ies have investigated the neurobiological processes 
that underlie negative emotion dysregulation in 
BPD using functional magnetic resonance imaging 
(fMRI). Schulze and colleagues have conducted two 
extensive meta- analyses on these studies. In their 
first meta- analysis, the authors analyzed studies 
comparing individuals with BPD to healthy control 
participants (Schulze et al., 2016). Results showed 
that when BPD participants processed negative 
versus neutral emotional stimuli, the activation of 
their left amygdala and posterior cingulate cortex 
increased while that of the bilateral dorsolateral 
prefrontal cortex decreased. The authors further 
observed that medication status moderated this 
association, such that only BPD individuals with-
out medication showed amygdala hyper- reactivity, 
whereas those currently taking psychotropic medi-
cation did not. These findings seemed to support 
the notion that BPD is a disorder that is particu-
larly marked by emotion dysregulation, reflected by 
limbic hyper-  and prefrontal hypoactivation. When 
repeating the meta- analysis several years later, com-
paring studies on BPD, PTSD, and depression, the 
pattern that emerged was more fine- grained. The 
authors found that, compared to healthy controls, 
both BPD and PTSD participants showed increased 
limbic activation, whereas individuals with depres-
sion did not (Schulze et al., 2019). They also dis-
covered that participants in all three clinical groups 
showed hyperactivation of the right median cin-
gulate gyri and hypoactivation of the right middle 
frontal gyrus and the right middle occipital gyrus 
when processing negative (vs. neutral) material. 
This led the authors to conclude that the neuro-
logical correlates of emotion dysregulation may be 
largely transdiagnostic.

In addition to being a problem in and of itself, 
negative emotion dysregulation may also drive 
many of the other symptoms seen in the disorder 
(Carpenter & Trull, 2013). These can arise when 
BPD individuals use dysfunctional or simply inef-
fective regulation strategies to cope with negative 
emotions. A recent meta- analysis suggests that 
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individuals with BPD are generally more likely to 
use emotion regulation strategies that have been 
associated with little or only short- lived regula-
tion success, such as suppression, rumination, and 
avoidance (Daros & Williams, 2019). At the same 
time, they are less likely to use strategies that are 
typically more effective, such as cognitive reap-
praisal or acceptance. Linehan (1993) postulated 
that this inability to regulate emotions can lead 
to further maladaptive attempts to regulate nega-
tive affect through problem behaviors. Impulsive 
behavior (including suicidal behavior) may be 
seen as a maladaptive solution to painful negative 
affect. Identity disturbance may result from a lack 
of emotional consistency and predictability. As 
another example, it has been proposed that those 
with BPD may be especially vulnerable to devel-
oping substance use disorders because alcohol or 
drugs may be used to cope with negative affective 
states (Trull et al., 2018). This part of Linehan’s 
theory has seen support from a large number of 
empirical studies that established a close associa-
tion between dysregulated negative affect and the 
other symptoms of BPD. Specifically, a growing 
number of AA studies have highlighted posi-
tive associations between dysregulated states of 
momentary negative affect or indices of affective 
instability in daily life and almost all other symp-
toms of BPD. Findings include positive associa-
tions between negative affect/ affective instability 
indices and impulsivity (Tomko et al., 2015), sub-
stance use (Wycoff et al., 2020), identity distur-
bance (Santangelo et al., 2017; Scala et al., 2018), 
interpersonal problems (Hepp et al., 2017; Hepp, 
Lane et al., 2018), nonsuicidal self- injury (for a 
review, see Hepp, Carpenter et al., 2020), and dis-
sociation (Stiglmayr et al., 2008).

Impulsivity and Behavioral Dysregulation
A second dimension of psychopathology that 

underlies BPD features is that of impulsivity or 
behavioral dysregulation. Individuals with BPD 
frequently engage in potentially harmful behav-
iors, such as substance abuse, promiscuity, excessive 
spending, gambling, binge eating, reckless driving, 
or shoplifting. In the DSM- IV- TR and DSM- 5 
Section II, the major impulsivity criterion of BPD is 
defined as “impulsivity in at least two areas that are 
potentially self- damaging.” Some argue that impul-
sivity is the single best defining feature of the disor-
der (Bornovalova et al., 2008; Links et al., 1999). 
Furthermore, this criterion is one of the most com-
monly occurring symptoms among BPD patients 

(McGlashan et al., 2005). Crowell et al. (2009) sug-
gest that impulsivity is one of the earliest detectable 
features of the disorder, and they note that genetic 
and family studies show a significant increase in 
the rate of impulse control disorders among fam-
ily members of individuals with BPD. In addition, 
some initial research suggested that impulsivity is 
the most stable BPD symptom and the strongest 
predictor of overall BPD pathology (Links et al., 
1999). More recent research, however, has found 
that impulsivity generally decreases with age among 
BPD patients (Morey & Hopwood, 2013; Stepp & 
Pilkonis, 2008).

The impulsivity diagnostic criterion of BPD 
highlights overt, maladaptive, impulsive behaviors. 
However, the etiology of these behaviors is not well 
understood. A biological predisposition toward dis-
inhibition is one potential mechanism underlying 
the impulsivity associated with BPD. From this 
viewpoint, impulsive behaviors are seen as mani-
festations of underlying personality characteristics. 
Others have suggested that impulsive behaviors may 
be maladaptive attempts to regulate negative emo-
tions (e.g., Brown et al., 2002; Kruedelbach et al., 
1993). From this perspective, impulsivity in BPD is 
secondary to affective instability and intense nega-
tive emotionality.

There are several avenues to studying impulsivity 
in BPD. One streak of research has aimed to learn 
more about impulsivity in BPD by investigating its 
comorbidity with ADHD and trying to pinpoint 
similarities and differences in the impulsivity pro-
files between the two conditions. The latest review 
of this literature argues that impulsivity in BPD 
is more strongly intertwined with, and driven by, 
emotion dysregulation and interpersonal hyper-
sensitivity, whereas impulsivity in ADHD is more 
strongly rooted in deficits related to attention and 
cognitive control (Matthies & Philipsen, 2014). A 
second line of research has used self- report question-
naires to study impulsivity in BPD. Across studies, 
large differences tend to emerge between BPD indi-
viduals and healthy control groups when compar-
ing self- reports. When comparing BPD groups to 
clinical control groups, the effects are smaller and 
often nonexistent when comparing BPD to ADHD 
(Sebastian et al., 2013).

A further major source of information on impul-
sivity in BPD are laboratory experiments. Many of 
these studies focus on facets of impulse control and 
include an fMRI assessment in addition to measur-
ing behavioral outcomes. Sebastian et al. (2014) 
reviewed this literature and clustered findings based 
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on different components of impulse control includ-
ing stimulus interference, response interference, 
and behavioral inhibition. The authors conclude 
that there is some evidence for hypoactivation of 
orbitofrontal regions during behavioral inhibition 
in BPD. Moreover, they suggest that both stimu-
lus and response interference are associated with 
a hypoactivation of the dorsal part of the anterior 
cingulate cortex (ACC), the dorsolateral prefrontal 
cortex (DLPFC). However, most of the included 
studies used paradigms that have also been used 
to assess emotion dysregulation in other contexts 
and that contain emotionally salient material, such 
as using negative words to operationalize stimulus 
interference in a Stroop task (Wingenfeld et al., 
2009). Thus, more research is needed to investigate 
whether these findings are limited to emotional 
material. Adding to this, Paret et al. (2017) con-
ducted a meta- analytic review of the literature on 
decision- making in BPD, some of which assessed 
delay of gratification, which can be seen as a form of 
impulse control. Meta- analytic results showed that 
individuals with BPD discounted delayed rewards 
more strongly than did healthy controls.

In general, few studies have succeeded at disen-
tangling impulsivity from emotion dysregulation, 
and this problem has been discussed for many years 
now. One way studies have attempted this in recent 
years is to assess impulsive behavior in the labora-
tory following stress induction, for instance using 
interpersonal stressors. These studies suggest that 
dysregulated states of negative affect are predictive 
of impulsive behavior in various paradigms (e.g., 
Cackowski et al., 2014; Ernst et al., 2018; Krause- 
Utz et al., 2016). Another avenue toward studying 
impulsivity and its association with emotion dysreg-
ulation is to study both constructs outside the labo-
ratory and try to assess their covariation and possible 
temporal precedence of one over the other in daily 
life. T— o date, —  the only study on impulsivity 
and affect in daily live assessed momentary impul-
sivity in 67 BPD individuals and a control group of 
38 individuals with depression 6 times a day over 28 
days (Tomko et al., 2015). In addition to momen-
tary impulsivity, the authors measured the level of 
negative affect and undifferentiated negative affect. 
The BPD group reported higher levels of momen-
tary undifferentiated negative affect and impulsiv-
ity than the depressed group, and undifferentiated 
negative affect predicted momentary impulsivity in 
both groups. More research is needed to examine 
how impulsivity and emotion dysregulation may 

interact to produce behaviors and actions character-
izing BPD.

Interpersonal Hypersensitivity
In addition to difficulties in regulating both 

emotions and behaviors, BPD is associated with 
many interpersonal difficulties; some have even 
argued that interpersonal hypersensitivity could 
constitute a phenotype of BPD (Gunderson, 2007). 
Gunderson and Lyons- Ruth (2008) have presented 
a developmental model of interpersonal hypersen-
sitivity in BPD. Their view suggests that negative 
interpersonal experiences combined with a biologi-
cal disposition to be emotionally reactive may lead 
to an attribution bias toward perceived abandon-
ment and rejection, resulting in excessive bids for 
attention and proximity seeking, which the recipi-
ent may find aversive. Two diagnostic criteria of 
BPD also directly reflect the importance of inter-
personal dysfunction for BPD. First, frantic efforts to 
avoid abandonment relates to a general intolerance 
of being alone; the individual may react with fear or 
even anger at a time- limited separation or possible 
termination of a relationship. This criterion suggests 
that someone suffering from BPD may feel a strong 
desire to keep others close yet engage in aversive and 
at times destructive behaviors in order to maintain 
this closeness. The second interpersonal criterion 
for BPD, patterns of unstable and intense interper-
sonal relationships, reflects an initial strong idealiza-
tion of another that may abruptly change to equally 
extreme devaluation of the same person. Finally, 
transient, stress- related paranoid ideation or dissocia-
tion, while not directly formulated as an interper-
sonal symptom, is believed to occur primarily in the 
context of real or imagined abandonment by others.

Interpersonal dysfunction in BPD has sparked 
increasing research interest in the past years, and 
the evidence base has grown considerably. First, we 
outline the different ways in which interpersonal 
dysfunction manifests in BPD before reviewing in 
more detail potential mechanisms behind interper-
sonal dysfunction. The first source of information 
on interpersonal dysfunction in BPD are studies 
that ask individuals to self- report on the quality 
of their social interactions and relationships. The 
general picture that emerges is that BPD individu-
als self- describe the quality of their relationships 
as poor (Daley et al., 2000; Miano et al., 2018). 
They perceive their social networks as generating 
low levels of social support (Clifton et al., 2007) 
and at the same time high levels of criticism and 
conflict (Beeney et al., 2018; Lazarus & Cheavens, 
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2017; Lazarus et al., 2016). This extends to all 
kinds of relationships, including romantic ones, in 
which verbal as well as physical fights and recurring 
breakups were shown to be common (Bouchard, 
Godbout et al., 2009; Bouchard, Sabourin et al., 
2009; Hill et al., 2011). Daily life studies support 
this picture and underline that individuals with 
BPD experience interpersonal stressors and prob-
lems, such as conflicts, frequently in their day- to- 
day lives (Stepp et al., 2009). A recent meta- analysis 
of studies using the interpersonal circumplex model 
suggests that the interpersonal style of BPD indi-
viduals is characterized by a high degree of agency 
and low degree of communion, which can manifest 
in behavior that is vindictive, intrusive, domineer-
ing, and cold (Wilson et al., 2017).

BPD- related interpersonal problems have also 
been described within a framework of rejection sen-
sitivity. Rejection sensitivity is a cognitive- affective 
trait that causes individuals to anxiously expect, 
readily perceive, and overreact to rejection cues in 
the environment (Berenson et al., 2009; Downey 
& Feldman, 1996). Those who are high in rejec-
tion sensitivity automatically perceive rejection-  
 relevant stimuli information as threatening, espe-
cially in ambiguous situations (Berenson et al., 
2009; Downey et al., 2004). However, they seek 
to maintain social ties while avoiding potential 
rejection (Downey & Feldman, 1996). This cogni-
tive and affective style has significant interpersonal 
consequences, including early termination of rela-
tionships, attributing negative intentions to part-
ners, and avoiding relationship- threatening stimuli 
(Berenson et al., 2009). A recent meta- analysis has 
summarized the evidence on rejection sensitivity in 
BPD and suggests that there is a strong association 
between BPD and rejection sensitivity (Foxhall et 
al., 2019). Rejection and other types of interpersonal 
stressors also appear to be related to negative emo-
tionality in the sense that they can trigger negative 
affective reactions. Lazarus et al. (2014) reviewed 
laboratory studies and concluded that individuals 
with BPD show a heightened emotional reactivity 
to interpersonal stressors, for instance induced rejec-
tion experiences. They also conclude that individu-
als with BPD show deficits in interpersonal trust 
and cooperation. Studies on cooperative behavior in 
BPD have also been extensively reviewed elsewhere 
(Jeung et al., 2016) and suggest that individuals 
with BPD have trouble establishing and maintain-
ing cooperative behavior (especially after a rupture 
in cooperation). In addition to these laboratory 
studies, recent years have seen an increase in studies 

assessing interpersonal stressors and their associa-
tion with negative affect in daily life, which largely 
corroborates laboratory findings. Specifically, stud-
ies have demonstrated that perceived rejection and 
disagreements are associated with increased levels of 
negative affect at the same time of assessment and 
that they are also predictive of increased negative 
affect at the following assessment (Berenson et al., 
2011; Hepp et al., 2017; Hepp, Lane et al., 2018; 
Lazarus et al., 2018; Sadikaj et al., 2013; Sadikaj 
et al., 2010). Thus, when faced with negative inter-
personal events such as rejections or disagreements, 
a person with BPD may be likely to experience 
heightened negative affect. When accompanied by 
difficulties in regulating that affect, this can trigger 
reactive behaviors that an interaction partner finds 
harmful or aversive. Two daily life studies suggest 
that these interpersonal problems then themselves 
become predictive of further increases in negative 
affect, closing the vicious cycle of affective and 
interpersonal dysfunction in BPD (Hepp et al., 
2017; Hepp, Lane et al., 2018).

As for mechanisms of interpersonal sensitiv-
ity in BPD, of major relevance are studies of social 
cognition, or the exchange of social signals between 
individuals (Roepke et al., 2013). The evidence on 
social cognitive deficits in BPD has been synthe-
sized in several reviews and meta- analyses, with the 
majority of included studies focusing on facial affect 
recognition abilities (Daros et al., 2013; Domes et 
al., 2009; Mitchell et al., 2014). The evidence sug-
gests a bias for attributing anger to ambiguous facial 
expressions and a general deficit for correctly cat-
egorizing various facial expressions and that these 
deficits become more pronounced in situations that 
involve more complex and more ecologically valid 
situations (i.e., not simply static pictures of faces). 
Moreover, a recent meta- analysis also concludes 
that individuals with BPD have deficits in theory of 
mind (Németh et al., 2018). There are also a small 
number of studies that have assessed how indi-
viduals with BPD perceive others based on short 
excerpts such as video clips or photos, so- called thin 
slices of behavior (Ambady & Rosenthal, 1992). 
These studies suggest that those with BPD tend 
to perceive others more negatively than do healthy 
control participants, participants with depression, 
and participants with a Cluster C PD (Arntz & 
Veen, 2001; Barnow et al., 2009; Sieswerda et al., 
2013). A recent study further demonstrated that 
BPD individuals evaluate targets based on thin- 
slice video sequences as specifically less trustwor-
thy and less approachable than do healthy control 
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participants (Hepp, Kieslich et al., 2020). At the 
same time, some studies have also started to look 
at the other side of the coin and suggest that naïve 
raters also evaluate targets with BPD (based on thin 
slices of them) more negatively on a range of dimen-
sions than they evaluated healthy control targets 
(Friedman et al., 2006; Hepp et al., 2019; Hepp, 
Störkel et al., 2018; Oltmanns et al., 2004). The 
finding that BPD individuals perceive others nega-
tively and are, in turn, also perceived negatively by 
them could explain reduced approach behavior on 
both sides and the marked levels of loneliness that 
have been described for those with BPD (Liebke  
et al., 2017).

The Future of the BPD Diagnosis
Our review of the various issues related to the 

best way to define the BPD phenotype begs the 
question: How is BPD likely to be conceptualized 
and defined in the future? The American Psychiatric 
Association Board of Trustees decided to maintain 
the same criteria and diagnostic rules outlined in 
DSM- IV for the PDs (including BPD) in Section 
II of the new DSM- 5. This decision was made to 
preserve continuity with current clinical practice. 
The decision was based on an evaluation that there 
was not sufficient empirical evidence to justify a 
new trait- based approach to the PDs. Furthermore, 
many PD scholars and researchers decried the pro-
posed changes and expressed concern that much 
of what we know about the PDs, based on a rela-
tively stable set of diagnostic criteria, may not be 
applicable to these proposed newly defined PDs. 
Despite these concerns, DSM- 5 Section III presents 
an alternative model for PDs in order to introduce 
an approach that seeks to address many of the short-
comings of previous categorical approaches to the 
diagnosis of PDs.

Specifically, the DSM- 5 Personality Disorders 
Work Group proposal for a BPD diagnosis requires 
(1) significant impairment in personality function-
ing (i.e., the domains of self- functioning and of 
interpersonal functioning); (2) elevated personal-
ity traits in negative affectivity, disinhibition, and 
antagonism; (3) stability and pervasiveness across 
situations; (4) these impairments and trait expres-
sions are not normative or part of the person’s 
culture; and (5) these impairments and trait expres-
sions are not due to the effects of substances or med-
ications (Mulay et al., 2019).

Here, we focus only on the first two compo-
nents of the work group’s proposed BPD diagnosis 
(assessing impairment in personality functioning 

and assessing pathological personality traits asso-
ciated with BPD), with special emphasis on the 
trait ratings included in this BPD conceptualiza-
tion. The first step in assessing an individual for a 
Section III DSM- 5 BPD diagnosis involves rating a 
patient’s level of personality functioning— specifically, 
the level of self-  and interpersonal functioning for 
each individual assessed. Self- functioning is defined 
in two areas (identity integration; self- directedness), 
as is interpersonal functioning (empathy and inti-
macy). A 5- point scale is used to rate overall level 
of personality functioning for this purpose (0 =  no  
impairment; 1 =  some impairment; 2 =  moderate 
impairment; 3 =  severe impairment; and 4 =  extreme  
impairment); examples for the ratings are pro-
vided (DSM- 5, pp. 775– 778). A moderate level of 
impairment of personality functioning in two or 
more of these four areas is required for a diagnosis 
of BPD. The clinician is reminded that the ratings 
must reflect functioning that is of multiple years in 
duration and must reflect patterns of functioning 
that are relatively inflexible and pervasive across a 
wide range of personal and social situations, not due 
solely to another mental disorder, physical condi-
tion, or effect of a substance, and not a norm within 
a person’s cultural background.

The second step involves evaluating personality 
trait elevations in the individual. Section III DSM- 5 
BPD personality traits include those tapping nega-
tive affectivity (emotional lability, anxiousness, sepa-
ration insecurity, and depressivity), disinhibition 
(impulsivity, risk taking), and antagonism (hostility) 
(see Table 28.3). Section III calls on diagnosticians 
to decide whether these seven traits are elevated in 
the individual; this judgment can be made on the 
basis of clinical interview or questionnaire scores. 
It is required that an individual show elevations on 
at least four of these seven pathological personality 
traits, and at least one of these elevations must be on 
impulsivity, risk taking, or hostility.

The new alternative DSM- 5 model for PDs in 
Section III clearly represents an attempt to pro-
vide a more dimensional perspective on personal-
ity pathology in general and on BPD in particular. 
Furthermore, this trait- focused system is more con-
sistent with the large body of research supporting 
the reliability and validity of using the framework 
of major dimensions of personality and personal-
ity pathology to conceptualize, describe, and study 
PDs (Widiger & Trull, 2007). However, a major 
challenge is convincing clinicians that such a frame-
work is clinically useful, can be applied reliably, and 
can preserve what we have learned about BPD in 
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the past using a traditional categorical system of 
symptom lists.

In contrast to DSM- 5, which ultimately retained 
the categorical PD diagnoses, ICD- 11 includes a 
dimensional PD diagnosis will be implemented 
in 2022. All currently existing categories of indi-
vidual PDs will be replaced by a single dimensional 
diagnosis of PD that can be coded along a severity 
dimension of mild, moderate, and severe, and a level 
of “personality difficulty” (in the chapter “Factors 
Influencing Health Status and Contact with Health 
Services”) that is below the threshold for a disor-
der (WHO, 2020). The two core criteria used for 
the severity scoring are the degree of interpersonal 
dysfunction (e.g., failure to fulfill social roles, lack 
of close relationships) and self- related dysfunction 
(e.g., instability of self- image, low self- worth) (Tyrer 
et al., 2015). Additionally, the ICD- 11 allows for 
optional specification of the five trait qualifiers of 
negative affectivity, detachment, dissociality, dis-
inhibition, and anankastia, and it includes a “bor-
derline pattern” specifier. To code the borderline 
pattern, patients must show instability of interper-
sonal relationships, self- image, affects, and marked 
impulsivity and exhibit behavioral, cognitive, and 
emotional patterns that are essentially those detailed 
in the DSM- 5 BPD criteria, such as frantic efforts to 
avoid real or imagined abandonment, self- harm, etc. 
(WHO, 2020). The borderline pattern was included 
to preserve an explicit representation of the BPD 
construct, acknowledging the vast body of research 
on this specific group and the need for a specific 
ICD- 11 code to allow specialized treatment pro-
grams around the world to continue providing care 
to this patient group (Reed, 2018; Tyrer et al., 2019). 
At the same time, some criticized the inclusion of 
the borderline pattern as a redundant addition, 
arguing that BPD patients can be adequately rep-
resented by using multiple traits specifiers (Mulder 
et al., 2020). The proposal of the dimensional PD 
diagnosis met with some resistance (e.g., Herpertz 
et al., 2017), and the development and validation of 
instruments to measure the severity dimension (e.g., 
Olajide et al., 2018), trait qualifiers (e.g., Oltmanns 
& Widiger, 2019), and the borderline pattern 
(Oltmanns & Widiger, 2018) is still ongoing. In the 
end, the ICD- 11 dimensional approach is likely to 
further facilitate the transition to dimensional mod-
els in future editions of the DSM.

Conclusion
It is very clear that clinicians and researchers 

deem BPD to be a syndrome that is quite important 

given its prevalence in both clinical and nonclinical 
samples, its association with impairment and dys-
function, and its relationship to increased risk for 
suicidal behavior, interpersonal conflict, substance 
dependence, and early mortality. Despite the atten-
tion given to BPD by clinicians and researchers 
alike, its specific etiology remains largely uncharted. 
The causes of BPD are multifactorial and complex, 
involving some interplay between social, environ-
mental, and genetic factors. However, the widely 
accepted DSM definition of BPD breeds great het-
erogeneity, and this will likely limit advances in 
uncovering etiological factors and in designing more 
effective treatments for BPD. It is recommended that 
scholars and researchers focus on the dimensions 
underlying BPD symptoms in order to identify the 
essence of the disorder, investigate both biological 
and environmental influences on these core dimen-
sions, and ultimately develop better treatments.
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 Schizotypy and Schizotypic 
Psychopathology: Theory, Evidence,  
and Future Directions

Mark F. Lenzenweger

Introduction
The role of genetic influences in schizophrenia 

(Henriksen et al., 2017; Gottesman, 1991) has 
long been established beyond dispute, and there is 
ample evidence implicating dysfunction in underly-
ing neural systems (McCutcheon et al., 2020) and 
neural development. However, the precise etiology 
and pathogenesis of schizophrenia remain opaque. 
We continue to treat the signs, symptoms, cogni-
tion, and functioning impairments in the illness 
without an understanding of their etiology (Keepers 
et al., 2020). Illuminating the precise nature of the 
liability for schizophrenia and its various clinical 
and endophenotypic manifestations remains a high 
priority in psychopathology research. In this vein, 
schizotypic psychopathology, which is intimately 
connected to schizophrenia, has long intrigued 
researchers and clinicians for more than 100 years. 
In short, schizotypic psychopathology represents a 
unique and rich window on schizophrenia liabil-
ity (Lenzenweger, 1998, 2010, 2018a, 2018b), 
and therein lies the heuristic basis for much of the 
scientific activity in this area of psychopathology 
research.

Beginning with early observations and specu-
lations by Kraepelin (1919/ 1971) and Bleuler 
(1911/ 1950) in the early 1900s and continu-
ing up through the most recent revision of the 
American Psychiatric Association’s official diagnos-
tic nomenclature (DSM- 5) and the World Health 
Organization’s ICD- 11, schizotypic psychopathol-
ogy has posed challenges to classification, theory, 
and experimental approaches. Some resolution has 
emerged recently as both the DSM- 5 and the ICD- 
11 currently place schizotypic pathology within the 

schizophrenia blocks (Bach & First, 2018; Valle, 
2020), which accords well with current research 
linking it to schizophrenia. The term schizotypic psy-
chopathology has encompassed paranoid and schizo-
typal personality disorder (PD) as defined by the 
previous DSM nomenclatures (beginning in 1980), 
but, importantly, one must realize that definitions 
of schizotypic psychopathology are not solely reli-
ant on the American Psychiatric Association’s DSM 
nomenclature. Schizotypic psychopathology has 
been approached from a variety of theoretical and 
methodological vantage points, each offering use-
ful insights into the fundamental nature of this  
class of psychopathology. In addition to these tradi-
tional approaches, newer contemporary dimensional 
approaches to psychopathology have emerged on 

Abbreviations
 APD Avoidant personality disorder
 BS Benign schizotypy (model)
 CNS Central nervous system
 IPDE International Personality Disorder 

Examination
 LSPD Longitudinal Study of Personality 

Disorders
 MIS Magical Ideation Scale
 PAS Perceptual Aberration Scale
 PPD Paranoid personality disorder
 RSAS Revised Social Anhedonia Scale
 SRPDs Schizophrenia- related personality 

disorders
 SPD Schizotypal personality disorder
 SPQ Schizotypal Personality Questionnaire
 SZD Schizoid personality disorder  
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the research scene, each of which has relevance to 
schizotypy and schizotypic psychopathology (e.g., 
the hierarchical model proposed by the HiToP 
group (e.g., Kotov et al., 2018; the Alternative 
Model for Personality Disorders (AMPD) included 
in the DSM- 5) (Krueger et al., 2018). The varia-
tion in these different approaches has generated 
alternative units of analysis for schizotypic psy-
chopathology that have not always conformed 
to prevailing psychiatric diagnostic nomencla-
tures, thus yielding challenges to consistency, 
organization of findings, and other issues for the  
student of schizotypic psychopathology. On the 
other hand, theory and research in schizotypic 
psychopathology enjoy a spirited level of debate 
and development that remains exceptional in 
psychopathology.

Although relatively rare even through the early 
1980s, research on schizotypic psychopathology 
grew in a meteoric fashion over the past 40 years 
and now represents one of the most active areas of 
inquiry in psychiatry, clinical science, experimental 
psychopathology, and developmental psychopathol-
ogy. For example, as of early 2021, there were 2,459 
published reports (according to a Web of Science— 
Science Citation Index search) that included the 
words schizotypal or schizotypy just in their titles. 
Accordingly, this review must be necessarily selec-
tive and makes no claim to be comprehensive.

The intention of this chapter’s discussion is to 
introduce the reader to schizotypic psychopathol-
ogy and identify several central theoretical and 
research issues and how they are confronted in this 
area of psychopathology research. Several empiri-
cal and theoretical reviews on this topic are avail-
able (Lenzenweger, 2010, 2018a, 2018b; Kerns, 
2020; Kirchner et al., 2018; Raine, 2006; Rosell, 
Futterman, McMaster, & Siever, 2014). A collec-
tion of papers on schizotypal personality that cov-
ers research and theory up through the early 1990s 
remains well worth consulting by current students 
(Raine et al., 1995). An array of rich papers spe-
cifically on schizotypy can be found in two Special 
Issues of Schizophrenia Bulletin (Volume 41, 
Supplement 2, 2015 and Volume 44, Supplement 
2, 2018) including commentary (Lenzenweger, 
2015, 2018a, 2018b). Although this chapter dis-
cusses research findings relevant to the DSM- 
defined schizotypal (SPD) and paranoid PD (PPD), 
it does not focus solely on these diagnostic entities 
as defined in the various DSM systems. Indeed, a 
central organizing theme here is that observable 

schizotypic psychopathology reflects underlying 
schizotypy, and the range phenotypic expression of 
schizotypy extends beyond SPD and PPD, suggest-
ing an expanded phenotype (Lenzenweger, 2010, 
2018a, 2018b).

Schizotypic Psychopathology: Definitional 
Issues, Terminology, and Relevant 
Distinctions

It is important to explicate and clarify several 
relevant distinctions regarding the meaning of 
the term “schizotypic.” In this chapter, the terms 
“schizotypal” and “paranoid” are used to denote the 
PDs as defined by the DSM nomenclatures. SPD 
and PPD are, by definition, merely sets of descrip-
tors (signs [observed] and symptoms [reported by 
patient]) that serve as diagnostic criteria; DSM 
systems (since 1980 [DSM- III] continuing to the 
DSM- 5) eschew any relationship to an explanatory 
framework for these disorders. Moreover, given 
their relatively high degree of comorbidity, shared 
phenomenologic features (e.g., suspiciousness), and 
relationship to clinical schizophrenia, SPD and PPD 
are often referred to as the schizophrenia- related PDs 
(SRPDs) and are viewed as falling within the realm 
of schizophrenia spectrum disorders. In contrast, the 
term “schizotypic” can be used to describe signs and 
symptoms that are the phenotypic manifestation of 
schizotypy, or a latent personality organization that 
derives from a liability for schizophrenia as concep-
tualized in Meehl’s classic model (1962, 1990; see 
Lenzenweger, 2010; e.g., Grant et al., 2013). The 
term can also serve as a generic shorthand descrip-
tor of “schizophrenia- like” phenomenology that 
is stable and enduring but is fundamentally non-
psychotic, without necessarily referring to Meehl’s 
model. The adjective nonpsychotic is critical here, 
for example an “idea of reference” is nonpsychotic, 
whereas a “delusion of reference” is psychotic from 
the standpoint of phenomenology.

SPD and PPD are conceived of as manifesta-
tions of schizotypy, but they are neither isomorphic 
with nor exhaustive of the breadth of the schizotypy 
construct. “Schizotypic psychopathology” serves as 
a generic term for this general class of mental distur-
bance. In this context, schizoid PD is generally not 
considered to be a schizophrenia- related PD in light 
of available evidence and, therefore, is not viewed 
as an example of schizotypic psychopathology in 
this discussion. The argument has been made that 
both schizoid PDs (SZD) and avoidant PDs (APD) 
could justifiably be included within the realm of 
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schizotypic/ schizophrenia spectrum pathology 
(Fogelson et al., 2007); however, the data support-
ive of this claim are limited. It is noteworthy that 
the “schizophrenia spectrum and other primary psy-
chotic disorders” block in the ICD- 11only includes 
SPD but not other PDs, which is similar to the situ-
ation with DSM- 5.

A Clinical Vignette
The following case vignette presents an example 

of a schizotypic person. Additional clinical vignettes 
of schizotypic cases can be found in Lenzenweger 
(2010).

Robin, a 24- year- old, single male graduate student 
in physics at a large midwestern research university, 
has a long history of exceedingly strong anxiety 
symptoms in response to social interactions. In fact, 
he describes his experience of social interaction 
as being similar to the feeling one has when one’s 
“knuckles accidently scrape across a carrot grater.” 
He has no interest in social interaction and leads 
a socially isolated life and does not seek out social 
contact; many see him as a “loner.” He has but one 
friend with whom he has talks about only highly 
esoteric topics, and he refers to these discussions as 
“technicalizing.” He frequently uses other words in 
a peculiar and vague manner. Aside from anxiety, he 
claims to feel no strong emotions such as joy or even 
sadness. He frequently thinks that neutral events 
have “special relevance” for him and often seems to 
misperceive aspects of his body (e.g., he misjudges 
the length of his arms or legs). Despite having 
adequate financial resources, Robin’s attire is often 
best described as “odd” or “eccentric,” though clearly 
not fashionably stylish or trendy.

Defining the Schizotype
Organization of Schizotypic Signs and Symptoms

As psychopathologists have come to learn that 
schizotypic psychopathology is likely to be related 
in a meaningful way to the liability for schizophre-
nia, some have sought to determine if the organiza-
tion of schizotypic signs and symptoms bears any 
resemblance to what is known about the organiza-
tion of actual schizophrenia phenomenology. In 
short, exploratory (see Andreasen et al., 1995) and 
confirmatory (Lenzenweger & Dworkin, 1996) 
factor analytic studies have suggested that schizo-
phrenia symptoms are best organized into three 
factors: negative symptoms (flattened affect, avoli-
tion), reality distortion (hallucinations, delusions), 
and disorganization (thought disorder), with a 

fourth possible factor consisting of premorbid 
social impairment (see Lenzenweger & Dworkin, 
1996). Factor analytic studies of schizotypic signs 
and symptoms yield solutions or conform to mod-
els that are broadly consistent with the factorial 
structure observed for schizophrenia. For example, 
Raine (1991) found a three- factor model, consisting 
of cognitive/ perceptual, interpersonal, and disorga-
nization components, that provided a good fit to 
observed data. And for the most part, results from 
other factor and other latent structure analytic stud-
ies of schizotypy indicators have been rather con-
sistent (Vollema & Hoitjink, 2000; cf. Kwapil et 
al., 2008; Kwapil et al., 2018). Thus, at the pheno-
typic level, schizotypic signs and symptoms appear 
not only as nonpsychotic attenuated schizophrenia 
manifestations, but also as being organized in a sim-
ilar fashion at the latent level.

Methodological Approaches to Assessing 
Nonpsychotic Schizotypic Psychopathology

Nonpsychotic schizotypic psychopathology 
can be defined in one of three ways: (1) clinically/ 
diagnostically, (2) in terms of deviance on reliable 
dimensional laboratory measures, or (3) by virtue 
of having a first- degree biological relative affected 
with schizophrenia (Lenzenweger, 2010, 2018a, 
2018b). The clinical approach implied in psychi-
atric diagnostic schemes involves, quite obviously, 
the use of explicit diagnostic criteria to identify 
either SPD or PPD (e.g., the DSM systems). Note 
that SPD and PPD, though highly associated with 
each other, constitute coherent and relatively sepa-
rable syndromes; however, a recent review raises 
questions about the viability of PPD as a diagnosis 
given the minimal interest shown in it by research-
ers (Triebwasser et al., 2013).

A second approach involves the use of reli-
able and valid psychometric (or other laboratory) 
measures of schizotypy to detect schizotypic psy-
chopathology as defined by quantitative deviance 
on such measures. In this approach, psychometric 
scales designed to assess various schizotypic mani-
festations serve to define and measure the schizo-
typy construct; schizotypic status may be defined 
by deviance on one or more of such measures. 
The fundamentals of the psychometric high- risk 
approach have been discussed and reviewed exten-
sively in other venues (Lenzenweger, 1994, 2010). 
The hypothetical relations among these alternative 
approaches in defining schizotypic psychopathol-
ogy are depicted in Figure 29.1. Cases of schizo-
phrenia are assumed to be direct reflections of true 
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schizotypy (discounting obvious and objectively 
classified phenocopies; e.g., PCP- induced psycho-
sis). Schizotypy features assessed via psychometrics, 
as well as clinically assessed SPD and PPD, are not 
perfectly related to an underlying genuine schizo-
typy construct owing necessarily to imperfect mea-
surement; thus they are considered fallible measures 
of true schizotypy. As depicted in Figure 29.1, SPD 
and PPD themselves overlap somewhat (see later 
discussion).

Finally, one can be concerned with the biological 
relatives of patients with schizophrenia and speak 
of “genotypic” schizotypes. Although many first- 
degree relatives of patients with schizophrenia will 
not evidence their underlying genetic predisposition 
to the illness through schizotypic symptomatol-
ogy, they are, as a group, at increased statistical risk 
for schizophrenia and can be spoken of as schizo-
types. Some relatives of patients with schizophrenia 
will, indeed, display schizotypic symptomatology 
(e.g., Kendler et al., 1993), and some will go on to 
develop clinical schizophrenia. Of course, some rela-
tives can carry the liability for schizophrenia quietly, 
giving little indication of its presence (Gottesman 
& Bertelsen, 1989). It is essential to note that not 
every biological relative of a schizophrenia- affected 
person will harbor liability for the illness (Hanson 
et al., 1977); that is, it is possible to be a noncarrier 
of schizophrenia liability.

In this context it is important to note that the 
subjects identified in “clinical high- risk” (CHR) 
studies of schizophrenia (often termed “prodro-
mal studies”) (see Fusar- Poli et al., 2013) are often 
deeply impaired and showing evidence of psycho-
sis, albeit reduced in severity. Thus, CHR subjects 
do not display nonpsychotic schizotypic psycho-
pathology as typically defined (see Lenzenweger, 
2021).

Prevalence of Schizotypic 
Psychopathology
Epidemiology of Personality Pathology: General 
Considerations

Lenzenweger, Loranger, and colleagues (1997) 
estimated the point prevalence of diagnosed PD to 
be approximately 11% (95% confidence interval 
[CI] =  7.57%, 14.52%). The two- stage procedure 
for case identification coupled with advanced esti-
mation procedures was subsequently used in the 
National Comorbidity Study- Replication (NCS- R)  
investigation (Lenzenweger, Lane, Loranger, & 
Kessler, 2007). In the NCS- R, which used well- 
trained screening personnel and clinically expe-
rienced diagnosticians using the International 
Personality Disorder Examination (IPDE, Loranger 
et al., 1994), a population prevalence of 9.0% for 
“any personality disorder” was found for the US 
general population (see also Lenzenweger, 2008).

Schizotypy and schizotypy indicators: Don’t confuse the latent
construct with the measured indicator of the construct 

Schizotypy

Liability for
Schizophrenia

Schizotypy is a latent construct
invisible to the naked, unaided eye 

Plane of observation

Schizotypal
PD features

Psychometric
indexes

Laboratory
measures

Indicators are not isomorphic
with the latent construct. 

Schizophrenia

Figure 29.1 Hypothetical relations among schizotypy- related constructs. All cases of properly diagnosed schizophrenia (excluding 
phenocopies, such as drug- induced psychosis) are manifestations of “true schizotypy.” DSM schizotypal (SPD) and paranoid (PPD) 
personality disorders, which themselves overlap, are fallible manifestations of true schizotypy. Psychometrically assessed schizotypy 
is also fallible and, therefore, partially overlaps with a true schizotypy as well as observed manifestations such as schizophrenia, SPD, 
and PPD. 
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Epidemiology of Schizotypic Psychopathology
For most of the past century prevalence “esti-

mates” for schizotypic psychopathology have been 
arrived at through indirect routes and considered 
at best to be educated guesses. The DSM systems 
have “suggested” prevalences for SPD of approxi-
mately 3% and for PPD at 0.5– 2.5% in the gen-
eral population. Such “guesstimates” were derived 
from relatively large clinical (psychiatric patient) 
samples. For example, Loranger (1990) reported, in 
a large series of consecutive psychiatric admissions 
to a university teaching hospital, 2.1% for DSM- III 
SPD and 1.2% for PPD. Zimmerman and Coryell 
(1990) reported that SPD was found in 3.0% of 
their respondents and PPD in 0.4%. In a more 
recent series of 859 psychiatric outpatients (univer-
sity hospital), prevalence rates of .6% for SPD and 
4.2% for PPD were reported (Zimmerman et al., 
2005).

Since 1997, a number of community- based 
samples have been studied using epidemiological 
methods and state- of- the- art diagnostic interviews, 
and we now have reasonable estimates for SPD and 
PPD rates in the population. Lenzenweger (2008) 
summarized the prevalence data for SPD and PPD 
from five community studies (four US studies, two 
European studies) (see Table 28.1). For SPD, the 
prevalences ranged from 0.06% to 1.6% (median 
=  0.6%), whereas the prevalences for PPD ranged 
from 0.7% to 5.10% (median =  1.00%). In the 
NCS- R, Lenzenweger, Lane et al. (2007) found a 
prevalence of 5.7% (SE =  1.6) for Cluster A dis-
orders (which included schizoid PD) for the US 
population. The median prevalence value for “any 
Cluster A PD” (including schizoid PD) taken across 
the six epidemiological studies was 3.45%. Quirk 
and colleagues (2016) similarly estimated the preva-
lence for SPD to be about 4%. Chemerinski et al. 
(2013) concluded that SPD remains best thought 
of as a relatively infrequent disorder, even in clinical 
settings.

One must, however, remember that “schizotypic 
psychopathology” is a broader construct than the 
contemporary definitions of DSM- 5 or ICD- 11 
SPD and PPD. Therefore, useful guidance on the 
epidemiology of this “broader construct” should 
be considered as well. For example, Essen- Möller, 
Larsson, Uddenberg, and White (1956) reported 
from their landmark study of a rural Swedish pop-
ulation that schizoid personality, in the sense of 
“probably related to schizophrenia or to a schizo-
phrenic taint” (p. 73), was found among 1.8% of 
women and 6.0% of men. Kety et al. (1994), in 

a report from their Danish Adoption Study of 
Schizophrenia, found that among the biological rel-
atives of normal control adoptees, 0.8% were para-
noid personality, 3.3% were schizoid personality, 
and 2.5% were “latent schizophrenia,” a pre- DSM- 
III diagnostic designation roughly akin to SPD. In 
a secondary analysis of the Kety et al. (1994) data, 
Kendler, Gruenberg, and Kinney (1994) found that, 
according to DSM- III criteria, from 3.1% to 3.7% 
of the relatives of the normal control adoptees had 
either SPD or a “schizophrenia spectrum” diagnosis 
(or, schizotypic psychopathology more generally). 
Generalization from family- based data to popula-
tion prevalence must be done with great caution, 
however, owing to various constraints inherent in 
family data (Carey et al., 1980).

Finally, based on a consideration of familial 
risk rates among biological relatives, Meehl (1990) 
argued that approximately 10% of the population 
is genotypically schizotypic, though not all indi-
viduals manifest this predisposition in a highly 
visible manner. Meehl’s conjecture is supported 
by empirical taxometric (Korfine & Lenzenweger, 
1995; Lenzenweger & Korfine, 1992a; Linscott, 
2007; Linscott & Morton, 2018; Meyer & Keller, 
2001) and mixture modeling results (Lenzenweger, 
McLachlan, & Rubin, 2007).

Comorbidity Among DSM- Defined SPD and PPD
In this context, it is useful to define the terms 

“covariation,” “co- occurrence,” and “comorbidity.” 
Covariation concerns the degree to which mea-
sures correlate (e.g., the correlation or association 
between SPD and PPD features when both have 
been assessed in the same patients). Co- occurrence 
refers to the rate at which two conditions (e.g., diag-
noses) appear together (e.g., the rate at which PPD 
and SPD diagnoses appear in the same patients). 
Finally, comorbidity, which is a term from epidemi-
ology and medicine, concerns the presence of two 
or more illnesses in the same patients (e.g., heart 
disease +  diabetes). Comorbidity as an issue for 
schizotypic psychopathology is usually concerned 
with the presence of SPD and PPD diagnoses in 
the same individuals, as observed in clinical sam-
ples. The pre- DSM- 5 nomenclatures allowed (even 
encouraged) multiple diagnoses on what was then 
the Axis II of the multiaxial system. Therefore, that 
feature of the system complicates any discussion of 
comorbidity. Observed comorbidity for SPD and 
PPD may represent little more than an artifact of 
rules (or guidelines) of the then prevailing diagnos-
tic system. Therefore, as opposed to the implication 
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that two diseases are actually present in the same 
person (genuine comorbidity), it may actually make 
greater sense to simply speak of “co- occurrence” of 
PD diagnoses within a DSM framework.

Available data indicate that PPD appears to be 
present in 0– 60% of patients with SPD drawn 
from primarily clinical samples (Siever, Bernstein, 
& Silverman, 1991). SPD is present in 17– 70% 
of patients diagnosed with PPD (Bernstein et al., 
1993). Zimmerman et al. (2005) found that PPD 
and SPD diagnoses co- occurred frequently in their 
outpatient clinical series, and Lenzenweger, Lane, 
and colleagues (2007) found substantial covariation 
between PPD and SPD features in the NCS- R sam-
ple. It is essential to note that PPD is, in fact, rarely 
found alone in patients, often occurring with SPD 
(Triebwasser et al., 2013). In this context “covaria-
tion” refers to associations or correlations among 
the PDs, where the unit of analysis is typically the 
number of diagnostic criteria met for each of the 
disorders, whereas “co- occurrence” refers to the rate 
at which two disorders appear together in the same 
person in a sample of individuals assessed for the 
presence or absence of different PDs.

Therefore, these co- occurrence/ covariation rates 
may reflect (1) a system that allows multiple diag-
noses, (2) shared diagnostic criteria, (3) sampling 
bias (e.g., more individuals who are impaired tend 
to seek treatment), and/ or (4) a common underly-
ing substrate (e.g., schizotypy as a latent liability for 
schizophrenia). Regarding shared diagnostic crite-
ria, PPD and SPD share the features of suspicious-
ness and paranoia, but PPD lacks the cognitive and 
perceptual distortions included in the SPD criteria. 
The sampling bias issue is especially relevant here 
given that most individuals diagnosed with SPD 
or PPD probably never present for treatment, but, 
when they do, they are likely to be in crisis, be more 
impaired, or both (Lenzenweger & Korfine, 1992b).

Available data also reveal that 33– 91% of indi-
viduals diagnosed with SPD tend to also receive the 
diagnosis of borderline PD (BPD; Chemerinski et 
al., 2013), though fewer BPD- diagnosed cases have 
a co- occurring SPD diagnosis. Zimmerman et al. 
(2005) reported significant comorbidity between 
SPD and BPD as well as between PPD and BPD. 
Lenzenweger, Lane, and colleagues (2007) found a 
relatively strong association between PPD and BPD 
features, with a weaker association between SPD 
and BPD. This degree of co- occurrence/ covariation 
may reflect, in part, the influence of the method 
used to derive the original SPD and BPD diagnostic 
criteria as well as less specific psychotic- like features 

that occur in both disorders and the sampling issue 
noted previously.

Dimensional Measurement and Covariation  
Among Schizotypy Measures

The issue of comorbidity is not directly rel-
evant to schizotypic psychopathology as assessed by 
dimensionally configured psychometric measures as 
these do not reflect a categorical approach to clas-
sification. Measures of schizotypy, however, do tend 
to be intercorrelated (Kwapil et al., 2008, 2018) as 
one would expect of valid indices tapping a com-
mon underlying construct. Inasmuch as the “psy-
choticism” dimension of the Alternative Model of 
Personality Disorder in the DSM- 5 can be consid-
ered to tap aspects of schizotypic psychopathology, 
the facets of unusual beliefs and experiences, per-
ceptual dysregulation, and eccentricity are highly 
correlated with psychoticism, whereas (somewhat 
oddly) suspiciousness is not (Krueger et al., 2012).

Longitudinal Course of Schizotypic 
Psychopathology

For many years, psychiatry and clinical psy-
chology have assumed that personality pathol-
ogy, including schizotypic psychopathology, was 
relatively stable over time. However, the data upon 
which that assumption of continuity or stability 
rested were relatively sparse— indeed, virtually non-
existent. Only within the past two decades have 
the data from multiwave, prospective, longitudinal 
studies begun to emerge to address this question. 
The available data from the four major prospective 
longitudinal studies of PDs have indicated that PDs 
are considerably more plastic and changeable than 
ever thought (Lenzenweger et al., 2018).

The Longitudinal Study of Personality Disorders 
(LSPD) (Lenzenweger, 1999a, 2006) reported that 
SPD and PPD, while maintaining rank order sta-
bility over time, showed evidence for nontrivial 
declines in mean level feature counts over a 4- year 
study period. However, when the LSPD data were 
examined in finer detail using individual growth 
curve analysis, the amount of individual change 
observed in PPD over time was insignificant, 
whereas the amount of individual change in SPD 
over time was appreciable. Johnson et al. (2000) 
found evidence for substantial rank- order stabil-
ity of PPD and SPD features through time as well 
as rather substantial and significant declines in the 
mean level of PPD and SPD features over time in a 
large, community- based longitudinal study. Finally, 
in a clinical sample of schizotypal patients followed 
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longitudinally, Shea et al. (2002) reported a compa-
rable set of results showing maintenance of individ-
ual difference (rank order) stability for SPD features 
over time, yet clear evidence of a decline in SPD 
features over time at the level of group means (see 
also Sanislow et al., 2009). The overall longitudinal 
picture, therefore, is consistent across studies, yet 
complex. PPD and SPD appear to maintain rank- 
order stability over time in the context of dimin-
ishing features at the group and individual levels. 
The mechanisms and processes accounting for these 
changes have not been illuminated thus far.

Historical Overview of Schizotypic 
Psychopathology

Variants of psychopathology thought to be 
related to schizophrenia, or schizotypic pathology, 
have been identified in different ways across the 
years (see Kendler, 1985, for historical review; see 
also Planansky, 1972). The difficult methodologi-
cal and conceptual issues attending research in this 
area have been carefully reviewed by Gottesman 
(Gottesman, 1987; Shields et al., 1975) and 
Lenzenweger (2010, 2015, 2018a, 2018b).

Kraepelin (1919/ 1971, p. 234) and Bleuler 
(1911/ 1950, p. 239) made note of what they termed 
“latent schizophrenia,” a personality aberration 
regarded as a quantitatively less severe expression 
of schizophrenia. Interestingly, because Kraepelin 
and Bleuler believed that the signs and symptoms 
of the so- called latent schizophrenia were in fact 
continuous with the “principal malady” (Kraepelin, 
1896/ 1971, p. 234) or “manifest types of the dis-
ease” (Bleuler, 1911/ 1950, p. 239), neither of these 
master phenomenologists provided extended clini-
cal descriptions of such cases. Both suggested one 
merely envision schizotypic conditions as char-
acterized by diminished schizophrenia signs and 
symptoms. In attending to schizotypic pathology, 
however, Kraepelin and Bleuler foreshadowed sub-
sequent efforts to delineate the phenotypic bound-
aries of schizophrenia through exploration of the 
schizotypic states.

In reviewing the history of psychiatric develop-
ments that culminated in the diagnostic criteria 
for SPD in DSM- III, Kendler (1985) persuasively 
argued that much of the clinical literature dealing 
with schizotypic states can be organized along two 
major historical trends. The “familial” tradition 
emphasizes phenomenological descriptions of non-
psychotic but aberrant personality states that occur 
in the biological relatives of individuals suffering 
from clinical schizophrenia. The second tradition 

was termed “clinical,” as it emphasizes the work of 
clinicians who describe the symptomatology of their 
patients presenting schizotypic, or schizophrenia- 
like, features. As detailed by Kendler (1985), work-
ers within the familial tradition (e.g., Kraepelin, 
Bleuler, Kretschemer, Kallmann, Slater) frequently 
used terms such as “latent schizophrenia,” “schizoid 
personality or character,” or “schizoform abnormali-
ties” to describe some family members of patients 
with schizophrenia. These early observers used 
terms like “eccentric- odd,” “irritable- unreasonable,” 
“socially isolated,” “aloof/ cold demeanor,” and 
“suspiciousness” to describe the family members 
of schizophrenia patients (Kendler, 1985, p. 543, 
Table 29.1).

In contrast, researchers and clinicians working 
within the so- called clinical tradition (Kendler, 
1985; e.g., Zilboorg, Deutsch, Hoch and Polatin, 
Rado, and Meehl) used terms such as “ambulatory 
schizophrenia,” “as- if personality,” “pseudoneu-
rotic schizophrenia,” and “schizotypal” to describe 
individuals who were severely affected but nonpsy-
chotic. The patients described by these rubrics were 
observed to demonstrate “schizophrenia- like symp-
tomatology” in their psychological and psychosocial 
functioning, and it was frequently hypothesized that 
a genuine schizophrenia- related process was driving 
the manifest pathology. Disordered (“primary pro-
cess”) thinking and the lack of deep interpersonal 
relations were the two features that occurred most 
frequently in the descriptions of schizotypic patients 
by clinical tradition workers (Kendler, 1985, p. 545, 
table 2). Kendler (1985) noted apparent basic agree-
ment in the descriptions of schizotypic individuals 
across the two traditions in terms of interpersonal 
functioning impairments as well as broad overlap 
in other areas (e.g., disordered thinking, anxiety, 
anger, hypersensitivity).

Early depictions of schizotypic psychopa-
thology, with the exception of those discussions 
by Rado and Meehl, were only descriptive and 
lacked any detailed etiological or developmental 
proposals. Although there was speculation about 
an association with schizophrenia and a possible 
hereditary connection, the precise pathway leading 
from the underlying liability for schizophrenia or 
schizophrenia- related pathology to the phenotypic 
expression of a clinical disorder was absent. Only 
Meehl (1962, 1964, 1990, 2001) offered a com-
plex developmental model, setting him apart from 
other clinical researchers.

Perhaps the most influential early evidence 
that helped to establish a link between schizotypic 
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phenomenology and clinical schizophrenia came 
from the Danish Adoption Study of Schizophrenia 
(Kety et al., 1968). Using a definition of “borderline 
schizophrenia” heavily influenced by the clinical tra-
dition described here, Kety et al. (1968) found ele-
vated rates of borderline or latent schizophrenia in 
the biological relatives of adoptees with schizophre-
nia. Kety et al. (1994) further confirmed these initial 
results through further study of adoptees from the 
entire Danish population. These early results pro-
vided compelling evidence derived from a rigorous 
adoption methodology for a genetically transmit-
ted component underlying manifest schizophrenia 
and the less severe schizophrenia- like disorders. The 
hypothesized continuity between the conditions 
was thus not merely phenomenological but also 
genetic. The diagnostic framework used by Kety et 
al. (1968) to diagnose “borderline” schizophrenia 
was subsequently reexamined (Spitzer et al., 1979) 
for use in the Axis II section of what would become 
the DSM- III. However, Spitzer and colleagues were 
not attempting to distill from the Kety et al. frame-
work only symptoms that identified biological rela-
tives of individuals with schizophrenia; rather, they 
sought to determine if there was a reliable parsing 
of Kety’s criteria that might map more narrowly 
defined and identifiable disorders. Spitzer et al. 

(1979) proposed the following eight symptoms and 
signs for SPD: magical thinking, ideas of reference, 
suspiciousness, recurrent illusions, social isolation, 
odd speech, undue social anxiety- hypersensitivity, 
and inadequate rapport (aloof/ cold). These criteria 
were, in large part, adopted for use in the DSM- III 
and continue in use in the DSM- 5. SPD was origi-
nally considered a PD, but in the DSM- 5 it is placed 
within the schizophrenia spectrum conditions, a 
move informed by decades of empirical research 
and theoretical argument (Lenzenweger, 1998). The 
DSM criteria for SPD were, and remain, essentially 
atheoretical in nature, reflecting merely a clustering 
of symptoms, denoted with no specification of eti-
ology or development.

This overview provides a suggestion of the inter-
est schizotypic conditions have enjoyed among 
clinical and research workers, especially since 1980. 
It is important to realize that with the advent of 
explicit diagnostic criteria for SPD in 1980 in the 
DSM- III and a simultaneous narrowing of the 
definition of schizophrenia, there was a marked 
decrease in the rate at which schizophrenia was 
diagnosed and a corresponding rise in diagnosis of 
Axis II schizophrenia- related PDs (Loranger, 1990). 
Such an effect generated by a shift in the nomencla-
ture has surely facilitated the focus on schizotypic 

Table 29.1 Prevalence (percentage) of personality disorders in six nonclinical population/ community studies 
using validated structured interviews

Study

Lenzenweger, 
Loranger  
et al. (1997)

Torgersen  
et al. (2001)

Samuels  
et al. (2002)

Crawford  
et al. (2005)

Coid et al. 
(2006)

Lenzenweger, 
Lane et al. 
(2007)

Instrument IPDE SIDP- R IPDE SCID- II SCID- II IPDE

Nomenclature DSM- III- R DSM- III- R DSM- IV DSM- IV DSM- IV DSM- IV

Location Ithaca, NY Oslo, Norway Baltimore, 
MD

Upstate  
New York

Great Britain 
(National)

United States 
(National)

Personality disorder

Paranoid 1.0 2.4 0.7 5.1  .7 — 

Schizoid 1.0 1.7 0.9 1.7  .8 — 

Schizotypal 1.6 0.6 0.6 1.1  .06 — 

Cluster A 2.8 4.1 2.1 6.8 1.6 5.7

Note: Instruments indicate the structured clinical interview used: International Personality Disorder Examination (IPDE); 
Structured Interview for DSM- III- R Personality Disorders (SIDP- R); Structured Clinical Interview for DSM- IV Axis II Disorders 
(SCID- II). Dashes indicate not applicable. All prevalences reported are weighted. In this context another epidemiological study, the 
National Epidemiologic Study of Alcohol and Related Conditions (NESARC; Grant et al., 2004), generated prevalence estimates 
for DSM- IV Cluster A personality disorders that are strikingly higher than those reported in most of the studies contained in this 
table (paranoid =  4.4%, schizotypal =  3.9%, schizoid =  3.13%). However, methodological limitations of the NESARC study (e.g., 
use of an unvalidated Axis II assessment instrument; use of census workers without clinical training to conduct Axis II assessments) 
urge substantial caution in any consideration of the NESARC prevalence data (thus, they are not included in this table).
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conditions. It is also reasonable to assume that 
interest in these conditions has been further aug-
mented by the burgeoning of research work in PDs 
in general, which has been greatly facilitated by 
improvements in diagnostics (cf. Loranger, 1999). 
Clearly, this interest has been sustained through a 
rich descriptive tradition and supported by find-
ings indicating that schizotypic pathology is related 
genetically to schizophrenia per se (see Torgersen, 
1994). Indeed, recent evidence, done in the form of 
genome- wide scans for loci relevant to schizophre-
nia and schizotypic psychopathology dimensions, 
confirms shared genetic substrates for the two forms 
of psychopathology (Fanous et al., 2007; see also 
Avramopoulos et al., 2002; Lin et al., 2005; Siever 
et al., 2011; Walter et al., 2016).

Classic Model of Schizotypic 
Psychopathology: Meehl’s Integrative 
Developmental Model of Schizotypy

As already noted, many of the early depictions of 
schizotypic pathology were virtually all descriptive 
in nature. Although the peculiarities of the relatives 
of individuals with schizophrenia or the symptoms 
of outpatients with schizophrenic- like symptoms 
were noted and thought to be related to schizophre-
nia in some manner (Kendler, 1985), none of the 
early workers advanced a model that unambigu-
ously posited a genetic diathesis for schizophrenia 
and traced its influence through developmental 
psychobiological and behavioral paths to a vari-
ety of clinical (and nonclinical) outcomes. Unlike 
his predecessors, Meehl (1962, 1990) proposed a 
model that was (and is) clearly developmental in 
nature and based on a hypothesized neurointegra-
tive deficit.

Insights Gleaned from the Earlier Observations  
of Sandor Rado

The roots of Meehl’s model can be found in 
the observations and psychodynamic formula-
tions of Sandor Rado (1953, 1960). As a clinician, 
Rado made initial strides toward an integrative 
model that sought to link genetic influences for 
schizophrenia and observed schizotypic personal-
ity functioning. He argued from a psychodynamic 
position informed by an appreciation for genetics 
that schizotypal behavior derived from a fundamen-
tal liability to schizophrenia. Rado, in fact, coined 
the term “schizotype” to represent a condensation 
of “schizophrenic phenotype” (Rado, 1953, p. 410; 
Rado, 1960, p. 87). It is interesting to note that 
Rado did not suggest schizotype as a condensation 

of the terms “schizophrenia” and “genotype” (cf. 
Siever & Gunderson, 1983). Rado (1960) referred 
to the individual who possessed the schizophrenic 
phenotype as a schizotype, while the correlated traits 
deriving from this “type” were termed “schizotypal 
organization” and the overt behavioral manifesta-
tions of the schizotypal traits were termed “schizo-
typal behavior” (see p. 87).

For Rado, the causes of schizotypal “differ-
entness” were to be found in two core psychody-
namic features of such patients, both of which were 
thought to be driven by “mutated genes.” The two 
core defects present in the schizotype’s personal-
ity organization were (1) a diminished capacity for 
pleasure, or pleasure deficiency, speculated to have 
a neurochemical basis deriving from an inherited 
pleasure potential coded in the infant’s genes (Rado, 
1960, p. 88), and (2) a proprioceptive (kinesthetic) 
diathesis that resulted in an aberrant awareness of 
the body (a feature giving rise to schizotypic body- 
image distortions; Rado, 1960, see pp. 88 and 90). 
Rado (1960) believed the physiological nature of the 
proprioceptive diathesis was obscure and remained 
to be explored (p. 88). According to Rado, integra-
tion of the “action self,” a necessity of psychody-
namic/ psychological health, was endangered by the 
diminished binding power of pleasure (p. 90) and 
the proprioceptive diathesis found in the schizo-
type. Consequently, Rado (1960) described the 
schizotype as struggling to retain a sense of per-
sonality integration through several compensatory 
mechanisms (see p. 90), with such mechanisms 
frequently manifesting themselves as schizotypal 
traits and behaviors. An important feature of Rado’s 
model concerned what he termed “developmental 
stages of schizotypal behavior,” essentially a contin-
uum view of clinical compensation (a view echoed 
later by Meehl, 1990, p. 25). Rado’s continuum 
notion suggested that a common schizophrenia 
diathesis could lead to a variety of phenotypic out-
comes ranging from compensated schizotypy to 
deteriorated schizophrenia; thus an etiological unity 
was proposed as underlying a diversity of clinical 
manifestations.

Meehl’s Proposal: Schizotaxia, Schizotypy, 
Schizophrenia

Influenced by Rado’s (1953, 1960) hypoth-
eses, Meehl’s (1962) model of schizotypy was 
first articulated in a now- classic position paper 
titled “Schizotaxia, Schizotypy, Schizophrenia.” 
In this paper, one that has been viewed as enor-
mously transforming for schizophrenia research 
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(Lenzenweger, 2010), Meehl laid out an integrative 
etiological framework for schizophrenia. The model 
not only encompassed genetic factors, social learn-
ing influences, and clinical symptomatology but 
also contained hypotheses about the precise nature 
of the fundamental defect underlying schizotypic 
functioning and its interactions with what he came 
to term “polygenic potentiators.” Elaboration on 
and refinement of the original 1962 theory can be 
found in his later papers (e.g., Meehl, 1972, 1975, 
1990, 2001). What follows is a distillation of the 
major points contained in Meehl’s efforts to illumi-
nate the development of schizophrenia. The reader 
is encouraged to consult Meehl’s original position 
statement (Meehl, 1962), his 1990 treatise (Meehl, 
1990), and additional refinements (Meehl, 2001, 
2004; see also, Lenzenweger, 2010) to gain a full 
appreciation for his point of view.

In brief, Meehl’s (1962, 1990) original model 
held that a single major gene (the schizogene) exerts 
its influence during brain development by coding 
for a specific “functional parametric aberration of 
the synaptic control system” in the central ner-
vous system (CNS; Meehl, 1990, pp. 14– 15). The 
aberration, present at the neuronal level, is termed 
“hypokrisia” and suggests a neural integrative 
defect characterized by an “insufficiency of separa-
tion, differentiation, or discrimination” in neural 
transmission. Meehl (1990) argued that his con-
ceptualization of schizotaxia should not be taken 
to represent a defect in basic sensory or informa-
tion retrieval capacities (p. 14), nor a CNS inhibi-
tory function deficit (p. 16). The defect in neural 
transmission amounts to the presence of “slippage” 
at the CNS synapse, and such slippage at the syn-
apse has its behavioral counterparts (at the molar 
level) in the glaring clinical symptomatology of 
actual schizophrenia. In other words, just as the 
synaptic functioning in schizophrenia is charac-
terized by slippage, so, too, are the symptoms of 
associative loosening and cognitive- affective aber-
rations observed in the patient with schizophrenia. 
Hypokrisia was hypothesized to characterize the 
neuronal functioning throughout the brain of the 
individual who was affected, thus producing what 
amounted to a rather ubiquitous CNS anomaly 
(Meehl, 1990, p. 14) termed “schizotaxia.” It is par-
ticularly fascinating that even today (e.g., Owen et 
al., 2005) models of synaptic dysfunction echo this 
conjecture about synaptic slippage. (In this context, 
it is important to note that many aspects of Meehl’s 
model remain persuasive even in light of data indi-
cating that multiple genes probably contribute to 

schizophrenia liability, or schizotypy [see Sullivan et 
al., 2012; but see also Sekar et al., 2016; Yilmaz et 
al., 2021]).

Thus, according to the model, schizotaxia is the 
“genetically determined integrative defect, predis-
posing to schizophrenia and a sine qua non for that 
disorder” (Meehl, 1990, p. 35) and was conjectured 
to have a general population base rate of 10% (see 
Meehl, 1990, for derivation). Note that schizotaxia 
essentially describes an aberration in brain func-
tioning characterized by pervasive neuronal slip-
page in the CNS; it is not a behavior or observable 
personality pattern. The schizotaxic brain, however, 
becomes the foundation that other factors will build 
upon and interact aversively with to possibly pro-
duce clinically diagnosable schizophrenia. The other 
factors that interact with the schizotaxic brain and 
influence individual development (as well as clinical 
status) are the social learning history of an individ-
ual as well as other genetic factors, termed “poly-
genic potentiators.”

Meehl (1962, 1990, 2001) generally held that 
all (or nearly all) schizotaxic individuals developed 
schizotypy (i.e., a schizotypal personality organiza-
tion) on essentially all existing social reinforcement 
schedules. Schizotypy, therefore, referred to the 
psychological and personality organization result-
ing from the schizotaxic individual interacting with 
and developing within the world of social learning 
influences. An individual who displays schizotypy is 
considered a schizotype. (Note that Meehl’s “schizo-
typal personality organization” is not the same as the 
DSM SPD.) Meehl (1990) considered the possibil-
ity that a schizotaxic individual might not develop 
schizotypy if reared in a sufficiently healthful envi-
ronment, but he viewed this outcome as unlikely. 
In short, there are multiple possible observable or 
measurable manifestations of schizotypy, where 
schizotypy is the latent construct and the observ-
ables are indicators (e.g., schizophrenia, schizotypic 
pathology, laboratory measures) (see Figure 29.2).

The second set of factors influencing the devel-
opment of clinical schizophrenia in the schizotypic 
individual is a class of genetically determined fac-
tors (or dimensions) termed “polygenic potentia-
tors.” According to Meehl (1990), “a potentiator 
is any genetic factor which, given the presence of 
the schizogene and therefore of the schizotypal per-
sonality organization [emphasis in original], raises 
the probability of clinical decompensation” (p. 39). 
Potentiators include personality dimensions inde-
pendent of schizotaxia, such as social introversion, 
anxiety proneness, aggressivity, and hypohedonia. 
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Such potentiators do not modify (in the techni-
cal genetic sense of the term) the expression of the 
putative schizogene but rather interact with the 
established schizotypic personality organization 
and the social environment to facilitate (or, in some 
cases, “depotentiate”) the development of decom-
pensated schizotypy, namely schizophrenia. Meehl 
(1990) stated, “It’s not as if the polygenes for intro-
version somehow ‘get into the causal chain’ between 
the schizogene in DNA and the parameters of social 
reinforcement” (p. 38), rather the potentiators push 
the schizotype toward psychosis. In this context it is 
interesting to note that Meehl’s modeling encom-
passed the idea of a “mixed” model of genetic influ-
ence: namely, a single major gene (i.e., an autosomal 
diallelic locus) operating against a background due 
to an additive polygenic (or cultural) component 
(Morton & MacLean, 1974). Thus, in this model, 
the development of clinically diagnosable schizo-
phrenia is the result of a complex interaction among 
several factors: (1) a schizotaxic brain characterized 
by genetically determined hypokrisia at the synapse, 
(2) environmentally mediated social learning expe-
riences (that bring about a schizotypal personality 
organization), and (3) the polygenic potentiators.

Although the modal schizotype does not decom-
pensate into diagnosable schizophrenia, Meehl 
suggested that the latent diathesis is detectable 
through aberrant psychological and social func-
tioning. This fundamental assumption has served 
as an organizing concept for decades of research on 

schizotypic psychopathology and schizophrenia (see 
Lenzenweger, 2010, 2021). Meehl (1962) described 
four detectable fundamental signs and symptoms of 
schizotypy: cognitive slippage (or mild associative 
loosening), interpersonal aversiveness (social fear), 
anhedonia (pleasure capacity deficit), and ambiva-
lence. Later, in 1964, he developed a clinical check-
list for schizotypic signs that included rich clinical 
descriptions of not only these four signs or symp-
toms but also several others that he suggested were 
valid schizotypy indicators. Basically, all aspects of 
the core clinical phenomenology and psychological 
functioning seen in the schizotype were hypothe-
sized to derive fundamentally from aberrant CNS 
functioning (i.e., hypokrisia) as determined by 
the schizogene. For example, “primary cognitive 
slippage” gives rise to observable secondary cogni-
tive slippage in thought, speech, affective integra-
tion, and behavior. He saw hypokrisia as the root 
cause of “soft” neurological signs as well as what 
he termed “soft” psychometric signs that could be 
detected among schizotypes. Finally, Meehl argued 
that hypokrisia also led to what he termed “primary 
aversive drift” or the steady developmental progres-
sion toward negative affective tone in personality 
functioning across the life span among schizotypes 
(see Meehl, 1990,  figure 1 in original, p. 27). This 
primary aversive drift across the life span, accord-
ing to Meehl, gave rise to social fear, ambivalence, 
and hypohedonia (Meehl, 2001). Figure 29.3 con-
tains a depiction, inspired in large part by Meehl’s 

Psychometric
Schizotypy

“True”
schizotypy 

Schizophrenia

SPD
PPD

Figure 29.2 Relationship between the latent construct schizotypy and indicators of schizotypy, such as clinical, psychometric, and 
laboratory measures. One should not speak of observed indicators of the latent construct as schizotypy; for example, schizotypal 
personality disorder features should be described as a schizotypy indicator. See Cronbach and Meehl (1955) and McCorquodale and 
Meehl (1948) for extended discussion of these points. Copyright 2010, Mark F. Lenzenweger. Used with permission of the author.
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thinking, of the relations between schizotaxia, 
schizotypy, schizophrenia, and related outcomes, 
including endophenotypes.

It is worth noting that the role anhedonia played 
in Meehl’s model changed over the years. In the 
1962 model, anhedonia was hypothesized to repre-
sent a fundamental and etiologically important fac-
tor in the development of schizotypy, actually falling 
somewhat “between” the genetic defect hypokrisia 
and the other schizotypic signs and symptoms of 
interpersonal aversiveness, cognitive slippage, and 
ambivalence. As of 1990, Meehl deemphasized 
anhedonia (then termed “hypohedonia”; but see also 
Meehl, 1964) as a fundamental etiological factor in 
the development of schizotypy and schizophrenia. 
In the 1990 revision, Meehl strongly suggested that 

associative loosening and aversive drift are those 
psychological processes (deriving from hypokri-
sia) that primarily determine the behavioral and 
psychological characteristics of the schizotype (see 
Meehl, 1990, p. 28). Hypohedonia was (is) now 
viewed as playing an etiological role in the devel-
opment of schizotypy by functioning as a dimen-
sional polygenic potentiator (i.e., not deriving from 
the core genetically determined schizophrenia dia-
thesis). The reconfiguration of hypohedonia’s role 
in the 1990 model was a major substantive shift 
and was discussed further in Meehl (1993, 2001). 
In overview, Meehl (1975, 1987, 1990) proposed 
that all persons displayed some level of hedonic 
capacity, which was conceived of as a normal- range, 
dimensional, individual differences construct, and 
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Figure 29.3 Developmental model relating the genetic diathesis for schizophrenia, schizotaxia, and schizotypy and implied levels of 
analysis (adapted from Meehl 1962, 1990), with modifications (Lenzenweger, 2010). Those factors to the left of the vertical broken 
line (i.e., plane of observation) are latent and therefore unobservable with the unaided naked eye, whereas those factors to the right of 
the plane of observation are manifest (or observable). A DNA- based (i.e., genetic) liability creates impaired central nervous syste,- based 
neural circuitry (schizotaxia) that eventuates in a personality organization (schizotypy) that harbors the liability for schizophrenia. Social 
learning schedules interact with schizotaxia to yield schizotypy. Psychosocial stressors and polygenic potentiators interact with schizotypy 
to yield manifest outcomes across a range of clinical compensation. Various possible manifest developmental outcomes are schizophrenia 
(assuming a “second hit,” e.g., in utero exposure to maternal influenza), schizotypic psychopathology (e.g., schizotypal and/ or paranoid 
personality disorders), or schizophrenia- related psychoses (e.g., delusional disorder). So- called prodromal features (withdrawal, reduced 
ideational richness, disorganized communication) may precede the onset of some (but not all) cases of schizophrenia. Endophenotypes 
(e.g., sustained attention deficits, eye- tracking dysfunction, working memory impairments, and/ or psychometric deviance [PAS]; see 
Gottesman & Gould, 2003), which are invisible to the unaided, naked eye (but detectable with appropriate technologies), are found 
below the plane of observation. Epigenetic factors refer to nonmutational phenomena, such as DNA methylation and histone acetylation 
(modification), that alter the expression of the schizophrenia gene (or genes). Finally, all individuals represented across this range of 
manifest outcomes are considered schizotypes, which does not necessarily imply an ICD or DSM diagnosis.
Copyright 2010, Mark F. Lenzenweger. Used with permission of the author.
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it functioned as the potentiator noted previously. 
However, Meehl (2001) made it clear that a patho-
logical variant of hypohedonia, determined perhaps 
by a genetic defect and similar to that proposed by 
Rado, could also exist in some people. However, the 
etiological basis of such a hedonic defect may or 
may not be directly attributable to a “schizogene.” 
He did not see these two possibilities— a normal- 
range quantitative system and an anhedonic taxon 
or class— as mutually exclusive. Meehl (2001) dis-
cussed the challenges posed to interpretation of 
results from latent structure analyses of phenotypic 
indicators of hedonic capacity with reference to 
his model of schizotypy and the possible etiology 
of deviations in hedonic capacity. Meehl viewed 
this specific terrain (i.e., hedonic capacity) as ripe 
for continued exploration and saw it as consisting 
of open questions with respect to schizotypy (e.g., 
Strauss & Gold, 2012; see also Strauss & Cohen, 
2018). Recent taxometric evidence focused on 
hypohedonia and the distinction between hedonic 
capacity and experience, and thus social withdrawal, 
challenges the meaning of hypohedonia as a core 
process in schizotypy (Linscott, 2007).

A central, and perhaps the most important, 
assumption in Meehl’s model is that schizotypy, as 
a personality organization reflective of a latent liabil-
ity for schizophrenia, can manifest itself behaviorally 
and psychologically in various degrees of clini-
cal compensation. Thus, following Rado (1960), 
Meehl (1962, 1990) argued that the schizotype 
may be highly compensated (showing minimal 
signs and symptoms of schizotypic functioning), 
or the individual may reveal transient failures in 
compensation, or may be diagnosably schizo-
phrenic. Schizotypes, therefore, can range clinically 
from apparent normality through to psychosis, 
yet all share the schizogene and resultant schizo-
typic personality organization. A crucial implica-
tion of this assumption is that not all schizotypes 
develop diagnosable schizophrenia (i.e., one could 
genuinely be at risk yet never develop a psychotic 
illness); however, all schizotypes will display some 
evidence of their underlying liability in the form 
of aberrant psychobiological and/ or psychological 
functioning. As noted, this particular implication 
of the model has guided nearly 60 years of research 
directed at developing methods for the valid and 
efficient detection of schizotypy endophenotypes 
(Gottesman & Gould, 2003; Lenzenweger, 1999c, 
2013a, 2013b). Through clinical, psychometric, or 
other means it articulated the heart of the “diathesis- 
stressor” model or approach for psychopathology 

(Lenzenweger, 2010). In short, if valid schizotypy 
detection strategies could be developed, samples of 
“high- risk” individuals (i.e., schizotypes) could be 
assembled and examined in various efforts to bet-
ter illuminate the nature and development of both 
schizophrenia and related schizotypic conditions 
(see Lenzenweger, 2021).

Frequent Misunderstandings of Meehl’s Model
In discussing Meehl’s model of schizotypy, it 

is important to point out several misconceptions 
of the model and various misunderstandings (see 
Lenzenweger, 2010, for extensive details). There are 
five primary areas of misunderstanding:

 1. Meehl’s schizotypy construct is not the same as 
DSM- defined SPD. Schizotypy is a latent con-
struct, whereas SPD is an observable phenom-
enological entity (Figure 29.2).

 2. Schizotypy, as a latent construct, is not entirely 
genetic in origin. It reflects input from both 
genes (determining “schizotaxia”) and envi-
ronmental factors (e.g., social learning history) 
(Figure 29.3).

 3. The terms “schizotype” and “schizotypy” are 
not reserved only for those cases identified by 
DSM- defined SPD features. It makes no con-
ceptual sense to reserve the term “schizotypy” 
for  interview- based assessments of schizotypic 
features, whereas the term “psychometric schizo-
typy” is used for psychometric assessments of 
schizotypic features.

 4. Not all schizotypes are expected to develop 
schizophrenia. Some schizotypes will develop (or 
convert to) schizophrenia, some will show some 
continued nonpsychotic evidence of schizotypic 
features across the life span, and some schizo-
types will remain quietly schizotypic (perhaps 
displaying evidence of their underlying person-
ality organization on endophenotypic measures 
(Gottesman & Gould, 2003; Lenzenweger, 
2013a, 2013b, 2021).

 5. Some observers (mis)believe that Meehl’s entire 
developmental model hinges on the presence 
of a proposed single, schizophrenia- specific 
gene (a “schizogene”). However, this is incor-
rect. Meehl did speculate on the possibility of 
a “schizogene” in his original formulations and 
used it as starting point. However, the cascade of 
processes and outcomes in the model is entirely 
compatible with multiple genes contributing 
to the underlying schizotaxic pathology, which 
then plays itself out developmentally as noted in 
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Figure 29.3. Meehl fully understood the state of 
modern genetics research in schizophrenia and 
the additive polygenic threshold model.

What Determines Conversion to Schizophrenia  
from Nonpsychotic Schiztotypy in Meehl’s Model?

There is interest in determining what is termed 
the “conversion to psychosis rate” among those per-
sons deemed to be at risk for or in the early- onset 
stages of schizophrenia (with many prodromal 
cases appearing, at least, quasi- psychotic in terms 
of presenting phenomenology— some are already 
clinically psychotic for all intents and purposes; 
Fusar- Poli et al., 2013), however such interest is 
tempered by the fact that the vast majority (70% or 
more) of such clinical high- risk cases do not convert 
to psychosis on follow- up (see Lenzenweger, 2021, 
for extended discussion). On a related note, Siever 
and Davis (2004) have speculated that the schizo-
typic individual who does not develop schizophre-
nia may have reduced striatal dopaminergic activity 
and increased frontal capacity, assets that spare 
him or her from the emergence of schizophrenia. 
However, recent evidence shows relations between 
genetic polymorphisms known be associated with 
both dopaminergic functioning and schizophre-
nia to also be associated with schizotypic features 
(Grant et al., 2013; Mohr & Ettinger, 2014; 
Thompson et al., 2020).

What is the precise recipe of polygenic poten-
tiators, life stressors, and random events in inter-
action with the schizotaxic brain that might lead 
one to move from being a compensated schizotype 
to clinical schizophrenia? Simply stated, the answer 
is not known. Meehl articulated the rich matrix of 
components and developmental processes that he 
believed could eventually yield schizophrenia in 
some instances, but he was not able to identify those 
specific factors (genetic or otherwise) that propel 
one to transition from the nonpsychotic schizotype 
to clear- cut schizophrenia (i.e., psychosis). Clearly 
Meehl (1962, 1990) viewed the polygenic poten-
tiators noted earlier as playing an important role in 
this developmental process; however, he also stressed 
the importance of what he termed “unknown criti-
cal events” as well as the “random walk” (i.e., life 
histories may reflect divergent causality rather than 
the impact solely of well- known systematic factors 
such as social class or birth order) in the determi-
nation of schizophrenia (Meehl, 1978; cf. Meehl, 
1971, 1972). In this context it is worth noting that 
although Meehl saw the polygenic potentiators as 

important, he argued that the polygenic potentiators 
“do not in the least ‘modify’ the schizogene’s endo-
phenotypic expression as schizotaxia, a CNS para-
metric aberration” (Meehl, 1972, p. 380; emphasis 
in original), rather they simply alter the probability 
that a schizotype might move on to clinical schizo-
phrenia. The precise manner whereby a schizotype 
moves on to schizophrenia, in those instances where 
it happens, remains an open issue and is ripe for 
life span developmental studies of schizotypy.  
Such research should also seek to understand those 
factors— polygenic potentiator or otherwise— that 
might buffer a schizotype from transitioning to 
schizophrenia.

Although various efforts have been made to 
expand upon and refine Meehl’s basic framework 
(e.g., see examples in Lenzenweger & Dworkin, 
1998), the core assumptions of contemporary lia-
bility models do not differ substantially from what 
he proposed in 1962 in terms of the importance of 
genetically influenced contributions to a liability 
impacted by environmental stressors. Contemporary 
quantitative genetic models, especially the simple 
polygenic model as well as the polygenic- threshold  
model, see all genetically influenced factors con-
tributing to schizophrenia liability as summing 
(unlike Meehl who proposed what was essentially 
a “mixed model” in which a schizophrenia- specific,  
genetically influenced liability operated against a 
background of polygenic effects). Neurocognitive 
(Andreasen, 1999), neuroscientific (e.g., Grace 
& Moore, 1998; Owen et al., 2005; Phillips 
& Silverstein, 2003), and neurodevelopmental 
(Marenco & Weinberger, 2000; McGlashan &  
Hoffman, 2000; Sekar et al., 2016) models for 
schizophrenia, albeit not wed to hypothetical pro-
cesses such as hypokrisia, are nevertheless quite 
consistent with many of the major tenets of Meehl’s 
framework for schizotypic psychopathology and 
schizophrenia proper. In short, nearly all major 
models of the underlying pathological processes in 
schizophrenia emphasize a dysfunction in neural 
development (e.g., “overpruning” Sekar et al., 2016; 
Yilmaz et al., 2021) and neurobiologically driven 
dysregulation in neural transmission that impairs 
information processing and may lead to symptom 
formation, substantive views that echo Meehl’s early 
conjectures (cf. Meehl, 1962).
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The Claridge View of Schizotypy: A 
Necessary Scientific Excursus on the 
Benign Schizotypy Model

As reviewed in Lenzenweger (2010, 2015), no 
discussion of contemporary views of schizotypic 
psychopathology and the schizotypy construct 
would be complete without an examination of the 
views of Gordon Claridge (Claridge, 1997; Mohr 
& Claridge, 2015). The most distinctive features of 
his approach to schizotypy concern his propositions 
regarding (a) the putative existence of “healthy” 
manifestations of schizotypy (also termed “benign 
schizotypy” [BS]), (b) schizotypy as a component 
of normal personality, and (c) the proposal that the 
schizotypy construct has a dimensional (quantita-
tive) structure at the latent level.

Unlike the views of Meehl (1962, 1990) or those 
advocated here and elsewhere (Lenzenweger, 1998, 
2010, 2015), Claridge sees schizotypy as a normal 
personality trait varying by degree along a contin-
uum. In adhering to the methodological views of his 
mentor, the British personality psychologist Hans 
J. Eysenck and Eysenck’s conceptualization of “psy-
choticism” as a personality trait, Claridge places his 
conceptualization of schizotypy squarely within the 
traditional dimensional view of normal personality. 
Indeed, Claridge’s ideas regarding schizotypy have 
been introduced by his collaborators as consistent 
with those “writers who conceptualise the spec-
trum of schizophrenia- related characteristics as a 
continuous dimension, akin to other dimensions of 
personality,” which represents a view “championed 
by writers such as Eysenck” (Eysenck & Eysenck, 
1976; Rawlings et al., 2008, p. 1641). This view 
raises two questions: (1) Is schizotypy best thought 
of as a component of normal personality? (2) Does 
the available evidence support a dimensional view 
of schizotypy?

Schizotypy as Part of Normal Personality and 
“Healthy” Psychosis

Is schizotypy best thought of as a component 
of normal personality? Unpacking this further, is 
schizotypy normal? Is schizotypy part of personality? 
These issues boil down to whether one views schizo-
typy as (a) the liability for schizophrenia (e.g., Meehl, 
Lenzenweger) or (b) a trait characterized by certain 
cognitive features and psychotic- like phenomena 
that are part of the general system of normal per-
sonality (Claridge, Bentall, Mason). As summarized 
recently by Rawlings et al. (2008), “Claridge and his 
colleagues have investigated schizotypy from many 
points of view. They have concluded that psychotic 

traits constitute an essentially healthy dimension of per-
sonality, which in adaptive form contributes to psy-
chological variations as creativity, non- threatening 
hallucinations, and rewarding spiritual and mystical 
beliefs and experiences” (p. 1670, emphasis added). 
Claridge and proponents of the BS model, which 
they argue yields “happy schizotypes,” continue to 
assert their support for such a conceptualization 
(Grant & Hennig, 2020; Mohr & Claridge, 2015).

As pursued elsewhere (Lenzenweger, 2010, 
2015, 2018b), the psychopathologist must ask, 
“What does it mean to argue that ‘psychotic traits 
constitute an essentially healthy dimension of per-
sonality’?” In light of the observations of Kraepelin, 
Bleuler, Rado, Meehl, and others, one must consider 
critically the views on schizotypy held by Claridge, 
particularly as regards the term psychosis. What does 
it mean to designate an individual or behavior “psy-
chotic”? In traditional psychiatric usage, “psychotic” 
as a descriptive term has typically one of three 
potential meanings, all suggestive of pathology: (1) 
the impairment of reality testing as indicated by the 
presence of particular psychopathology signs and/ 
or symptoms (hallucinations, delusions, thought 
disorder); (2) the depth or severity of an impair-
ment (e.g., a psychotic depression, meaning a very 
deep or profound case of depression), and/ or less 
frequently (3) a degree of regression, within a psycho-
dynamic framework, to a developmentally primitive 
stage of psychological organization wherein thought 
and experience are characterized by primary process 
(i.e., not secondary process).

Given how the term “psychotic” is used in psy-
chopathology, can we conceive of “psychotic traits” 
as being consistent with a “healthy dimensional of  
personality?” (Resorting to the locution “psychotic- 
like” does not get one out of this conceptual 
conundrum if one is serious about the notion 
that psychotic traits are representative of a healthy 
dimension of personality.) To do so, one must really 
confront the implication of this statement and 
consider the notion of “healthy psychosis.” One 
impression gleaned from this juxtaposition of terms 
is that it reveals an insufficient appreciation for the 
clinical and research basis supporting the notion of 
schizotypy as schizophrenia liability. In short, those 
who see patients in intensive diagnostic or thera-
peutic capacities may find an eerie unfamiliarity in 
a concept such as “healthy psychotic” traits. Can 
one realistically speak of “healthy” schizophrenia 
or schizophrenia as a healthy dimension of per-
sonality? From the standpoint of clinical relevance, 
Claridge’s theoretical position seems distinctly 
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ungrounded in the clinical realities of schizotypic 
pathology. Moreover, from the research standpoint, 
the literature, by and large, does not support a view 
of schizophrenia (the illness) as reflective of an 
extension of normal personality. We must always 
remind ourselves that finding correlations between 
measures of schizotypy and measures of normal 
personality does not establish continuity with nor-
mality nor establish that schizotypy is akin to other 
measures of normal personality (e.g., extraversion, 
positive emotion, negative emotion, constraint). 
Rather, in the view of many, schizophrenia reflects a 
complex pathological disease process, not a deviation 
in a normal personality process or dimension, and 
schizotypy reflects liability for that illness. Raine 
(2006) proposes the notion of “pseudoschizotypy,” 
which may reflect a more accurate appraisal that a 
group of persons might score highly on a measure 
of schizotypy for reasons other than latent schizo-
typy (rather than invoking strained constructions 
such as “happy schizotypy,” “benign schizotypy,” or 
“healthy psychosis”).

An interesting issue for research is to determine 
how personality copes with the presence of schizo-
typy and how schizotypy shapes the personality. 
In short, it is likely that, when present, schizotypy 
(whether thinking qualitatively or quantitiatively) 
impacts and shapes personality manifestations. This 
view is consistent with a consideration of how the 
expression of schizophrenia, as a clinical illness, 
impacts the personality of one so diagnosed.

Claridge’s View of Schizotypy as a “Fully 
Dimensional” Construct

The second issue central to Claridge’s view of 
schizotypy concerns the basic nature of the con-
struct’s underlying structure. Is it quantitative in 
nature at both the phenotypic level and the latent level? 
This issue received considerable discussion during 
the 1993 NATO workshop on schizotypy (see 
Raine et al., 1995). At that time, although Claridge 
maintained a strong commitment to a dimen-
sional view, there were no empirical data available 
to support a view that the schizotypy construct was 
quantitatively distributed— varying by degree (not 
kind)— at the latent level. All empirical evidence 
marshaled by Claridge and colleagues in support 
of the dimensional latent structure of schizotypy 
came from analytic techniques (i.e., factor analysis) 
that could not determine whether a latent entity 
was quantitatively (dimensionally) or qualitatively 
(taxonically) structured at a deeper level. One can 
surely measure a psychopathological feature, symptom, 

or character in a quantitative manner, but that, in 
and of itself, does not ensure or mean that the construct 
measured is dimensional at the latent level. For exam-
ple, one could construct a quantitative measure of 
“maleness/ femaleness” and acquire dimensional val-
ues on the “maleness/ femaleness scale.” However, 
the continuous variation in the scores on this scale 
would not mean that biological sex has a continu-
ous (quantitative, “difference by degree”) nature at 
the latent level (see below, regarding factor analysis).

The current empirical picture regarding the 
latent structure of schizotypy is one of discontinu-
ity, which is either representative of a latent taxon 
(class, natural subgroup) or a severe step- function 
(threshold) in the structure of the schizotypy con-
struct. As discussed later in this chapter, there is an 
abundance of evidence drawing on taxometric and 
finite mixture modeling studies that are supportive 
of the discontinuous underlying nature of schizo-
typy. The corpus of evidence drawn from empirical 
data is inconsistent with a fully dimensional view of 
schizotypy such as that argued for by Claridge and 
colleagues (e.g., Grant & Hennig, 2020; Nelson et 
al., 2013). Although Mason and Claridge (2006) 
state, “Suffice it to say that the evidence is strongly 
weighted in favour of the fully dimensional model” 
of schizotypy” (p. 205), this statement is simply 
incorrect in view of the available empirical corpus.

The bulk of the evidence that Claridge and col-
leagues interpret as supportive of the dimensional-
ity of schizotypy comes from (a) a methodological 
position committed to dimensionality as proposed 
by Eysenck, (b) visual examination of the distri-
butions of phenotypic psychometric values (recall 
that distributions of scores cannot resolve the latent 
structure question), (c) results of factor analyses of 
psychometric values (remember, factor analysis is a 
technique that always finds factors by organizing 
larger numbers of variables into a smaller number 
of large “factors”), and (d) a single taxometric inves-
tigation. Aside from evidence drawn from one taxo-
metric study (Rawlings et al., 2008), which suffered 
from marked methodological artifacts (Beauchaine 
et al., 2008), the empirical picture painted over-
whelmingly by results from latent structure analyses 
(taxometric, finite mixture modeling, latent class 
analysis) supports the existence of a discrete class of 
individuals harbored within large samples of persons 
who have completed schizotypy measures. Recent 
reviews arguing in favor of the dimensionality of 
schizotypy (e.g., Nelson et al., 2013) unfortunately 
fall short of establishing latent continuity through 
appropriate latent structure statistical methods; 

 



Personal ity  D i sorDers694

instead, they tend to emphasize similarities between 
schizotypic psychopathology and schizophre-
nia (which are well known) and infer continuity. 
Ironically, much of the research marshalled to sup-
port a continuum view of schizotypy is done using 
distinct subject groups (e.g., schizotype vs. controls) 
rather than being conducted in a fully dimensional 
manner using correlational and/ or regression tech-
niques with a full range of schizotypy scale scores.

Eysenck, despite his preference for dimensional 
models and continuous measurement, stated that 
he “would not wish to dismiss the possibility or 
even the likelihood that in any random group of 
clinically diagnosed neurotics there would be found 
a small number of people who might ‘constitute a 
group apart, different not in degree, but in kind, by 
reason of some specified biochemical error, which 
is highly predictable in terms of inheritance, and 
which operates in a manner quite different from 
anything observed’ in the kinship relations of the 
remainder of that group” (Eysenck, 1958, p. 431). 
This view of Eysenck is actually quite commensurate 
with what is known about schizotypy from modern 
empirical studies of latent structure.

Claridge’s View of Meehl’s Model as 
“Quasi- Dimensional”?

In this context one should also evaluate 
Claridge’s view of Meehl’s (1990) model of schizo-
typy as “quasi- dimensional,” whereas he refers to 
his own model as “fully dimensional,” as discussed 
above (Claridge, 1997; see also Nelson et al., 2013). 
What is meant by the term “quasi- dimensional”? If 
one takes the word “quasi” to mean “having a like-
ness to, having some resemblance to,” we would say 
quasi- dimensional would logically mean “having a 
likeness to or resembling a dimension.” One would 
be hard pressed to find an indication in Meehl’s writ-
ing that schizotaxia (or, by definition, schizotypy) is 
in any manner dimensional, quasi or otherwise. The 
term “quasi- dimensional” as a descriptor is merely 
another way of saying “continuous latent liability 
with a threshold”— this not what Meehl proposed.

Meehl (1962, 1990) himself was quite clear 
about the latent structure of schizotypy as reviewed 
earlier: he saw schizotypy as having a taxonic (quali-
tative) latent structure. As noted, he did speak 
of “polygenic potentiators,” which could have a 
dimensional nature; however, schizotypy, according 
to his model, was taxonically structured at the latent 
level. It may be the Claridge intended the notion of 
a “quasi- continuous” model of genetic influences, 
akin to a polygenic model with a distinct threshold 

effect, when describing Meehl’s model as “quasi- 
dimensional.” In fact, behavior geneticists distin-
guish between a polygenic model with continuous 
variation in a phenotype (e.g., height, IQ) and one 
where there is some form of discernible demarca-
tion in the phenotype (e.g., cleft palate, diabetes) 
(see Falconer, 1989). However, Meehl’s model does 
not encompass the polygenic perspective (without 
thresholds) that embraces fully continuous variation 
or quasi- continuous variation. His model, rather, 
represents a “mixed model,” whereby a single major 
schizophrenia- relevant gene operates against a back-
ground of polygenic modifier effects (his so- called 
potentiators). To review, Meehl was clear on this 
issue in advocating for a taxonic view of schizotypy. 
In Meehl’s view there is no gradation or quantitative 
variation insofar as schizotypy is concerned at the 
latent level: one is either a schizotype or not, there is no 
in- between place. Claridge (1997; Mohr & Claridge, 
2015), in contrast, advocates a fully dimensional 
view (latent level) with continuous variation at the 
phenotypic level; his model is most consistent with 
a polygenic model (without a threshold) that reflects 
a continuous additive model of genetic influences.

Classification and Diagnostic Technology
Assessment of Schizotypy and Schizotypal 
Phenomena

This section focuses on the assessment of schizo-
typy and schizotypic phenomena with a brief review 
of clinical interviews and psychometric invento-
ries that have been developed for either clinical or 
research work. An evaluation of many psychometric 
measures conjectured to be putative schizotypy indi-
cators developed before 1980 is available in Grove 
(1982); data bearing on psychometric measures 
through the early 1990s can be found in Chapman, 
Chapman, and Kwapil (1995). Recently, Kirchner 
et al. (2018) provide a useful overview of diagnostic 
and other assessment approaches to SPD, which has 
obvious relevance. Not all of the assessment devices 
discussed here have been designed with Meehl’s 
(1964) early effort in mind, though most have been 
influenced by his work. Some emerged from the 
increased interest in personality pathology that fol-
lowed the introduction of DSM- III in 1980. All of 
the measures discussed here have been shown to have 
strong reliability and a reasonable degree of validity.

Clinical Interviews and Checklists for Schizotypic 
Psychopathology

Four interview- based procedures have been devel-
oped specifically to assess schizotypic phenomena. 
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The following assessment devices are tailored specif-
ically for schizotypic psychopathology. One could, 
of course, use the relevant diagnostic modules for 
SPD and/ or PPD from an established Axis II struc-
tured interview (e.g., the IPDE; Loranger, 1999) as 
an alternative to these specialized instruments.

meehl’S checkliSt foR Schizotypic SignS
Meehl’s (1964) Checklist for Schizotypic Signs is 

a treasure trove of clinical observation and phenom-
enological description for schizotypic psychopa-
thology. The Checklist and the Manual for Use with 
the Checklist for Schizotypic Signs can be downloaded 
from Meehl’s website (http:// meehl.umn.edu/ sites/ 
g/ files/ pua1 696/ f/ 061 scch eckl ist.pdf ). The check-
list consists of 25 clinical features that Meehl argued 
were of diagnostic importance to the recognition 
and diagnosis of schizotypic features

Symptom Schedule foR the diagnoSiS of 
boRdeRline SchizophRenia

The Symptom Schedule for the Diagnosis of 
Borderline Schizophrenia (SSDBS) was developed 
by Khouri, Haier, Rieder, and Rosenthal (1980) to 
assess the symptoms of “borderline schizophrenia” 
as defined by Kety et al. (1968). The schedule was 
administered in an interview format, with eight 
symptoms rated on a 3- point scale, including per-
ceptual changes, body image aberrations, feelings of 
unreality, thought disturbances, ideas of reference, 
ideas of persecution, self- inflicted injuries, and pre-
occupation with perverse sexuality or violence.

Schedule foR Schizotypal peRSonalitieS
Developed by Baron and associates (Baron et al., 

1981), the Schedule for Schizotypal Personalities 
(SSP) was designed to assess the diagnostic crite-
ria for DSM- III SPD. The SSP assesses illusions, 
depersonalization/ derealization, ideas of reference, 
suspiciousness, magical thinking, inadequate rap-
port, odd communication, social isolation, and 
social anxiety. The SSP also assesses delusions and 
hallucinations.

StRuctuRed inteRView foR Schizotypy
Kendler and colleagues (Kendler, Lieberman, & 

Walsh, 1989) developed the Structured Interview 
for Schizotypy (SIS) to assess schizotypal signs and 
symptoms. The SIS consists of 19 sections, 18 to 
assess individual symptom dimensions and 1 to 
assess 36 separate schizotypal signs (Kendler et al., 
1989). The SIS is intended to be given in conjunc-
tion with an Axis I assessment device. Results from 

the Roscommon Family Study of Schizophrenia 
(Kendler et al., 1993) provided additional valida-
tion of the SIS.

Psychometric Inventories for Schizotypy Detection
In this context, a comment is in order regard-

ing a term one sees in some journals, namely “psy-
chometric schizotypy.” I see no conceptual gain in 
introducing idiosyncratic concepts such as “psy-
chometric schizotypy” or “self- report schizotypy” 
into the empirical literature. If a measurement 
device is valid for the intended construct, then how 
does the method of assessment being included in 
the name of the construct advance scientific dis-
course? One does not speak of “structured clinical 
interview depression,” “self- report panic disorder,” 
or “observer- rated personality disorder.” Relatedly, 
all interview assessments are essentially self- report 
in nature and presumably such interviews possess 
commendable psychometric properties, yet we do 
not call out these characteristics of the interviews.

chapman “pSychoSiS pRoneneSS” ScaleS 
(“wiSconSin ScaleS”)

Guided by Meehl’s model of schizotypy and his 
rich clinical descriptions of schizotypic signs (Meehl, 
1964) and in close accordance with construct valid-
ity principles (Cronbach & Meehl, 1955), L. J. 
Chapman and J. P. Chapman (1985, 1987) devel-
oped several objective self- report measures to assess 
traits reflective of a putative liability to psychosis, 
perhaps schizophrenia. For reviews of the early lit-
erature on these measures see J. P. Chapman et al. 
(1995). A brief and selective overview of leading 
instruments is provided here.

Two of these scales, the Perceptual Aberration 
Scale (PAS; Chapman et al., 1978) and the Magical 
Ideation Scale (MIS; Eckblad & Chapman, 1983), 
have been used extensively in recent research to 
detect schizotypy and assemble samples of respon-
dents presumed to be at increased risk for psychosis 
from nonclinical populations. The PAS is a 35- item 
true- false measure of disturbances and distortions 
in perceptions of the body as well as other objects. 
Regarding the MIS, L. J. Chapman and Chapman 
(1985) defined magical ideation as a “belief in forms 
of causation that, by conventional standards of our 
society, are not valid but magical” (p. 164; emphasis 
added). The PAS and MIS tend to be highly cor-
related (r at .68 to .70). As a result, both measures 
are often used in conjunction to select schizotypic 
patients from nonclinical populations. The PAS 
and MIS have been used extensively in schizotypy 

 

 

 

 

 

 

 



Personal ity  D i sorDers696

research and are associated with an impressive body 
of empirical literature supportive of their validity.

A third scale developed by the Chapmans, the 
Revised Social Anhedonia Scale (RSAS) (Mishlove 
& Chapman, 1985), has also been used with greater 
frequency because deviance on the scale was linked 
to later psychosis in the presence of elevated PAS/ 
MIS scores (Chapman et al., 1994). The extent 
to which the RSAS assesses “anhedonia” versus 
“social withdrawal” has become a focus of recent 
substantive discussion and empirical investigation 
(Linscott, 2007). Finally, abbreviated versions of 
the original Chapman scales (sometimes referred 
to as “Wisconsin Scales”) have been published for 
research use (Winterstein et al., 2011).

Schizotypal peRSonality QueStionnaiRe
The Schizotypal Personality Questionnaire (SPQ; 

Raine, 1991) is a 74- item true- false self- report ques-
tionnaire that assesses the features consistent with 
the symptoms for SPD as defined by the DSM- III- 
R. The SPQ has excellent psychometric properties 
(Raine, 1991). The SPQ generates three general 
factors that correspond conceptually to the reality 
distortion, disorganization, and negative symptom 
components that are well known in the schizophre-
nia research literature (Lenzenweger & Dworkin, 
1996). The SPQ has become one of the most heav-
ily used psychometric assessment methods in the 
schizotypy/ schizotypal personality research area; a 
revised short form was published in 2010 (Cohen 
et al., 2010), and a child- focused version appeared 
recently (Raine et al., 2021). Importantly, the fac-
tor structures underlying the Chapman scales and 
the SPQ reveal distinct differences which suggest 
caution in assuming these measures are comparably 
structured at the latent level (Gross et al., 2014), 
which suggests also that they are not fungible.

otheR pSychometRic meaSuReS of Schizotypy
Several additional psychometric measures of 

schizotypy have been developed recently and should 
be mentioned. Unlike the PAS and MIS, these other 
measures have not yet been shown to be associated 
with a liability for schizophrenia (i.e., schizotypy) 
through systematic family, twin, or adoption stud-
ies; however, available validity data suggest that all 
are promising as schizotypy indicators. These mea-
sures include the Rust Inventory of Schizotypal 
Cognitions (RISC; Rust, 1988a, 1988b), the 
Referential Thinking Scale (Lenzenweger, Bennett, 
& Lilenfeld, 1997), the Social Fear Scale (Raulin 
& Wee, 1984), the Schizotypal Ambivalence 

Scale (Kwapil et al., 2002; Vaughn et al., 2008), 
the Schizotypal Personality Scale (STA; Claridge 
& Broks, 1984) and its close cousin, the Oxford- 
Liverpool Inventory of Feelings and Experiences 
(O- LIFE, Mason et al., 1995; see also Claridge, 
1997; Grant et al., 2013), and the Schizophrenism 
Scale (Venables, 1990). A potentially promising 
psychometric approach designed specifically for the 
detection of schizophrenia liability (i.e., schizotypy) 
can be found in the Schizophrenia Proneness Scale 
(Bolinskey et al., 2003).

Recently, Kwapil et al. (2018) introduced a 
newly constructed multidimensional psychomet-
ric measure that taps positive, negative, and dis-
organized components of schizotypic deviance. 
Additionally, from a broader perspective, Krueger 
et al. (2012) have introduced an inventory geared 
toward the AMPD and that taps psychoticism in a 
manner compatible with the nature of schizotypy; 
their measure is also compatible with the thought 
disorder and detachment spectra in the hierarchi-
cal model advocated Kotov and colleagues (Kotov 
et al., 2020).

Also available for consideration are the schizoid, 
schizotypal, and paranoid PD scales derived from 
the original Minnesota Multiphasic Personality 
Inventory (MMPI) (Morey et al., 1985). The 
MMPI- 2- RF (Ben- Porath & Tellegen, 2008) and 
the MMPI- 3 (Ben- Porath & Tellegen, 2020) con-
tinue to contain useful measures of thought dis-
order, ideas of persecution, aberrant experiences, 
and psychoticism that are useful in the assessment 
of schizotypic psychopathology and likely tap 
schizotypy.

Etiology, Development, and Pathogenesis
There have been two major research vectors in 

schizotypic psychopathology research. First, many 
investigators have examined the correlates of schizo-
typic psychopathology through the study of either 
clinically defined SPD and/ or PPD, psychometri-
cally defined schizotypic persons, or first- degree 
biological relatives of patients with schizophrenia. 
The second thrust, which is a consistent theme 
through much of the research in this area, has been 
directed at illuminating the relationship between 
schizotypic psychopathology and schizophrenia per 
se (Lenzenweger, 2010; in press), as well as theoreti-
cal and empirical study of the nature of the latent 
liability construct.

Given that the theme of relating schizotypic 
pathology to schizophrenia is so prominent in this 
area and that one of the guiding assumptions in this 
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work concerns the theoretical notion of latent liabil-
ity, it seems appropriate to begin with a review of 
the need for such a construct. Following this discus-
sion, empirical research related to schizotypic psy-
chopathology is discussed from the vantage points 
of (1) family history, (2) laboratory findings, (3) 
clinical phenomenology, and (4) follow- up stud-
ies. This section is followed by a discussion of the 
delimitation of schizotypic psychopathology from 
other disorders at the latent (i.e., unobservable with 
the naked eye) level.

On the Need for a Latent Liability Construct 
Formulation

The preceding discussion has assumed a common 
underlying liability for schizotypic psychopathol-
ogy and schizophrenia (see Figures 29.2 and 29.3). 
What is the empirical basis for such an assumption? 
As argued previously (Lenzenweger, 1998, 2010), 
there is ample evidence in support of a latent liabil-
ity conceptualization in schizophrenia that includes 
expanded phenotype schizotypic psychopathology 
manifestations. First, it was conjectured by Meehl 
(1962, 1990) and others that schizotypic psycho-
pathology was linked, presumably via genetics to 
schizophrenia (e.g., Kendler, 1985, Kendler et 
al., 1993) (see later discussion). Perhaps the most 
influential early evidence that helped to establish a 
genetic link between schizotypic phenomenology 
and clinical schizophrenia came from the Danish 
Adoption Study of Schizophrenia (Kety et al., 
1968), in which there were elevated rates of schizo-
typic psychopathology beyond schizophrenia in the 
biological relatives. These results provided compel-
ling evidence for a genetically transmitted compo-
nent underlying manifest schizophrenia and the 
less severe schizophrenia- like disorders. Moreover, 
confirming the early Kety et al. findings, numerous 
family studies have found an excess of schizotypic 
disorders in the biological relatives of individuals 
with schizophrenia (see Kendler et al., 1993). As 
noted, genomic work (Avramopoulos et al., 2002; 
Fanous et al., 2007; Grant et al., 2013; Lin et al., 
2005; Siever et al., 2011; Walter et al., 2016) has 
provided important confirming data linking schizo-
typic psychopathology indicators to genetic loci that 
have been implicated in schizophrenia. Clearly, the 
boundaries of the phenotypic expression of schizo-
phrenia liability extend beyond manifest clinical 
schizophrenia. Thus, liability manifestations are not 
isomorphic with expressed psychosis.

Second, the existence of a “clinically unexpressed” 
liability for schizophrenia has been confirmed 

(Gottesman & Bertelsen, 1989; Lenzenweger & 
Loranger, 1989a). Thus, liability can exist without 
obvious phenotypic, or symptomatic (i.e., psy-
chotic), manifestations. Third, a well- established 
biobehavioral marker, namely eye- tracking dys-
function (Holzman et al., 1988; Levy et al., 2010), 
which bears no immediately discernible pheno-
typic connection to overt schizophrenia, is known 
to be associated with a latent diathesis for the ill-
ness. Liability can thus manifest itself in an alterna-
tive phenotypic form (Lenzenweger, 1998, 2010). 
Finally, if the base rate of schizophrenia liability (or 
the schizotypy taxon) is in fact 10%, as conjectured 
by Meehl (1990), then perhaps well over 50% of 
those carrying liability for schizophrenia may go 
clinically “undetected” across the life span (i.e., 
derived from the estimated combined prevalence 
of schizophrenia, SPD, and PPD of roughly 5%; 
cf. Loranger, 1990; see also Lenzenweger, Lane et 
al., 2007). Taken together, theoretical and empirical 
considerations argue strongly for the plausibility of 
a complex latent liability construct in schizophrenia.

Given that most persons vulnerable to schizo-
phrenia may never show flagrant psychosis or eas-
ily detectable signs and symptoms of schiztoypic 
personality functioning, researchers have sought 
ways to detect schizotypy using more sensitive labo-
ratory and psychometric measures. Efforts have 
been made to discover valid objective indicators of 
schizotypy that function efficiently across a range of 
clinical compensation as well as mental state and are 
capable of detecting liability even in clinically unex-
pressed (nonsymptomatic) cases. Such indicators, 
psychometric and otherwise, are thought to assess 
an “endophenotype” (not visible to the unaided, 
naked eye; see Gottesman, 1991; Gottesman & 
Gould, 2003; Lenzenweger, 2013a, 2013b). Their 
inclusion in research investigations of the genetics 
and familiality of schizophrenia is likely to enhance 
those efforts through increased power and precision, 
even when the putative indicators are only mod-
estly correlated with the latent liability (Fanous & 
Kendler, 2005; Smith & Mendell, 1974).

Empirical Findings Relevant to Development and 
Pathogenesis
family hiStoRy of SchizophRenia

Overall, it is now generally established that 
schizotypic psychopathology does indeed occur in 
the biological first- degree relatives of persons with 
schizophrenia at rates much higher than the popula-
tion rate (for reviews see Kendler et al., 1993; Webb 
& Levinson, 1993 Walter et al., 2016). There is also 
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evidence supportive of the familiality of schizophre-
nia and schizotypic psychopathology from stud-
ies that have found elevated rates of schizophrenia 
among the first- degree biological relatives of schizo-
typic patients (Battaglia et al., 1991 1995; Kendler &  
Walsh, 1995). The connection between schizotypic 
psychopathology and schizophrenia is now well estab-
lished from the family study perspective (Chemerinski 
et al., 2013; Lenzenweger, 2010).

Three studies have reported a significant excess 
of PPD in the relatives of schizophrenia probands 
(Baron et al., 1985; Kendler & Gruenberg, 1982; 
Kendler et al., 1993; see also Webb & Levinson, 
1993). However, PPD appears to be more preva-
lent in the first- degree relatives of those patients 
with Axis I delusional disorder, a psychotic illness 
(Kendler, 1985). One could argue that these data 
suggest a stronger link between PPD and the Axis I 
delusional disorder as opposed to schizophrenia, but 
more data would be required to resolve this issue.

From the “psychometric schizotypy” vantage 
point, Lenzenweger and Loranger (1989a) exam-
ined the lifetime expectancy (morbid risk) of treated 
schizophrenia, unipolar depression, and bipolar 
disorder in the biological first- degree relatives of 
101 nonpsychotic psychiatric patients (probands) 
who were classified as either “schizotypy-  
 positive” or “schizotypy- negative” according to the 
Perceptual Aberration Scale (PAS). The relatives 
of schizotypy- positive probands were significantly 
more likely to have been treated for schizophrenia 
than the relatives of schizotypy- negative probands; 
the morbid risk for treated unipolar depression or 
bipolar disorder among the relatives of the two 
proband groups did not differ. Berenbaum and 
McGrew (1993) also reported that PAS deviance is 
familial. Of related interest, Battaglia et al. (1991) 
found in a study of the relatives of schizotypal 
patients that recurrent illusions (akin to percep-
tual aberrations) were found in every patient with 
SPD with a positive family history of schizophre-
nia. Finally, Calkins, Curtis, Grove, and Iacono 
(2004) reported that the primary dimensions of 
psychometrically assessed schizotypal personality, 
particularly social- interpersonal deficits, derived 
from the Raine (1991) SPQ, can differentiate the 
first- degree relatives of patients with schizophrenia 
from controls.

twin and adoption StudieS
That schizophrenia, based on a long tradition 

of twin studies, is established as a complex, geneti-
cally influenced phenotype represents a scientific 

statement of fact (Cardno & Gottesman, 2000; 
Gottesman, 1991; Sullivan et al., 2003). However, 
for years, there had been no extensive twin studies 
of clinically defined schizotypic psychopathology 
beyond an initial study conducted by Torgersen 
(1994), which supported a heritable component 
to SPD (subsequently confirmed in a later study 
by Torgersen et al., 2000). There were no known 
twin studies of PPD. Miller and Chapman (1993) 
demonstrated that the PAS has a substantial heri-
table component, and Kendler and Hewitt (1992) 
found that “positive trait schizotypy” (of which per-
ceptual aberration, among other features, is a com-
ponent) is substantially heritable. More recently, 
Jang, Woodward, Lang, Honer, and Livesley (2005) 
reported a twin study that used a psychometric 
dimensional assessment of schizotypic features and 
found all components to be subject to substantial 
genetic influences (i.e., heritable). Kendler, Myers, 
Torgersen, Neale, and Reichborn- Kjennerud (2007) 
reported on a twin study of dimensionalized repre-
sentations of the Cluster A disorders (SPD, PPD, 
and schizoid PD) and found evidence of heritability 
for all three disorders, with SPD showing the high-
est heritability.

In terms of adoption studies, the most relevant 
research comes from the Danish Adoption Study 
conducted by Kety and colleagues (Kety et al., 
1968, 1994) and the subsequent secondary analy-
ses of these data by Kendler and colleagues (e.g., 
Kendler et al., 1994). In short, whether working 
from the original data (Kety) or from secondary 
analyses (Kendler), schizotypic psychopathology is 
found at greater rates among the biological relatives 
of the adoptees with schizophrenia. These data are 
also consistent with the family and twin data sup-
porting the familiality of schizotypic psychopathol-
ogy and a heritable component to the pathology. 
There are no adoption studies of DSM- III- R, DSM- 
IV, DSM- 5 SPD or PPD.

moleculaR genetic StudieS
The field of psychiatric genetics has moved 

well beyond the model- fitting research approach 
to assessing genetic factors in schizophrenia (e.g., 
Bipolar Disorder and Schizophrenia Working 
Group of the Psychiatric Genomics Consortium, 
2018; Dennison et al., 2020; Sullivan et al., 2018). 
Some very exciting molecular genetic work has 
begun to appear, which, as noted earlier, provides 
tangible links between schizotypic psychopathol-
ogy and schizophrenia. This pattern of results 
goes some distance in the direction of confirming 
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the basic schizotypy model as developed here. 
Avramopoulos et al. (2002) found that individu-
als who carried the high- activity catechol- O-   
methyltransferase (COMT) gene showed elevations 
on the PAS and SPQ (see also Steiner et al., 2019). 
Lin et al. (2005) found that elevations in PAS scores 
were associated with a variant of the neuregulin- 
1 gene that is thought to be a susceptibility locus 
for schizophrenia. Fanous et al. (2007) reported 
the results of a genome- wide scan showing that a 
subset of schizophrenia susceptibility genes are also 
related to schizotypy. Vora et al. (2018) reported on 
dimensional schizotypy measures and the GLRA1 
polymorphism, which has implications for treat-
ment. Siever et al. (2011), Grant et al. (2013), and 
Walter et al. (2016) have all reported findings link-
ing SPD or deviations in schizotypy measures with 
genetic polymorphisms of considerable interest in 
schizophrenia.

This emerging body of research should prove 
powerfully transformative for schizotypy research 
in the coming decade. At the same time, despite 
the high heritability of schizophrenia (h2 =  .80 or 
higher), one must keep in mind that relatively few 
genes have been shown to be consistently related 
to schizophrenic illness and they account for a tiny 
proportion of the likely overall genetic contribu-
tion to the illness (Sullivan et al., 2012; Bipolar 
Disorder and Schizophrenia Working Group of the 
Psychiatric Genomics Consortium, 2018), although 
promising signals have emerged for C4 genes (Sekar 
et al., 2016; Yilmaz et al., 2021). In short, there is 
much work to be done in terms of the molecular 
genetics of schizotypy and schizophrenia.

Laboratory Studies of Schizotypic Psychopathology
There have been a large number of laboratory 

studies of schizotypic psychopathology. These stud-
ies have examined either clinical schizotypes (e.g., 
SPD/ PPD), psychometrically identified schizo-
types, or the first- degree relatives of patients with 
schizophrenia. Only those findings related to the 
biobehavioral and neurocognitive processes that 
have received the greatest attention in the schizo-
phrenia literature in recent years are reviewed here, 
namely sustained attention (Cornblatt & Keilp, 
1994; Cornblatt & Malhotra, 2001), eye tracking 
(Levy et al., 2010), and various forms of executive 
functioning mediated by the prefrontal cortex (e.g., 
Gold & Harvey, 1993; Piskulic et al., 2007). Siddi 
et al. (2017) provide a useful overview of neuropsy-
chological correlates of schizotypy across a variety of 
other measures/ constructs.

A deficit in sustained attention, a leading 
endophenotype for schizophrenia liability, has 
been found in clinically defined schizotypic indi-
viduals (e.g., SPD) (e.g., Condray & Steinhauer, 
1992; Harvey et al., 1996). Similar deficits were 
found among psychometrically identified schizo-
typic individuals by Lenzenweger, Cornblatt, and 
Putnick (1991). Replication of the Lenzenweger et 
al. (1991) results, using the same measure of sus-
tained attention, have been reported by Obiols, 
Garcia- Domingo, de Trincheria, and Domenech 
(1993) (see also Gooding et al., 2006; Rawlings 
& Goldberg, 2001). Grove et al. (1991) have also 
reported a significant association between high 
PAS scores and poor sustained attention perfor-
mance among the first- degree biological relatives of 
individuals with diagnosed schizophrenia (see also 
Chen et al., 1998). Finally, Cornblatt, Lenzenweger, 
Dworkin, and Erlenmeyer- Kimling (1992) found 
that attentional dysfunction that is detected in 
young children who are at risk for schizophrenia is 
correlated with schizotypic features in adulthood 
(assessed nearly 20 years later). There are no stud-
ies that have explicitly examined sustained attention 
in patients with PPD. Whereas many prior studies 
have examined the relationship between sustained 
attention deficits and schizotypy in carefully con-
structed samples (i.e., clinical SPD; psychometric 
high- risk schizotypyes), Bergida and Lenzenweger 
(2006) showed that schizotypic features are indeed 
related to deficits in sustained attention within a 
quasi- random, unselected population sample. The 
neural signature of sustained attention anoma-
lies in relation to schizotypy has been studied by 
Sponheim, McGuire, and Stanwyck (2006). Clearly, 
sustained- attention deficit remains an endopheno-
type of great interest in the study of schizotypic psy-
chopathology (Fusar- Poli et al., 2013; Snitz et al., 
2006). Moreover, careful consideration of the pro-
cesses (e.g., working memory, context processing, 
vigilance) involved in alternative sustained tasks 
remains an area of open investigation (Lee & Park, 
2005, 2006).

In terms of eye- tracking dysfunction (ETD) 
among individuals with schizotypic psychopathol-
ogy, such deficits are clearly found among clinically 
defined schizotypes (e.g., Lencz et al., 1993; Siever 
et al., 1994; cf. Thaker et al., 1996) and psycho-
metrically identified schizotypes (Gooding et al., 
2000; O’Driscoll et al., 1998; Thomas et al., 2021). 
ETD has also been found to aggregate in the bio-
logical family members of patients with schizo-
phrenia across numerous studies (Levy et al., 2010; 
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Sponheim et al., 2003). Finally, although most prior 
research on ETD was conducted on highly selected 
samples (which can exaggerate relations between 
ETD and criterial groups), Lenzenweger and 
O’Driscoll (2006) showed that an increased rate 
of catch- up saccades as well as impaired gain (poor 
pursuit) can be found in relatively unselected adult 
patients from the general population and that these 
deficits are indeed related to increased schizotypic 
features. It is important to note that, just as sus-
tained attention and ETD do not occur in all cases 
of schizophrenia, not all schizotypes evidence the dys-
functions (cf. Lenzenweger, 1998). Nonetheless, not 
only does the consistency in findings across patients 
with schizophrenia and individuals with schizotypic 
psychopathology inform us of the information-   
processing and psychophysiological deficits found in 
schizotypes, but these very deficits further link the 
schizotype to schizophrenia. To date, there are no 
reported studies of ETD or smooth pursuit perfor-
mance specifically in patients with PPD.

Considerable attention has been focused on diffi-
culties in abstract reasoning, executive functioning, 
and novel problem- solving in schizophrenia (Gold 
& Harvey, 1993), all processes that are hypothesized 
to be mediated by the prefrontal cortex. Moreover, 
early evidence was presented that suggested some 
schizophrenic symptoms might reflect a dysfunc-
tional frontal brain system (e.g., Goldman- Rakic, 
1991; Levin, 1984a, 1984b; Weinberger et al., 1986). 
Much of this research employed the Wisconsin  
Card Sorting Test (WCST) as a measure of abstrac-
tion ability and executive functioning. Schizotypic 
patients, identified through either a clinical or 
psychometric approach, have been found to dis-
play deficits on the WCST (Gooding et al., 1999; 
Lenzenweger & Korfine, 1991, 1994; Park et al., 
1995; Raine et al., 1992) though not in all stud-
ies (Condray & Steinhauer, 1992). WCST findings 
for the biological relatives of schizophrenia- affected 
probands are mixed (Franke et al., 1993; Scarone et 
al., 1993; cf. Snitz et al., 2006). Clearly, the situation 
for WCST performance is somewhat inconsistent 
across mode of definition used in selecting patients, 
and the research corpus also shows some variability 
in the WCST performance variables on which devi-
ance has been found (e.g., categories completed vs. 
percent of perseverative errors vs, failure to main-
tain set). Finally, in a more fine- grained assessment 
of the cognitive functions thought to be mediated 
frontally, Park et al. (1995) reported that psycho-
metrically identified schizotypes revealed poorer 
“spatial working memory” performance, which is 

consistent with WCST deficits. Park, Holzman, 
and Levy (1993) have found that about half of the 
healthy relatives of patients with schizophrenia also 
displayed impaired spatial working memory. In 
general, it is safe to conclude that executive func-
tion and spatial working memory deficits are also 
of considerable interest in this area, both as clues to 
early pathological processes of schizophrenia as well 
as endophenotypes (Piskulic et al., 2007; Snitz et 
al., 2006) There are no reported studies of working 
memory performance in patients with PPD.

Other Endophenotypes of Interest
As this chapter is necessarily limited in scope, 

one cannot address all processes and factors studied 
in the domain of schizotypy research. The scope of 
inquiry in the field continues to expand, and new 
processes are being studied (e.g., context processing, 
see Barch et al., 2004; antisaccades O’Driscoll et al., 
1998; Thomas et al., 2021). In our laboratory, we 
have taken a focus on more basic processes, such as 
motor function (Lenzenweger & Maher, 2002) and 
somatosensory processing (Chang & Lenzenweger, 
2001, 2005; Lenzenweger, 2000). There are two 
themes guiding this work: (1) simpler processes may 
be easier to dissect and understand genomically, 
and (2) we seek to “count” rather than “rate” the 
things we are interested in studying, thus avoiding 
the pitfalls associated with rating- based data. We 
also continue to study ecologically meaningful pro-
cesses such as the impact of stress on spatial work-
ing memory (Smith & Lenzenweger, 2013), social 
cognition (Miller & Lenzenweger, 2012), theory 
of mind (Wastler & Lenzenweger, 2019; see also 
Bora, 2020), and cone of gaze functioning (Wastler 
& Lenzenweger, 2018). Finally, while much of the 
experimental psychopathology work on schizotypic 
psychopathology has emphasized neurocognitive 
processes, there is a resurgence of interest in hedonic 
capacity in schizophrenia and schizotypy (e.g., 
Strauss & Cohen, 2018; Strauss & Gold, 2012), 
which echoes the early insights of Meehl (1962, 
1975, 2001).

Schizophrenia- Related Deviance on  
Psychological Tests

Patients with SPD and PPD are by definition 
schizotypic at the level of phenomenology, and one 
would not necessarily anticipate using other mea-
sures of pathology to verify the presence of phe-
nomenology already required by virtue of the DSM 
diagnostic criteria. However, psychometrically iden-
tified schizotypes have been selected as a function 
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of deviance on a schizotypy measure, and other 
measures of psychopathology have been used to 
inform the validity of their schizotypic “status.” This 
literature is voluminous and cannot be thoroughly 
reviewed here; however, highlights can be illustrated 
(see Siddi et al., 2017). For example, PAS- identified 
schizotypes reveal schizophrenia- related deviance 
on the MMPI (Lenzenweger, 1991), schizophrenia-  
 related PD features (Lenzenweger & Korfine, 
1992b), and thought disorder (Coleman et al., 
1996; Edell & Chapman, 1979). Lenzenweger, 
Miller, Maher, and Manschreck (2007) have found 
that PAS- identified schizotypes reveal hyperassocia-
tive language processing, consistent (albeit attenu-
ated) with that seen in schizophrenia, and individual 
differences in hyperassociation are related to levels 
of reality distortion and disorganization. This study 
provides experimental evidence for mild thought 
disorder in schizotypes, thereby buttressing earlier 
findings based on ratings of thought disorder. See 
Chapman et al. (1995) for extensive reviews of 
the early studies that reported on the correlates of 
the Chapman psychosis- proneness scales (see also 
Lenzenweger, 2010).

Neuroimaging and Neurobiology of Schizotypic 
Psychopathology

In recent years, the corpus of neuroimaging stud-
ies of schizotypic psychopathology has expanded 
dramatically. In the mid- 1990s, the literature was 
quite limited, and it was premature to highlight 
major trends in the area (see Flaum & Andreasen, 
1995; Gur & Gur, 1995), but the imaging corpus 
has grown and trends are evident (Dickey et al., 
2002; Fervaha & Remington, 2013; Hazlett et al., 
2012). Dickey, McCarley, and Shenton (2002), in 
their review of structural findings in schizotypal 
PD (using either computed axial tomography or 
magnetic resonance imaging), revealed many areas 
of abnormality in SPD (see their table 2, p. 11), 
and they note many areas of similarity between the 
SPD brain abnormalities and structural abnormali-
ties found in patients with first- episode schizophre-
nia. Dickey et al. (2002) noted the relative absence 
of medial temporal lobe abnormalities in SPD (vs. 
their presence in clinical schizophrenia), and they 
speculate, with caution, that the absence of such 
abnormalities in SPD might help to suppress psy-
chosis in those with SPD. A particularly exciting 
new finding concerns reduction in gray matter vol-
umes in SPD patients who have never been exposed 
to neuroleptics (Asami et al., 2013). With respect to 
functional neuroimaging studies, Siever and Davis 

(2004), in their review of SPD as a spectrum disor-
der, concluded that patients with SPD reveal many 
of the same disturbances in neural circuitry that are 
seen in clinical schizophrenia, albeit attenuated in 
severity (see also Lenzenweger & Korfine, 1994; 
Mohanty et al., 2005). Siever and Davis (2004), 
at that time, speculated that greater frontal capac-
ity (along with somewhat reduced striatal reactiv-
ity) in the patients with SPD might spare them 
from psychosis. Consistent with this observation, 
Fervaha and Remington (2013) noted the evidence 
of increased frontal volumes as well as reduced vol-
umes in subcortical structures (cf., Hazlett et al., 
2012). As of 2021, however, functional neuroimag-
ing of schizotypic psychopathology still lags behind 
the structural neuroimaging work in quantity.

The neurobiological modeling of schizophre-
nia has undergone major revisions within the past 
50 years in response to greater knowledge regard-
ing basic neurobiology (see Grace, 1991; Grace & 
Moore, 1998; Guillin et al., 2007; McCutcheon et 
al., 2020), developmental neurobiology, and psy-
chopharmacology (Keepers et al., 2020). A more 
contemporary view of the dopaminergic dysfunc-
tion in schizophrenia emphasizes multiple processes 
and their dysfunction (Goto & Grace, 2007; Guillin 
et al., 2007; McCutcheon et al., 2020). Some time 
ago, Weinberger (1987), among others, suggested 
that there is a two- process dopamine dysfunction 
in schizophrenia, with one process implicating the 
mesocortical dopamine pathway, underactivity 
in the prefrontal cortex, hypo- dopaminergia, and 
negative symptoms, and the other involving meso-
limbic dopamine pathways, the striatum and related 
structures, hyper- dopaminergia, and positive symp-
toms. Grace (1991; see also Goto & Grace, 2007) 
further refined this model of dopamine dysfunction 
in schizophrenia by suggesting that a glutamatergic 
dysfunction emanating from the prefrontal cortex 
affects “tonic” and “phasic” dopamine processes in 
the striatum (cf. Bustillo et al., 2019; McCutcheon 
et al., 2020). Additionally, though there is a con-
tinued focus on the role of dopamine in schizo-
phrenia, there is a robust and developing interest 
in the role that serotonin (Abi- Dargham, 2007) 
and glutamate (Javitt, 2007) play in schizophrenia 
as well, particularly onset of the illness (Bossong 
et al., 2019). Systematic efforts to determine the 
precise correspondence between the neurobiologi-
cal models for schizophrenia and schizotypic psy-
chopathology have been undertaken, and they are 
providing interesting clues about the underlying 
neural circuitry and neurobiological dysfunction 
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in schizotypes (Abi- Dargham et al., 2004; Mohr 
& Ettinger, 2014). The fascinating results from 
Park’s group (Woodward et al., 2011) point to  
amphetamine- induced dopamine release rate as a 
potential endophenotype for schizotypy, based on 
findings showing that dopamine release in the stria-
tum was strongly associated with level of schizo-
typic features in nonpsychotic subjects (not unlike 
the findings of Howes et al. [2009] in the study of 
prodromal schizophrenia cases).

Clinical Phenomenology
Patients with SPD and PPD are, by definition, 

schizotypic at the level of phenomenology, and one 
would not necessarily anticipate using other mea-
sures of pathology to confirm the phenomenology 
of such patients. However, as noted previously, 
alternative methods of detecting schizotypes have 
been validated, in part, by examining the relations 
between schizotypic phenomenology as clinically 
assessed and psychometric measures of schizotypy. 
For example, Lenzenweger and Loranger (1989b) 
found that elevations on the PAS were most closely 
associated with schizotypal PD symptoms and clini-
cally assessed anxiety. Others have found that non-
clinical patients, identified as schizotypic through 
application of the psychometric approach, also 
reveal schizotypic and “psychotic- like” phenom-
enology (cf. Chapman et al., 1995; Chapman et 
al.,1980; Kwapil et al., 1999). Regarding first- degree 
biological relatives of patients with schizophrenia, 
Kendler et al. (1993) have shown that schizotypic 
features are found at higher levels among the rela-
tives of schizophrenia cases than among the relatives 
of controls. However, it is important to note that 
not all psychometrically identified schizotypes or 
biological relatives of patients with schizophrenia 
will display levels of schizotypic phenomenology 
that would result in a diagnosis by DSM- 5 criteria 
for SPD or PPD.

Although it has long been known that there is no 
meaningful connection between autism and schizo-
phrenia at the level of genetics (Gottesman, 1991; 
I. I. Gottesman, personal communication, May 19, 
2007), correlations have been observed between 
self- report measures of schizotypy and Asperger’s 
syndrome (a putative autism spectrum condition) 
(Hurst et al., 2007). The meaning of such cross- 
sectional correlations, however, remains obscure, 
and the trend in diagnosis and classification is to 
consider Asperger’s disorder as separate from schizo-
typic psychopathology (including schizoid pathol-
ogy) (Raja, 2006).

Finally, an area that has received increased 
attention in recent years concerns the nature of 
emotion and affective processing in schizotypes, 
particularly in light of Meehl’s (1962, 1975) origi-
nal conjectures regarding hedonic capacity (see 
also Meehl, 2001). Lenzenweger and Loranger 
(1989b) reported significant associations between 
measures of anxiety and depression with PAS 
scores. Berenbaum et al. (2006) reported that 
negative affect, not surprisingly, was related to 
interpersonal as well as cognitive schizotypic per-
sonality dimensions, whereas attention to emotion 
was less consistently related to schizotypic pathol-
ogy (cf. Lewandowski et al., 2006). An important 
focus for this line of research in the future will be 
to find some way to resolve whether negative affect 
among schizotypes hails from the core schizotypy 
personality organization or whether it represents 
a secondary development, resulting from what 
Meehl (2001) has termed “aversive drift.” The 
newly proposed Strauss and Gold (2012; see also 
Strauss & Cohen, 2018) model of hedonic capac-
ity and anhedonia in schizophrenia may represent 
a new source of fruitful hypotheses for extension 
to the schizotypic realm in helping to address this 
and other questions.

Follow- Up Studies of Schizotypic Psychopathology
There are few long- term follow- up data (10 

years or longer) available on schizotypic samples 
that would help to determine how many schizo-
types move on to clinical schizophrenia. Moreover, 
given the relative absence of large- scale longitudinal 
studies of PDs that involve multiple assessments, 
with the exception of the study being conducted by 
Lenzenweger’s group, it is difficult to examine the 
stability of schizotypic features over time. Fenton 
and McGlashan (1989) conducted a follow- up study 
of patients who had been nonpsychotic at admis-
sion to the Chestnut Lodge Psychiatric Hospital, 
Rockville, Maryland. They found that 67% (12/ 
18) of patients with a diagnosis of schizophrenia, 
located after a 15- year follow- up, were schizotypic 
(and nonpsychotic) at their initial admission.

The L. J. Chapman et al. (1994) 10- year follow- 
up of their “psychosis- prone” (i.e., schizotypic) 
patients showed that high scorers on the PAS and 
MIS revealed greater levels of psychotic illness and 
schizotypic phenomenology at follow- up. Partial 
replication of the L. J. Chapman et al. (1994) 
findings was reported by Kwapil, Miller, Zinser, 
Chapman, and Chapman (1997). Such schizotypic 
subjects are also known to have greater impairment 
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in psychosocial functioning over time (Kwapil et 
al., 2013; Kwapil et al., 2020; Minor et al., 2020). 
Interestingly, psychoticism, as a general schizotypy- 
relevant construct, does not predict heightened risk 
for psychosis (J. P. Chapman, 1994); psychoticism 
as described by Eysenck shares little in common with 
psychoticism as defined, for example, in the DSM- 5 
AMPD or the MMPI- 2- RF/ MMPI- 3 approaches. 
Finally, Lenzenweger (2021) has recently reported 
elevated rates of psychotic features in subjects, who 
initially displayed deviance on the PAS at age 18 
(with no prior history of psychotic features), 17 
years later at age 35. These associations could not 
be explained by mental state factors such as anxiety 
or depression at baseline assessment (Lenzenweger, 
2021). The precise factors (e.g., cannabis) that serve 
to move a nonpsychotic schizotypic individual to a 
psychotic state are a focus intense research efforts 
(Flückiger et al., 2016; Hiorthøj et al., 2018). 
Schizotypy as a predictor of suicidal ideation and 
worry over the life course is also an emerging trend 
(Linscott et al., 2020).

The relatively new but maturing field of CHR 
(prodromal) research, which owes much to the 
schizotypy research vector, is another arena in 
which conversion from schizotypic states to psycho-
sis is being studied (Fusar- Poli et al., 2013; see also 
Nordentoft et al., 2006). The gist of the prodromal 
studies seeking to specify those clinical and symp-
tom feature predictive of conversion to psychosis 
is that they generally point to attenuated positive 
psychotic- like features, especially paranoia, suspi-
ciousness, and thought disorganization (Fusar- Poli 
et al., 2013; see also Barrantes- Vidal et al., 2013; 
Lee et al., 2018). However, given that CHR stud-
ies of schizophrenia are focused on samples that are 
extremely enriched for partially psychotic subjects 
(at baseline), it remains important to determine if 
such psychotic- like symptoms, in previously non-
psychotic persons, in the population predict risk 
for nonaffective psychosis (see also Fusar- Poli et al., 
2016; Sullivan et al., 2020). Werbeloff et al. (2012) 
provide important data on this issue from a strati-
fied full- probability population- based sample that 
show self- reported attenuated psychotic symptoms 
do in fact predict risk for nonaffective psychosis 
later in life. The Lenzenweger (2021) 17- year follow- 
up study provides evidence that subtle perceptual 
aberrations in those persons who have never been 
psychotic do predict a higher rate of psychotic fea-
tures later in life, which provides context for CHR 
studies wherein the majority of the subjects are 
already quasi- psychotic at study entry.

A common question in this area of research 
is “How many schizotypes go on to develop full- 
blown schizophrenia, and how many stay com-
pensated (nonpsychotic) to one degree or another 
across the life span?” Meehl’s model suggests that 
the modal schizotype never develops schizophre-
nia; this fascinating question awaits more empirical 
data from long- term follow- up study of schizotypic 
cases (see Lenzenweger, 2021). Other outcomes in 
schizotypy are clinically salient and just beginning 
to be explored, such as the social cost of schizotypy 
(Hastrup et al., 2021; Kwapil et al., 2020) and, 
importantly, suicidality (Linscott et al., 2020).

Another important contemporary question 
concerns the extent to which endophenotypes 
(Gottesman & Gould, 2003), assessed using labora-
tory procedures, predict psychotic outcomes down-
stream in those initially identified as schizotypic. 
This approach has the benefit of using objective 
measures to define endophenotype status, thus being 
free of the difficulties associated with determining 
risk or prodromal status as a function of clinical 
ratings. At this time, only one prospective longi-
tudinal study using this approach has data avail-
able, namely that being conducted by Lenzenweger 
(2021). Preliminary results from this study are 
promising and indicate considerable utility in using 
multiple endophenotypes (assessed at baseline) in 
the later prediction of psychosis, schizotypic psy-
chopathology, psychosocial dysfunction, and other 
psychological characteristics suggestive of impaired 
functioning (Lenzenweger, in preparation).

Delimitation from Other Disorders
Research on the delimitation of schizotypic psy-

chopathology from other disorders has proceeded at 
phenotypic and latent levels. Phenotypic delimita-
tion studies have typically taken the form of fac-
tor analytic studies and generally focused on data 
drawn from DSM Axis II symptoms. In short, 
Cluster A symptoms (i.e., schizotypal, paranoid, 
schizoid) typically hang together. The meaning and 
direction that can be extracted from such studies, 
however, is limited by the fact that method- related 
variance (e.g., structure of interviews) and overlap-
ping definitions of the disorders are complicating 
factors. The issue of delimitation at the latent level 
is discussed here.

Assuming that schizotypy, as conceptualized 
by Meehl (1962, 1990, 1992, 2004), represents a 
latent liability construct and that current schizotypy 
indexes are construct valid, a basic question about 
the fundamental structure of schizotypy remains. Is 
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it continuous (i.e., “dimensional”), or is it truly dis-
continuous (or “qualitative”) in nature? For exam-
ple, at the level of the gene, Meehl’s model (1962, 
1990) and the latent trait model (Holzman et al., 
1988; Matthysse et al., 1986) conjecture the exis-
tence of a qualitative discontinuity. The polygenic 
multifactorial threshold model (Gottesman, 1991), 
while positing a continuous distribution of levels of 
liability (although at the level of individual genes 
contributing to polygenic influence qualitative 
discontinuity must exist), does predict a marked 
threshold effect. Clarification of the structure of 
schizotypy may help to resolve issues concerning 
appropriate genetic models for schizophrenia, and 
such information may aid in planning future studies 
in this area. Nearly all investigations of the structure 
of schizophrenia liability done to date have relied 
exclusively on fully expressed, diagnosable schizo-
phrenia (see Gottesman, 1991), and the results 
of these studies have left the question of liability 
structure unresolved (i.e., unexpressed, but at- risk 
cases are not accounted for in such studies). How 
best to explore the continuum notion? One cannot 
reason with confidence that a unimodal distribu-
tion of phenotypic schizotypic traits supports the 
existence of a continuum of liability (e.g., Kendler 
et al., 1991). In recent years, however, it has been 
proposed that a possible “expansion” of the schizo-
phrenia phenotype to include other schizophrenia- 
related phenomena, such as ETD (Holzman et al., 
1988), might be helpful in efforts to illuminate the 
latent structure of liability in schizophrenia. In my 
laboratory, we have pursued such an approach, com-
plementary to the “expanded phenotype” proposal, 
through the psychometric detection of schizotypy 
(see Lenzenweger, 1993, 2010). Thus, we have 
undertaken over the past four decades a series of 
studies that begin to explore the latent structure of 
schizotypy. Our work has drawn extensively from 
the formulations of Rado and Meehl, and we have 
used a well- validated measure of schizotypy, the 
Chapmans’ PAS, in these efforts.

We explored the latent structure of schizotypy 
through application of Meehl’s maximum covari-
ance analysis (MAXCOV) (Meehl, 1973; Meehl 
& Yonce, 1996) procedure to the covariance struc-
ture of scores on the PAS. Our samples have been 
randomly ascertained from nonclinical univer-
sity populations, and they have been purged of 
invalid responders and those with suspect test- 
taking attitudes. Using the MAXCOV procedure, 
we (Korfine & Lenzenweger, 1995; Lenzenweger & 
Korfine, 1992a) have found evidence that suggests 

that the latent structure of schizotypy, as assessed 
by the PAS, is taxonic (i.e., qualitative) in nature. 
Moreover, the base rate of the schizotypy taxon is 
approximately 5– 10%. The taxon base rate figure is 
relatively consistent with the conjecture by Meehl 
that schizotypes can be found in the general popula-
tion at a rate of 10%. In our work we have also con-
ducted a variety of control analyses that have served 
to check the MAXCOV procedure and ensure that 
the technique does not generate spurious evidence 
of taxonicity. We (Korfine & Lenzenweger, 1995) 
have demonstrated that (1) MAXCOV detects a 
latent continuum when one is hypothesized to 
exist, (2) MAXCOV results based on dichotomous 
data do not automatically generate “taxonic” results, 
and (3) item endorsement frequencies do not corre-
spond to our taxon base rate estimates (i.e., our base 
rate estimates are not a reflection of endorsement 
frequencies). Finally, Lenzenweger (1999b) applied 
MAXCOV analysis to three continuous measures of 
schizotypy, and this revealed results that were highly 
consistent with our prior research in this area. 
These data, taken in aggregate, though they do not 
unambiguously confirm that the latent structure of 
schizotypy is qualitative, are clearly consistent with 
such a conjecture. The suggestion that schizotypic 
psychopathology is discontinuous in its latent struc-
ture raises interesting possibilities for future genetic 
research in this area (see excellent recent work by 
Linscott and colleagues: Morton et al., 2017).

Most recently, latent structure work has moved 
from a consideration of psychometric values to 
analysis of actual ratio- scale laboratory measures of 
well- established endophenotypes, sustained atten-
tion, and smooth pursuit eye movement, and the 
results, using taxometric analysis and state- of- the- 
art finite mixture modeling, support the existence of 
a qualitative discontinuity in the latent structure of 
such liability measures (Lenzenweger, McLachlan et 
al., 2007). Although there has been some interest in 
the underlying structure of social anhedonia mea-
sures, recent taxometric work suggests that hedonic 
capacity, when measured using fine- grained assess-
ments, appears to have a dimensional latent struc-
ture (Linscott, 2007). Issues worthy of careful 
consideration in the study of the latent structure of 
psychopathology and/ or liability have been detailed 
recently and are recommended for review to avoid 
common pitfalls and errors in interpretation that 
have appeared in the literature (Lenzenweger, 
2003, 2004; Meehl, 2004; Waller et al., 2006). As 
noted, aside from one taxometric study (Rawlings 
et al., 2008), which was marred by any number 
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of methodological artifacts (see Beauchaine et al., 
2008), the overwhelming picture from latent struc-
ture analyses (numerous studies across independent 
laboratories done with techniques that can discern 
between dimensional and categorical alternatives) 
supports the presence of some form of latent dis-
continuity in the distribution of schizotypy mea-
sures. This discontinuity is consistent with either 
a latent taxon (Meehl) or a severe step- function/ 
threshold (Gottesman) harbored within schizotypy 
measure data.

Finally, before leaving the issue of delimitation, 
it is worth noting that in recent years consider-
able energy has been thrown into arguing that the 
underlying liability of schizotypy must be con-
tinuous or dimensional in structure due to (a) the 
appearance of psychotic- like experiences (PLE) in 
the population (Johns and Van Os, 2001; Kelleher 
& Cannon, 2011; Nordgaard et al., 2019; see 
Lawrie et al., 2010 for alternative viewpoint), (b) 
the results of factor analysis studies or depiction of 
values in histograms, and/ or (c) conceptual com-
mitments to a dimensional model. What can PLEs 
tell us about the latent structure of schizotypy (i.e., 
schizophrenia liability)? In short: not that much, 
unless we know a great deal about the subjects in 
question. There could be many reasons for people 
to report PLEs in the general population— ranging 
from liability to schizophrenia, liability for bipo-
lar illness, through anxiety states, borderline PD, 
drug- related experiences, alcohol- related experi-
ences, religious experiences, sleep paralysis, and so 
on. That one can find PLEs among individuals in 
the general population does not necessarily tell us 
anything about the latent structure of schizotypy 
(schizophrenia liability). Consider some thought 
exercises. Imagine we are interested in viral spinal 
meningitis, which is associated with high fever. We 
could easily find a range of levels of elevated body 
temperatures (fever) in 10,000 people drawn ran-
domly from the general population for any num-
ber of reasons (e,g., influenza, common cold, Lyme 
disease, COVID- 19, and so on), but such instances 
of varying fever (phenotypic quantitative varia-
tion) would not imply that the latent structure of 
the cause of spinal meningitis was continuous in 
nature (see Lenzenweger, 2015). Murray and Jones 
(2012) similarly argue that many PLEs observed in 
the population, especially among young people, are 
better explained by common mental disorders such 
as anxiety or depression, not proneness to psychosis. 
Regarding statistical analysis, the informed reader 
will understand that factor analysis always extracts 

dimensions (continuua) from data, and histograms 
can mislead the naked eye with ease, although 
results from both approaches have been invoked 
often to support continuity/ dimensionality. Factor 
analysis applied to a sample of 10,000 subjects (50% 
female) using indicators such as height, weight, hair 
length, bicep size, baseball throwing ability, and so 
on will extract dimensional representations of these 
indicators, but such results do not make biological 
sex continuous in latent structure. Issues of conti-
nuity and dimensionality must be addressed using 
appropriate statistical procedures that are up to the 
task; “dimensionality,” furthermore, cannot be the 
default model or the null hypothesis in whatever 
statistical approach is chosen. Finally, one is free to 
argue for whatever conceptual model one wants to 
embrace for the structure of schizotypy, but such a 
position should obviously be supported by proper 
empirical evidence, not merely a preference for how 
one thinks nature operates. Alternatively, “Whether 
or not the entities, properties, and processes of a 
particular domain (such as psychopathology, or 
vocational interest patterns) are purely dimensional, 
or are instead a mix of dimensional and taxonic rela-
tions, is an empirical question, not to be settled by a 
methodological dogma about ‘how science works’ ” 
(Meehl, 1992; p. 119).

Conclusion
In summary, as discussed in Lenzenweger (2010), 

the benefits of the schizotypy model approach in the 
search for the causes of schizophrenia are fivefold. 
First and foremost, the study of schizotypic psycho-
pathology provides a “cleaner” window on under-
lying schizophrenia liability. A cleaner window 
means an opportunity to study, in the laboratory, 
genetically influenced, neurobiologically based pro-
cesses (neurocognitive, affective, personality) that 
are uncontaminated by “third- variable” confounds, 
such as medication, deterioration, and institution-
alization. Second, the schizotypy model approach 
to schizophrenia also provides a rich opportunity 
to discover endophenotypes for schizophrenia liabil-
ity. Endophenotypes (Gottesman & Gould, 2003; 
Lenzenweger, 1999c, 2013a, 2013b) represent 
genetically influenced manifestations of the under-
lying liability for an illness that are invisible to the 
unassisted or naked eye. Third, incorporation of 
valid schizotypy indicators (e.g., schizotypic psy-
chopathology) into genomic investigations directed 
at etiology and development of schizophrenia will 
enhance the power of such studies. Fourth, via 
longitudinal investigations, study of schizotypic 
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psychopathology can elucidate epigenetic factors that 
might relate to the differences in outcome of schizo-
types (i.e., stable SPD vs. conversion to schizophre-
nia). Finally, the study of schizotypes provides an 
opportunity to home in on relatively specific defi-
cits, should they exist, prior to the deterioration 
in schizophrenia that can give rise to generalized 
deficit, or the deficient functioning shown by many 
schizophrenia- affected patients. While generalized 
deficit remains an area of discussion in schizophre-
nia (Gold & Dickinson, 2013; Green, Horan, & 
Sugar, 2013), the schizotypy research model poten-
tially represents a powerful methodological end run 
on generalized deficit.

Schizotypic psychopathology has long held the 
interest of researchers and clinicians alike, and it 
has been the subject of considerable theoretical 
discussion and empirical investigation. Continued 
study of this class of mental disturbance through 
the methods of experimental psychopathology, 
cognitive neuroscience, genetics, epidemiology, 
classification, and neurobiology will help to pro-
vide clues to the nature of schizophrenia, as well as 
to the schizotypic disorders themselves. In this con-
text it is worth noting that future work in this area 
should find methods for embracing and resolving 
the heterogeneity in performance patterns, symp-
tom features, and life history factors that are known 
to characterize schizotypy and schizophrenia (as 
well as hobble research in the area) (Lenzenweger, 
Jensen, & Rubin, 2003). Furthermore, as has 
long been advocated by Brendan Maher (1966, 
2003), one should “count” rather than “rate” phe-
nomena of interest in this area, thereby bringing 
greater precision to the research enterprise (see 
also Lenzenweger, 2010 for other “methodological 
morals”). The multiplicity of vantage points that 
have been brought to bear on schizotypic psycho-
pathology has helped to move this area of inquiry 
further, and the continued existence of alternative 
vantage points in psychology and psychiatry in 
connection with these disorders will only serve to 
advance our knowledge.
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 Psychopathy and Antisocial  
Personality Disorder

Christopher J. Patrick, Laura E. Drislane, Bridget M. Bertoldi,  
and Kelsey L. Lowman

Among mental disorders classified as disorders of 
personality, psychopathy (psychopathic personality) 
and the related condition of antisocial personality 
disorder (ASPD) have been of particular interest to 
researchers and practitioners because of the serious 
harm they cause to individuals and the high costs 
they exact on society. In this chapter, we review 
what is known about these conditions and how they 
are represented in DSM- 5, which includes both  
categorical- diagnostic (Section II) and dimensional- 
trait (Section III) systems for characterizing person-
ality pathology. In doing so, we highlight elements 
that these clinical conditions have in common as 
well as important features that distinguish them and 
consider how they relate to other forms of psycho-
pathology in relation to an integrative conceptual 
framework: the triarchic model of psychopathy. 
We describe how the triarchic model framework 
can be useful for guiding and coordinating research 
directed at advancing developmental and neurobio-
logical understanding of psychopathy.

Historical Background
The earliest accounts of psychopathy emphasized 

extreme behavioral deviance in the context of intact 
reasoning and communicative abilities. French physi-
cian Philippe Pinel (1801/ 1962) used the term manie 
sans delire (“insanity without delirium”) to describe 
individuals who engaged repeatedly in impulsive acts 
injurious to themselves and others despite ostensible 
awareness of the irrationality of such actions. An 
American contemporary of Pinel’s, Benjamin Rush 
(1812), documented similar cases and postulated 
absence of guilt (“moral weakness”) as the root cause. 
Rush’s description placed emphasis on features of 
manipulativeness and deception. British physician J. 

C. Pritchard (1835) used a similar term, “moral insan-
ity,” but applied it to a wide range of clinical condi-
tions including drug and alcohol addiction, sexual 
deviations, mood disorders, and conditions likely to 
be classified today as intellectual disability or schizo-
phrenia. Some years later, German psychiatrist J. L. 
Koch (1891) introduced the term “psychopathic” to 
denote chronic forms of mental illness presumed to 
have an underlying organic (physical, brain) basis. 
Like Pritchard, Koch applied this term to a much 
broader array of conditions than would be recogniz-
able today as ASPD or psychopathy. Operating from 
a similar perspective of biological causality, Kraepelin 
(1915) used the term “psychopathic personalities” for 

Abbreviations
 AMPD Alternative Model of Personality 

Disorders
 APSD Antisocial Process Screening Device
 ASPD Antisocial personality disorder
 CD Conduct disorder
 CPS Child Psychopathy Scale
 CPTI Child Problematic Traits Inventory
 CU Callous- Unemotional
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 ESI Externalizing Spectrum Inventory
 HSRP Hare Self- Report Psychopathy (scale)
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 LSRP Levenson Self- Report Psychopathy 
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a somewhat narrower set of conditions that included 
sexual deviations, other impulse- related problems, 
and obsessional disorders— along with conditions he 
labeled “degenerative” personalities, which included 
“antisocial” (callous- destructive) and “quarrelsome” 
(hostile- alienated) subtypes that would be classifiable 
today as ASPD.

Countering this trend toward broad application 
of the term, Cleckley (1941/ 1976) argued that psy-
chopathy should be diagnosed using a set of explicit 
diagnostic criteria that would identify a distinct 
clinical condition with a coherent etiological basis. 
Cleckley’s criteria for the disorder included osten-
sibly healthy features (social adeptness, coherent 
speech, lack of psychotic or anxious/ neurotic symp-
toms, “immunity” to suicide) that “masked” a severe 
pathology marked by persistent, reckless, impulsive 
behavior without regard for personal consequences 
or the feelings/ welfare of others. One of the specific 
pathological features he listed was “inadequately 
motivated antisocial behavior,” by which he meant 
acts such as “theft, forgery, adultery, [and] fraud” 
committed “in the absence of any apparent goal 
at all” (p. 343). Cleckley viewed such behavior as 
a part of a larger pattern of unrestrained deviancy 
that also included lack of planning, irresponsibility, 
impersonal sex, and a failure to learn from adverse 
experience. The criteria that Cleckley proposed for 
the disorder included features of three types: (1) 
indications of psychological stability (social charm 
and good intelligence, absence of delusions or irra-
tionality, absence of nervousness, disinclination 
toward suicide), (2) tendencies toward emotional 
insensitivity and shallow or insincere relationships 
with others (self- centeredness and incapacity for 
love, lack of social reciprocity, deceitfulness, defi-
cient affective reactivity, impaired insight), and (3) 
salient behavioral deviancy in the form of repeated 
antisocial acts (often without obvious motivation), 
irresponsibility, promiscuity, and absence of any 
clear life plan. According to Cleckley, the outward 
appearance of psychological stability in individu-
als of this type functioned as a convincing “mask 
of sanity,” concealing the underlying interpersonal- 
affective deficits and deviant behavioral tendencies 
(for a recent detailed discussion, see Patrick, 2018).

Turning to ASPD, the first edition of the DSM, 
published in 1952, included a category termed 
“sociopathic personality disturbance,” encompassing 
(in line with early, broad- ranging conceptions of psy-
chopathy) a range of problems including sexual devi-
ations, addictions, and a distinct syndrome labeled 

“antisocial reaction” marked by persistent aggression 
and criminal deviance. In DSM- II, published in 
1968, the term “reaction” was eliminated, and sexual 
deviations, addictions, and delinquent personality 
types were grouped together under “ personality dis-
orders and other non- psychotic mental disorders,” 
which included an “antisocial personality” condi-
tion that featured some of the  affective- interpersonal 
symptoms described by Cleckley (e.g., selfishness, 
untrustworthiness, callousness, and absence of 
guilt). However, a serious limitation of the first and 
second editions of the DSM was that diagnoses were 
assigned through reference to prototype case descrip-
tions rather than through use of explicit behavioral 
criteria. As a result, the reliability of diagnostic deci-
sions was poor. This problem was addressed in the 
third edition by providing more specific, behavior-
ally oriented criteria for diagnoses. The criteria in 
DSM- III, published in 1980, were influenced in 
particular by the work of Lee Robins (1966, 1978) 
on characteristics predictive of the persistence of 
delinquency from earlier to later ages and focused 
predominantly on symptoms of behavioral deviancy 
in childhood and adulthood, including truancy, 
stealing, vandalism, other delinquency acts, aggres-
siveness, impulsivity, irresponsibility, recklessness, 
and lying.

With this shift to explicit behavioral criteria, the 
diagnosis of ASPD within DSM- III proved highly 
reliable. However, concerns about its validity were 
quickly raised (e.g., Frances, 1980; Hare, 1983), 
given its omission of many of the features identi-
fied by Cleckley as being essential to psychopathy, 
including superficial charm, lack of anxiety, absence 
of remorse or empathy, and general poverty of 
affect. Some effort was made to address these criti-
cisms in DSM- III- R, published in 1984, through 
the addition of lack of remorse as an adult criterion 
for ASPD. Further changes along this line, directed 
at increasing coverage of interpersonal- affective fea-
tures of psychopathy, were considered for DSM- IV, 
published in 2000, but ultimately rejected (Widiger 
et al., 1996). Consequently, the diagnostic criteria 
for ASPD in DSM- IV remained much the same as 
those in DSM- III- R, and these criteria were car-
ried over without modification to the main diag-
nostic section of DSM- 5 (Section II). However, as 
discussed below under the heading “Psychopathy 
in DSM- 5,” a new dimensional- trait approach to 
the diagnosis of ASPD is included in DSM- 5 as an 
alternative to the traditional criterion- based version 
of the diagnosis.
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Psychopathy: Current Conceptions and 
Empirical Findings

Alongside research on ASPD as defined in suc-
cessive versions of the DSM, an extensive literature 
on psychopathy has accumulated over the years 
using assessment instruments based directly or indi-
rectly on Cleckley’s classic clinical characterization. 
In this section, we review major approaches to the 
assessment of psychopathy in use today, highlight-
ing ways in which they differ and ways in which 
they converge. Following this, we describe a con-
ceptual framework, the triarchic model (Patrick et 
al., 2009), for reconciling contrasting conceptions 
of psychopathy embodied in these various assess-
ment devices and integrating findings across studies 
that have relied on particular ones.

Psychopathy in Forensic Samples: Hare’s 
Psychopathy Checklist- Revised (PCL- R)
deScRiption

The assessment instrument that has dominated 
contemporary research on psychopathy is Hare’s 
(1991, 2003) Psychopathy Checklist- Revised 
(PCL- R), which was developed to identify the 
condition as described by Cleckley in incarcerated 
offenders. The PCL- R contains 20 items, each 
rated on a 0– 2 scale (absent, equivocal, or present) 
using information derived from a semi- structured 
interview and institutional file records. Item scores 
are summed to yield a total psychopathy score, 
with scores of 30 or higher considered indicative 
of psychopathy (Hare, 2003).

The original 22- item version of the PCL (Hare, 
1980) evolved out of a global (7- point) rating sys-
tem that directly referenced Cleckley’s diagnos-
tic criteria. Items for the PCL were selected from 
a larger pool of candidate indicators on the basis 
of their effectiveness in discriminating between 
offender participants judged to be high versus low 
on the Cleckley global rating system. Two items 
were dropped in the subsequent revised version. 
Notably, the interpersonal- affective deficits and 
behavioral deviance features described by Cleckley 
are represented directly in the PCL- R, but the 
positive adjustment features he emphasized (social 
efficacy and intelligence, absence of psychosis, lack 
of anxiety or neurotic symptoms, disinclination 
toward suicide) are not. Features of this type were 
likely excluded because items selected for the origi-
nal PCL were required to correlate as a whole with 
one another, based on the implicit idea of psychopa-
thy as a unitary condition (Patrick, 2006). Because 
the majority of Cleckley’s criteria (12 of 16) reflect 

propensities toward deviance, indicators of posi-
tive adjustment would have been excluded over the 
course of scale refinement because of their failure to 
coalesce with the larger contingent of (pathological) 
indicators.

The relations that overall scores on the PCL- R 
show with criterion measures of various types rein-
force the notion that the PCL- R conception of psy-
chopathy is more purely pathological than Cleckley’s. 
PCL- R total scores correlate very highly with overall 
symptoms of ASPD (Patrick et al., 2007; Skilling 
et al., 2002) and show robust positive associations 
with various behavioral indices of aggression (Hare, 
2003) and scale measures of substance problems 
(Reardon et al., 2002). With respect to personal-
ity variables, PCL- R total scores exhibit especially 
robust relations with trait measures of impulsivity 
and aggression (Lynam & Derefinko, 2006; Verona 
et al., 2001) and, in contrast with Cleckley’s por-
trayal of psychopathic individuals as low- anxious, 
correlate either minimally or somewhat positively 
with measures of anxiety, neuroticism, and negative 
affectivity (Hare, 2003; Lynam & Derefinko, 2006; 
Hicks & Patrick, 2006). Also at odds with Cleckley’s 
conception, PCL- R total scores show positive rather 
than negative associations with indices of suicidality 
(Verona et al., 2001, 2005).

pcl- R factoRS
While developed to operationalize psychopa-

thy as a unitary condition, structural analyses of 
the PCL- R’s items have revealed distinctive subdi-
mensions or factors that exhibit differential rela-
tions with criterion measures of various types. 
Initial work (Harpur et al., 1988; Hare et al., 
1990) indicated two correlated (r ~ .5) factors: an 
Interpersonal- Affective factor (Factor 1) marked by 
items indexing superficial charm, grandiosity, con-
ning/ deceptiveness, absence of remorse or empathy, 
shallow affect, and externalization of blame; and an 
Impulsive- Antisocial factor (Factor 2) encompass-
ing early behavior problems and delinquency, bore-
dom proneness, impulsivity, irresponsibility, lack 
of long- term goals, parasitism, and hot- tempered  
aggressiveness. Cooke and Michie (2001) proposed 
an alternative three- factor model in which Factor 
1 was parsed into separate “Deficient Affect” and 
“Arrogant/ Deceitful” factors, and items of Factor 2 
considered most trait- like (n =  5) were included in 
a third “Impulsive- Irresponsible” factor. Subsequent 
to this, Hare (2003; Hare & Neumann, 2006) 
advanced an alternative four- facet model in which 
Factor 1 was parsed into “Interpersonal” and 
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“Affective” facets mirroring Cooke and Michie’s 
first two factors, and Factor 2 was partitioned into 
a “Lifestyle” facet mirroring Cooke and Michie’s 
“Impulsive- Irresponsible” factor, and an “Antisocial” 
facet including the antisocial behavior items from 
Factor 2 along with a “criminal versatility” item.

Most published work on subdimensions of the 
PCL- R has focused on the factors of the original 
two- factor model. These factors show differential 
relations with a variety of criterion measures, par-
ticularly when their shared variance is accounted for 
(e.g., through structural analysis, regression model-
ing, or partial correlation; Hare, 1991, 2003; Harpur 
et al., 1989; Hicks & Patrick, 2006; Patrick et al., 
2005, 2007; Verona et al., 2001, 2005). Variance 
unique to Factor 1 correlates negatively with mea-
sures of anxiousness and internalizing problems and 
positively with measures of social dominance and (in 
some studies) positive affectivity and achievement, 
suggesting that the positive adjustment features of 
psychopathy specified by Cleckley are embodied 
to some extent in the variance of Factor 1 that is 
distinct from impulsive- antisocial tendencies. The 
interpersonal items of Factor 1 in particular account 
for its associations with indices of emotional stabil-
ity and adjustment (Hall et al., 2004; Patrick et al., 
2007). PCL- R Factor 1 also shows negative rela-
tions with scale measures of empathy and positive 
relations with measures of narcissistic personality, 
Machiavellianism, and proactive (instrumental) 
aggression. By contrast, variance unique to Factor 
2 correlates positively with trait anxiety and inter-
nalizing problems and is strongly predictive of both 
child and adult symptoms of ASPD as represented 
in DSM- IV (and Section II of DSM- 5). Factor 2 
also shows selective positive relations with scale 
measures of impulsivity, aggressiveness, general 
sensation- seeking, and substance dependence, and 
interview-  or record- based indices of impulsive 
aggression (e.g., fighting, assault charges, partner 
abuse) and suicidal behavior.

These differential associations for Factors 1 and 
2 of the PCL- R are notable for variables considered 
to be facets of a single higher- order construct (e.g., 
Hare, 1991, 2003). Especially noteworthy are cases 
in which opposing relations of the two PCL- R fac-
tors with criterion measures become stronger once 
their covariance (overlap) is removed— a phenom-
enon known as cooperative suppression (Paulhus et 
al., 2004). As an example of this, Hicks and Patrick 
(2006) reported that correlations for each factor of 
the PCL- R with measures of negative affectivity 
(i.e., fearfulness, distress, and depression) increased, 

in opposite directions, when scores on the two fac-
tors were included together in a regression model. 
This result indicates that distinct opposing relations 
of the two PCL- R factors with indices of negative 
affectivity were partially concealed by the variance 
they share. A similar result was reported by Frick, 
Lilienfeld, Ellis, Loney, and Silverthorn (1999) for 
the two factors of the Antisocial Process Screening 
Device (Frick & Hare, 2001), an inventory for 
assessing psychopathy in children and adolescents 
that is patterned after the PCL- R (see next section). 
Effects of this type are conceptually important 
because they indicate that the items of the PCL- R, 
although intended to index a single underlying con-
struct, are in fact indexing separate constructs. In 
particular, the finding of suppressor effects for the 
two PCL- R factors in relation to variables such as 
anxiety, depression, and suicidality appears consis-
tent with Cleckley’s view that psychopathy entails 
the convergence of contrasting dispositions toward 
psychological resiliency and behavioral deviancy.

adaptationS of the pcl- R uSed with young 
clinical SampleS

The dominant inventories used for assessing psy-
chopathy in child and adolescent clinical samples 
consist of adaptations of the PCL- R and include 
the youth version of the PCL- R (PCL:YV; Forth et 
al., 2003), the Antisocial Process Screening Device 
(APSD; Frick & Hare, 2001; Frick et al., 1994), 
the Child Psychopathy Scale (CPS; Lynam, 1997; 
Lynam et al., 2005), and the Child Problematic 
Traits Inventory (CPTI; Colins et al., 2014). The 
most widely used of these, the 20- item APSD, was 
devised for use with children aged 6– 13 referred 
for treatment of behavioral problems and is rated 
by either parents or teachers. The APSD has two 
distinguishable factors: a Callous- Unemotional 
(CU) factor reflecting emotional insensitivity and 
exploitative disregard for others and an Impulsive/ 
Conduct Problems (I/ CP) factor encompassing 
impulsive tendencies, reckless or delinquent behav-
ior, and inflated sense of self- importance (Frick 
et al., 1994; Frick & Hare, 2001)— with some 
research (e.g., Frick et al., 2000) suggesting distin-
guishable impulsive and narcissistic or attention- 
seeking components to the I/ CP factor. Children 
who score high on the I/ CP factor but not the CU 
factor exhibit reduced levels of intellectual ability, 
elevated anxiety and negative emotional reactivity, 
and proneness to angry- reactive (but not proactive- 
instrumental) aggression (Frick & Marsee, 2018; 
Frick et al., 2014). By contrast, children who score 
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high on both factors of the APSD appear to have 
normal intellectual ability, exhibit reduced levels of 
anxiety and neuroticism, are underreactive to dis-
tressing stimuli and learn less readily from punish-
ment, and tend to be attracted to activities entailing 
novelty and risk. These children also show height-
ened levels of both proactive and reactive aggression 
and greater persistence of such behavior across time.

pReValence of pcl- R- defined pSychopathy
The PCL- R was developed for use with male 

correctional and forensic samples, and thus prev-
alence estimates have been available mainly for 
samples of this type. The estimated prevalence of 
PCL- R- defined psychopathy (total score of 30 or 
higher) in male correctional and forensic popu-
lations is 15– 25%, compared with 50– 80% for 
DSM- IV- defined ASPD (Hare, 2003), with most 
of those who score as psychopathic also meeting 
criteria for ASPD. Because the PCL- R is designed 
for offender samples and limited efforts have been 
made to assess PCL- R psychopathy in commu-
nity samples (for exceptions, see Ishikawa et al., 
2001; Gao et al., 2011), the prevalence of PCL- 
R- defined psychopathy in community adults is less 
well- established. Based on median prevalence rates 
for male prisoners (20% for psychopathy and 65% 
for ASPD), and assuming a similar ratio of high 
PCL- R scorers among adults diagnosable as ASPD 
in the general community, the estimated preva-
lence of PCL- R psychopathy among community 
men (3% of whom are expected to meet criteria for 
ASPD) would be approximately 1% (i.e., 20/ 65 × 
3%). Using an abbreviated, screening version of the 
PCL- R (the PCL:SV; Hart et al., 1995), Farrington 
(2006) reported the prevalence of psychopathy to 
be around 2% (i.e., 8 cases out of 411) in a large 
sample of community boys followed up to age 48. 
Combining these figures, the prevalence of PCL- R 
psychopathy among men in the community is likely 
somewhere in the range of 1– 2%. However, this 
estimate does not include individuals who exhibit 
salient interpersonal- affective symptoms of psy-
chopathy without sufficient overt behavioral devi-
ancy to warrant a diagnosis of ASPD— cases that 
Cleckley referred to as “incomplete manifestations” 
of the condition. Because the field lacks accepted 
criteria for diagnosing psychopathy in noncriminal 
adults, population prevalence estimates for cases of 
this type remain uncertain.

Women are incarcerated at much lower rates 
than men, and the prevalence of ASPD among 
women in the population at large is only a third 

of that in men (DSM- IV- TR). Regarding PCL- R- 
defined psychopathy, some studies of incarcerated 
women have reported prevalence rates similar to 
those for incarcerated men, but others have reported 
lower rates (Verona & Vitale, 2018). Studies of psy-
chopathy and related constructs in nonincarcerated 
adult samples have also demonstrated lower rates or 
levels in general for women than for men (Verona 
& Vitale, 2018). Given these findings, the preva-
lence of PCL- R- defined psychopathy among adult 
women in the community is likely no more than 
one- third the rate for community men (i.e., .3– 
.7%). Combining the midpoint of this range (.5) 
with that for men (1.5, as noted above) results in an 
overall estimated prevalence of approximately 1% 
in the general adult population. In line with this fig-
ure, a recent study by Sanz- García, Gesteira, Sanz, 
and García- Vera (2021) estimated the prevalence 
of PCL- R psychopathy among adults in society as 
a whole to be around 1.2%. Again, this estimate 
omits individuals exhibiting interpersonal- affective 
features of psychopathy without salient antisocial 
behavior.

With regard to race and ethnicity, an initial 
study of incarcerated men by Kosson, Smith, and 
Newman (1990) yielded evidence that overall PCL- 
R scores were higher among African American than 
European American offenders. A meta- analysis of 
this and subsequent work by Skeem, Edens, Camp, 
and Colwell (2004) revealed a small but significant 
effect size along this line. However, considerably 
more research is needed to clarify the contribution 
of factors such as poverty, discrimination, and adju-
dication inequities to reported racial- group differ-
ences. With regard to culture, there is evidence that 
American prison samples score higher in general 
on the PCL- R than do European prison samples 
(Sullivan & Kosson, 2006).

comoRbidity with dSm diSoRdeRS
The DSM disorder associated most closely with 

PCL- R- defined psychopathy is ASPD. However, the 
relationship between the two is asymmetric. Within 
offender samples, most individuals who meet the 
PCL- R criterion for psychopathy (total score ≥30) 
also meet diagnostic criteria for DSM- IV ASPD, but 
the majority who meet criteria for ASPD fall below 
the PCL- R criterion for psychopathy. Additionally, 
the two PCL- R factors show differential relations 
with ASPD. On one hand, the behaviorally based 
child and adult criteria for ASPD overlap substan-
tially with the impulsive- antisocial features of psy-
chopathy indexed by PCL- R Factor 2. By contrast, 
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only 1 of the 15 child criteria for ASPD (lying) and 
only 2 of the 7 adult criteria (deceitfulness, lack of 
remorse) intersect with the interpersonal- affective  
features of psychopathy embodied in PCL- R 
Factor 1, resulting in a weaker observed association 
for Factor 1 that is largely attributable to its overlap 
with Factor 2 (Patrick et al., 2005).

Factor 2 of the PCL- R also shows selective associ-
ations with measures of substance abuse and depen-
dence (Reardon et al., 2002; Smith & Newman, 
1990) and borderline personality symptoms (Shine 
& Hobson, 1997; Warren et al., 2003). By contrast, 
scores on Factor 1 relate more to measures of narcis-
sistic and histrionic personality disorder (Harpur et 
al., 1989; Hart & Hare, 1989; Hildebrand & de 
Ruiter, 2004). Also, as noted earlier, the two fac-
tors of the PCL- R show opposing, mutually sup-
pressive relations with measures of anxiety and 
depression (Hicks & Patrick, 2006). The fact that 
the unique variance in Factor 1 is negatively associ-
ated with anxiety and depression indicates that this 
component of the PCL- R (its Interpersonal facet, in 
particular; Hall et al., 2004) captures something of 
the positive adjustment and resiliency that Cleckley 
described as characteristic of psychopaths. The posi-
tive relations for Factor 2, on the other hand, con-
verge with data indicating that the DSM diagnosis 
of ASPD is associated with an increased prevalence 
of anxiety and mood disorders (e.g., DSM- IV- TR, 
2000, p. 702; Krueger, 1999b).

neuRobiological coRRelateS
Neurobiological correlates of psychopathy in 

adult offender samples have been studied mainly 
in relation to overall scores on the PCL- R or on 
the earlier Cleckley rating system that served as 
the referent for the PCL- R. Historically, one of the 
most consistent findings— beginning with Lykken’s 
(1957) seminal multimethod investigation of anxi-
ety and continuing with the autonomic reactivity 
studies of Hare in the 1960s and 1970s (cf. Hare, 
1978)— has been that individuals high in overall 
psychopathy show reduced skin conductance reac-
tivity to stressors of various types, in particular cues 
signaling an upcoming aversive event (for reviews, 
see Arnett, 1997; Hare, 1978; Lorber, 2004; Siddle 
& Trasler, 1981). This finding has been interpreted 
as reflecting a basic deficiency in anxiety or fear 
(Fowles, 1980; Hare, 1978; Lykken, 1957).

Another reliable finding in the literature, also 
consistent with the idea of a negative emotional 
reactivity deficit, is that individuals diagnosed 
as psychopathic using the PCL- R fail to show 

normal augmentation of the startle blink reflex 
during viewing of aversive visual stimuli (e.g., 
Herpertz et al., 2001; Patrick et al., 1993; Sutton 
et al., 2002; Vanman et al., 2003). This reactivity 
deficit has been tied specifically to elevations on 
the Interpersonal- Affective factor of the PCL- R 
(Patrick, 1994; Vanman et al., 2003; Vaidyanathan 
et al., 2011). The selective association with PCL- 
R Factor 1 is notable because the startle reflex is a 
protective response known to increase with activa-
tion of the amygdala, a key structure in the brain’s 
defensive (fear) system (Lang et al., 1990). The lack 
of aversive startle potentiation therefore suggests a 
weakness in reactivity at this basic subcortical level 
among individuals exhibiting the core interpersonal-   
affective features of psychopathy. Consistent with 
this notion, participants with high PCL- R scores 
show deficits on behavioral tasks believed to 
be sensitive to amygdala function (Blair, 2006). 
Neuroimaging studies have demonstrated reduced 
amygdala activity during aversive conditioning and 
fear face processing, respectively, in high PCL- 
R– scoring adults (Birbaumer et al., 2005; Veit et 
al., 2002) and in youth with conduct disorder who 
exhibit callous- unemotional traits (Jones et al., 
2009; Marsh et al., 2008).

Additionally, other lines of work, including cere-
bral asymmetry, brain potential, and neuroimaging 
studies (for reviews, see Hare, 2003, pp. 124– 126; 
Patrick, 2014; Patrick, Venables, & Skeem, 2012), 
have provided evidence for brain abnormalities in 
high PCL- R– scoring individuals. However, stud-
ies have not reliably demonstrated impairments on 
neuropsychological tests of frontal lobe function 
(for a review, see Rogers, 2006) or in P300 brain 
response (cf. Patrick, 2014). This contrasts with 
evidence that ASPD is reliably associated with defi-
cits on tests of frontal lobe dysfunction (Morgan & 
Lilienfeld, 2000) and with reduced amplitude of 
P300 brain potential response (Bauer et al., 1994; 
Patrick, Bernat et al., 2006). Given that PCL- R 
Factor 2 is associated more strongly with ASPD 
and that Factor 1 (after controlling for overlap 
with Factor 2) shows positive relations with indi-
ces of psychological adjustment, it could be the case 
that the two factors of the PCL- R are differentially 
related to frontal lobe task performance and P300 
brain response. Evidence in support of the lat-
ter of these possibilities was provided by a recent 
study demonstrating reductions in P300 response 
amplitude specifically in relation to Factor 2 of the 
PCL- R in a sample of male offenders (Venables & 
Patrick, 2014).
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Psychopathy in Community Samples:  
Self- Report– Based Operationalizations

Most research on psychopathy in noncriminal 
samples has utilized self- report assessment invento-
ries. Whereas older inventories of this type empha-
sized measurement of the impulsive- antisocial  
(Factor 2) component of psychopathy, which 
relates most to ASPD, newer measures such as the 
Psychopathic Personality Inventory (PPI; Lilienfeld 
& Andrews, 1996), Levenson et al.’s (Levenson et 
al., 1995) Self- Report Psychopathy Scale (LSRP), 
Hare’s Self- Report Psychopathy Scale (HSRP; 
Paulhus et al., 2016; Williams et al., 2007), 
the Youth Psychopathic Traits Inventory (YPI; 
Andershed et al., 2002), the Elemental Psychopathy 
Assessment (EPA; Lynam et al., 2011), and the 
Triarchic Psychopathy Measure (TriPM; Patrick, 
2010; Sellbom & Phillips, 2013) include coverage 
of interpersonal- affective (Factor 1) features as well 
as impulsive- antisocial features.

The LSRP, HSRP, and YPI were all patterned 
after the PCL- R and provide coverage of factors 
or facets specified by alternative structural models 
of the PCL- R. The LSRP includes “primary” and 
“secondary” subscales intended to parallel the fac-
tors of the original two- factor model (Hare et al., 
1990; Harpur et al., 1989), the YPI contains sub-
scales that align with Cooke and Michie’s (2001) 
three- factor model, and the subscales of the HSRP 
align with Hare’s (2003) four- facet model. In con-
trast with these PCL- R- based inventories, the EPA 
was developed as an extension of prior work (Lynam 
& Widiger, 2007; Miller et al., 2001) undertaken 
to characterize psychopathy in terms of lower- 
order traits of the five- factor personality model as 
indexed by the Neuroticism- Extraversion- Openness 
(NEO) PI- R inventory (Costa & McCrae, 1992). 
The EPA assesses maladaptive variants of the set of 
NEO PI- R traits that appear most relevant to psy-
chopathy. Although it is comparatively new, several 
published reports have appeared on the psychomet-
ric properties and correlates of the EPA’s full (e.g., 
Miller et al., 2011; Miller, Hyatt et al., 2014) and 
short- length versions (Lee & Sellbom, 2021). The 
TriPM, another newer inventory developed to assess 
biobehavioral trait constructs specified by the triar-
chic model of psychopathy (Patrick et al., 2009), is 
described in a later section focused on this model.

The PPI is the self- report psychopathy inven-
tory that has been used most widely over the past 
two decades. It was developed to index psychopathy 
in terms of dispositional tendencies (traits) consid-
ered relevant to this clinical condition by historical 

writers (Lilienfeld & Andrews, 1996). Factor analy-
ses of the PPI’s eight subscales (e.g., Benning et al., 
2003; Ross et al., 2009) revealed distinguishable 
factors that exhibit relations with external criterion 
variables similar to those for the PCL- R factors 
(Poythress et al., 2010). Findings for these distinct 
factors of the PPI, along with those of the PCL- R 
and its affiliates, served as important referents for 
formulation of the triarchic model of psychopathy, 
described below. For these reasons, we focus the 
remainder of this section on research that has uti-
lized the PPI to index psychopathy in community 
and offender samples.

the pSychopathic peRSonality inVentoRy  
and itS factoRS

The original PPI (Lilienfeld & Andrews, 1996) 
consisted of 187 items; its revised version (PPI- R; 
Lilienfeld & Widows, 2005) includes 154 items. The 
PPI’s items are organized into eight scales that tap dis-
tinct dispositional constructs relevant to psychopathy. 
In contrast with the PCL- R, the PPI includes specific 
coverage of nonanxiousness and low fear through its 
Stress Immunity and Fearlessness scales, along with 
coverage of interpersonal dominance (Social Potency 
scale), impulsivity (Carefree Nonplanfulness), oppo-
sitionality (Rebellious Nonconformity), alienation 
(Blame Externalization), aggressive exploitativeness 
(Machiavellian Egocentricity), and lack of empathic 
concern (Coldheartedness).

As noted above, factor analyses of the PPI’s 
eight scales have revealed two higher- order factors, 
the first defined by scales assessing Social Potency, 
Stress Immunity, and Fearlessness subscales, and the 
second by ones indexing Carefree Nonplanfulness, 
Rebellious Nonconformity, Blame Externalization, 
and Machiavellian Egocentricity scales. Benning, 
Patrick, Blonigen, Hicks, and Iacono (2005) labeled 
these two higher- order factors Fearless Dominance 
and Impulsive Antisociality; Lilienfeld and Widows 
(2005) proposed Self- Centered Impulsivity as 
an alternative label for the latter of the two. The 
remaining PPI subscale, Coldheartedness, does not 
load appreciably on either of these factors, indi-
cating that it taps something distinct. In contrast 
with the interrelated factors of the PCL- R, the two 
higher- order factors of the PPI are uncorrelated 
(Benning et al., 2003).

pSychological and neuRobiological coRRelateS 
of the ppi factoRS

The two factors of the PPI show conceptually 
meaningful and often diverging patterns of relations 
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with various criterion measures (Benning, Patrick, 
Blonigen et al., 2005; Blonigen et al., 2005; Patrick, 
Edens et al., 2006; Ross et al., 2009). Scores on the 
Fearless Dominance factor (PPI- FD) are associated 
with social efficacy and emotional stability (e.g., 
higher assertiveness and well- being; lower anxious-
ness and depression) as well as with narcissism, 
thrill seeking, and reduced emotional empathy. In 
contrast, scores on the Impulsive Antisociality or 
Self- Centered Impulsivity (SCI) factor are more 
uniformly associated with maladaptive tendencies, 
including impulsivity and aggressiveness, child and 
adult antisocial behavior, substance problems, high 
negative affect, and suicidal ideation and acts.

The two PPI factors also show differing neu-
robiological correlates. In a study of young men 
from the community, Benning, Patrick, and Iacono 
(2005) found that participants with very high scores 
on PPI- FD showed a deviant pattern of startle reac-
tivity resembling that of offenders with high scores 
on PCL- R Factor 1 (i.e., lack of startle potentiation 
during viewing of aversive picture stimuli, indicat-
ing a lack of normal defensive mobilization). By 
contrast, participants scoring high (as compared to 
low) on the PPI’s Self- Centered Impulsivity factor 
(PPI- SCI) showed reduced electrodermal reactivity 
to picture stimuli in general (i.e., whether affective 
or neutral), suggesting reduced sympathetic arous-
ability (cf. Raine, 1997). Extending the result for 
PPI- FD, Vaidyanathan, Patrick, and Bernat (2009) 
reported a lack of aversive startle potentiation for 
participants low in dispositional fear as defined 
by scores on PPI- FD and other scale measures of 
fear and fearlessness (see also Kramer et al., 2012). 
The finding of reduced electrodermal reactivity in 
high PPI- SCI– scoring participants has also been 
replicated. For example, Verschuere, Crombez, de 
Clercq, and Koster (2005) reported that PPI- SCI 
was related to smaller skin conductance responses to 
critical items in a concealed information lie detector 
test. Additionally, mirroring the findings of reduced 
P300 brain response in relation to ASPD and exter-
nalizing proneness more broadly, Carlson, Thái, 
and McLaron (2009) found scores on PPI- SCI (but 
not PPI- FD) to be inversely associated with P300 
response in a visual oddball task paradigm.

Other work has used functional magnetic reso-
nance imaging (fMRI) to test for brain reactivity 
differences in relation to the two factors of the PPI. 
Gordon, Baird, and End (2004) reported reduced 
fMRI blood oxygen level dependent (BOLD) acti-
vation in the right amygdala and affiliated regions 

of frontal cortex during processing of affective faces 
in participants scoring high but not low on PPI- FD. 
By contrast, individuals scoring high as compared 
to low on PPI- SC showed increased amygdala acti-
vation when processing affective faces. Related to 
this latter finding, Buckholtz et al. (2010) reported 
enhanced bilateral activation in the nucleus accum-
bens for high versus low SCI– scoring individuals 
during anticipation of monetary rewards. These 
results may indicate a more immediate affect- 
driven response style in high SCI– score individu-
als. Another fMRI study by Harenski, Kim, and 
Hamann (2009) reported reduced activation in 
medial prefrontal cortex during viewing of scenes 
depicting moral violations in individuals scor-
ing high on the PPI as a whole, with evidence of 
reduced amygdala activation for those scoring high 
on PPI Coldheartedness specifically.

An Integrative Framework for 
Investigating and Understanding 
Psychopathy: The Triarchic Model

The triarchic model (Patrick et al., 2009) was 
formulated to reconcile alternative conceptions of 
psychopathy represented in historical writings and 
contemporary assessment instruments and address 
persisting unresolved issues in the field. The model 
proposes that contrasting perspectives and appar-
ent contradictions in the existing literature can be 
reconciled by conceiving of psychopathy as encom-
passing three distinct but intersecting trait dispo-
sitions: disinhibition, boldness, and meanness. In 
contrast with other contemporary factor-  or facet- 
oriented perspectives (e.g., Cooke & Michie, 2001; 
Frick & Hare, 2001; Hare & Neumann, 2006), 
the triarchic model is a construct- based framework 
not bound to any specific assessment instrument or 
approach, designed to serve as an organizing frame-
work for reconciling alternative instrument- based 
conceptions and integrating findings from studies 
using them. Different psychopathy inventories are 
viewed as indexing the triarchic constructs to vary-
ing degrees and in differing ways. The next section 
describes the three trait constructs of the triarchic 
model.

Triarchic Model Traits: Description
diSinhibition

The term “disinhibition” refers to a general 
proneness toward impulse control problems,

entailing lack of planfulness, a focus on imme-
diate versus delayed gratification, difficulty in 
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controlling emotions and urges, and weak behav-
ioral restraint. Related concepts in the literature 
include disinhibitory psychopathology (Gorenstein 
& Newman, 1980; Sher & Trull, 1994), external-
izing proneness (Achenbach & Edelbrock, 1978; 
Krueger et al., 2002), and low inhibitory control 
(Kochanska et al., 1997). Vis- à- vis conventional per-
sonality concepts, disinhibition represents the con-
junction of impulsivity and negative emotionality 
(Krueger, 1999a; Sher & Trull, 1994). Behaviorally, 
it is manifested by impatience, impulsive action 
leading to adverse consequences, irresponsibility, 
distrust and alienation, aggressive behavior (angry 
or reactive aggression, in particular), repeated rule- 
breaking (and often law- breaking) acts, and procliv-
ities toward abuse of alcohol and other substances 
(Krueger et al., 2007).

Historical accounts of psychopathy have empha-
sized this disinhibitory facet to varying degrees, with 
some writers broadening the diagnosis to encompass 
alcohol and drug addiction along with other non- 
normative conditions such as sexual deviancy (e.g., 
Prichard, 1835), and others characterizing psychop-
athy in terms more characteristic of externalizing 
individuals (e.g., Arieti, 1963; Partridge, 1928) or 
describing psychopathic subtypes with irritable- 
impulsive behavior indicative of high externalizing 
proneness (e.g., Craft, 1966; Kraepelin, 1915). In 
particular, the traditional notion of the “symptom-
atic” or secondary psychopathy (Karpman, 1941; 
Lykken, 1957) appears consistent with the clinical 
presentation of the highly disinhibited- externalizing 
individual. Research has shown that variance unique 
to PCL- R Factor 2 reflects externalizing proneness 
to a large extent (Patrick et al., 2005), as do scores on 
the corresponding SCI factor of the PPI (Blonigen 
et al., 2005). Similarly, research on the factors of the 
APSD child psychopathy inventory demonstrates 
that the I/ CP factor in particular indexes disinhibi-
tory or externalizing tendencies (Bertoldi, Perkins et 
al., 2022; Drislane et al., 2014).

Despite its importance to conceptions of psy-
chopathy, however, investigators in the area would 
not equate disinhibition with psychopathy. In con-
trast with the condition as described by Cleckley, 
externalizing proneness is associated with higher 
rather than lower levels of negative affectivity 
(Krueger, 1999a), elevated rather than reduced rates 
of internalizing problems (Achenbach & Edelbrock, 
1978; Krueger, 1999b), and heightened rather than 
diminished tendencies toward suicidal behavior 
(Verona & Patrick, 2000; Verona et al., 2004). 
In contrast with the excessive, poorly regulated 

emotion that is characteristic of high- externalizing  
individuals, psychopathy is marked by salient 
“emotional detachment” (i.e., affective insensitivity 
and lack of social connectedness; Cleckley, 1941/ 
1976; Lykken, 1995; McCord & McCord, 1964; 
Patrick, 1994; Patrick et al., 1993). The triarchic 
model proposes that this distinguishing component 
of psychopathy reflects the presence of boldness 
or meanness, or both. Stated another way, it is the 
occurrence of disinhibitory or externalizing tenden-
cies in conjunction with high levels of dispositional 
boldness and/ or meanness that signifies the pres-
ence of psychopathy.

boldneSS
This disposition encompasses characteristics of 

social assurance and self- confidence, calmness and 
poise in the face of stress or danger, rapid recovery 
from aversive experiences, and tolerance or prefer-
ence for uncertainty and risk. Related terms include 
“fearless temperament” (Kochanska, 1997; Lykken, 
1995), “fearless dominance” (Benning, Patrick, 
Blonigen et al., 2005), “hardiness” (Kobasa, 1979), 
and “resiliency” (Block & Block, 1980). In personal-
ity terms, boldness reflects the intersection of domi-
nance, stress immunity, and thrill- adventure seeking 
(Benning et al., 2003; Benning, Patrick, Blonigen et 
al., 2005; Kramer et al., 2012). Behavioral expres-
sions include social assertiveness, persuasiveness, 
imperturbability, venturesomeness, and courageous 
action. As conceptualized in the triarchic model, 
boldness is not identical to fearlessness. Fearlessness 
is viewed as a biologically based (genotypic) disposi-
tion, entailing diminished sensitivity of the brain’s 
defense- mobilization system to signals of danger or 
punishment (Fowles & Dindo, 2009; Kramer et al., 
2012; Patrick, Durbin, & Moser, 2012). Boldness 
is one way in which genotypic fearlessness can be 
exhibited phenotypically, but, as discussed next, this 
underlying disposition may also contribute to phe-
notypic meanness.

Cleckley’s case histories and diagnostic crite-
ria highlighted features of boldness in conjunc-
tion with disinhibitory (externalizing) tendencies 
(Crego & Widiger, 2016; Patrick, 2006, 2018). 
Boldness was represented directly in characteris-
tic features of social charm, absence of anxiety or 
neurotic symptoms, lack of affective responsive-
ness, insensitivity to punishment (“failure to learn 
by experience”), and disinclination toward suicide. 
Other historical writers who focused on psychiat-
ric patients as opposed to criminal offenders (e.g., 
Kraepelin, 1915; Schneider, 1934) also described 

 



PsychoPathy anD ant isoc ial  Personal ity  D i sorDer 725

bold- externalizing variants. Unresponsiveness to 
punishment and lack of fear were also emphasized 
in early psychophysiological research on psychopa-
thy (cf. Hare, 1978) and in empirically based theo-
ries of psychopathy (Fowles, 1980; Lykken, 1995).

The Fearless Dominance (FD) factor of Lilienfeld’s 
self- report– based PPI, demarcated by subscales of 
Social Potency, Stress Immunity, and Fearlessness, 
can be viewed as directly indexing boldness (Patrick 
et al., 2009; Patrick, Kramer et al., 2019). As 
mentioned earlier, scores on PPI- FD are uncorre-
lated with impulsive- antisocial tendencies tapped  
by PPI- SCI. Given this, boldness as operationalized 
by PPI- FD can be viewed as indexing a more adap-
tive expression of dispositional fearlessness— one 
distinct from aggressive externalizing deviance— 
that is likely to be of importance for conceptual-
izing psychopathy in nonviolent, noncriminal 
samples (Lilienfeld et al., 2018; Lykken, 1995). 
Boldness also appears to be tapped by Factor 1 
of the PCL- R (Benning, Patrick, Blonigen et al., 
2005), in particular, by its Interpersonal facet items 
(Patrick et al., 2007; Venables et al., 2014; Wall 
et al., 2015). However, the Interpersonal facet of 
the PCL- R indexes boldness less directly and dis-
tinctively than PPI- FD, given its overlap with the  
PCL- R’s Affective, Lifestyle, and Antisocial facets.

meanneSS
The triarchic trait of meanness encompasses 

features of deficient empathy, lack of closeness to 
others, uncooperativeness, exploitativeness, and 
self- empowerment through cruel and destructive acts.  
Related terms in the literature include “callous-   
unemotionality” (Frick & Marsee, 2018), “antago-
nism” (Lynam et al., 2018), and “coldhearted-
ness” (Lilienfeld & Widows, 2005). From the 
standpoint of interpersonal traits (Leary, 1957; 
Wiggins, 1982), meanness entails high dominance 
in conjunction with low affiliation and nurturance 
(Blackburn, 2006; Harpur et al., 1989). Saucier 
(1992) documented a construct similar to mean-
ness (represented by adjective descriptors such as 
tough, unemotional, and insensitive) entailing the 
conjunction of low affiliation, high dominance, and 
low neuroticism. From this standpoint, meanness 
can be viewed as disaffiliated agency— an orienta-
tion involving active pursuit of goals and resources 
without concern for and at the expense of others. 
Unlike social withdrawal, which is marked by pas-
sive disengagement (“moving away”; Horney, 1945) 
from people, meanness involves active exploita-
tion of (“moving against”; Horney, 1945) people. 

Affiliated behavioral expressions include disdain 
toward others, arrogance, rebellious defiance, lack 
of close relationships, harsh competitiveness, exploi-
tation of others for personal gain, proactive (preda-
tory or instrumental) aggression, cruelty toward 
people or animals, and engagement in destructive 
acts for excitement.

Meanness is emphasized in historical accounts 
of psychopathy based on observations of criminal 
and delinquent individuals (McCord & McCord, 
1964; Quay, 1964; Robins, 1966, 1978). The 
Affective facet of the PCL- R comprises items that 
capture McCord and McCord’s lovelessness (item 7, 
“shallow affect,” and item 8, “callous/ lack of empa-
thy”) and guiltlessness (item 6, “lack of remorse or 
guilt,” and item 16, “failure to accept responsibility 
for own actions”). The Interpersonal items of the 
PCL- R also include elements of meanness: Item 1 
(“glibness and superficial charm”) refers to excessive 
slickness and toughness; item 2 (“grandiose sense of 
self- worth”) includes arrogance and a sense of supe-
riority over others; item 4 (“pathological lying”) 
refers to deceptiveness in social interactions and 
enjoyment in deceiving others; and item 5 (“con-
ning/ manipulative”) entails active exploitation for 
gain without consideration of the effects on vic-
tims. The best- established psychopathy inventories 
for children and adolescents (PCL:YV, CPS, and 
APSD), patterned after the PCL- R, also emphasize 
meanness in their interpersonal- affective items.

Although psychopathy is frequently operation-
alized with reference to antisocial acts and attitudes 
that reflect tendencies toward disinhibition as well 
as meanness, research by Krueger et al. (2007; see 
also Patrick, Kramer et al., 2013) on the structure 
of externalizing problems and traits demonstrated 
that these dispositional facets of psychopathy could 
be indexed separately. Specifically, these investiga-
tors reported a bifactor structure for the 23 con-
tent scales of the Externalizing Spectrum Inventory 
(ESI), an instrument developed to measure diverse 
elements and expressions of externalizing prone-
ness. All of the ESI’s scales loaded onto a super-
ordinate disinhibition factor, but certain scales 
also loaded onto subordinate factors reflecting 
callous- aggressiveness (meanness) and substance 
abuse. The scales that loaded most strongly and 
exclusively onto the general disinhibitory factor 
were those indexing problematic impulsivity and  
irresponsibility. The best indicators of the callous- 
aggressive subfactor were scales indexing pres-
ence versus absence of empathy and interpersonal 
expressions of aggression.
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The findings of this work showed that tenden-
cies toward meanness could be separated from 
proclivities toward disinhibition. Along with 
scales tapping empathic concern and interper-
sonal aggression, other scales that have helped 
to demarcate the callous- aggressive subfactor 
included ones indexing excitement seeking, rebel-
liousness, and dishonesty. Notably, these scale 
indicators of the ESI’s callous- aggressive factor 
paralleled the item content of the APSD’s callous- 
unemotional (CU) factor, which reflects disregard 
for the feelings of others, shallowness and insin-
cerity, lack of guilt, and lying and manipulative-
ness (Frick et al., 1994; Frick et al., 2014). Also 
in line with the ESI findings, youth with conduct 
problems who score high on the CU factor of the 
APSD show elevated rates of proactive aggres-
sion and enhanced excitement seeking in com-
parison to those low on the CU factor (Frick & 
White, 2008; Frick et al., 2014). Although early 
ideas about the biobehavioral basis of callous-  
 unemotionality (meanness) focused on disposi-
tional fearlessness (e.g., Frick & Marsee, 2006; 
Frick & White, 2008), the triarchic model postu-
lates that a weakness in the capacity for affiliation 
gives rise to the qualities that distinguish this facet 
of psychopathy from its boldness facet— namely, 
lack of empathic concern, disregard for others’ 
welfare, and aggressive exploitativeness. Recent 
years have shown a growing emphasis on the 
role of affiliative deficits in dispositional callous-
ness or meanness, both in younger- aged (Viding 
& McCrory, 2019; Waller & Wagner, 2019) and 
adult samples (Palumbo et al., 2020).

Operationalizing the Triarchic Model Traits
This section describes various self- report scales 

that have been developed to operationalize the three 
dispositional constructs of the triarchic model. The 
first of these, the Triarchic Psychopathy Measure 
(TriPM), consists of items selected to index broad 
factors of two inventories that served as referents for 
the triarchic model— the general disinhibition and 
callous- aggressive factors of the ESI (Krueger et al., 
2007) and the fearless dominance factor of the PPI 
(Lilienfeld & Widows, 2005). A number of other 
triarchic scale measures have been developed using 
items from (1) preexisting psychopathy inventories, 
(2) normative and maladaptive personality inven-
tories, and (3) construct- relevant scales available in 
etiologically informative (twin, longitudinal) archi-
val datasets.

tRiaRchic pSychopathy meaSuRe
The 58- item Triarchic Psychopathy Measure 

(TriPM; Patrick, 2010) indexes the disinhibi-
tion, meanness, and boldness facets of psychopa-
thy as separate dimensions. Items comprising the 
TriPM Disinhibition and Meanness scales (20 
and 19 items, respectively) are from Krueger et 
al.’s (2007) ESI. The Disinhibition scale is com-
posed of items from facet scales of the ESI that 
exhibit strong, selective loadings on the inven-
tory’s general disinhibition factor (i.e., Problematic 
Impulsivity, Irresponsibility, Boredom Proneness, 
Impatient Urgency, Alienation, Theft, Fraudulence, 
Dependability [- ] , Planful Control [- ]). Scores on this  
scale correlate very strongly (r > .9) with regression- 
estimated scores on the general factor of the ESI 
(Patrick, Kramer et al., 2013). The TriPM Meanness 
scale consists of items from ESI scales that function 
as indicators of the inventory’s callous- aggression 
subfactor (i.e., Empathy [- ], Relational Aggression, 
Excitement Seeking, Destructive Aggression, 
Physical Aggression, Honesty [- ]). Scores on this 
scale, after controlling for overlap (r ~ .5) with 
scores on the TriPM Disinhibition scale, correlate  
very highly (r > .8) with scores on the callous- 
aggression subfactor of the ESI bifactor model 
(Patrick, Kramer et al., 2013). The 19- item TriPM 
Boldness scale consists of items that index fearless 
tendencies in the realms of interpersonal behavior 
(persuasiveness, social assurance, dominance), per-
ceived emotional experience (resiliency, self- assurance, 
optimism), and venturesomeness (courage, thrill seek-
ing, tolerance for uncertainty; cf. Kramer et al., 2012). 
Its items were selected to index the general factor of 
the Boldness Inventory (Patrick, Kramer et al., 2019), 
a multi- scale measure developed to flesh out distinct 
facets of this construct and characterize their struc-
ture. Scores on this scale correlate very highly (~.8) 
with the FD factor of the PPI, but only modestly (r 
~ .2) with the TriPM Meanness scale and negligibly 
with the TriPM Disinhibition scale (Drislane et al., 
2014; Patrick, Kramer et al., 2019).

The TriPM has been employed in many different 
studies since the first report of its use by Sellbom 
and Phillips (2013), and evidence for the conver-
gent and discriminant validity of its subscales exists 
in relation to a broad range of external criteria— 
including measures from domains of personality, 
clinical symptomatology, behavioral performance, 
and psychophysiology/ neuroimaging (for reviews, 
see Patrick & Drislane, 2015; Patrick, 2018; 
Sellbom, 2018; Sellbom et al., 2018). The inventory 
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is freely available online, and a number of foreign- 
language translations (including Dutch, Finnish, 
French, German, Italian, Japanese, Mandarin 
Chinese, Portuguese, Spanish, and Swedish) exist, 
resulting in growing evidence for its validity across 
nations and cultures.

An issue that has been raised regarding the 
TriPM is that its scales are not strictly unidimen-
sional according to confirmatory factor analytic 
criteria (Roy et al., 2021; Shou et al., 2018). This 
is because the TriPM’s scales were developed to 
index broad factors identified by scale- level anal-
yses of multifaceted inventories and thus include 
items from distinct content domains; in such cases, 
the recommended analytic method for character-
izing structure is exploratory structural equation 
modeling (ESEM; Hopwood & Donnellan, 2010; 
Wright, 2020). A three- factor ESEM model of the 
TriPM item set has been shown to exhibit good sta-
tistical fit (Bertoldi, Tuvblad et al., 2022; Patrick et 
al., 2021).

otheR tRiaRchic Scale meaSuReS
The triarchic model was advanced to provide a 

general framework for ongoing work on conceptu-
alization and assessment of psychopathy through a 
focus on core dispositional constructs— presumed 
to reflect biobehavioral propensities— that tran-
scend specific assessment instruments or modalities 
of measurement. Importantly, the components of 
the triarchic model are conceived of as “open con-
structs” (Meehl, 1986), subject to modification over 
time based on accumulating empirical evidence 
from different measurement modalities. While the 
TriPM provides one approach to operationalizing 
the constructs of the model, other psychopathy 
measures, or inventories known to predict substan-
tial variance in psychopathy measures, can also serve 
as vehicles for operationalizing these constructs.

Hall et al. (2014) undertook to develop item- 
based scale measures of the Triarchic constructs 
using items from the PPI. A construct- based rating 
approach was used rather than a criterion- oriented 
approach (e.g., selection of items with reference to 
the TriPM scales) to allow constructs distilled from 
the psychopathy literature as a whole to guide scale 
formation rather than binding scales to a particular 
operationalization of the triarchic model. All items 
of the PPI were rated for relevance to each construct 
of the model as described by Patrick et al. (2009), 
and items were selected for inclusion in scales based 
on their preferential relevance to one triarchic con-
struct over the others. Scales were further refined 

based on considerations of overall content coverage, 
internal properties of the scales (i.e., inter- item cor-
relations and internal consistency), and correlations 
of items within and across scales. The resultant PPI 
Triarchic (PPI- Tri) scales indexed boldness, mean-
ness, and disinhibition in a manner complementary 
to but distinct from the TriPM. In particular, the 
PPI- Meanness scale (composed mainly of items 
from the PPI’s Coldheartedness and Machiavellian 
Egocentricity subscales) correlated less strongly  
(r =  .37) with the PPI- Disinhibition scale (composed 
mostly of items from scales loading onto the PPI’s 
SCI factor) than their TriPM counterparts (r ~ .5). 
Hall et al. reported evidence for criterion- related 
validity of the PPI- Tri scales in undergraduate and 
offender samples. PPI- Boldness and Disinhibition 
exhibited strong convergence with their TriPM 
counterparts (rs =  .79 and .64, respectively) in the 
undergraduate sample, for which both invento-
ries were available. Convergence between PPI and 
TriPM Meanness was somewhat lower (r =  .54), 
suggesting that the decreased overlap between PPI 
Meanness and Disinhibition (vs. their TriPM coun-
terparts) was attributable more to a shift in the for-
mer. In the forensic sample, for which scores on the 
PCL- R were available, all three PPI- Tri scales con-
tributed to prediction of PCL- R total scores, with 
PPI- Boldness and PPI- Meanness contributing to 
prediction of Factor 1 scores, and PPI- Meanness and 
Disinhibition contributing to prediction of Factor 2 
scores. With regard to the PCL- R’s four facets, PPI- 
Boldness contributed distinctively to prediction of 
the Interpersonal facet, PPI- Meanness contributed 
to prediction of both the Affective facet and the 
Antisocial facet, and PPI- Disinhibition contributed 
distinctively to prediction of the Lifestyle facet.

A second triarchic scale development effort was 
undertaken by Drislane et al. (2015) using items 
from a psychopathy questionnaire designed for use 
with adolescents, the Youth Psychopathic Traits 
Inventory (YPI). The YPI- based Boldness scale 
consists of items from scales that define the YPI’s 
Grandiose/ Manipulative factor, along with some 
items from its Thrill- Seeking and Unemotionality 
scales; the YPI- Disinhibition scale consists mostly 
of items from scales associated with the YPI’s 
Impulsive/ Irresponsible factor; and the YPI- 
Meanness scale consists entirely of items from scales 
related to the YPI’s Callous/ Unemotional factor. 
Drislane et al. (2015) presented evidence for con-
vergent and discriminant validity of the YPI- Tri 
scales in relation to psychopathy- relevant criteria, 
including the TriPM and PPI- Tri scales.
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The foregoing studies demonstrated that effective 
scale measures of the triarchic trait constructs could 
be constructed from items of existing psychopathy 
inventories, thus supporting the idea that these con-
structs are embodied in different models and mea-
sures of psychopathy (Patrick et al., 2009). Inspired 
by published work demonstrating robust associa-
tions for the TriPM scale operationalizations with 
scores on omnibus inventories of normal- range per-
sonality and maladaptive personality, triarchic scales 
have also been developed using items from invento-
ries of these types. The availability of these scales cre-
ates opportunities to extend knowledge of the nature 
and correlates of the triarchic traits in large existing 
datasets that contain such inventories— including  
epidemiological, longitudinal- developmental, 
genetically informative (i.e., twin), and neurobio-
logically informative datasets (for specific examples 
of such datasets, see Wygant et al., 2018). Along this 
same line, efforts have also been made to develop 
and validate triarchic scales using construct- relevant 
items from specific questionnaires available in large 
specialized datasets, such as those of the European 
IMAGEN project (Schumann et al., 2010) and the 
USC Risk Factors for Antisocial Behavior (RFAB) 
study (Baker et al., 2013). Table 30.1 lists all tri-
archic scale sets that have been developed to date, 
noting source(s) of items and original published 
reports for each.

In addition to providing a powerful means to 
further characterize the nomological networks of the 
triarchic trait constructs, the availability of alterna-
tive scales for assessing these traits provides a basis 
for bridging different datasets in order to address 
key questions not amenable to analysis with a single 
existing dataset (Friedman et al., 2014). Specifically, 
latent variable models employing alternative triar-
chic scale sets as indicators can be used to harmonize 
datasets along biobehavioral- trait lines. The next sec-
tion describes efforts that have been made to model 
the triarchic traits as latent variables, using different 
scale sets from among those listed in Table 30.1.

latent VaRiable modeling of the tRiaRchic tRaitS
The first latent variable model of the triarchic 

traits, which utilized data for a mixed- sex sample 
of undergraduates (N =  567; 46.4% male), was 
reported by Drislane and Patrick (2017). The indi-
cators for the model consisted of the boldness, 
meanness, and disinhibition scales of the TriPM 
and the PPI, along with the meanness and disin-
hibition scales of the YPI and an index of boldness 
computed from construct- relevant trait scales of 

the Multidimensional Personality Questionnaire 
(MPQ; Tellegen & Waller, 2008). A confirmatory 
factor analysis (CFA) specifying three correlated 
factors with three scale indicators each, and includ-
ing correlated error terms between the meanness 
and disinhibition scales of the TriPM and those of 
the YPI, fit the data well, with all scale indicators 
loading very highly (> .70) onto their target fac-
tors. Tests of model invariance revealed equivalence 
of factor loadings and indicator intercepts for male 
and female participants, although mean- level dif-
ferences were evident for two of the model factors 
(boldness and meanness; males > females for each).  
In addition, the authors reported that regression- 
based scores for the three factors of the model 
strongly predicted overall scores on self- report psy-
chopathy inventories patterned after the PCL- R 
(i.e., HSRP, LSRP, APSD), with multiple Rs in each 
case exceeding .75.

CFA models like this have been used in subse-
quent research to demonstrate similarity of mea-
surement for newly developed triarchic scale sets 
relative to previously validated scale sets. Drislane 
et al. (2018), employing data for an undergradu-
ate sample, developed triarchic scales from items 
of the NEO PI- R five- factor questionnaire (Costa 
& McCrae, 1992) and demonstrated good fit for a 
three- factor triarchic model using the new NEO- Tri 
scales as indicators along with counterpart scales of 
the TriPM and PPI. The NEO- Tri scales loaded very 
highly onto their target factors, at levels comparable 
to loadings for the TriPM and PPI- Tri scales (> .80 
in all cases). Using data for a mixed undergraduate/ 
community sample, Drislane et al. (2019) likewise 
demonstrated good fit for a counterpart three-   
factor model using triarchic scales composed of 
items from the Personality Inventory for DSM- 5 
(PID- 5; Krueger et al., 2012) as indicators along 
with TriPM and MPQ- based triarchic scales (Brislin 
et al., 2015). This model is depicted in the upper 
part of Figure 30.1. As shown in the figure, the 
PID- 5 Disinhibition scale emerged as the stron-
gest indicator of the latent disinhibition factor, and 
the PID- 5 Boldness and Meanness scales loaded 
onto their target factors at levels comparable to the 
TriPM and MPQ- Tri scales.

An important question, given evidence for dif-
fering latent structures of psychopathic traits as 
indexed by the PPI in criminal offenders as com-
pared to nonoffenders (Ruchensky, Edens et al., 
2018), is whether latent triarchic factors could be 
modeled effectively in an offender sample. Drislane, 
Sica et al. (2022) addressed this question using data 
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(continued)

Table 30.1 Alternative self- report scale measures for operationalizing the trait constructs of the triarchic 
model of psychopathy

Triarchic (Tri)
Scale measures

Source(s) of  items Initial published 
report

Label within
Figure 30.2

First, Purpose- Built Measure

Triarchic Psychopathy 
Measure (TriPM)

Boldness Inventory (Patrick, Kramer, et al., 
2019); Externalizing Spectrum Inventory; 
Krueger et al., 2007; Patrick, Kramer, et al., 
2013)

Sellbom & 
Phillips (2013)

S1

Psychopathy Inventory- Based Measures

PPI- Tri scales Psychopathic Personality Inventory (PPI) 
(Lilienfeld & Andrews, 1996; Lilienfeld & 
Widows, 2005)

Hall et al. (2014) S2

YPI- Tri scales Youth Psychopathic Traits Inventory (YPI) 
(Andershed et al., 2002)

Drislane et al. 
(2015)

S3

Maladaptive Personality Inventory- Based Measures

MMPI- 2- RF- Tri scales Minnesota Multiphasic Personality 
Inventory- 2 Restructured Form (MMPI- 2- 
RF) (Ben- Porath & Tellegen, 2008)

Sellbom et al. 
(2016)

S4

MMPI- A- RF- Tri scales Minnesota Multiphasic Personality 
Inventory- Adolescent Restructured Form 
(MMPI- A- RF) (Archer et al., 2016)

Semel et al. 
(2016)

S5

PID- 5- Tri scales Personality Inventory for DSM- 5 (PID- 5)
(Krueger et al., 2012)

Drislane et al. 
(2019)

S6

SNAP- F- Tri scales Schedule for Nonadaptive and Adaptive
Personality (Clark, 1993)— Forensic
version (Keulen- de- Vos et al., 2011)

Gerbrandij et al. 
(2019)

S7

Normative Personality Inventory- Based Measures

HEXACO- Tri scales HEXACO Personality Inventory
(Lee & Ashton, 2018)

Ruchensky, 
Donnellan, & 
Edens (2018)

S8

MPQ- Tri scales Multidimensional Personality Questionnaire 
(MPQ) (Tellegen & Waller, 2008)

Brislin et al. 
(2015)

S9

NEO- Tri scales NEO Personality Inventory- Revised  
(NEO- PI- R) (Costa & McCrae, 1992)

Drislane et al. 
(2018)

Measures Developed for Use in Specialized Archival Datasets

Healthy Brain Network 
(HBN) project (Alexander  
et al., 2017)— Tri scales

Child Behavior Checklist (Achenbach, 
1991); Affective Reactivity Index— 
Parent Report (Stringaris et al., 2012; 
Inventory of Callous- Unemotional 
Traits— Parent Report (Frick, 2004); 
Screen for

Child Anxiety Related Disorders—   
Parent Report (Birmaher et al.,  
1999); Strengths & Difficulties 
Questionnaire (Goodman, 2001);  
Social Responsiveness Scale (Constantino 
& Gruper, 2005)

Palumbo et al. 
(2021)

S11
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Table 30.1 Continued

for a mixed- sex Italian prisoner sample (N =  356; 
76.7% male). The indicators for the model consisted 
of the boldness, meanness, and disinhibition scales 
of the TriPM and the PPI, along with Minnesota 
Multiphasic Personality Inventory (MMPI)- based 
boldness and disinhibition scales (see Table 30.1) 
and a meanness scale composed of items from the 
Agreeableness domain of the short form NEO PI- 
R (NEO- FFI; Costa & McCrae, 1992). This latent 
triarchic trait model, depicted in the lower part 
of Figure 30.1, exhibited adequate statistical fit, 
with all scale indicators loading at strong, compa-
rable levels onto their target factors. Tests of model 
invariance across sexes could not be performed due 
to the low n for female participants; however, the 
factor loadings for a model employing data only for 
males matched closely with those for the full- sample 
model (Tucker congruence coefficient > .99), indi-
cating consistency of measurement for males alone 
relative to both sexes combined.

Findings from these studies illustrate how latent 
variable models of the triarchic traits using previ-
ously validated scale measures as indicators can be 

used to evaluate the measurement effectiveness of 
new scale measures of these traits. Latent triarchic 
trait models utilizing established scale indicators can 
also provide an alternative to the construct- rating 
approach employed in previous scale development 
projects to date, beginning with Hall et al. (2014). 
Specifically, items from inventories such as Lynam 
et al.’s (2011) EPA or Clark’s (1993) Schedule for 
Nonadaptive and Adaptive Personality (SNAP) 
could be selected to index, as effectively and effi-
ciently as possible, latent triarchic trait dimensions 
from models like those reported by Drislane and 
colleagues (Drislane & Patrick, 2017; Drislane et 
al., 2022). Latent variable models of the triarchic 
model traits could also be used as harmonizing 
referents (see, e.g., Bilder et al., 2013; Friedman 
et al., 2014) for interfacing large- scale specialized 
datasets along triarchic- dimensional lines (see final 
section below, titled “Neurobiological Systems and 
Processes”).

From a more conceptual standpoint, these 
latent- variable modeling efforts serve to illustrate 
the “open” (Meehl, 1986) quality of the triarchic 

Triarchic (Tri)
Scale measures

Source(s) of  items Initial published 
report

Label within
Figure 30.2

USC Risk Factors for 
Antisocial Behavior (RFAB) 
project (Baker et al., 2013)— 
Tri scales

Child Psychopathy Scale (Lynam, 1997); 
Youth Self- Report (Achenbach & Rescorla, 
2001)/ Adult Self- Report (Achenbach &

Rescorla, 2003)

Bertoldi, Perkins 
et al. (2022)

S12

European IMAGEN project 
(Schumann et al., 2010)— 
Disinhibition scale

NEO Five Factor Inventory (Costa & 
McCrae, 1992); Temperament & Character 
Inventory- Revised (Cloninger et al., 1999); 
Substance Use Risk Profile Scale (Woicik 
et al., 2009); Strengths & Difficulties 
Questionnaire (Goodman, 2001); Life 
Events Questionnaire (Newcomb et al., 
1981)

Brislin et al. 
(2019)

S13

European IMAGEN project 
(Schumann et al., 2010) — 
Callousness (Meanness) scale

NEO Five Factor Inventory (Costa & 
McCrae, 1992); Temperament & Character 
Inventory- Revised (Cloninger et al., 1999); 
Substance Use Risk Profile Scale (Woicik 
et al., 2009); Strengths & Difficulties 
Questionnaire (Goodman, 2001); Revised 
Olweus Bully/ Victim Questionnaire for 
Students (Olweus, 1996)

Perkins et al. (in 
press)

S14

Note: Entries in right- most column correspond to sources for sequentially numbered self- report indicators (square boxes labeled 
“S1,” “S2,” “ . . . ,” “S13”) of biobehavioral threat constructs (cloud shapes labeled “Threat Sensitivity,” “Affiliative Capacity,” 
“Inhibitory Control”) in Figure 30.2. Boldness scales from sources labeled S1 to S12 operate as reversed indicators of threat 
sensitivity (Patrick, Kramer et al., 2019). The thirteenth indicator of Threat Sensitivity in main Figure 30.2 (box labeled “S13”) is a 
scale measure of dispositional fear/ fearlessness (Yancey, Venables, & Patrick, 2016; see also Kramer et al., 2012) that correlates to a 
high negative degree (~ – .8) with scale measures of boldness (Brislin et al., 2015; Patrick, Kramer et al., 2019).
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model constructs. Rather than using the TriPM 
scales as fixed referents for developing alternative 
scale operationalizations from items of other inven-
tories, alternative scales have been developed using 
a conceptual, rating- based approach not bound to 
any particular measurement device. This approach 
permits the content coverage of scales to vary from 
operationalization to operationalization, as a func-
tion of differences in thematic coverage of items 
within particular inventories compared to others. 
Observed variations in content across differing scale 
operationalizations can serve to highlight previously 

untapped, underrepresented, or perhaps less essen-
tial aspects of target constructs and thereby help to 
refine ideas about the nature and scope of the con-
structs themselves.

Psychopathy in the DSM- 5
In addition to providing categorical diag-

nostic criteria for personality disorders, equiva-
lent to those in DSM- IV, the fifth edition of the 
DSM includes a new trait- based system for these 
conditions (the Alternative Model of Personality 
Disorders [AMPD]) that entails (1) assessing for 
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Figure 30.1 Three- factor latent- variable models of the triarchic traits, showing standardized parameter estimates. Upper model 
is for the undergraduate- community sample (N =  210) of Drislane et al. (2019); lower model is for the incarcerated offender 
sample (N =  356) of Drislane, Sica, et al. (2022). TriPM, Triarchic Psychopathy Measure; PID- 5, Personality Inventory for DSM- 5; MPQ, 
Multidimensional Personality Questionnaire; PPI, Psychopathic Personality Inventory; MMPI, Minnesota Multiphasic Personality Inventory; 
NEO, NEO Five Factor Inventory.
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the presence of personality disturbance, as indi-
cated by dysfunction in areas of self (identity, 
directedness) and social relations and (2) charac-
terizing the specific nature of the disturbance in 
terms of maladaptive traits from five thematic 
domains (negative affect, disinhibition, antago-
nism, detachment, and psychoticism). As a link 
to the categorical system, the AMPD includes 
counterparts to six of the categorical PDs: antiso-
cial, borderline, narcissistic, obsessive- compulsive, 
avoidant, and schizotypal. As shown in Table 30.2, 
ASPD is defined in the AMPD by the presence 
of distinct disturbances in self- concept and social 
relations, together with elevations on six of seven 
designated traits from the domains of disinhibi-
tion and antagonism, corresponding to meanness 
and disinhibition in the triarchic model. Four of 
the seven designated traits are from the antago-
nism domain, ensuring that persons assigned the 
diagnosis exhibit a balance of proclivities toward 
meanness and disinhibition— in line with his-
torical conceptions that have focused on criminal 
expressions of psychopathy (Patrick, 2018; Patrick 
et al., 2009). This represents a shift from the cat-
egorical diagnosis of ASPD, which emphasizes 
disinhibition more than meanness, particularly in 
its adult criteria (Kendler et al., 2012; Venables 
& Patrick, 2012). The diagnostic importance of 
meanness is also recognized by the addition of a 
“limited prosocial emotions” specifier to the cat-
egorical diagnosis of conduct disorder (CD) in 
DSM- 5, to distinguish a variant of this condi-
tion exhibiting salient callous- unemotional traits 
as described in the youth psychopathy literature 
(Frick et al., 2014).

A further innovative feature of the diagnosis of 
ASPD in the DSM- 5’s AMPD is the inclusion of a 
“psychopathic features” specifier, encompassing three 
other traits— [low] anxiousness, [low] withdrawal, 
and [high] attention seeking— from the domains of 
negative affect, detachment, and antagonism, respec-
tively (see Table 30.2). This specifier provides for 
the designation of a classically low- anxious, socially 
efficacious (i.e., bold) variant of ASPD (cf. Cleckley, 
1941/ 1976; Crego & Widiger, 2016; Karpman, 
1941; see also Hicks et al., 2004; Skeem et al., 
2007). The specifier is particularly important in light 
of research demonstrating the importance of bold-
ness in distinguishing psychopathy as defined by the 
PCL- R from the criterion- based diagnosis of ASPD 
(Venables et al., 2014; Wall et al., 2015).

A self- report– based operationalization of the 
AMPD, the Personality Inventory for DSM- 5 

(PID- 5; Krueger et al., 2012), has been widely 
used in research over the past decade. Evidence for 
its convergent and discriminant validity has been 
reported in relation to symptoms of categorical PDs 
as defined in DSM- IV and DSM- 5 (Hopwood et al., 
2012). In addition, the PID- 5 has been used to eval-
uate the effectiveness of the Section III diagnosis of 
ASPD and its specifier for capturing the distinct fac-
ets of psychopathy described by the triarchic model. 
One study by Strickland, Drislane, Lucy, Krueger, 
and Patrick (2013) administered the PID- 5 along 
with the TriPM to a mixed college and community 
adult sample. Another study by Anderson, Sellbom, 
Wygant, Salekin, and Krueger (2014) administered 
the PID- 5 along with both the TriPM and the PPI 
to separate samples of college students and commu-
nity adults, with the latter sample recruited to over-
represent individuals with psychopathic tendencies. 
Findings from these two studies demonstrated that 
the AMPD- designated traits for ASPD (operation-
alized via the PID- 5) provided highly effective cov-
erage of the disinhibition and meanness facets of 
psychopathy (as indexed by the TriPM) and that the 
traits of the psychopathy specifier provided effective 
coverage of the boldness facet.

Taken together, the findings of these studies pro-
vide evidence that adult psychopathy as described in 
classic historical writings and investigated empiri-
cally over the years can be indexed effectively using 
the new dimensional- trait system of the DSM- 5. 
Dovetailing with this evidence is work by Drislane 
et al. (2019), cited in the preceding section, showing 
that highly effective triarchic scales could be devel-
oped using items of the PID- 5— most of them from 
PID- 5 scales that assess traits related to ASPD and 
the psychopathy specifier in the AMPD. Of note, 
the AMPD in DSM- 5 is organized around mal-
adaptive trait domains that resemble higher- order 
factors of a dimensional model for psychopathology 
as a whole, namely, the Hierarchical Taxonomy of 
Psychopathology (HiTOP; Kotov et al., 2017). The 
next section describes how facets of psychopathy 
specified by the triarchic model relate to factors of 
this general psychopathology model.

Psychopathy and the Hierarchical Taxonomy of 
Psychopathology Model

Traditionally, psychopathy has been viewed 
as a discrete psychopathological syndrome with 
a distinct underlying cause, and there has been a 
long- standing inclination to study it unto itself 
rather than in relation to other mental disorders. 
However, empirical evidence has resulted in a shift 
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toward viewing psychopathy as dimensional and 
multifaceted –  that is, as a disorder encompassing 
distinct symptom subdimensions that relate in turn 
to distinct trait dispositions. There has also been 
growing interest in understanding psychopathy’s 
associations with other forms of psychopathology. 
An important recent development in this regard 
is the formulation of an integrative dimensional 
framework for mental health problems encom-
passing episodic clinical conditions as well as per-
sonality disorders. This framework, the HiTOP 
model (Kotov et al., 2017), organizes mental dis-
orders and their affiliated symptoms into a mul-
tilevel structure that reflects empirically observed 

patterns of covariation among them. The levels of 
the HiTOP model range from specific symptom 
dimensions at the lowest level to a general psycho-
pathology factor at the highest level— with symp-
tom clusters, disorders (“syndromes”), and disorder 
dimensions (“spectra”) in between. The model con-
siders  syndrome-  and spectrum- level dimensions 
within the psychopathology hierarchy to be related 
to broad dimensions of normative personality.

The comorbidity of psychopathy and its fac-
tors with disorders of certain types, described ear-
lier, can be understood in relation to two major 
HiTOP disorder dimensions (spectra): the exter-
nalizing spectrum and the internalizing spectrum. 

Table 30.2 Criteria for diagnosis of antisocial personality disorder in Section III of DSM- 5

Criterion category Summary description of  criterion indicator(s)

 A. Significant impairments in personality 
functioning, manifested in two or 
more of the following areas:

1. Identity (egocentric; self- esteem derived from power or pleasure)

2. Self- directedness (lack of internalized prosocial values; goals based 
around hedonism or dominance)

3. Empathy (lacks concern for others; lacks remorse)

4. Intimacy (exploitative or controlling; lacks mutually intimate 
relationships)

 B. Elevations on six or all of the 
following traits, from domains of:

1. Antagonism:

a. Manipulativeness (controls or exploits others through persuasion)

b. Deceitfulness (dishonest, distorts truth, misrepresents self )

c. Callousness (lacks concern for others; lacks guilt for harmful acts)

d. Hostility (frequently irritable or angry; sensitive to slights; vengeful)

2. Disinhibition:

a. Irresponsibility (disregards or lacks respect for obligations and 
agreements)

b. Impulsivity (spontaneous; lacks planfulness; acts on immediate urges)

c. Risk taking (acts recklessly without considering consequences; 
disregards danger; easily bored)

C. Temporal stability criterion Impairments in self or interpersonal functioning and expression of 
pathological traits persist across time and occur across situations.

D. Non- normativity criterion Impairments in functioning and expression of pathological traits are 
atypical vis- à- vis developmental age and sociocultural milieu.

E. Physiological/ medical criterion Impairments in functioning and expression of pathological traits are not 
due to effects of substance use or a general medical condition.

Psychopathic Features Specifier for ASPD

Low scores on the following two traits:  1. Anxiousness (domain of negative affect)
 2. Withdrawal (domain of detachment)AND

Elevated score on the following trait:  3. Attention seeking (domain of antagonism)

Note: The Psychopathic Features specifier is used to designate a classically low- anxious, socially assertive (i.e., “bold”; Patrick et al., 
2009) variant of antisocial personality as described in the adult psychopathy literature (Cleckley, 1941/ 1976; Crego & Widiger, 
2016; Hicks et al., 2004; Karpman, 1941), with high attention seeking and low withdrawal capturing the social assertiveness aspect.
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The externalizing spectrum encompasses disorders 
involving deficient impulse control (Krueger et al., 
2002, 2007, 2021) and is represented in the HiTOP 
model by a higher- order dimension with subdimen-
sions reflecting “disinhibited” and “antagonistic” 
expressions of externalizing (Krueger et al., 2021). 
Substance- related problems (e.g., alcohol use disor-
der, other drug disorders) load predominantly onto 
the former dimension, whereas conditions involving 
callous disregard and exploitativeness (e.g., narcis-
sistic PD, histrionic PD) load mainly on the lat-
ter. Antisocial conditions (e.g., CD, adult ASPD), 
which include both impulsive/ rule- breaking and 
aggressive/ exploitative symptoms, load onto both. 
The internalizing spectrum is represented in the 
HiTOP model by a higher- order dimension with 
subdimensions reflecting pathological fear condi-
tions (e.g., specific phobia, social anxiety disorder, 
panic disorder) and conditions marked by dyspho-
ria and pervasive distress (e.g., major depression, 
dysthymia, posttraumatic stress disorder [PTSD]). 
Psychopathy’s associations with this psychopathol-
ogy spectrum are important to clarify given nota-
ble discrepancies in the literature. For example, 
Cleckley described psychopathic individuals as lack-
ing in nervousness and free from “psychoneurotic” 
symptoms, and early studies using his diagnostic 
criteria (e.g., Hare, 1978; Lykken, 1957) produced 
findings consistent with this description. In contrast 
with this, overall scores on the PCL- R and other 
PCL- based inventories show weak and inconsistent 
relations with measures of anxiety and internalizing 
problems (Widiger & Crego, 2018).

Regarding psychopathy’s relations with the exter-
nalizing spectrum, Patrick (2022) reported findings 
from a structural modeling analysis undertaken to 
characterize relations of the triarchic traits with dis-
inhibited and antagonistic subdimensions (subfac-
tors) of this spectrum. The analysis utilized data from 
a mixed- gender sample of college students and com-
munity adults (N =  212) preselected to ensure broad 
representation of triarchic trait scores. Indicators 
of the two externalizing subfactors were symptom 
scores for DSM- IV disorders assessed using clinical 
interview (SCID- I and SCID- II) protocols: alcohol 
use disorder, other drug disorder, and nonaggressive 
CD symptoms for the disinhibited subfactor, and 
aggressive CD, aggressive ASPD, and narcissistic 
PD symptoms for the antagonistic subfactor. The 
triarchic traits were also modeled as latent dimen-
sions using different validated scale measures as 
indicators (i.e., TriPM, MPQ- Tri, and PID- 5- Tri 
scales, as described in the preceding section). In the 

structural model, which exhibited acceptable fit, the 
two externalizing factors were regressed onto the 
latent triarchic traits in order to evaluate distinct 
relations for the traits as concurrent predictors. The 
disinhibited externalizing factor was predicted very 
strongly by triarchic disinhibition (B coefficient =  
.63) and to a lesser unique extent by boldness (B 
=  .25), with meanness predicting minimally. The 
antagonistic externalizing factor, on the other hand, 
was predicted most strongly by triarchic meanness 
(B =  .40) and to lesser degrees by disinhibition and 
boldness (Bs =  .24 and .17).

Regarding relations with the internalizing spec-
trum, Latzman, Palumbo et al. (2020) examined 
relations between latent- variable representations of 
the triarchic traits and fear versus distress subfac-
tors of this spectrum. The participant sample was 
the same as that employed in the above- described 
model for disinhibitory and antagonistic factors 
of externalizing, and the same self- report scales 
were used to index the triarchic trait dimensions. 
Indicators of the fear- disorder subfactor of inter-
nalizing were SCID- I– assessed symptom scores for 
specific phobia, social phobia, agoraphobia, and 
panic disorder; indicators of the dysphoria/ distress 
factor were symptom scores for major depressive 
disorders, dysthymia, and PTSD. As in the model 
for the externalizing spectrum subfactors, unique 
predictive relations for the latent triarchic traits 
were evaluated via regression. The fear factor of 
internalizing showed a strong negative relationship 
with latent boldness (B =  −.65), a weaker positive 
relationship with disinhibition (B =  .21), and a neg-
ligible association with meanness. By contrast, the 
dysphoric/ distress factor showed comparable nega-
tive associations with latent boldness and meanness 
(Bs =  −.26 and −.24) and a strong positive relation-
ship with disinhibition (B =  .58).

These findings for externalizing and internal-
izing spectra of psychopathology are depicted 
schematically in the lower part of Figure 30.2, 
which illustrates how the triarchic model traits are 
linked to subdimensions of these spectra within 
the HiTOP framework. These associations for the 
triarchic traits shed light on patterns of observed 
relations of the PCL- R and its factors with clini-
cal conditions of different types, as described 
earlier. PCL- R Factor 2 relates positively to both 
substance- related problems and anxious- depressive 
symptoms because it largely reflects externaliz-
ing proneness (disinhibition; Patrick et al., 2005, 
2007). Factor 1 relates positively to self- centered 
narcissism and proactive aggression and negatively 



PsychoPathy anD ant isoc ial  Personal ity  D i sorDer 735

to both fearful and anxious- depressive symptoms 
(particularly when controlling for its overlap with 
Factor 2) due to its selective representation of 
meanness and boldness, respectively.

The Triarchic Model as a Framework for 
Understanding Developmental Pathways 
and Neurobiological Processes in 
Psychopathy

As a trait- based framework for psychopathy, the 
triarchic model connects to other established mod-
els of normative and pathological personality traits, 
which connect in turn to broad symptom dimen-
sions of the HiTOP model (Kotov et al., 2017). The 
triarchic constructs of boldness, meanness, and dis-
inhibition, as indexed by the TriPM and other scale 

sets, show clear and robust relations with normative 
trait inventories such as the MPQ and the NEO 
PI- R (Drislane et al., 2014; Poy et al., 2014) as well 
as with maladaptive trait inventories including the 
PID- 5 and the MMPI- 2 (Latzman, Tobin et al., 
2020; Sellbom et al., 2016; Strickland et al., 2013). 
However, the broad dimensions of these invento-
ries that appear most related to boldness, meanness, 
and disinhibition (e.g., neuroticism, agreeableness, 
and conscientiousness in the NEO PI- R; negative 
affect, antagonism, and disinhibition in the PID- 5) 
do not correspond directly to the dimensions of the 
triarchic model, making it necessary to configure 
lower- level traits of these inventories differently to 
approximate triarchic disinhibition and meanness 
more closely (Drislane et al., 2018, 2019; see also 
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Figure 30.2 Schematic depiction of a conceptual- empirical framework for interfacing neural systems constructs (defensive 
motivational, social bonding, and executive regulatory; upper level) with triarchic trait and clinical symptom dimensions (lower 
level), through use of multimodal representations of biobehavioral traits of threat sensitivity, affiliative capacity, and inhibitory control 
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Bowyer et al., 2020). This raises the question: Why 
configure lower- level traits along triarchic model 
lines, as opposed to PID- 5/ AMPD or NEO- PI 
R/ FFM lines? The answer, addressed in this sec-
tion, is that the triarchic model traits are concep-
tualized in biobehavioral- developmental terms 
(Patrick et al., 2009), through direct reference to 
developmental and biobehavioral research find-
ings, and have nomological networks that include 
variables from behavioral and neurophysiological as 
well as self- report and clinical- diagnostic modali-
ties. Importantly, as discussed in the concluding 
“Neurobiological Systems and Processes” part of 
this section, the triarchic traits are viewed as open 
constructs, subject to revision based on accumulat-
ing knowledge of their nomological networks.

Developmental Pathways
Contemporary developmental research on psy-

chopathy has focused on characterizing a distinct 
subgroup of clinic- referred youth exhibiting con-
duct problems accompanied by callous- unemotional  
traits— corresponding to dispositional meanness 
in the triarchic model. Comparatively little atten-
tion has been devoted to externalizing proneness 
(disinhibition) as a distinct dispositional factor 
contributing to the emergence and persistence of 
psychopathic behavior. This is surprising, given the 
emphasis that has been placed on weak inhibitory 
(or effortful) control as a risk factor in the devel-
opmental psychopathology literature (Kochanska 
et al., 1997; Rothbart, 2007). Equally surprising is 
the paucity of work devoted specifically to the study 
of boldness in the child psychopathy literature, 
given evidence for a role of fearless temperament 
in early socialization and conscience development 
(Kochanska, 1997).

However, recent research on psychopathy in 
youth has begun to examine how the triarchic 
traits of disinhibition and boldness contribute to the 
emergence and expression of conduct problems, rel-
ative to and in concert with callous- unemotionality  
(meanness). An initial study using the TriPM with 
adolescents aged 16– 17 years (Somma et al., 2016) 
reported similar- level unique associations for all 
three triarchic traits when entered together as pre-
dictors of self- reported engagement in delinquent 
acts over the preceding year. Another study of 14-  
to 18- year- olds that used a shortened (approxi-
mately half- length) version of the TriPM (Sica et 
al., 2020) reported significant unique effects for 
disinhibition and meanness, but not boldness, in 
predicting self- reported conduct problems over the 

preceding 6 months. Boldness in this study was 
related, however, to lower reports of negative emo-
tional states and lesser susceptibility to anxious/ 
depressive symptoms.

An alternative to using established inventories 
like the TriPM is to construct scale measures of the 
triarchic traits using construct- relevant items from 
questionnaires available in already existing datasets. 
Employing this approach to quantify the triarchic 
traits in a longitudinal sample, Bertoldi, Perkins et 
al. (2022) reported comparable unique relations 
for boldness and disinhibition (but not meanness) 
assessed at age 14– 15 with reported engagement in 
nonaggressive antisocial acts at age 19– 20; mean-
ness at age 14– 15, by contrast, emerged as the sole 
unique predictor of reported aggressive acts at age 
19– 20. In contrast with their joint positive pre-
diction of later nonaggressive antisociality, bold-
ness and disinhibition at age 14– 15 each predicted 
uniquely, but in opposing directions (–  and + , 
respectively), internalizing symptomatology at age 
19– 20. These longitudinal study results provide evi-
dence for the triarchic traits as indicators of liabil-
ity versus immunity to problems of different types 
and align with findings from cross- sectional work 
on relations of latent triarchic traits with HiTOP 
psychopathology dimensions in adults as described 
in the preceding section.

Neurobiological Systems and Processes
Variations along psychological trait dimensions 

have long been viewed as intertwined with varia-
tions in neural function (Allport, 1937; Eysenck, 
1967). However, observed relations between trait 
scores and indicators of neural function tend to 
be small and inconsistent due to conceptual and 
measurement mismatch. A systematic approach to 
interfacing neural systems and processes with clini-
cal symptom scores involving the use of multimodal 
operationalizations of biobehavioral trait constructs 
has been described by Patrick, Iacono, and Venables 
(2019). A detailed illustration of this approach was 
provided by Venables et al. (2018), who specified a 
multimethod structural model for the biobehavioral 
construct of inhibitory control— corresponding  
to the triarchic trait of disinhibition— using 
indicators from modalities of self- report, task per-
formance, and brain evoked response potential 
(ERP) response. Expanding upon this illustration,  
Figure 30.2 depicts different- modality indicators 
of biobehavioral traits corresponding to all three 
triarchic constructs (upper part; see Table 30.3 for 
specific listing of indicators), within a framework 
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(continued)

Table 30.3 Physiological and task performance indicators of biobehavioral traits depicted as counterparts to 
triarchic psychopathy dimensions in Figure 30.2

Biobehavioral 
trait/ modality of  
measurement

Trait indicator (direction of  
association)

Studies reporting trait- indicator 
associations

Label within 
Figure 30.2

(Low) Threat Sensitivity

Physiology Aversive startle potentiation (– ) Anderson et al. (2011); Benning, Patrick 
et al. (2005); Cook et al. (1992); 
Dvorak- Bertsch et al. (2009); Esteller  
et al. (2016);

Vaidyanathan et al. (2009); Yancey et al. 
(2016)

P1

Skin conductance reactivity 
(SCR) to aversive images/ threat 
cues (– )

Benning, Patrick et al. (2005); Dindo 
& Fowles (2011); López et al. (2013); 
Patrick et al. (2017)

P2

Heart rate (HR) reactivity to 
aversive images/ sounds (– )

Cook et al. (1992); Kyranides et al. 
(2017); Yancey et al. (2016)

P3

Resting heart rate (HR) level (– ) Bertoldi, Tuvblad et al. (in press); 
Kyranides et al. (2017); Strickland et al. 
(2015)

P4

Late- positive potential (LPP) 
brain response to aversive  
images (– )

Ellis et al. (2017); Medina et al. (2016); 
Weinberg et al. (2012)

P5

Task Performance

Risk taking (+ ) → Various tasks, 
including Balloon Analog Risk 
Task (Lejuez et al., 2002)

Snowdon et al. (2017); Wake et al. (2020) T6

Cognitive task performance 
during threat- cueing (+ )

Yancey et al. (2019, 2022) T7

(Low) Affiliative Capacity

Physiology Amygdala reactivity to fearful 
faces (– )

Jones et al. (2009); Marsh et al. (2008); 
Viding et al. (2012); White et al. (2012)

P1

Early (N170, P200) brain- evoked 
response potential (ERP) reactivity 
to fearful faces (– )

Brislin et al. (2018); Brislin & Patrick 
(2019); Palumbo et al. (2020)a

P2

Task Performance

Recognition accuracy for 
negative emotional (especially 
fear) faces (– )

Brislin et al. (2018); Marsh & Blair 
(2008); Muñoz (2009); Petitclerc et al. 
(2019)

T1

Visual attention toward eye region 
of fear faces (– )

Dadds et al. (2006, 2008, 2011); Dargis 
et al. (2018); Gillespie et al. (2015)

T2

Physical pain tolerance (+ ) Brislin et al. (2016, 2022); Miller, 
Rausher et al. (2014)

T3

(Low) Inhibitory Control

Physiology

Oddball task P3 brain response (– ) Bowyer et al. (2020); Nelson et al. 
(2011); Venables et al. (2018); Yancey 
et al. (2013)

P1
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Table 30.3 Continued

for interfacing neural systems with HiTOP psycho-
pathology dimensions (lower part).

A more detailed discussion of the framework 
depicted in Figure 30.2 can be found in other 
published works (e.g., Patrick & Drislane, 2015; 
Patrick, Durbin, & Moser, 2012; Patrick, Iacono et 
al., 2019; Patrick, Venables et al., 2013). However, 
some specific points warrant mention. One is 
that multiple scale sets exist for operationalizing 
biobehavioral traits corresponding to boldness, 
disinhibition, and meanness in the modality of 
self- report (see numbered citations in the figure). 
Some of these consist of items from psychopathy 
inventories or omnibus personality questionnaires; 
others are composed of items taken from differ-
ent questionnaire measures included in specialized 
existing datasets. These various scale sets have been 
created using the construct- rating protocol intro-
duced by Hall et al. (2014) and validated against 
one another and in relation to pertinent criterion 
variables (including clinical outcomes) to establish 

consistency of measurement (i.e., harmonization; 
Hussong et al., 2013). The availability of these 
alternative scale sets provides a means to extend 
what we know about neurophysiological and 
task- behavioral indicators of key biobehavioral 
constructs and establish formal multimodal mea-
surement models for these constructs through use 
of existing large- scale datasets— including etiologi-
cally informative (e.g., twin, longitudinal) datasets 
(Patrick, Iacono et al., 2019).

A second point is that self- report indicators 
of biobehavioral traits are intended to serve only 
as provisional referents for identifying candidate 
indicators from other modalities (e.g., lab- task 
performance, brain physiology), in order to estab-
lish multimodal measurement models of these 
traits (Patrick, Iacono et al., 2019). Self- report 
measures of traits are convenient and effective as 
referents because they can be constructed using 
different item sets to be indicative of specific psy-
chological content, psychometrically reliable, and 

Biobehavioral 
trait/ modality of  
measurement

Trait indicator (direction of  
association)

Studies reporting trait- indicator 
associations

Label within 
Figure 30.2

Flanker task P3 brain response (– ) Nelson et al. (2011); Venables et al. 
(2018); Ribes- Guardiola et al. (2020)

P2

Feedback task P3 brain response (– ) Nelson et al. (2011); Venables et al. 
(2018)

P3

Go/ No- Go task P3 brain 
response (– )

Delfin et al. (2020); Brennan & Baskin- 
Sommers (2018)b; Ribes- Guardiola et al. 
(2020)

P4

Go/ No error- related negativity 
brain response (+  =  less negative)

Hall et al. (2007); Ribes- Guardiola et al. 
(2020)

P5

Task Performance

Antisaccade task accuracy (– ) Venables et al. (2018); Young et al. 
(2009)

T1

Go/ No- Go task performance (– ) Venables et al. (2018); Brennan & 
Baskin- Sommers (2018)

T2

Stroop task incongruent- trial 
reaction time (+ )

Venables et al. (2018); Young et al. 
(2009)

T3

Note: Trait indicators listed are ones for which associations have been demonstrated in two or more studies employing different 
participant samples. Directions of associations for indicators (+  =  positive; –  =  negative) are with biobehavioral traits in reverse (such 
that they correspond to boldness, meanness, and disinhibition), as assessed by informant- rating (Dargis et al., 2018; Jones et al., 
2009; Marsh et al., 2008; Petitclerc et al., 2019; White et al., 2012) or self- report (all other studies except Dadds et al., 2006, 2008, 
2011, and Young et al., 2009, which used informant- rating and self- report measures combined).

a The sample for this study (Palumbo et al., 2020) subsumed that employed by Brislin et al. (2018), but reported new evidence for 
reduced early brain- ERP reactivity to fearful faces in a different task paradigm.

b The task used in this study (Brennan & Baskin- Sommers, 2018) was a “modified oddball” task, characterized by the authors as 
“similar to a go/ no- go task in terms of instructions, stimuli frequency, and behavioral measures” (p. 73).
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harmonized in terms of their convergence with 
one another and their relations with external cri-
terion measures. Brislin et al. (2019) illustrated 
this by developing a scale measure of disinhibi-
tion using items from the European IMAGEN 
dataset and, employing data for a separate sample, 
showing that it correlated highly with a previously 
validated disinhibition scale and comparably well 
with an established neural indicator of disinhibi-
tion (oddball P3 response). The view of self- report 
scales as provisional indicators connects in turn to 
the idea of biobehavioral traits as open constructs 
that can be refined or reshaped based on empiri-
cal findings. Venables et al. (2018) illustrated this 
idea by specifying a structural model in which 
measures from three modalities (self- report, task 
performance, brain response) loaded onto lower- 
order modality factors, which loaded in turn onto 
a common higher- order factor reflecting cross- 
modal inhibitory control. A shift in the construct 
being measured— away from the modality of self- 
report— was evidenced by a smaller loading of the 
self- report modality factor onto the higher- order 
factor compared to loadings for the behavioral and 
brain modality factors.

A further key point is that the framework 
depicted in Figure 30.2 includes a developmental 
component, depicted by the downward pointing 
arrow on the right side. The literature on tempera-
ment indicates that traits are moderately stable 
across time but affected by maturation and ongoing 
environmental events that impact psychobiological 
function (Bornstein et al., 2015; Kopala- Sibley et 
al., 2018). The types of measures that can be used 
to index traits also vary across time. For example, 
self- report measures cannot be used with very 
young children, and tasks suitable for assessing 
behavioral and brain response often differ across age 
levels. Also, physiological or behavioral measures 
that relate concurrently to trait levels or clinical 
symptoms may not exhibit relations prospectively 
if they reflect dysfunctional states or persisting 
consequences of dysfunction, as opposed to dispo-
sitional liability (Perkins et al., 2020). We believe 
these complexities in characterizing the nature of 
biobehavioral risk for mental health problems, and 
pathways from risk to symptom expression in dif-
fering forms, can ultimately be addressed through 
systematic collaborative efforts along coordinated 
lines. Researchers dedicated to the scientific study 
of psychopathy are encouraged to benefit from and 
contribute to this broader mission in ways high-
lighted within this chapter.

Conclusion
Despite decades of vigorous research, progress 

in the field of psychopathy has been hampered by 
persisting disagreement about how this clinical con-
dition should be defined and measured. Various 
interview and self- report measures have been devel-
oped to index psychopathy in diverse participant 
samples (e.g., forensic, clinical, community, youth, 
etc.), each grounded— in differing respects and to 
varying degrees— in historic descriptions of psy-
chopathy in psychiatric patients (e.g., Cleckley, 
1976) and criminal offenders (e.g., McCord & 
McCord, 1964). Research on the psychological, 
clinical- diagnostic, and neurobiological correlates 
of psychopathy as assessed by these measures has 
revealed contrasting patterns of associations for dis-
tinct symptom subdimensions (factors or facets) of 
each. The triarchic model (Patrick et al., 2009) pos-
its that trait constructs of disinhibition, boldness, 
and meanness, represented in alternative measures 
for assessing psychopathy, can account for these 
contrasting patterns of associations because they 
reflect distinct biobehavioral constructs of deficient 
inhibitory control, weak affiliative capacity, and low 
threat sensitivity, respectively. Importantly, the tri-
archic traits are viewed as “open constructs” that are 
not tied to any specific manifest measure and thus 
can be quantified using different items sets.

A growing body of work has sought to develop 
scale measures of the triarchic traits using items 
from preexisting psychopathy inventories, norma-
tive and maladaptive personality inventories, and 
other item sets available in etiologically informa-
tive (twin, longitudinal) studies. Following upon 
these efforts, recent studies have modeled the 
triarchic trait constructs as latent variables using 
alternative scale sets as indicators. The triarchic 
traits are represented in the dimensional model for 
PDs in the DSM- 5, through traits from domains 
of antagonism and disinhibition, and a “psycho-
pathic features” specifier that indexes boldness. 
Progress has also been made toward interfacing 
the triarchic traits with a broader dimensional sys-
tem for psychopathology as a whole, the HiTOP 
model. Finally, given that the triarchic traits were 
explicitly framed in biobehavioral- developmental 
terms, increasing efforts are being made to exam-
ine their relations with clinical outcomes of various 
types across development and to identify replicable 
brain and behavioral indicators of each that can be 
integrated into multimodal measurement models. 
Growing knowledge of the triarchic traits’ nomo-
logical networks, combined with recent advances 
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in latent variable modeling and data harmoniza-
tion and the availability of triarchic scale measures 
in etiologically informative datasets, provides rich 
opportunities for further understanding the etio-
logical bases of psychopathy and refining methods 
for preventing and treating it.
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Disorders. See DSM

fifth edition (see DSM- 5)
first edition (see DSM- I)
fourth edition (see DSM- IV)
second edition (see DSM- II)
third edition (see DSM- III)

diagnostic criteria, 79. See also Research 
Diagnostic Criteria

in DSM, 54– 55
in DSM- III, 8– 9, 19, 20, 79– 80
psychological, versus biological 

mechanisms, 87– 88
Diagnostic Interview for Narcissism, 628
diagnostic overlap, 23– 25

and comorbidity, 24– 25
historical perspective on, 23– 24

diagnostic reification, with DSM- III, 80– 
81, 96– 97

diagnostic spectra, 25
dialectical behavior therapy, as 

transdiagnostic treatment, 72
diaperism, 553
diathesis- stress model, 344, 369, 688
Dickens, Charles, A Christmas Carol, 36
DID. See dissociative identity disorder
dietary restraint, and eating   

disorders, 430
differential equation models, 105

in network analysis, 115– 16
differential susceptibility to environment, 

128, 134
diffusion tensor imaging

in attention- deficit hyperactivity 
disorder, 481– 82, 483

in eating disorders, 432
in schizophrenia, 341

dihydropyridine dehydrogenase gene 
(DPYD), in borderline personality 
disorder, 659

Dilthey, Wilhelm, 39, 40
dimensional assessment

HiTOP- oriented, 68
norms in, 68

Dimensional Assessment of Personality 
Pathology– Basic Questionnaire, 
605, 612

dimethyltryptamine, and serotonergic 
system, 316– 17

DIN. See Diagnostic Interview for 
Narcissism

discrimination, 243
and paranoia, 388

disease(s)
definition of, 11
essentialist view of, 22
natural history of, 35

disinhibition, 59, 60, 615
and alcohol use problems, 615
in borderline personality disorder, 650t, 

663, 666, 667
facets, 590, 606t
and personality disorders, 590, 591, 605, 

606, 609– 10, 616, 616t
psychopathy and, 721– 22, 733– 34, 733f
and psychotic disorders, 616
trauma-  or disease- related, 

hypersexuality in, 565
disorder(s)

classification of, 11– 12
definition of, 11

disruptive behavior spectrum, 25
dissocial behavior, and personality 

disorders, 605
dissociality, 605

in borderline personality disorder, 667
and personality disorders, 591

dissociation
in borderline personality disorder, 649, 

649t, 664– 66
definition of, 214
as mediator of trauma and 

hallucinations, 390
peritraumatic, and risk of   

PTSD, 205
phenomenology of, 214

dissociative amnesia, 214, 217– 18
DSM- 5 on, 217
generalized, 217
localized, 217
prevalence of, 214
selective, 217
trauma and, 217– 18

dissociative disorders, 214– 18
prevalence of, 214
trauma and, 218
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dissociative disorders not otherwise 
specified, prevalence of, 214

dissociative fugue, 214, 218
dissociative identity disorder, 214– 17, 218

interidentity transfer of information 
in, 215– 16

prevalence of, 214
versus schizophrenia, 332, 333

distress
in HiTOP, 231
as subdimension of internalizing 

spectrum, 57– 58, 60, 231
and suicidality, 70

Distress factor, 152, 154
disturbed function, as functional somatic 

symptom, 508– 9
dizziness, functional, 513
DLOPFQ. See DSM- 5 Levels of 

Personality Functioning 
Questionnaire

DMN. See default mode network
DNA methylation, 435. See also epigenetics

in attention- deficit hyperactivity 
disorder, 479

in borderline personality 
disorder, 659– 60

child maltreatment and, 132
domestic violence, children and, 130
dominance, fearless, 722
dopamine/ dopaminergic system

in attention- deficit hyperactivity 
disorder, 482– 83

in borderline personality disorder, 658
in eating disorders, 433, 435
in reward circuits, 365
in schizophrenia, 689, 699– 700
and schizotypy, 689, 699– 700
and sexuality, 566
in substance use disorders, 313, 315

dopamine D2 receptor gene (DRD2)
in borderline personality disorder, 658
DRD2 Taq1A polymorphism, in 

bulimia, 434
in eating disorders, 435

dopamine D4 receptor gene (DRD4)
in ADHD, 479
in borderline personality   

disorder, 658
dopamine D5 receptor gene (DRD5), in 

ADHD, 479
dopamine hypothesis, of 

schizophrenia, 342– 43
dopamine transporter gene

DAT, in eating disorders, 435
DAT1, in borderline personality 

disorder, 658
DAT1/ SLC6A3, in ADHD, 479, 480

dorsal intraparietal sulcus, in 
schizophrenia, 363– 64

doxepin, for insomnia, 529
drag queens, 563
DRD2 gene. See dopamine D2 receptor 

gene (DRD2)

DRD4 gene. See dopamine D4 receptor 
gene (DRD4)

DRD5 gene. See dopamine D5 receptor 
gene (DRD5)

drug dependence. See also substance use 
disorder(s)

factor analysis, 152
and narcissistic personality 

disorder, 628– 29
drug holidays, in ADHD, 477
drug overdose, deaths caused by, 304
drug subcultures, 303, 305
drug use disorders, 297. See also substance 

use disorder(s)
and borderline personality disorder, 652t
and narcissistic grandiosity and 

vulnerability, 634
DSM, 3, 79– 80

atheoretical approach to 
classification, 16– 18

binary disease/ no- disease legacy 
of, 85, 86

categorical approach in, 54– 55
criticisms of, 42– 43, 55
diagnostic criteria in, 54– 55, 87– 88
early editions of, 6– 7
formulation and revision of, 54
internalizing- externalizing structure 

and, 14
and life- span approach, 449– 50
and new directions for research, 80– 81
work groups and, 18– 19

DSM- 5, 10, 12– 13. See also Alternative 
Model of Personality 
Disorders; Level of Personality 
Functioning Scale

antisocial personality disorder in, 715, 
729– 30, 731t

and assessment of dysfunction, 10
autism spectrum disorders in, 491, 492
bipolar spectrum disorders in, 228– 29
borderline personality disorder in, 650t
circadian rhythm sleep– wake disorders 

in, 529
classification system, problems 

with, 230
conversion disorder/ functional 

neurological symptom 
disorder, 515– 16

delusional disorder in, 379
delusions in, 381, 382
diagnostic spectra in, 10, 25
dimensional alternatives, 10
dissociative amnesia in, 217
eating disorders in, 422
formulation and revision of, 18
functional somatic symptoms in, 514– 17
genito- pelvic pain/ penetration disorder 

in, 413– 14
internalizing- externalizing structure 

and, 14, 24
and life- span approach, 449– 50
narcissistic personality disorder in, 627

personality disorders in, 14, 16, 20, 42, 
577, 578– 79, 602– 3, 605, 627, 630, 
657, 666, 667

posttraumatic stress disorder in, 213– 14
psychopathy in, 715, 729– 30
psychoticism in, 700– 1
reliability of diagnoses in, 20– 21
revision process, 80
schizotypal personality disorder 

in, 682– 83
schizotypic psychopathology in, 676– 77
sexual dysfunction in, 402
sleep and circadian rhythm disorders 

in, 523– 24
somatic symptom disorder, 514– 15
“Somatic Symptoms and Related 

Disorders,” 514, 515, 516
structure and organization of, 24, 25
substance use disorders in, 278, 297– 

300, 299t
work groups and, 18

DSM- I, 6, 7, 8– 9, 16– 17, 19, 20, 79
DSM- II, 6– 7, 8– 9, 16– 17, 20, 79
DSM- III, 8– 10, 12, 379

atheoretical approach to 
classification, 16– 17

criticism of, 80
descriptive approach in, 34, 79
diagnostic criteria in, 8– 9, 19, 20, 79– 80
and diagnostic overlap, 23
and diagnostic reliability, 19, 20, 

21, 79– 80
diagnostic system of, 79
formulation and revision of, 18– 19, 42
multiaxial system of, 8– 9, 10
and new directions for research, 80– 81
personality disorders in, 42
popularity and success of, 9
reification of disorders in, 80– 81, 96– 97
and research, 9

DSM- III- R, 9, 10, 42– 43, 49, 379
formulation and revision of, 18

DSM- IV, 9– 10, 16, 42– 43
formulation and revision of, 18– 19, 49

DSM- IV- TR, 10, 11– 12
personality disorders, DSM- 5 

Maladaptive Trait Model coverage 
of, 612– 13

personality disorders, trait 
constellations, 607t, 612– 13

DSM- 5 Levels of Personality Functioning 
Questionnaire, 582t, 588

DSM- 5 Maladaptive Trait Model, 618
and AMPD, 606– 7
and clinical science, 615– 18
clinical utility of, 613– 15, 618
and communication with other 

professionals, 614– 15
and communication with 

patients, 614– 15
coverage of DSM- IV- TR PD 

syndromes, 612– 13, 618
development of, 605– 6
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ease of use, 614
empirical research on, 608
incremental validity, 613
and non- PD psychopathology, 615– 16
personality domains in, 606, 606t
prediction of clinically relevant 

outcomes, 613
revisions, 618
structural validity of, 608, 618
structure, 610– 15
temporal stability of, 610– 11
trait domains and facets, 

measurement, 611– 12
validity evidence for, 612

DSPD. See delayed sleep phase disorder
DTI. See diffusion tensor imaging
dualism, mind and brain in, 45
DUD. See drug use disorder
dynamic systems theory, 45, 46
dysfunctional assumptions, 233
dyspareunia, 413, 414

male, 414
prevalence of, 414

dysphoric mood
in DSM, 231
in HiTOP, 231

dysthymia
and borderline personality disorder, 652t
and eating disorders, 426
and narcissistic personality 

disorder, 628– 29
dysthymic disorder

factor analysis, 152
substance use and, 285

E
early warning signal(s), 107– 10

clinical applications, 108
critical fluctuations as, 109
critical slowing down as, 108
detection of, 110
examples, 108– 9
flickering as, 108– 9
at group level, 109
as indicators of symptom changes, 110
at individual level, 109– 10
network density as, 115
problems with, 110
in psychopathological research, 109– 10
and transitions, 110

eating disorders. See also anorexia nervosa; 
binge- eating disorder; bulimia 
nervosa

age of onset, 425
alcohol and eating/ dieting expectancies 

in, 287
alpha- synuclein in, 435
and anxiety disorders, 426
and attention- deficit hyperactivity 

disorder, 427
and autism spectrum disorder, 427
biological factors and, 432– 34, 435– 38
and bipolar disorder, 426

body- image disturbance and, 430
brain- derived neurotrophic factor in, 

433, 434
brain structure and function and, 432
candidate genes in, 434
candidate gene studies in, 434
characteristics of, 422
child maltreatment and, 431– 32
comorbid psychopathology in, 425– 28
cortisol in, 434
culture and, 428– 29
defining characteristics of, 422– 24
and depression, 426
developmental factors and, 431– 

32, 435– 38
dietary restraint and, 430
dopamine in, 433, 435
DSM- 5 classification of, 422
and dysthymia, 426
emotion dysregulation and, 430
epidemiology of, 425
epigenetics of, 435, 438
estrogen in, 434
etiology of, 428– 38
family and twin studies of, 434
family dynamics and, 431
genetics of, 434– 35, 438
genome- wide association studies 

in, 434– 35
ghrelin in, 434
glutamate in, 433
heritability of, 434
histone deacetylase in, 435
historical perspective on, 424– 25
HPA axis in, 435
impulsivity and, 429– 30
integrated etiological concept 

for, 435– 38
leptin in, 433, 435
and mood disorders, 426
neurocognition and, 430– 31
neuroplasticity in, 435
neurotransmitters in, 432– 34
not otherwise specified, 424
and obsessive- compulsive disorder, 426
oxytocin in, 435
perfectionism and, 429
and personality disorders, 427– 28
personality traits and, 429
and posttraumatic stress 

disorder, 426– 27
psychological factors and, 429, 435– 38
risk factors for, 435– 38
and seasonal affective disorder, 426
serotonin in, 432– 33, 434
sex distribution of, 425, 433– 34
sleep- related, 534
social factors and, 435– 38
sociocultural context and, 428– 29
and substance use disorders, 287, 427
subthreshold, 424
“thin ideal” and, 428– 29, 437– 38
within- diagnosis heterogeneity, 429

ECA. See Epidemiologic Catchment 
Area study

ecological fallacy, 201
ecological momentary assessment, 104, 

107, 108– 9, 111– 12, 366
ED. See erectile disorder
Edelman, G. M., Neural Darwinism, 135
EDs. See eating disorders
EDS. See excessive daytime sleepiness
EE. See expressed emotion
EEG. See electroencephalography
EFA. See exploratory factor analysis
effort computation and expenditure

definition of, 365
in schizophrenia, 365

4E framework, 45– 47
ego dystonicity

definition of, 183
in obsessive- compulsive disorder, 

182, 183
ego psychology, 41
ejaculation, 413. See also delayed 

ejaculation; premature (early) 
ejaculation

retrograde, 411
elderly, sexual interest in. See gerontophilia
electroencephalography

in attention- deficit hyperactivity 
disorder, 482

in polysomnography, 522
power spectral analysis, 523, 526– 27
in schizophrenia, 340
in study of depression, 135

electromyography, in posttraumatic stress 
disorder, 211

Elemental Psychopathy Assessment, 
720, 728

EMA. See ecological momentary 
assessment

emergence, in complex system, 103
EMG. See electromyography
emic research, 455
emotion(s). See also expressed emotion

in bipolar spectrum disorders, 234– 35
expression, in schizophrenia, 366– 67
in schizotypic psychopathology, 700
self- conscious, and narcissistic 

grandiosity and 
vulnerability, 634– 35

emotional disorders, 70– 71
emotional lability

and personality disorders, 609, 618
in personality disorders, 612– 13

emotional overinvolvement, anxiety 
disorders and, 168

emotional reasoning, 266
emotional stability, and personality 

disorders, 605
emotional Stroop paradigm, 

in posttraumatic stress 
disorder, 207– 8

emotional understanding, in bipolar 
spectrum disorders, 234– 35
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emotional withdrawal, in 
schizophrenia, 337

emotion dysregulation, 70– 71
and borderline personality disorder, 

648, 654, 661– 66
and eating disorders, 430
and functional somatic symptoms, 513
impulsivity and, 664
in narcissistic personality 

disorder, 626– 27
neurological correlates of, 662
in pathological narcissism, 632– 33
and personality disorders, 606

emotion perception
in faces, in schizophrenia, 359, 363
in schizophrenia, 359, 364, 370
and social functioning, in 

schizophrenia, 359
in speech, in schizophrenia, 359, 363

emotion processing
definition of, 359
in schizophrenia, 359

emotion reactivity, in bipolar spectrum 
disorders, 234– 35

emotion regulation, 47
in bipolar spectrum disorders, 234– 35
in eating disorders, 432
and female sexual dysfunction, 405
substance use and, 307– 9

empathizing, in autism, 495– 96
empathy

cognitive, 629
deficits, and narcissistic personality 

disorder, 629– 30
emotional, 629
Jaspers on, 40, 382
in personality functioning (Criterion 

A), 580– 81, 581t
empirical data, 89
empirical science, 89
empiricism, 34– 35, 44, 47, 50

and classification, 17
emptiness, in borderline personality 

disorder, 662
Endicott, Jean, 42
endocannabinoids, 317
endogenous opioid system, in substance 

use disorders, 313, 315, 317
endometriosis, and genito- pelvic 

pain, 414– 15
endophenotypes, 703– 4

in ADHD, 480
in autism, 500– 1
in borderline personality   

disorder, 657
definition of, 480, 500– 1
of schizotypy, 687f, 688, 695, 698, 

701, 703– 4
enema(s), erotic interestin, 557– 58
Enlightenment, 36, 39
entrainment, 521

and non– 24– hr sleep– wake rhythm 
disorder, 532– 33

environment. See also gene– environment 
correlation; gene– environment 
interaction

differential susceptibility to, 128, 134
and mental disorders, 82, 87
and psychosis, 387
in RDoC- oriented research 

designs, 95– 96
in Research Domain Criteria, 82, 

83f, 85, 87
envy, and narcissistic vulnerability, 634– 35
EPA. See Elemental Psychopathy 

Assessment
ephebophilia, 548– 49
Epidemiologic Catchment Area study, 

depression in, 258
epigenesis, 127

nonlinear, 127
probabilistic, 124

epigenetics, 128, 134
in borderline personality 

disorder, 659– 60
child maltreatment and, 132
of depression, 134
developmental perspective on, 128, 132
of eating disorders, 438
prenatal factors and, 87
of schizophrenia, 687f, 703– 4
and treatment, 134

epigenome- wide association study, in 
attention- deficit hyperactivity 
disorder, 479

epilepsy
and autism, 493
and female orgasmic disorder, 409– 10

epinephrine, and female orgasm, 409
epistemic fallibilism, 47
Epworth Sleepiness Scale, 533
equifinality, 96, 127

in depression, 132– 33
substance use disorder phenotype 

and, 302
erectile disorder, 407– 8

age and, 407
biological factors and, 407– 8
causal mechanisms, 407– 8
definition of, 407
diagnosis of, 407
drugs and, 408
mental disorders and, 408
and premature (early) ejaculation, co- 

occurrence of, 412– 13
prevalence of, 406, 407
psychological factors in, 408
as vascular disorder, 407– 8

erection (penile), 407– 8
erotic age preferences, 548– 49
erotic- target identity inversion, 552– 54
ERP. See event- related potentials
ESEM. See exploratory structural equation 

modeling
ESI. See Externalizing Spectrum Inventory
ESM. See experience sampling method

Esquirol, Jean- Étienne, 378
essentialism, 22, 80

Aristotelian, 35
estazolam, 529
estrogen

and eating disorders, 433– 34
and female sexual function, 403
neuroprotective properties of, 354

eszopiclone, 529
ethnicity, and depression, 258
ethnic minority status, and paranoia, 388
etic research, 455
ETII. See erotic- target identity inversion
Etiologic, Theory- Based, Ontogenic 

Hierarchical Framework, of 
alcohol use disorder, 318, 318f

ETOH. See Etiologic, Theory- Based, 
Ontogenic Hierarchical 
Framework

eugenics, 332n.1
evaluative judgments, 269

and depression, 269
event- related potentials

in antisocial personality disorder, 719
in attention- deficit hyperactivity 

disorder, 482
in autism, 499
heritability of, 281
mismatch negativity (MMN), 340
P1, 340
P300, 340
in schizophrenia, 340
in substance use disorders, 311
substance use disorders and, 281

evolutionary theory, 47
EWAS. See epigenome- wide 

association study
EWSs. See early warning signal(s)
excessive daytime sleepiness

in hypersomnolence disorder, 534
with irregular sleep– wake rhythm 

disorder, 532
in narcolepsy, 533

executive functioning
alcohol and, 283
in autism spectrum disorders, 495
in bipolar spectrum disorders, 235
cannabis use and, 284– 85
cocaine use and, 284– 85
definition of, 495
in eating disorders, 432
in hoarding disorder, 192
and hypersexuality, 566
schizotypic psychopathology and, 697
and social functioning, in 

schizophrenia, 357– 58
and substance use disorders, 310– 11

exercise, lack of, and erectile disorder, 407
exhibitionism, 556, 557

prevalence of, 558
and telephone scatologia, 556, 557

expectancy(ies)
alcohol, 282, 287, 309– 10
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cocaine, 282, 309
definition of, 282
drug, 282, 304, 305, 309– 10
in eating disorders, 287
neural reflections of, 309– 10
and substance use disorders, 

282, 309– 10
experience sampling method, 104, 107, 

108– 9, 111– 12, 113
experiential avoidance

definition of, 188
and obsessive- compulsive   

disorder, 188
explanation, versus understanding, 39, 40
exploratory factor analysis, 451– 52

oblique, 451
orthogonal, 451

exploratory structural equation modeling, 
of Triarchic Psychopathy Measure 
item set, 725

exposome research, 345– 46
expressed emotion

anxiety disorders and, 168
factors affecting, 368
and schizophrenia relapse, 367– 69

externalizing
antagonistic, 231, 615
childhood maltreatment and, HiTOP 

perspective on, 66– 67
definition of, 14
disinhibited, 231, 615
genetic factors and, 65
in HiTOP, 231
peer victimization and, 67
personality dimensions and, 63– 64
and personality disorders, 609

externalizing disorders, 57– 59
and borderline personality   

disorder, 651
classification, 14, 24
event- related potentials in, 281
neurobiology of, 66

externalizing problems, 448– 49
and narcissistic grandiosity and 

vulnerability, 634
Externalizing Spectrum Inventory, 

723, 724
extraversion/ extroversion, 661. See also 

agentic extraversion; NEO 
inventory

in borderline personality disorder, 656
Eysenck’s concept of, 13
in Five Factor Model, 14
and personality disorders, 603, 605, 

616, 616t
research on, HiTOP framework 

for, 63– 64
and risk of exposure to trauma, 204

eye- tracking dysfunction, 701– 2
and schizotypic psychopathology, 

695, 697– 98
Eysenck, H. J., 13, 692

on psychoticism as personality trait, 690

F
facial affect/ emotion recognition

in borderline personality 
disorder, 665– 66

in narcissistic personality disorder, 629
in psychosis- prone individuals, 359
in schizophrenia, 359

factitious disorder, 516
factor analysis, 13, 15, 25, 48, 57, 691– 92. 

See also confirmatory factor 
analysis; exploratory factor 
analysis; structural research

with additional narrower factors, 
150, 152

of anxiety disorders, 150– 54
and child psychopathology, 448– 49
of correlates of externalizing problems 

in adolescence, 66
of depression, 150– 52
and developmental psychopathology, 

448– 49, 450
of internalizing and externalizing 

factors, 63– 64
need for, 150
of psychopathology in relation to 

personality, 64
of schizotypic signs and symptoms, 678
second- order, 452
with single general factor (broadest 

level), 150
symptom- level, 58
with two factors, 150– 52
of youth mental disorders, 57

factor analytic models
integrative hierarchical model, 152
of internalizing disorders, 150– 52
Krueger’s model, 152
multifactor models, 152
quantitative structural model, 152
tri- level model, 151f, 152– 53
tripartite model, 150– 52

factor mixture analysis, 15
family

and eating disorders, 431, 434
environment, and schizophrenia 

onset, 367
expressed emotion, and schizophrenia 

relapse, 367– 69
functioning, and risk for psychosis, 367

family and conjoint interventions, for 
bipolar disorder, 241

family environment, and borderline 
personality disorder, 654– 55

Family- Focused Therapy, in 
schizophrenia, 370

family- focused treatment, for bipolar 
disorder, 241

family history
and alcohol use disorder, 280– 81, 305– 7
and bipolar disorder, 232– 33
and substance use disorders, 280– 

81, 305– 7
Fantasy Proneness domain, 614

FASD(s). See fetal alcohol spectrum 
disorder(s)

father, age of, and schizophrenia risk, 
345– 46, 345t

fatigue
in depression, 535– 36
as functional somatic symptom, 508– 9

Faux Pas Recognition test, 360– 61
fear

amygdala in, 159
definition of, 147
direct conditioning and, 160
escapable versus inescapable stressors 

and, 162
extinction- resistant, 162
generalization of, 160
in HiTOP, 231
obsessional, maintenance of, 182, 184– 85
processing, and substance use, 312
psychopathy and, 719
selective associations and, 161
as subdimension of internalizing 

spectrum, 57– 58, 60, 231
vicarious conditioning and, 160– 61

Fear factor, 150– 53, 151f, 154, 157
Fear of Fear factor, 152
Feighner criteria, 85
female orgasmic disorder

age and, 410
biological factors and, 409– 10
causes of, 409– 11
definition of, 408– 9
diagnosis of, 408– 9
drugs and, 410
education and, 410
prevalence of, 408– 9
psychological factors and, 410– 11
religiosity and, 410– 11

female sexual arousal disorder, 402– 3
female sexual interest/ arousal 

disorder(s), 402– 6
biological factors in, 403– 5
comorbidity with mental disorders, 405
definition of, 402– 3
diagnosis of, 402– 3
DSM classification, 402– 3
emotion regulation and, 405
endocrine function and, 403
etiological factors in, 403– 6
hormones and, 403– 4
neurobiology of, 404
nonconsensual sexual experiences 

and, 405– 6
oral contraceptives and, 404
prevalence of, 402– 3
psychosocial factors and, 405– 6

fetal alcohol spectrum disorder(s), 307
fetal alcohol syndrome, 307
fetishism, 549– 51. See also clothing- 

fetishism; stuff- fetishism
age of onset, 561

fetishistic transvestism, 550
FFF. See fight- flight- or- freeze
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FFM. See Five Factor Model
FFNI. See Five- factor Narcissism 

Inventory
FFT. See family- focused treatment
fibromyalgia, and female orgasmic 

disorder, 409– 10
fibromyalgia syndrome, 515
fight- flight- or- freeze, 147
Five Factor Model, 14, 603, 616– 17, 616t, 

661. See also Big Five personality 
factors

and borderline personality disorder, 656
and personality disorders, 605
relation to PID- 5 and HiTOP spectra, 

615, 616t
and risk for substance use 

disorders, 308– 9
Five- factor Narcissism Inventory, 634, 635
flunitrazepam, 529
flurazepam, 529
fMRI. See functional magnetic resonance 

imaging
FNSD. See functional neurological 

symptom disorder
FOD. See female orgasmic disorder
Fonagy, Peter, on borderline personality 

disorder, 654
formal models, network approach to, 

115, 116
Foucault, M., 7
fractional anisotropy, in attention- deficit 

hyperactivity disorder, 481– 82
Freud, Sigmund, 5– 6, 41, 217

concept of hysteria, 509– 10
on depression, 257– 58

frontal cortex, in eating disorders, 432
frontal lobe, in antisocial personality 

disorder, 719
frontoparietal network, in 

schizophrenia, 363– 64
frontostriatal circuit, in attention- deficit 

hyperactivity disorder, 483
frotteurism, 556, 557
FSAD. See female sexual arousal disorder
FSD. See functional somatic disorders
FSS. See functional somatic symptom(s)
fugue. See also dissociative fugue

definition of, 218
functional magnetic resonance 

imaging, 341
in anxiety disorders, 159
of anxiety response, 159
in apotemnophilia, 554
in attention- deficit hyperactivity 

disorder, 482
in autism, 500– 1, 503
in bipolar spectrum disorders, 236
in borderline personality disorder, 

662, 663– 64
of brain activity in relation to 

Psychopathic Personality 
Inventory factors, 721

of drug expectancies, 309– 10

in eating disorders, 432
of fear response, 159
of neural activity, 66
in PTSD, 208

functional neurological symptom disorder, 
515. See also conversion disorder

functional somatic disorders, 517
functional somatic symptom(s), 508– 17

age and, 509
amplification (bottom- up) explanation 

for, 510– 12
and anxiety, 509, 511
childhood adversity and, 512– 13
classification, 514– 17
cultural considerations with, 509
definition of, 508
and depression, 509
in DSM- 5, 514– 17
emotion regulation and, 513
epigenetic mechanisms and, 512– 13, 512f
etiology of, 512– 14, 512f
genetic factors and, 512– 13
historical perspective on, 509– 10
in ICD- 10/ ICD- 11, 514– 17
impairment caused by, 509
maintaining/ aggravating factors and, 

512– 14, 512f
management of, 517
misdiagnosis of, 509
versus organic disease, 509
pathopsychophysiology of, 510– 12
post- COVID, 513
and posttraumatic stress disorder, 512– 13
predictive processing and, 511– 12, 513
prevalence of, 508– 9
prior organic illness and, 512f, 513
professional perspective on, 510
psychogenic (top- down) explanation 

for, 510– 12
sex differences in, 509
somatic specialists’ perspective on, 510
triggering factors and, 512– 14, 512f
types of, 508– 9
vulnerability factors and, 512– 14, 512f

fusiform face area, 497
in schizophrenia, 363

fusiform gyrus, in social perception, 497, 
498– 503

fuzzy kind, 15– 16

G
GABA

in bipolar disorder, 343
in substance use disorders, 313, 315– 16

GABA hypothesis, of schizophrenia, 343
GABA transporter genes, and 

susceptibility to panic attacks, 158
GAD. See generalized anxiety disorder
GAD1. See glutamic acid decarboxylase 1
GAD2 gene, 158
GAF. See Global Assessment of 

Functioning
Galenist tradition, 35, 47

Galileo Galilei, 33, 47
gambling, and narcissistic grandiosity and 

vulnerability, 634
gamma- aminobutyric acid. See GABA
GAPD. See General Assessment of 
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hearing loss and, 390
and self- esteem regulation, 384, 392– 93

paranoid disorder, 379
paranoid ideation, in borderline 

personality disorder, 649, 
649t, 664
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paranoid personality disorder, 334, 
379– 80, 577, 602– 3, 613, 614, 
676– 79, 679f. See also schizotypic 
psychopathology; schizotypy

abuse and, 389
and Axis I delusional disorder, 696
and borderline personality disorder, 651, 

652t, 681
clinical phenomenology of, 700
definition of, 677
familiality of, 696
heritability of, 387, 696
longitudinal course of, 681– 82
prevalence of, 680, 683t
and schizotypal personality disorder, 

comorbidity, 680– 81
paraphilia(s), 548. See also bestiality; 

courtship disorder; fetishism; 
zoophilia

activity, 548, 554– 58
and altered partners, 551– 52
associated features, 559– 61
blended, 558
brain connectivity in, 560
comorbid with asphyxiophilia, 556
consensual, 547
course of, 561
definition of, 548
educational level and, 559
and erectile disorder, 408
and erotic age preferences, 548– 49
and erotic- target identity 

inversion, 552– 54
handedness and, 559– 60
hormonal assays in, 560
and intimacy/ social skills 

deficits, 560– 61
IQ and, 559
male predominance of, 548
masochistic, 555– 56
multiple (comorbid), 558
neuroimaging in, 560
neuropsychological findings in, 559
nonconsensual, 547, 548
object, 548– 54
onset of, 561
versus paraphilic disorders, 548
prevalence of, 558– 59
sex ratio of, 558– 59

paraphilic coercive disorder, 554– 55
paraphilic disorders, versus paraphilias, 548
paraphilic rape, 554– 55
paraphilogenic factors, 559– 61
parasomnia(s), 524, 534– 35

NREM, 534
other (group), 534
REM, 534– 35

parasympathetic nervous system, and 
female sexual function, 404– 5

paraventricular nucleus, and orgasm, 409
parent(s)/ parenting

inflammation and depression related 
to, 135

and paranoia, 389
and pathological narcissism, 631– 33

Parkinson’s disease
and female orgasmic disorder, 409– 10
REM sleep behavior disorder 

and, 534– 35
partial correlation models, 116
partialism, 550– 51
parvalbumin, 343
PAS. See Perceptual Aberration Scale
pathological narcissism. See also narcissistic 

personality disorder
and aggression, 639– 40
associated traits, 638– 40
clinical recognition of, 630
contemporary clinical model of, 632– 36
contextual mechanisms and processes 

in, 641
and depression, 639
diagnosis, 640
as extreme grandiosity, 626– 31
future of, 640– 41
as grandiosity and vulnerability, 631– 38
hierarchical structure of, 633f, 633– 34
historical perspective on, 626
psychodynamic origins of, 631– 32
social- personality psychology research 

and, 632n.2
and suicidality, 638– 39

Pathological Narcissism Inventory, 634
pathological rape, 554
Patient Health Questionnaire, 514– 15
PCL. See PTSD Checklist
PCL- R. See Psychopathy 

Checklist– Revised
PCP. See phencyclidine
PD. See panic disorder; personality 

disorder(s)
PD/ A. See panic disorder with or without 

agoraphobia
PDE. See Personality Disorders 

Examination
PDE4B gene, 158
PDM- 2. See Psychodynamic Diagnostic 

Manual- 2
PDS- ICD- 11. See Personality Disorder 

Severity ICD- 11
PE. See premature (early) ejaculation
peculiarity, and personality   

disorders, 606
pedohebephilia, 548– 49
pedophiles, nonoffending, 548
pedophilia, 548– 49, 552

age of onset, 561
associated features, 559
brain connectivity in, 560
and handedness, 559– 60
and IQ, 559
neuroimaging in, 560

PE/ E. See positive emotionality/ 
extraversion

peer victimization, and psychopathology, 
HiTOP perspective on, 67

pelvic congestion syndrome, and genito- 
pelvic pain, 415

penetrance, reduced, 344
perceptual aberration and magical 

ideation, in schizophrenia- prone 
males, 356

Perceptual Aberration Scale, 693– 
94, 696– 97

high scorers, follow- up studies   
of, 700– 1

scores, covariance analysis of, 702
perfectionism

and depression, 261, 269– 70
and eating disorders, 429

performance anxiety
and ejaculatory function, 413
and erectile disorder, 408

perineoplasty, 410
Per- Mag Scale, 356. See also perceptual 

aberration and magical ideation
personality. See also Five Factor Model

addictive, 308
anankastic features, 14– 15
and anxiety disorders, 154– 57
assessment instruments, 580
changes in, 309
and conditioning, 162– 63
and depression, 261
expressional, situational determinants 

of, 309
as foundational base for 

psychopathology, 616
maturation of, 587– 88
and mental disorders, 64
research on, HiTOP framework 

for, 63– 64
and schizotypy, 691
and somatization, 513
state– trait distinction and, 157
and substance use disorders, 308– 9

Personality Assessment Inventory, 608, 612
Personality Assessment Inventory– 

Borderline Scale (PAI- 
BOR), 658– 59

personality disorder(s), 379– 80, 715. 
See also Alternative Model 
of Personality Disorders; 
schizophrenia- related PDs

and addictive syndromes, 
comorbidity, 615

antisocial (see antisocial personality 
disorder)

assessment methods, 592– 93
attachment theory of, 579
avoidant (see avoidant personality 

disorder)
borderline (see borderline personality 

disorder)
categorical versus dimensional 

approaches to, 14– 15, 16, 22, 603– 
4, 605, 607, 612– 13, 614– 15

classification, 602, 604– 5
clinical utility, 604
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Cluster A, and borderline personality 
disorder, 651, 652t

Cluster A, factor analytic studies of, 701
Cluster A, prevalence of, 680, 683t
Cluster B, and borderline personality 

disorder, 651, 652t
Cluster C, and borderline personality 

disorder, 651, 652t
comorbidity with anxiety disorders, 

149, 149t
as continuous distribution versus 

discrete categories, 603– 4
co- occurrence of, 578, 604, 605, 680– 81
covariation of, 681
dependent (see dependent personality 

disorder)
diagnosis, 20, 602
diagnostic criteria, 602– 3, 613
diagnostic instability, 604
diagnostic threshold for, 580
dimensional approach to, 577, 603– 

4, 666– 67
in DSM- 5, 14, 16, 20, 42, 577, 578– 

79, 602– 3, 605, 627, 630, 657, 
666, 667

DSM classification, 379– 80
in DSM- IV, 16, 578– 79, 580, 590, 592, 

602– 3, 605
in DSM- IV- TR, 607, 607t, 609
dysfunction in, 579
and eating disorders, 427– 28
epidemiology of, 679
Five Factor Model and, 605
future research on, 593
general factor (g- PD) (see general 

factor of PD)
heterogeneity within, 604
historical perspective on, 42
histrionic (see histrionic personality 

disorder)
and hypersexuality, 565
in ICD- 11, 591– 92, 627n.1
ICD classification, 14– 15, 379– 

80, 591– 92
interpersonal functioning in, 578– 81
interpersonal theory of, 579
Jaspers on, 40, 41
longitudinal studies of, 681– 82, 700
as modifiable, 578
narcissistic (see narcissistic personality 

disorder)
not otherwise specified (PD- NOS), 

16, 604
obsessive- compulsive (see obsessive- 

compulsive personality disorder)
other specified, 602– 3, 604, 607
paranoid (see paranoid personality 

disorder)
personality traits and, 661
polythetic diagnostic criteria for, 602– 

3, 604
prevalence of, 679, 683t

prognosis for, severity and, 578, 590
psychodynamic models of, 47, 579, 580
research on, HiTOP framework 

for, 63– 64
schizoid (see schizoid personality 

disorder)
schizotypal (see schizotypal personality 

disorder)
self- functioning in, 578– 81
severity, 577– 78, 579– 81, 591– 92
and somatization disorder, 513
stability versus fluctuation of, 20
symptom changes over time, 578
traditional approaches to, limitations 

of, 603– 5
trait profiles, 605
trait specified, 607
treatment, severity and, 578
unspecified, 602– 3, 604, 607

Personality Disorder Severity ICD- 
11, 591– 92

Personality Disorders Examination, 358
personality domains, 605

of DAPP- BQ, 605
in DSM- 5, 14– 15
in DSM- 5 Maladaptive Trait Model, 

606, 606t
in ICD- 11, 14– 15

personality functioning
assessment instruments, 580, 581– 

83, 582t
impairment scales for, 582– 83
other- reports on, 586– 89, 587t
self- report on, 581– 83, 582t, 586– 88, 

587t, 592
structured interviews about, 581– 83, 582t

Personality Functioning Scale, 582t, 585
Personality Inventory for DSM- 5, 

69, 606– 11
comparison to alternative inventories 

and methods, 612
convergent and predictive validity, 612
cross- cultural administration, 612
dimensionality, 609– 10
domains, relation to Five Factor Model 

and HiTOP spectra, 615, 616t
ease of use, 614
future research and, 618
internal consistency of, 609– 10
and internalizing 

psychopathology, 615– 16
interrater reliability of, 611
interstitiality of, 610
measurement invariance, testing 

for, 611– 12
normative values for, 614
prediction of clinically relevant 

outcomes, 612, 613
psychometric properties of, 618
and psychopathy, 726, 727t, 729f, 

730, 733– 34
and psychotic disorders, 616
response inconsistency and, 614

reverse- coded items, 614
structure of, 608– 9
symptom overreporting and, 614
traits, traditional syndrome 

counterparts, 612– 13
Personality Inventory for DSM- 5– Brief 

Form, 590, 608, 609, 610– 11
Personality Inventory for DSM- 5– 

Informant Report, 608, 609– 10
Personality Inventory for DSM- 5– Short 

Form, 608, 609– 11
personality organization, Kernberg’s 

domains of, 580
Personality Organization Diagnostic 

Form, 580
personality structure. See also Five 

Factor Model
dimensional, 603
HEXACO model, 603

Personality Trait Rating Form, 608, 609, 611
personality traits. See also Five 

Factor Model
and borderline personality disorder, 

661, 661t
clinical significance of, 603
and eating disorders, 429
as organizing framework, 603
and personality disorders, 661
short- term stability of, 604

personalization, 266
personal space

definition of, 363– 64
in schizophrenia, 363– 64

pervasive developmental disorder(s), 25
not otherwise specified, 490

pessimistic induction, 47– 48
PET. See positron emission tomography
Peters Delusions Inventory, 386
p factor, 588, 617
p- factor, 25, 60– 61, 64, 449, 451

neural correlates of, 66
peer victimization and, 67
and suicidality, 70

PFC. See prefrontal cortex
PFS. See Personality Functioning Scale
PhAB. See Phenotyping Assessment 

Battery
phencyclidine, psychomimetic (psychosis- 

inducing) effects of, 342– 43
phenethylamines, and serotonergic 

system, 316– 17
Phenotyping Assessment Battery, 318
Philadelphia Neurodevelopmental 

Cohort, 95
philosophical perspective, on study of 

psychopathology, 33– 50
philosophy of science, conditional and 

partial scientific realism in, 48– 49
phobias. See also specific phobia(s)

direct conditioning and, 160
and panic disorder, 57– 58
selective associations in, 161
vicarious conditioning and, 160– 61

personality disorder(s) (cont.)
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photosensitive retinal ganglion cells, 521
PHQ- 15. See Patient Health Questionnaire
Physical Anhedonia Scale, 355
Physical Concerns factor, 156
Physiological Hyperarousal factor, 150– 

52, 151f
pica, 422
PID- 5. See Personality Inventory 

for DSM- 5
PID- 5- BF. See Personality Inventory for 

DSM- 5– Brief Form
PID- 5- IRF. See Personality Inventory for 

DSM- 5– Informant Report
PID- 5- SF. See Personality Inventory for 

DSM- 5– Short Form
Pike, Kenneth, on etic/ emic research, 455
Pinel, Phillipe, 37

on manie sans délire (insanity without 
delirium), 714– 15

pitolisant, for narcolepsy, 533– 34
Pittsburgh Sleep Quality Index, 526
pivotal response treatment, in 

autism, 502– 3
Plakophilin- 4 gene (PKP4), in borderline 

personality disorder, 659
PLE. See psychotic- like experiences
pleasure, experience of, child maltreatment 

and, 132
pleasure deficiency, in schizotypy, 684
pleiotropy, genetic, 65
pluralism

and classification, 17
definition of, 40
methodological, Jaspers and, 40– 41

PNC. See Philadelphia 
Neurodevelopmental Cohort

PNI. See Pathological Narcissism 
Inventory

P&O App. See Progress and Outcomes 
App (Achenbach System)

PODF. See Personality Organization 
Diagnostic Form

polygenic potentiators, 689, 692
Meehl’s theory of, 684– 86, 687f, 687– 88

polygenic risk score(s)
definition of, 313– 14
for schizophrenia, 345
in substance use disorders, 313– 14

polysomnography, 522, 523
in advanced sleep phase disorder, 531
in insomnia, 526– 27
in narcolepsy, 533
in schizophrenia, 538

polysubstance use disorders, 280
Positive Affect factor, 150– 53
positive affectivity

and narcissistic grandiosity and 
vulnerability, 634– 35

and personality disorders, 605, 606
Positive and Negative Syndrome Scale, 386
positive emotionality/ extraversion, 156– 57

facets of, 156– 57
positivism, 38

positron emission tomography
in attention- deficit hyperactivity 

disorder, 482– 83
in dissociative identity disorder, 216
in eating disorders, 433
in obsessive- compulsive disorder, 188
in PTSD, 207– 8

postcentral gyrus, in schizophrenia, 364
posterior cingulate cortex

in borderline personality disorder, 662
in schizophrenia, 363
in social cognition, 498

post hoc ergo propter hoc, 189, 194
posttraumatic stress disorder, 199– 214

algorithms predicting, Big Data and 
machine learning and, 212– 13

and alterations in arousal and reactivity 
(E criteria), 200

attentional bias and, 163– 64
autobiographical memory in, 206– 7
and avoidance cluster (C criteria), 200
biological aspects of, 207– 12
and borderline personality disorder, 

648, 652t
buffers against, 209
cognitive aspects of, 205– 7
cognitive neuroscience and emotional 

Stroop in, 207– 8
comorbidity in, 204
complex, 15
controversy about, 34
core features of, 199– 200
cross- national studies, vulnerability 

paradox in, 201
delayed- onset, 203
diagnosis, 213– 14
in DSM- 5, 15
DSM classification of, 199– 200
DSM- 5 versus ICD- 11 on, 213– 14
and eating disorders, 426– 27
emotional Stroop paradigm in, 207– 8
epidemiology of, 201– 5
and exposure to traumatic stressor (A 

criterion), 200– 1
factor analysis, 151– 52
and functional somatic 

symptoms, 512– 13
genetics, 209– 10
genome- wide association studies in, 210
heterogeneity of, 55– 56
in ICD- 11, 15
impairment in, 202
intentionality of symptoms in, 200
and intrusion cluster (B criteria), 200
longitudinal course of, 203– 4
and low social support, 204
memory bias in, 164– 65
in military personnel/ veterans, 201– 4, 

205, 206, 207, 208– 10, 211
and narcissistic personality 

disorder, 628– 30
and negative alterations in cognition 

and mood (D criteria), 200

network analysis, 212
noradrenergic dysregulation in, 212
overlap with other disorders, 200
oxidative stress and inflammation 

in, 213
physiological reactivity to trauma- 

related cues in, 211
PID- 5 traits and, 615– 16
precondition for, 297
prefrontal cortex in, 208
regular, 15
research, emerging themes in, 212– 14
resting psychophysiological levels 

in, 210– 11
risk factors for, 204– 5
sex differences in, 201
startle response in, 211– 12
and substance use disorders, 308
substance use disorders and, 286– 87
symptom clusters, 200
traumatic memory in, 205– 6

post- Vietnam syndrome, 199
poverty, and substance use, 303– 4
powerlessness, and paranoia, 387– 88
power spectral analysis, 523, 526– 27
PPD. See paranoid personality disorder
PPI. See Psychopathic Personality 

Inventory
practical kinds, 15– 16
pragmatism, and classification, 17– 18
precentral gyrus, in eating disorders, 432
precuneus

in eating disorders, 432
in schizophrenia, 363

prediction, classification and, 4
predictive processes, 511– 12, 513

and conversion disorder, 516
in schizophrenia, 339

preferential rape, 554, 557
prefrontal cortex

in attention- deficit hyperactivity 
disorder, 481

in bipolar spectrum disorders, 235
in borderline personality disorder, 

662, 663– 64
and depersonalization, 218
in depression, 135
exposure to criticism and, 369
in obsessive- compulsive disorder, 188
in PTSD, 208
and reward cues, 95
in schizophrenia, 340– 41, 363, 365
and schizotypic psychopathology, 

697, 698
in social cognition, 498
ventrolateral, in social perception, 

498– 503
ventromedial, in social perception, 

498– 503
premature (early) ejaculation, 412– 13

age and, 412– 13
biological factors and, 413
causal factors, 413
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definition of, 412– 13
diagnosis of, 412– 13
endocrine system and, 413
and erectile disorder, co- occurrence 

of, 412– 13
genetics of, 413
prevalence of, 412– 13
psychological factors in, 413

prenatal period, and epigenetic 
changes, 87

prepared fears, 161
prescription drug(s)

misuse, 304
teratogenicity, 307

prevention
developmentally informed, 130
RDoC and, 85– 86
RDoC- oriented research and, 96

pride, and narcissistic grandiosity and 
vulnerability, 634– 35

primary aversive drift, in schizotypes, 
686– 88, 700

principal components analysis, 48
priors, in predictive processing, 511– 12, 513
Pritchard, J. C., 714– 15
progestins, and female sexual 

function, 403
prognosis, HiTOP- oriented formulation 

of, 69– 70
Progress and Outcomes App (Achenbach 

System), 461– 62
prolactin

and ejaculatory function, 413
and female orgasm, 409

proprioceptive (kinesthetic) diathesis, in 
schizotypy, 684

provoked vestibulodynia, 415
PRT. See pivotal response treatment
pseudobisexuality, 562
psilocybin, and serotonergic 

system, 316– 17
psychiatric classification. See classification
psychiatry

as clinical science, 37– 38
criticisms of, 7– 8
as medical specialty, 8
Methodenstreit and, 39

psychoanalysis, 16– 17, 41– 42, 78– 
79, 96– 97

Methodenstreit and, 39
psychobiological approach, 124
Psychodynamic Diagnostic Manual- 2, 580
Psychodynamic Diagnostic Manual, 

on narcissistic personality 
disturbance, 634

psychoeducation
in attention- deficit hyperactivity 

disorder, 476
for bipolar disorder, 240, 241
definition of, 240
and sexual dysfunction, 416
in substance use prevention, 300

psychogenic pain, 510
psychological and developmental 

syndromes, Jaspers on, 40
psychological factors affecting medical 

condition, 516
psychological test(s), validity of, 21– 23
psychology

founding of, 37– 38
Methodenstreit and, 39
as natural science, 37– 38

psychopathic personality, 714– 15
characteristics of, 302

Psychopathic Personality Inventory, 720
factors, 720– 21, 723, 724
psychological and neurobiological 

correlates of factors, 720– 21, 723
triarchic scale measure based on, 

725, 727t
triarchic traits, latent variable modeling 

of, 726– 29, 729f
psychopathological network(s), 110– 16. See 

also network(s)
centrality in, 113– 14
challenges and future outlooks, 115– 16
construction of, 111– 13
cross- sectional, 111
density (connectivity) of, 113– 14
diagnostic manual- based, 113
intensive longitudinal data for, 111– 12
perceived causal relations in, 112– 13
time series date for, 111– 12
vector autoregressive model, 111– 12, 

113, 115
psychopathology

concept, historical perspective on, 36
empirically based bottom- up paradigm 

for, 448, 449, 450– 55
4E perspectives in, 45– 47
in maltreated children, 131– 32
multicultural research on, 455– 60
as process, 104
psychological versus biological 

phenomena in, 87– 88
as trait- like, 104

psychopathy(ies), 714
and antisocial personality disorder, 

comorbidity, 718– 19
and anxiety, 719
assessment in child and adolescent 

clinical samples, 717– 18
biobehavioral traits and, 733f, 734– 

37, 735t
and boldness, 722– 23, 733f, 733– 34
and borderline personality disorder, 719
in community samples, 720– 21
current conceptions of, 716– 21
developmental pathways in, 

733f, 733– 37
diagnostic criteria, 715
and disinhibition, 721– 22, 733f, 733– 34
in DSM- 5, 715, 729– 30
empirical findings on, 716– 21
and fear, 719

in forensic samples, 716– 19
and Hierarchical Taxonomy of 

Psychopathology, 730– 33
historical perspective on, 714– 15
and histrionic personality disorder, 719
integrative framework for, 721– 33
Jaspers on, 40
and meanness, 722, 723– 24, 733f, 733– 34
measurement, 725– 26, 727t, 737– 38
in men, 718
and narcissistic personality disorder, 719
neurobiological systems and processes 

in, 719, 733f, 733– 37, 735t
PCL- R- defined, prevalence of, 718
self- report– based operationalizations 

of, 720– 21
and substance use disorder, 719
triarchic model of, 714, 721– 33, 737– 38 

(see also Triarchic Psychopathy 
Measure)

triarchic model trait 
operationalization, 724– 29

triarchic model traits, 721– 24
triarchic scale measures, 725– 26, 

727t, 737– 38
triarchic traits, latent variable modeling 

of, 726– 29, 729f
in women, 718
in youth, 734

Psychopathy Checklist– Revised, 23
adaptations used with young clinical 

samples, 717– 18
and cooperative suppression, 717
description of, 716
factors, 716– 17, 718– 19, 723
and prevalence of psychopathy, 718
scores, in incarcerated samples, 718
screening version (PCL:SV), 718
subdimensions of, 716– 17
youth versions (PCL:YV), 717– 18, 723

psychophysiology, 82, 84
in dissociative identity disorder, 216– 17
in posttraumatic stress disorder, 210– 11

psychosis/ psychoses, 6
autistic traits and, 392
construct of, 334– 36
definition of, 334, 690
empirical constructs and, 335– 36
environmental factors and, 387– 88
genetic determinants and, 387
head injury– induced, 346
“healthy,” 690– 91
insomnia and, 538
Jaspers on, 40, 41
and narcissistic personality 

disorder, 628– 29
and psychosocial functioning, 70
statistical analyses, 335– 36
theory of mind deficits and, 392

psychosocial development, and risk for 
substance use disorders, 308– 9

psychosocial functioning, prediction, 70
psychotic disorders, PID- 5 traits and, 616

premature (early) ejaculation (cont.)
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psychoticism, 14
in DSM- 5, 700– 1
Eysenck’s concept of, 13, 700– 1
facets, 606t
facets associated with, 681
MMPI definition of, 700– 1
and openness, 616
and personality disorders, 590, 605, 

606, 616, 616t
as personality trait (Eysenck), 690
and posttraumatic stress 

disorder, 615– 16
and psychotic disorders, 616
and risk for psychosis, 700– 1

psychotic- like experiences
in general population, 703
and schizophrenia liability, 703

psychotic spectrum, 25
psychotic symptoms, 334
PTRF. See Personality Trait Rating Form
PTSD. See posttraumatic stress disorder
PTSD Checklist, 202– 3
public data, in psychopathology research 

and theory, 88– 89
purging disorder, 424
putamen, in attention- deficit hyperactivity 

disorder, 481
Putnam, Hillary, 49
PVD. See provoked vestibulodynia

Q
Q correlation, 454, 456– 58

omnicultural mean, 458
QLS. See Quality of Life Scale
QORS. See Quality of Object 

Relations Scale
Quality of Life Scale, 352, 354, 355
Quality of Object Relations Scale, 580
quantitative analysis. See also nosology, 

quantitative
of clustering/ co- occurrence of clinical 

phenomena, 57
definition of, 57

quantitative trait loci, 657

R
racial disparity(ies), in diagnosis 

and treatment of bipolar 
disorder, 241– 44

Rado, Sandor, on schizotypal 
behavior, 684

rage
narcissistic, 639– 40
and narcissistic vulnerability, 634– 35

ramelteon, 529
randomized controlled trials

in developmental research, 136
of interventions, developmental 

perspective on, 130
in prevention, 130

rape
of elderly women, 549
and necrophilia, 552

paraphilic, 554– 55
pathological, 554
and posttraumatic stress disorder, 203
preferential, 554, 557
sadistic, 555
telephone scatologists and, 557
victim- blaming in, and depression, 262

RCT. See randomized controlled trial
RD. See rumination disorder
RDC. See Research Diagnostic Criteria
RDoC. See Research Domain Criteria
reaction time crossover, 339
Reading the Mind in the Eyes test, 361
reality monitoring deficit, 185
reassurance- seeking, in depression, 263– 64
reductionism, 45
reductionist model, of causation in 

psychopathology, 44
Referential Thinking Scale, 694
Reflective Functioning Scale, 580
rejection sensitivity

in borderline personality disorder, 665
definition of, 665

relational frame theory, 187– 88
relationship conflict, obsessive- compulsive 

disorder and, 184
relationship issues, and female orgasmic 

disorder, 410
reliability

alternative forms and, 20
assessment of, 20– 21
of classification, 19– 21, 56
of diagnosis, 19– 21, 56
diagnostic, 79– 80
historical perspective on, 19
internal consistency and, 20
interrater, 20– 21, 56
test– retest, 20, 21
in test theory, 20

religion/ spirituality, and drug use, 303
renal failure, and male sexual   

desire, 407
research. See also grant reviews

and counting versus rating phenomena 
of interest, 704

on diagnostic approaches, 80– 81
experimental designs, RDoC- oriented 

constructs and, 92– 95
and “methodological morals,” 704
scientific funding policies and, 91– 92

Research Diagnostic Criteria, 79
Research Domain Criteria, 5, 43, 45,   

77– 98, 235– 36, 657, 661– 62
advances in (future directions for), 97
aims of, 82– 86
and computational analyses, 94
constructs, and experimental 

designs, 92– 95
development in, 82, 83f, 85, 87, 95– 96
distinct characteristics of, 77
domains and constructs, 82– 85, 83f, 89
and DSM- oriented research, 93– 94
environment in, 82, 83f, 85, 87, 95– 96

and examination of complex 
behavior, 92– 93

formulation of, 81– 84
framework for, 82– 87, 83f, 89
and granularity for constructs, 92, 97
integrative approach to psychological 

and biological constructs, 89
and interactions among systems, 92– 93
and measurement, 86
and mind– body problem, 87– 88, 97
philosophy of science fundamentals 

in, 87– 91
and psychopathology as varying 

dysregulation in normal- range 
functioning, 85– 86

psychophysiology and, 82, 84
rationale for, 78– 81
and related constructs, 92
Request for Application criteria, 91– 92
research perspective, 84– 86, 89, 91– 

96, 97
and scientific funding policies, 91– 92
and study of dimensional aspects of 

constructs, 94– 95
subconstructs, 92
and substance use, 318
and transdiagnostic studies, 93– 94
two- dimensional matrix, 84– 85, 89
units of analysis, 82, 83f, 84– 85, 90– 91

resilience
biological factors in, 129
definition of, 129
developmental systems perspective on, 

123, 128– 30
interventions to promote, 130
in maltreated children, 131– 32
neurobiology of, 129
psychosocial systems and, 129– 30
to trauma, 162
trauma and, 162
in trauma- exposed people, 213

resiliency, 722
response inhibition, and substance use 

disorders, 310– 11
resting- state functional connectivity, 

childhood maltreatment and, 95– 96
restless leg syndrome, 524
restricted affectivity, and personality 

disorders, 610
retrograde ejaculation, 411
Rett’s disorder, 490
Revised Olweus Bully/ Victim Questionnaire 

for Students, triarchic scale measure 
based on, 727t

Revised Social Anhedonia Scale, 694
reward circuits, 93

and behavioral and emotional 
dysregulation in youth, 95

in bipolar spectrum disorders, 235– 37
in depression, 236– 37, 261– 62
in eating disorders, 432
in schizophrenia, 365, 366
and substance use, 312
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Rhett’s syndrome, 25
rigid perfectionism, and personality 

disorders, 610
risk factors

multifinality and, 56– 57, 65
RDoC and, 85– 86

risk taking, and personality disorders, 
609, 618

Ritalin. See methylphenidate
rituals

in anxiety disorders, 192
compulsive, 182, 185– 86

Robins, Eli, 21, 42
Robins, Lee, 715
Robins and Guze criteria, 79– 80
role play, in social skills research, 352, 

353, 355
Rosbash, Michael, 539
Rosenhan, D, “On Being Sane in Insane 

Places,” 7– 8
Royal Society of London, 34
RSAS. See Revised Social Anhedonia Scale
rsFC. See resting- state functional 

connectivity
rumination, in depression, 262– 63
rumination disorder, 422

comorbid psychopathology in, 424
defining characteristics of, 424
epidemiology of, 425

Rush, Benjamin, 714– 15
Rust Inventory of Schizotypal 

Cognitions, 694

S
SAD. See social anxiety disorder
Sadler, J. Z., on values and psychiatric 

diagnosis, 17– 18
salience network

in attention- deficit hyperactivity 
disorder, 483

in eating disorders, 432
SANS. See Scale for the Assessment of 

Negative Symptoms
SAS. See Social Adjustment Scale
SASPD. See Standardized Assessment of 

Severity of Personality Disorder
SATB1- ASI gene, 158
SATB1 gene, 158
saving cognitions, 191
Scale for the Assessment of Negative 

Symptoms, 354– 55
SCAN. See Schedules for Clinical 

Assessment in Neuropsychiatry
Schedule for Nonadaptive and Adaptive 

Personality, triarchic scale measure 
based on, 727t, 728

Schedule for Schizotypal Personalities, 693
Schedule for the Nonadaptive and 

Adaptive Personality, 605
Schedules for Clinical Assessment in 

Neuropsychiatry, 386
Schema Component Sequencing Task, 360

schizoaffective disorder, 25, 334– 35
schizogene, 685, 686– 87, 688– 89
schizoid personality disorder, 334, 577, 

602– 3, 613, 614, 677– 78
and borderline personality disorder, 

651, 652t
heritability, 696
prevalence of, 680, 683t

schizophrenia, 6, 25, 379. See also 
schizophrenia symptoms

adoption studies of, 680, 682– 83, 696
affect in, 338– 40
age of onset, 333, 353
altered social cognition in, neural basis 

of, 363– 64
anhedonia in, 700
attentional dysfunction in, 697– 98
attributional style in, 361– 62
biological relatives of patients with, 

679, 682, 695– 96, 700 (see also 
schizotype[s])

bizarre behavior in, 354
borderline, 682– 83, 693
and borderline personality disorder, 659
brain alterations in, 235– 36
brain injury and, 346
brain structure and connectivity 

in, 340– 41
candidate genes in, 344
catatonic, 336
cellular pathophysiology of, 342– 44
chronic paranoid type, 380
circadian system in, 238
clinical high- risk (CHR) studies of, 

679, 701
cluster analysis of, 15
cognition in, 337– 40, 357
cognitive- experimental approach 

to, 338– 40
cognitive neuroscience of, 340– 42
cognitive remediation therapy 

in, 369– 70
conceptualization of, 336
construct of, 334– 36
context processing in, 339
conversion to, in Meehl’s model, 688, 

689, 701
course of, 49, 333– 36, 353, 357
depression and, 337, 338
development of, 694– 701
and deviance on psychological 

tests, 698– 99
as diagnosis, 334
diagnostic criteria for, 49, 331– 32
diffusion tensor imaging in, 341
dopamine hypothesis of, 342– 43
electroencephalography in, 340
emotion expression in, 366– 67
emotion perception in, 359, 370
empirical constructs and, 335– 36
environmental and other (nongenetic) 

risk factors for, 345– 46, 345t
epidemiology of, 333– 36

epigenetic factors, 687f, 703– 4
essentialist view of, 22
etiology of, 344– 46, 676, 684– 88, 
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exposome research in, 345– 46
eye- tracking dysfunction in, 

695, 697– 98
factor analysis of, 13, 678
familiality of, 695– 96
family- based interventions in, 370
family environment and, 367
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family history of, 695– 96
family studies of, 344, 367
GABA hypothesis of, 343
gaze perception in, 361– 62
gender and social skill in, 353
generalized deficit in, 338, 703– 4
genetic risk for, 344– 45, 363, 367, 676, 

682– 83, 688– 89, 696– 97
genome- wide association studies in, 345
glutamate hypothesis of, 342– 43, 
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heritability of, 344, 387
heterogeneity of, 336, 341– 42
high risk for, 356– 57, 358, 359, 364
historical perspective on, 332– 33
immune functioning and, 346
insensitivity to rewards in, 339– 40
insomnia in, 538
instrumental relationships in, 351
interpersonal adjustment and, 350– 51
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and, 353– 54
interpersonal problem- solving skills in, 

353, 362
latent, 682– 83
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for, 695
lifetime morbid risk for, 333
manifest developmental outcomes 

in, 687f
and marriage, 351
Meehl’s work on, 684– 88, 687f
mentalization deficits in, 360– 61, 364
metacognition difficulty in, 360– 61
molecular genetics of, 344– 45, 

387, 696– 97
motivational processes and social 

functioning in, 364– 65
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disorder, 628– 29
neurobiology of, 699
neurocognition and social functioning 

in, 357– 59, 362– 63, 370
neurocognitive model for, 689
neurodevelopmental dysfunction 

in, 689
neurodevelopmental model for, 689
neuropsychological approach to, 338
neuropsychopharmacology of, 342– 44
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neurotransmission in, 342– 44
nosology, 331– 32
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onset, interpersonal stress and, 367
as open concept, 336
as organic (biological) disorder, 343– 44
paranoid, 336
pathogenesis of, 676, 694– 701
pathology of, 343– 44, 690– 91
polygenic risk scores for, 345
predictive processes in, 339
premorbid social deficits in, 355– 57
presentation, 331, 332– 33, 336– 38
prodromal features of, 687f, 699– 

700, 701
prodromal studies of, 679
prognosis for, premorbid functioning 

and, 357
psychosocial treatment of, 369– 70
reaction time crossover in, 339
rejection sensitivity in, 366
relapse, interpersonal stress and, 367– 69
in relatives of schizotypy- positive 

probands, 696
response to treatment, 353
reward circuits in, 236– 37, 365, 366
risk factors for, 333– 34
and schizotypic psychopathology, 

shared genetic substrate, 683– 
84, 696– 97

schizotypy model approach to, 703– 4
serotonin in, 699– 700
sex differences in, 333, 351, 353– 54, 355
simple, 336
single nucleotide polymorphisms 

in, 344
sleep and circadian rhythms in, 538– 39
social cognition in, 359– 65, 370
social competence in, 351– 52
social difficulties in, social consequences 

of, 366– 67
social dysfunction in, 350, 353, 

357, 370– 71
social- emotional deficits in, 351
and social interactions, 350– 51
social perception and knowledge 

in, 359– 60
social problem- solving in, 353
social skills training in, 369
statistical analyses, 335– 36
substance use disorders and, 287
subtypes of, 336
suicidality in, 337– 38
synaptic slippage in, 685
as syndrome, 334
systems neuroscience of, 340– 42
theory of mind deficits in, 360– 61, 

362– 64, 370
treatment, 346, 369– 70
as true schizotypy, 678– 79, 679f
twin concordance for, 344, 345, 346
twin studies, 696

UK/ US differences on, 7
undifferentiated (hebephrenic), 336
as valid concept, 48– 49
vulnerability- stress- inflammation model 

of, 346
schizophrenia [term], 332
schizophrenia liability, 344, 687f, 

688, 703– 4
base rate for, 695
clinically unexpressed, 695
conceptualization for, 695
continuum of, 701– 2
endophenotypes for, 703– 4 (see also 

schizotypy, endophenotypes 
related to)

latent structure of, 701– 2
polygenic model of, 689
polygenic- threshold model of, 

689, 701– 2
schizotypic psychopathology and, 676, 

677, 678
schizotypy as, 690– 91

Schizophrenia Proneness Scale, 694
schizophrenia- related PDs, 677
schizophrenia- related psychoses, 687f
schizophrenia spectrum disorder(s), 334, 

677– 78, 682– 83
RDoC- oriented research on, 94– 95

schizophrenia symptoms, 331– 32
brain function and, 341
deficit, 354
disorganization symptoms, 337, 338, 339, 

341, 678
dopaminergic system and, 699– 700
negative, 337, 338, 339– 40, 341, 354– 55, 

359, 362– 63, 678, 699– 700
neurobiology of, 699– 700
positive, 336– 37, 338, 339, 341, 354, 359, 

699– 700
reality distortion symptoms, 678
social functioning and, 354– 55

schizophreniform disorder, 334
Schizophrenism Scale, 694
schizophrenogenic mother, 345
schizotaxia, 334, 684– 88, 687f, 689, 692
Schizotypal Ambivalence Scale, 694
schizotypal behavior

developmental stages of, 684
Rado’s work on, 684

schizotypal organization, Rado’s work 
on, 684

schizotypal personality disorder, 25, 334, 
577– 78, 602– 3, 613, 677– 79, 
679f, 688. See also schizotypic 
psychopathology; schizotypy

assessment of, 692
associated traits, 607, 607t
and borderline personality disorder, 651, 

652t, 681
clinical phenomenology of, 700
definition of, 677
diagnostic criteria, 682– 84
in DSM- 5, 682– 83

heritability, 696
longitudinal course of, 681– 82
neuroimaging in, 699
and paranoid personality disorder, 

comorbidity, 680– 81
prevalence of, 680, 683t
recurrent illusions in, 696
and relatives of persons with 

schizophrenia, 696
signs and symptoms of, 682– 83

schizotypal personality organization, 
Meehl’s theory of, 685– 86, 687f

Schizotypal Personality Questionnaire, 
694, 696– 97

Schizotypal Personality Scale, 694
schizotypal phenomena, assessment 

of, 692
schizotype(s), 685, 687f, 688

ambivalence in, 686– 87
clinical variation in, 688
definition of, 678– 79
emotion processing in, 700
genotypic, 679, 680
hypohedonia in, 686– 87
negative affect in, 686– 87
not converting to schizophrenia, 688
PAS- identified, and deviance on 

psychological tests, 698– 99
pleasure deficiency in, 684
primary aversive drift in, 686– 87
proprioceptive (kinesthetic) diathesis 

in, 684
Rado’s work on, 684
social fear in, 686– 87
thought disorder in, 698– 99

schizotypic [term], 677
schizotypic psychopathology, 687f See 

also nonpsychotic schizotypic 
psychopathology; paranoid 
personality disorder; schizotypal 
personality disorder

adoption studies of, 696
case example, 678
checklists for, 692– 93
classic model of (Meehl), 684– 89, 687f
classification, 676– 77
clinical interviews for, 692– 93
clinical phenomenology of, 700
comorbidity, 680– 81
definition of, 676– 78
delimitation from other disorders, 701– 3
descriptive approaches and, 682
development of, 694– 701
and dimensional versus taxonic 

relations, 701– 3
as discontinuous (qualitative) 

construct, 701– 2
in DSM- 5, 676– 77
epidemiology of, 680
etiology of, 694– 701
familiality of, 695– 96
follow- up studies of, 700– 1
historical perspective on, 682– 84
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laboratory studies of, 697– 98
latent liability construct for, need for, 695
link to schizophrenia, 682– 83
longitudinal course of, 681– 82
molecular genetics of, 696– 97
neurobiology of, 699– 700
neuroimaging of, 699– 700
pathogenesis of, 694– 701
prevalence of, 679– 81
in relatives of persons with 

schizophrenia, 695– 96
research on, 676– 77, 694– 701, 704
and schizophrenia, shared genetic 

substrate, 683– 84, 695, 696– 97
and schizophrenia liability, 676, 677, 

678, 703– 4 (see also schizophrenia 
liability)

signs and symptoms, organization 
of, 678

terminology, 677– 78
theory, 676– 77
twin studies, 696

schizotypy, 687f, 688. See also paranoid 
personality disorder; schizotypal 
personality disorder; schizotypic 
psychopathology

and Asperger’s disorder, 700
assessment of, 692
benign (Claridge), 690
and bipolar disorder risk, 696
case example, 678
Claridge view of, 690– 92
clinical phenomenology of, 700
clinical tradition and, 682
as continuous (dimensional) 

construct, 701– 3
continuum view of, 691– 92
definition of, 688
detection of, 695, 700
as discontinuous (qualitative) 

construct, 701– 2
dopaminergic system and, 689, 

699– 700
endophenotypes related to, 687f, 688, 

695, 698, 701
familial tradition and, 682
as fully dimensional construct 

(Claridge), 690, 691– 92
fundamental structure of, 701– 2
genotypic, 679, 680
healthy manifestations of 

(Claridge), 690– 91
indicators of, 686f, 686– 87
as latent construct, 685, 686f, 

688, 701– 2
latent structure of, 701– 3
latent structure of (Claridge), 691– 92
measures, dimensional measurement 

and covariation among, 681
Meehl’s integrative developmental 

model of, 684– 89, 687f, 701

molecular genetics of, 696– 97
nonpsychotic, movement to psychotic 

state, 700– 1
in normal personality 

(Claridge), 690– 91
and personality, 691
and personality disorders, 606
phenotypic expression of, 677
psychometric, 688, 693– 94
psychometric inventories for, 693– 94
psychometric measures of, 678– 79, 694
schizophrenia susceptibility genes 

and, 696– 97
signs and symptoms of (Meehl), 686– 

87, 687f
and suicidal ideation, 700– 1
and taxometrics, 702– 3
twin studies of, 696
and unipolar depression risk, 696

Schneider, Kurt, 382
SCID- AMPD Module I, 581, 582t, 583, 

584t, 585, 592– 93
SCID- AMPD Module II, 611
SCID- II. See Structured Clinical Interview 

for DSM- IV Axis II Disorders
scientific anti- realism, 47– 49
scientific funding policies, 91– 92
scientific realism, 47– 49
Scientific Revolution, 34
SCIT. See Social Cognition and 

Interaction Training
SCN. See suprachiasmatic nucleus
SCNA9 gene, in borderline personality 

disorder, 658
SCORS. See Social Cognition and Object 

Relations Scale
SCR. See skin conductance
SCR disorders. See sleep and circadian 

rhythm disorders
SCRT. See Social Cue Recognition Test
SCST. See Schema Component 

Sequencing Task
SCT. See Sluggish Cognitive Tempo Scale
seasonal affective disorder, and eating 

disorders, 426
selective mutism, 147
selective norepinephrine reuptake 

inhibitor(s), and male sexual 
desire, 407

selective serotonin reuptake inhibitors 
(SSRIs)

and delayed ejaculation, 411
effect on neuroticism, 72
and female orgasmic disorder, 410
and female sexual function, 404
and male sexual desire, 407
for obsessive- compulsive and related 

disorders, 188, 189, 194
as transdiagnostic treatment, 72

Self and Interpersonal Functioning Scale, 
C25T2, 585

self- centered antagonism, and 
narcissism, 635

self- criticism, and depression, 261, 262
self- direction, in personality functioning 

(Criterion A), 580– 81, 581t
subcomponents, 581, 581t

self- efficacy appraisals, 269
and depression, 269

self- enhancement, in pathological 
narcissism, 632– 33

self- esteem
and depression, 261
fragile/ contingent, and pathological 

narcissism, 631
and narcissistic grandiosity and 

vulnerability, 634– 35
in narcissistic personality disorder, 626– 

27, 629– 30
in paranoid patients, 392– 93

self- functioning, in personality disorders, 
578– 81, 585, 590– 91, 666

self- handicapping, 308
Self- Harm domain, 614
self- image, in borderline personality 

disorder, 649, 649t
self- loops, in VAR- based network, 111– 

12, 115
self- medication, 307– 8
self- organization, of complex system, 103
self- psychology theory, and 

narcissism, 631– 32
self- reflection, in schizophrenia, 363
self- regulation, impaired, in pathological 

narcissism, 632– 33
self- report instruments, development, 

challenges of, 86
self- schema

definition of, 266
depressive, 266– 67

self- stigma, in bipolar disorder, 243– 44
self- system therapy, for depression, 269
self- worth, and narcissistic grandiosity and 

vulnerability, 634– 35
SEM. See structural equation modeling
Semi- Structured Interview for Personality 

Functioning DSM- 5, 581, 582t, 
584t, 585

sensitization, to drugs, 315
separation anxiety, and personality 

disorders, 590– 91
separation anxiety disorder, 147
separation insecurity, in personality 

disorders, 613, 614
septohippocampal system

and amygdala, interactions of, 158– 59
and behavioral inhibition 

system, 158– 59
inn anxiety disorders, 159

serine incorporator gene (SERINC5), 
in borderline personality 
disorder, 658– 59

serotonin/ serotonergic system
in anxiety disorders, 157– 58
in borderline personality 

disorder, 657– 58

schizotypic psychopathology (cont.)
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and developmental 
psychopathology, 466

in eating disorders, 432– 33, 434
in major depressive disorder, 157– 58
in schizophrenia, 699– 700
in sexual function, 404
in substance use disorders, 313, 

315, 316– 17
serotonin hypothesis, for obsessive- 

compulsive disorder, 188, 189, 194
serotonin receptor(s)

in eating disorders, 433
and female orgasmic disorder, 410
genes, in borderline personality 

disorder, 657– 58, 660
and premature (early) ejaculation, 413

serotonin reuptake gene ( 5– HTTLPR)
and depression, 261, 268
and developmental 

psychopathology, 466
serotonin transporter gene. See also 5- 

HTT/ SLC6A4 gene
and anxiety, 158
in borderline personality 

disorder, 657– 58
and depression, 158
and sensitivity to life stressors, 133, 134

Severity Indices of Personality Problems, 
579– 80, 592

severity of clinical phenomena, 
dimensional approach and, 61– 62

sex addiction, 547, 548, 565. See also 
hypersexuality

sex hormone- binding globulin, oral 
contraceptives and, 404

sex offenders, 549
hormonal assays in, 560
insecure attachment in, 560– 61
intimacy/ social skills deficits in, 560– 61
and paraphilias, 558
sadistic, 555

sexual abuse, 549
and borderline personality disorder, 655
and eating disorders, 431– 32
and female sexual interest/ arousal 

disorders, 405– 6
and hallucinations, 388– 89

sexual aggression, pathological narcissism 
and, 640

sexual arousal. See also orgasm disorders; 
sexual interest/ arousal disorders

cues for, in women, 405
definition of, 402

sexual atypicality. See also gender 
dysphoria; hypersexuality; 
paraphilia(s)

definition of, 547
issues associated with, 547– 48
and neuroanatomy, 554
political considerations with, 547
and psychopathology, 547

sexual behavior
ADHD and, 474

agonistic, 554– 55
hyperdominance pattern of, 555
substance use disorders and, 284

sexual compulsivity, 548
sexual desire

cues for, in women, 405
dyadic, 403– 4
relationship duration and, 405
solitary, in women, 403– 4

sexual dysfunction, 402. See also sexual 
interest/ arousal disorders; sexual 
pain disorders

acquired, 402
biological factors and, 416
context and, 416
diagnostic criteria, 402
feedback model of, 408
generalized, 402
lifelong, 402
morbidity criteria, 402, 403
other specified, in DSM- 5, 548
psychosocial factors and, 416
situational, 402
substance use and, 284
treatment of, 416

sexual guilt, and female orgasmic 
disorder, 410– 11

sexual interest, definition of, 402
sexual interest/ arousal disorders, 402– 8. 

See also erectile disorder; female 
sexual interest/ arousal disorder; 
male hypoactive sexual desire 
disorder

sexuality
Freud’s views on, 41
infantile, Freud on, 41

sexually transmitted disease, substance use 
and, 284

sexual masochism, 555
age of onset, 561
sex ratios of, 558

sexual pain disorders, 413– 16. See also 
dyspareunia; genito- pelvic pain/ 
penetration disorder; provoked 
vestibulodynia; vaginismus

sexual sadism, 555
sexual self- schemas, 405– 6
sexual tipping point model, 408
SfD. See somatoform disorder(s)
Shakow, David, 339
shame

and narcissistic grandiosity and 
vulnerability, 634– 35

in narcissistic personality 
disorder, 629– 30

SHBG. See sex hormone- binding   
globulin

shift work disorder, 529
should/ must thinking, in cognitive model 

of depression, 266
SHS. See septohippocampal system
sickle- cell anemia, and female orgasmic 

disorder, 409– 10

SIDP- R. See Structured Interview for 
DSM- III- R Personality Disorders

SIFS. See Self and Interpersonal 
Functioning Scale

sign(s), definition of, 10– 11
Simple Fears factor, 152
single nucleotide polymorphism(s), 133– 

34, 658
in depression, 133– 34
in schizophrenia, 344

single photon emission computed 
tomography

in attention- deficit hyperactivity 
disorder, 482

in obsessive- compulsive disorder, 188
SIPP- 118. See Severity Indices of 

Personality Problems
SIPS. See Self and Interpersonal 

Functioning Scale
skin conductance, in posttraumatic stress 

disorder, 210– 12
Skinner, B. F., 44
skin- picking disorder, 181, 190, 194

and hair- pulling disorder, co- 
occurrence, 190

SLC6A4 gene. See 5- HTT/ SLC6A4 gene
sleep. See also sleep and circadian rhythm 

disorders; sleep and circadian 
rhythms

assessment of, 522– 23
in bipolar spectrum disorders, 237– 38
characteristics of, in good 

sleepers, 521– 22
confusional arousals from, 534
continuity, 523
debt, 521
depth, 522
disruptions, 61
homeostasis, 521
non– rapid eye movement (NREM), 

521– 22, 523, 525, 526– 27, 534, 537
rapid eye movement (REM), 521– 22, 

523, 526– 27, 534– 35, 537
stages, 522, 523

sleep and circadian rhythm disorders, 
524. See also insomnia/ insomnia 
disorder

and ADHD, 474
classification, 523– 24
and comorbid psychopathology, 522
diagnosis, 522– 23
in DSM- 5, 523– 24
in ICD- 11, 523– 24
in ICSD- 3, 523– 24
and major depression, 535– 36
and paranoia, 390, 394
in psychiatric disorders, 535

sleep and circadian rhythms
in bipolar disorder, 537– 38
in generalized anxiety disorder, 536– 37
in medicine, 539
in psychiatric disorders, 535– 39
in schizophrenia, 538– 39
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sleep architecture, 523
anxiety and, 536
in bipolar disorder, 537
in depression, 535
in schizophrenia, 538

sleep behavior disorder, 534– 35
Sleep Condition Indicator, 526
sleep deprivation, in depression, 535– 36,   

537– 38
sleep diary(ies), 522– 23

in advanced sleep phase disorder, 531
in delayed sleep phase disorder, 530
in insomnia diagnosis, 526

sleep hygiene, 524, 528
sleep misperception, 527
sleep paralysis, 534– 35
sleep- related breathing disorders, 524
sleep- related eating disorder, 534
sleep- related movement disorders, 524
sleep restriction therapy, 527– 28
sleep terrors, 534
sleep– wake cycle, circadian system and, 

237, 521
sleepwalking, 534
Sluggish Cognitive Tempo Scale, 456t
smoking. See cigarette smoking
SN. See salience network
SNAP. See Schedule for the Nonadaptive 

and Adaptive Personality
SNAP25 gene, in ADHD, 479
SNPs. See single nucleotide 

polymorphism(s)
SNRIs. See selective norepinephrine 

reuptake inhibitor(s)
SNS. See sympathetic nervous system
Social Adjustment Scale, 352, 354, 355
social anhedonia, in schizophrenia, 364
Social Anhedonia Scale, 355
social anxiety disorder, 147, 152. See also 

anxiety disorders
alcohol dependence and, 285– 86
attachment and, 167
attentional bias and, 163– 64
behavioral inhibition and, 155
comorbidity with, 149, 149t
and eating disorders, 426
epidemiology of, 149
factor analysis, 151– 52
fear in, 148
and female sexual dysfunction, 405
interpersonal problems and, 167
and interpretive bias, 165
key feature of, 148
perceptions of uncontrollability and, 162
physiological research on, HiTOP 

framework and, 62– 63
positive emotionality/ extraversion 

and, 156– 57
prevalence of, 149, 149t
treatment response, expressed emotion 

and, 168
vicarious conditioning and, 160– 61
vulnerability factors, 163

Social Anxiety factor, 152
social behavior, measurement, 351– 53
social brain

in autism, 496– 98
definition of, 497

social cognition
altered, in schizophrenia, neural basis 

of, 363– 64
assessment of, 362
in autism, 498– 503
in borderline personality 

disorder, 665– 66
deficits, early identification   

of, 499– 500
definition of, 359
in eating disorders, 431
neurobiology of, 498
psychosocial interventions targeting, in 

schizophrenia, 370
in schizophrenia, 359– 65
in schizotypic psychopathology, 698
skills involved in, 359
and social functioning, in 

schizophrenia, 362– 63
and social perception, 496– 97, 498– 503

Social Cognition and Interaction 
Training, 370

Social Cognition and Object Relations 
Scale, 580

social- communication disorder, 491
social competence

definition of, 351
measurement, 351– 52
in schizophrenia, 351– 52

Social Competence Scale, 351– 52
Social Competency Index, 353
Social Concerns factor, 156
Social Cue Recognition Test, 362
social cues, perception, in 

schizophrenia, 363
social environment

and bipolar spectrum disorders, 238– 39
and psychopathology, HiTOP 

perspective on, 66– 67
social fear, in schizotypes, 686– 87
Social Fear Scale, 694
Social Fears factor, 151f, 152– 53
social identity, protective effect against 

mental disorder, 388
social interaction network, 365– 66
social interactions, and narcissistic 

grandiosity and vulnerability, 635
social knowledge, in schizophrenia, 359– 60
social motivation

research on, 365– 70
and social functioning, in 

schizophrenia, 364– 65
social perception

in autism, 496– 503
definition of, 496– 97
neural substrates of, 497, 498
in schizophrenia, 359– 60
and social cognition, 496– 97, 498– 503

social phobia
and borderline personality disorder, 652t
substance use disorders and, 285– 86

social problem- solving
assessment of, 352– 53
in bipolar disorder, 353
in schizophrenia, 353

social reinforcement, anxiety disorders 
and, 161

Social Responsiveness Scale, triarchic scale 
measure based on, 727t

social responsiveness scores, in autism, 501
social reward and punishment, 365– 66

in schizophrenia, 365– 66
social skills

assessment of, 352
deficits, and depression, 262
definition of, 352
in schizophrenia, 352

social skills training, in schizophrenia, 369
social support

and depression, 261, 263
lack of, and paranoia, 388

societal factors
and female orgasmic disorder, 411
and female sexual function, 405

society, and ratings of problems and 
positive qualities in Achenbach 
System of Empirically Based 
Assessment, 460

socioeconomic status
relations between psychopathology and, 

developmental course of, 464, 465
and vulnerability to PTSD at individual 

versus national level, 201
sociopathic personality disturbance, 715
sociotropy, and depression, 261, 264
sodium oxybate, for cataplexy, 533– 34
solriamfetol, for narcolepsy, 533– 34
somatic entities, Jaspers on, 40, 41
somatic symptom disorder, 508, 511, 514– 15

and conversion disorder, 516
criticisms of, 515
diagnostic criteria, 514– 15
persistent, 514
with predominant pain, 514
prevalence of, 514– 15
self- report scales, 514– 15
severity, 514

Somatic Symptom Disorder- B Criteria 
Scale, 514– 15

somatic symptoms, 508. See also functional 
somatic symptom(s)
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