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Introduction
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1.1 Pervasive Computing and Its Significance

Ubiquitous computing (nowadays also referred to as pervasive computing) was a revolutionary paradigm and
technology introduced nearly a decade ago in a seminal 1991 paper by Mark Weiser [1] in these terms: ‘the method
of enhancing computer use by making many computers available throughout the physical environment, but making
them invisible to the user’, based upon the following vision [1]: “The most profound technologies are those that
disappear. They weave themselves into the fabric of everyday life until they are indistinguishable from it’. The
essence of this vision was the dream of having an environment where traditional networking technologies will
complement new advanced computing and wireless communication capabilities, while being integrated gracefully
with human users’ needs.

Thanks to the Internet and the ubiquitous presence of wearable computers, sensor networks, radio frequency
identification (RFIDs) tags, and embedded devices, this vision is now heading towards the reality of a world
where using information and communication technologies in our daily lives will not be limited only to high speed
distributed computers, but will also extend to intelligent and smart devices [2]. Examples of such devices are
scientific instruments, home appliances and entertainment systems, personal digital assistants, mobile phones,
coffee mugs, key chains, digital libraries, human body, to name a few, interconnected anytime, seamlessly, and
available transparently anywhere, constituting our novel computing network infrastructure. Pervasive computing
is aiming at improving significantly the human experience and quality of life [3] without explicit awareness of the
underlying computing technologies and communications.

1.2 Research Trends in Pervasive Computing and Networking

In recent years, there have been a number of research developments and technologies that have emerged in areas
such as Internet technologies, mobile and distributed computing, handheld devices, computer hardware, wireless
communication networks, embedded systems and computing, wireless sensor networks, software agents, human-
computer interfaces, and the like. These advances have led to the emergence of several pervasive computing and
networking applications. A typical example of such applications is the introduction of pervasive healthcare systems
[4], where RFIDs and sensor network technologies have enabled the introduction of computing and communicating
capabilities into devices that were considered traditionally as passive physical objects [5], allowing their ubiquitous
presence in an environment not originally designed to handle them. Of course, this type of integration and advantage
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also poses several research challenges that are yet to be addressed [6]. Indeed, the research path towards making
pervasive computing a complete reality is still long and winding.

Current research in pervasive computing [7] includes, but is not limited to: (1) heterogeneity and interoper-
ability of computing devices, communication technologies, and software services — today’s computing systems
are made of various types of entities, mandating the need for designing incentive schemes for ensuring coop-
eration and collaboration among them [8]; (2) autonomic concepts of pervasive computing and networks [9] —
in today’s networking environment, enabling a network with self management and self-healing capabilities, and
allowing it to cope with the rapid growth of the Internet and their complexities, is a key concern; (3) transparency
and pro-activeness [8], [10], in existing computing devices — the development of computing tools has led to
the introduction of situation-awareness requirements [11] in the computing world, where it is now envisaged
that users of a system can negotiate for a quality of service that accommodates their profiles and applications;
(4) location-awareness, scalability, and mobility [11] —in today’s computing world, having explicit operator control
when dealing with the interaction of entities is no longer a necessary requirement, and context-awareness has been
proposed as an innovative novel paradigm for this type of intelligent computing model; (5) security, privacy and
trust [12-17] — in today’s computing environments, information exchange among the various entities involved
brings a means of collaboration, context-based and other types of services, that can lead to a high risk of privacy
breach when collaborators use their private information or objects. Protecting each entity as well the environment
and information exchange are but a few of the challenges.

1.3 Scanning the Book

The book is organized into 19 chapters, each chapter written by experts on the topic concerned. These chapters are
grouped into three parts.

Part 1 is devoted to topics related to the design, implementation, and/or management of pervasive
computing applications and systems. It is composed of nine chapters: Chapters 1-9.

Chapter 1 introduces the book’s content, organization and features, and its target audience.

Chapter 2 promotes the idea that interoperability among independently designed and deployed
systems is a critical precursor to the development of pervasive systems. An overview of the tools and
techniques that can be utilized to this end is presented, with emphasis on mobile agent technologies
and platforms for dynamic reconfiguration and interoperability of sensor networks.

Chapter 3 focuses on the need for discovery mechanisms as a prerogative for accessing resources
and services in a pervasive system. The existing approaches and models for discovery of services are
discussed, as well as their suitability for pervasive systems.

Chapter 4 focuses on the potential offered by pervasive computing and networking technologies in
the area of education, by proposing a thorough review of existing and emerging pervasive learning
tools, technologies and applications for mobile and pervasive education.

Chapter 5 deals with service management in pervasive computing environments. The approaches
and techniques for managing services in such environments are reviewed thoroughly and a novel
framework for analysing the functionalities of service management is proposed.

Chapter 6 promotes the idea of using wireless sensor cooperation as a key enabling technology for
objects to cooperate in pervasive computing environments. The techniques for sensor and mobile
sensor cooperation in an intra-wireless sensor network are presented, as well as methods for enabling
coordination across mobile entities and wireless sensor networks.

Chapter 7 presents multi-hop cognitive radio networks as a vital paradigm in opportunistic pervasive
communications. Several MAC layer protocols for multi-hop cognitive radio networks are surveyed,
along with related design challenges and open research issues.

Chapter 8 focuses on the design and development of wearable sensor networks for pervasive health-
care systems. A thorough review of available solutions is presented, as well as an analysis of the
technological aspects of such designs. This topic is presented at a level of detail that is not found
elsewhere in the literature.
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Chapter 9 describes the main standards and technologies that are currently available for pervasive
computing applications, focusing on wireless connections for the lower layers and middleware for
the higher layers. Two examples of pervasive applications are illustrated. The first concerns access to
computing services in a remote area and the second deals with home-based telemedicine systems.

ParT 2 focuses on topics related to pervasive networking security. It is composed of four chapters:
Chapters 10-13.

Chapter 10 discusses in depth the aspects and issues of security and privacy of pervasive networks.
Prototype systems that attempt to solve these issues are also presented.

Chapter 11 focuses on wormhole attacks in pervasive wireless ad hoc and sensor networks. An
analysis of this type of attack is presented, and current mitigating solutions designed to avoid them
are discussed.

Chapter 12 discusses the concept of collaborative defense against Internet worm attacks. A com-
parative study of two major collaboration schemes for distributed defense is reported, leading to
the design of a novel three-layered network model suitable for the evaluation of collaborative
schemes. The impact of these schemes on network infrastructure security at the system level is also
discussed.

Chapter 13 discusses the role of smart devices and intelligent systems in fulfilling the vision of
pervasive computing from the perspective of a user’s context. The components of these systems are
analysed, and a taxonomy is proposed based on predefined criteria.

Parr 3 focuses on pervasive networking and communications issues. It is composed of six chapters:
Chapters 14-19.

Chapter 14 focuses on the current state of research addressing autonomic concepts in pervasive
networks. An overview of the architectures and applications of ubiquitous and pervasive networks is
presented, along with the application of autonomic computing principles. The benefits of cross-layer
design approaches with autonomic capabilities are also discussed.

Chapter 15 promotes the idea of using component adaptation as a key solution to eliminate mis-
matches between existing components and their particular reuse contexts in a pervasive computing
system. A framework in the form of an adaptive architecture that can be used to resolve functional
dependency among components while enabling delay adaptation is introduced.

Chapter 16 focuses on the problem of sensor scheduling in order to guarantee sensing coverage in
pervasive wireless sensor networks. A survey of the existing protocols for computing sensor spatial
density to achieve coverage or k-coverage in such networks is proposed.

Chapter 17 deals with the problem of quality of service (QoS) provisioning — in terms of bandwidth,
access and transfer delay — in pervasive computing environments. A discussion of the architectural
blueprints and mechanisms to support QoS in a self-organizing framework — both automatically and
configuration-free — is provided.

Chapter 18 addresses the issues of QoS for fixed Point-to-Multi-Point 802.16 systems, by proposing
a novel framework consisting of an uplink scheduler, a call admission control module and a frame
allocation scheme in order to resolve these issues.

Chapter 19 reports on some of the major challenges for implementation frameworks that can be
anticipated when used for pervasive networking. A survey of a few representative approaches to
using frameworks in implementing protocols and services is presented.

Below are some of the important features of this book, which, we believe, make it a valuable resource for our
readers:

® This book is designed, in structure and content, with the intention of making it useful at all levels of learning.

® The chapters are authored by prominent academicians/researchers and practitioners, with solid experience in
wireless networking and pervasive computing, who have been working in these areas for many years and have
a thorough understanding of the concepts and practical applications of these fields.
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® The authors are distributed worldwide in a large number of countries and most of them are affiliated with
institutions with a global reputation. This gives this book an international flavour.

® The authors have attempted to provide a comprehensive bibliography, which should greatly assist readers
interested in delving deeper into the topics.

® Throughout the chapters, most of the core research topics of pervasive computing and networking are covered
from both theoretical and practical viewpoints. This makes the book particularly useful for industry practitioners
working directly with the practical aspects that enable the technologies in the field.

® To make the book useful for pedagogical purposes, all of the chapters are accompanied by a corresponding
set of presentation viewgraphs. The viewgraphs can be obtained as a supplementary resource by contacting the
publisher, John Wiley & Sons Ltd., UK.

We have tried to make the chapters of the book look as coherent and consistent as possible. However, it cannot
be denied that owing to the fact that the chapters were written by different authors, it was not possible to achieve
this task 100%. We believe that this applies to all edited books.

1.4 Target Audience

The book is aimed primarily at the student community. This includes students at both undergraduate and graduate
level — as well as students having an intermediate level of knowledge of the topics, and those having extensive
knowledge about many of the topics. To achieve this goal, we have attempted to design the overall structure and
content of the book in such a manner that makes it useful at all learning levels. The secondary audience for this
book is the research community, in academia or in the industry. Finally, we have also taken into consideration
the needs of those readers, typically from the industries, who desire insight into the practical significance of the
topics, expecting to learn how the spectrum of knowledge and the ideas is relevant to the real-life applications of
pervasive computing and networking.

1.5 Supplementary Resources

As mentioned earlier, this book comes with presentation viewgraphs for each chapter, which can be used for
classroom instruction by instructors who adopt the book as a text. Instructors are requested to contact the publisher,
John Wiley & Sons Ltd., UK, for access to these supplementary resources.
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2.1 Introduction

Pervasive systems embody all the time, everywhere, transparent services, such as those provided by modern critical
infrastructure systems, computer-supported health care networks, and smart living environments [1]. As the science
and technology of such systems advances, we approach realization of the vision of an interconnected infrastructure
that creates ambient intelligence, allowing anytime, anywhere, unobtrusive services that are gracefully and non-
invasively integrated into humans’ daily activities. The infrastructure envisioned is composed of heterogeneous
computing devices, ranging from supercomputers and powerful workstations, to small devices such as sensors,
PDAs, and cell phones, augmented by software and middleware. Central to this visionary computing environment is
a ubiquitous, secure, reliable, and often wireless infrastructure that cooperatively, autonomously, and intelligently
collects, processes, integrates, and transports information, with adaptability to the spatial and temporal context,
while satisfying constraints such as just-in-time operation and sustained performance.

Several shortcomings of existing technology impede the development of the cohesive infrastructure required
for large-scale deployment of pervasive systems capable of providing a diverse and dynamic range of services.
Foremost among these shortcomings is the lack of interoperability among independently designed and deployed
pervasive systems. In the design of such systems, the primary focus has not been on interoperability, but rather on
ease of network deployment and configuration, energy efficiency, data processing, reliable data transport, security,
and other concerns that pertain to the system as a rather isolated entity. This approach may shorten the design
cycle and achieve localized efficacy, but could result in needless redundancy that would be avoided by prudent

! This work was supported in part by the U.S. National Science Foundation under Grant No. IIS-0324835.
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interoperation of pervasive systems with overlapping coverage. A broader perspective facilitates interoperability
by careful design of interfaces, development of and adherence to standards, and a modular design approach that
enables dynamic assembly of services and simplifies reconfiguration.

A pervasive system subsists in a dynamic environment; however, traditionally, the tasks of its hardware and
software components are generally static, and these components cannot adapt to changes in application or user
requirements. Pervasive systems should be able to support a more diverse array of tasks, varying with the needs
of users or with environmental stimuli. Lack of flexibility in the design and implementation of the underlying
hardware, software, and middleware is another significant roadblock to realizing a large-scale pervasive computing
environment. Currently, once the components are deployed, they coordinate with each other to accomplish the
targeted single/multiple task(s), and react to events only within the confines of what was predicted in the original
design. As the tasks of nodes are static, multiple systems may need to be deployed in one area to support
heterogeneous tasks, even when these tasks have similar, if not identical requirements.

Tools and techniques for dynamic reconfiguration and interoperability of pervasive systems are the main
themes of this chapter. Section 2.2 provides an introduction to mobile agent technology, which can be employed
in achieving interoperability among multiple interacting pervasive systems. Sensor networks, which support
a considerable fraction of the pervasive systems currently deployed, are discussed in Section 2.3, along with
software and hardware approaches to their dynamic reconfiguration. The focus of Section 2.4 is collaboration and
interoperability among independently deployed sensor networks. Section 2.5 presents two examples of successful
utilization of the methods described in earlier sections. Section 2.6 provides a summary and concludes the chapter.

2.2 Mobile Agent Technology

Rapid advances in computing technologies have led to the availability of a plethora of new services to users in
recent years. A new outlook on computing applications has emerged, where the growth of pervasive and ubiquitous
systems has necessitated the provision of access to data and services at any time, from any location. The dominant
approach to adapting to these novel requirements is mobile agent technology — a programming paradigm centered
on the ability of a program to halt its execution in a particular environment, and then move to a new environment
where execution can then be resumed. The success of the approach is due to the inherent aptness of the mobile agent
paradigm in providing transparency, adaptability, and robustness of operation, all of which are defining attributes
of pervasive systems.

This section provides an overview of mobile agent technology, with emphasis on the role of agents as interme-
diaries that facilitate interaction among the components of a system. Of special note is the discussion of security,
which is intended to alleviate concerns that arise from the movement of agents within the computing infrastructure.

2.2.1 Introduction

An agent is a computer program that acts autonomously on behalf of a person or organization [2]. A mobile
agent is an agent that can autonomously migrate from host to host through a potentially heterogeneous computing
infrastructure, and interact with other agents [3]. The use of mobile agents covers a wide spectrum of applications,
ranging from the retrieval of information from multiple sources to the administration of complex distributed
systems. The advantages of mobile agent technology in supporting disconnected operation, load balancing, and
reducing network traffic in global information-sharing have been extensively studied in the literature [4]. These
advantages make the mobile agent paradigm especially well-suited to the development of pervasive systems, where
transparency is a defining feature.

In general, mobile agents are software entities that roam a network to carry out a task. These agents are
perceivably intelligent and autonomous entities that can cooperate with each other to achieve their respective goals,
which may align as a common goal. Any mobile agent system is composed of two primary components, namely,
the execution environment provided by the hosts, and the mobile agents that travel to various environments on a
network [5].

Mobile agents find their applications in environments where there is a need to collect data from multiple sources
over a network. The use of mobile agents provides programmers with a new computational model that deviates
from the traditional client-server approach, yet yields significant improvements in performance, as agents take
the computation to the data, thereby reducing network traffic [1, 6]. The ability of a user to dispatch an agent to
roam a network in search of travel tickets has been cited in the research community as one possible application
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of this programming paradigm [7]. After deployment, such an agent would then be able to make a decision as
to which ticket to recommend to the user for purchasing, and may even be able to purchase the ticket. It has
been reported that mobile agents generally lend themselves well to searching and computational tasks that require
parallel processing [1, 6].

2.2.2 Mobile Agent Security

The mobility of agents may depend on a predetermined itinerary or intermediate results of computation. Along with
flexibility in system design, agent mobility also introduces security concerns, which can impede the feasibility
or prudence of interaction among pervasive systems. The security requirements of agent systems are identical
to those of traditional computing environments [8]; and are classified as confidentiality, integrity, availability,
authentication and non-repudiation. Confidentiality refers to the protection of information against the possibility
of being disclosed to unauthorized parties. Integrity ensures that third parties cannot modify relayed information,
if any such modification would be undetectable. Availability requires that attacks do not prevent information and
system resources from performing their intended purposes. Authentication is concerned with ensuring that the
identity of any entity in the system has been verified. Lastly, non-repudiation is intended to prevent any party from
being able to deny accountability for an action, by providing mechanisms to prove that such actions have indeed
originated from the specified party.

The violation of any security requirement of an agent system constitutes a threat to the security of the system
as a whole. It has been noted that security threats to the mobile agent paradigm stem from insecure networks,
malicious agents, malicious hosts, or any other malicious entities with access to the network [7-11]. Using the
term agent platform to refer to the agent’s host or execution environment; the security threats to an agent platform
have been categorized into four main categories [7]:

1. Agent-to-platform.
2. Agent-to-agent.

3. Platform-to-agent.
4. Other-to-platform.

Agent-to-platform threats encompass issues arising from an agent violating the security requirements of the
executing environment through masquerading, denial of service or unauthorized access to system resources.
Agent-to-agent threats stem from violations of an agent’s security requirements by another agent in order to exploit
any security weaknesses. Agent-to-agent threats can occur through denial of service, masquerading, repudiation
or unauthorized access. Platform-to-agent threats arise in instances where the platform attacks the agents through
masquerading, denial of service, eavesdropping, or alteration of code or data, to cite a few. Lastly, Other-to-platform
threats occur when the platform’s security is compromised by entities external to the agent system. Such threats
can occur through masquerading, denial of service, and unauthorized access.

Proposals to secure agent systems have focused on protecting either the hosts or the agents. The security
requirements of the two entities are not complementary; as the mobile agent may require anonymity, which may
conflict with the requirements of hosts [10]. The execution environments of hosts provide the basic mechanisms for
transmission and reception of mobile agents; this is generally achieved through interpreters. The use of interpreters
serves the two-fold purpose of providing support for mobile code portability and that of executing mobile agents
in a sandbox for security purposes [10]. The use of an interpreted script or programming language can allow the
host to deny execution of potentially harmful commands [8]. Protection of hosts can also be achieved through path
histories and code signing to verify the authenticity and source of the mobile code. The latter is instrumental in
satisfying the host’s security needs for authentication and access control.

Protecting agents from malicious hosts involves protecting their data, while ensuring the privacy and integrity
of the agent’s execution, which encompasses the agent’s code and its state [7]. Bierman et al. [9] have classified
proposals put forth to address the issues of securing agent entities into four categories, namely, trust-based
computing, recording and tracking, cryptographic techniques, and time techniques.

Within frust-based computing, a host is considered trustworthy if it adheres to its published security policy; pro-
tection of the agent is achieved through provision of tamper-resistant hardware or trusted execution environments,
which restrict the hosts to which an agent can travel.
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Table 2.1 Countermeasures to deter security threats to agent systems

Origin of Threats Proposed Countermeasures

Agents Code signing
Interpreters
Authentication
Access control

Platforms Time techniques
Partial result encapsulation
Cryptographic tracing
Anonymous itinerary
Server replication
Path histories

Recording and tracking an agent’s itinerary represents the second category of approaches to agent security, and
relies on mechanisms such as anonymous itinerary, server replication, or path histories to protect the agent. Path
histories refer to the maintenance of a record of all platforms visited by the agents. Within the implementation
of path histories, each host adds a signed entry to the record, containing its identification along with that of the
next host to be visited by the agent [7, 9]. Server replication is a mechanism that allows detection of tampering by
executing multiple copies of an agent on various execution environments [7, 9].

Cryptographic techniques rely on encryption/decryption algorithms to address various threats. Cryptographic
tracing and partial result encapsulation represent two of the mechanisms that fall under this category. Cryptographic
tracing occurs through the generation of a signed execution log of the agent on a host [9]. The current host passes
the signed log on to the next host in the agent’s itinerary, and maintains a copy locally for future verification
by the agent’s owner. Partial result encapsulation encrypts the result of the agent’s execution on each host
using the owner’s public key [7, 8]. The incrementally encrypted data can later be retrieved using the owner’s
private key.

Time techniques protect agents by restricting the time an agent spends on any particular host to prevent evaluation
or reverse engineering of the agent by a malicious host. It is worth noting that restricting the execution time of
an agent may place unrealistic constraints on some agent applications. Table 2.1 provides a summary of a subset
of countermeasures that have been proposed to address agent security. Despite the threats plaguing the paradigm,
numerous platforms have been released to support agent-based applications; a discussion of such platforms follows
in Section 2.2.3.

2.2.3 Mobile Agent Platforms

As mentioned earlier (Section 2.2.2), the execution environment of agents is generally provided through the use
of interpreted programming languages or scripts to provide code portability. Available agent platforms have been
implemented through the use of Scheme and Tcl, as well as Java; the latter representing the dominant approach
[12]. Altmann et al. ranked the Java-based mobile agent platforms based on security, availability, environment,
development and characteristic properties [13]. The security criterion evaluated platforms based on support for
encryption and provision of a secure execution environment; the availability parameter refers to the ease of acquiring
and using the platform. The environment criterion evaluates platforms based on supported operating systems and
available documentation; while the development criterion focuses on rating efficiency in designing, implementing
and deploying agent applications on the platform. Lastly, the characteristic properties of the platforms are measured
based on support for mobility of agents and adherence to standards of the Foundation for Intelligent Physical Agents
(FIPA) [14] and the Object Management Group’s MASIF [15]. Altman’s study concluded that Grasshopper,
Jumping Beans and Aglets represent the top three Java-based agent platforms, respectively.

Grasshopper [16] integrates the traditional client/server and mobile agent paradigms, and conforms to both the
FIPA standards and MASIF; furthermore, it provides support for Secure Sockets Layer (SSL) [17] and X.509
Certificates. Jumping Beans [18], while not a mobile agent system per se, provides the framework to build an agent
system by allowing applications to ‘jump’ between hosts on a network. The framework automatically encapsulates
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the code and data of jumping applications in order to bypass issues relating to software/tools requirements on
the receiving host. Lastly, Aglet, initially released by IBM to support the development of mobile code [2, 19], is
currently available as an open-source project. Aglets run on the Tahiti Server within the Aglets’ context, which is
responsible for enforcing the security restrictions of the mobile code. The term Aglet is used interchangeably in
the literature to refer to each individual mobile agent as well as the platform. Within this chapter, the term Aglet
will be followed by the term platform when referencing the actual mobile agent platform; the term will otherwise
be a reference to individual agents.

The use of the Java programming language provides platforms with the ability to secure hosts through sand-
boxing; however, the security of the host is only as effective as the security policies put in place. Furthermore,
hosts are still susceptible to denial of service attacks from agents unless limitations are imposed on the processor,
memory, and external resources allocated to any migrating agent [8].

As another mobile agent platform, the Pervasive Information Community Organization (PICO) is a middleware
framework specifically designed to meet the requirements of time-critical applications of pervasive systems,
including autonomy, availability, robustness, and transparent operation in dynamic, heterogeneous environments
[20]. The mobile agents in PICO, denoted as delegents (intelligent delegates), are members of mission-oriented
dynamic computing communities that perform tasks on behalf of the users or computing devices. The delegents
are autonomous software entities capable of migrating among and executing on hosts (hardware devices) denoted
as camileuns (connected, adaptive, mobile, intelligent, learned, efficient, ubiquitous nodes). Camileuns can vary
in complexity, as well as communication and computing capabilities. Examples include simple sensing devices
(such as a heat sensor), embedded systems that serve as nodes on a wired or wireless network, or a state-of-the-art
workstation.

As compared to other mobile agent platforms, the uniqueness of PICO is in the community aspect, i.e.,
the proactive collaboration of delegents in dynamic information retrieval, content delivery, and facilitation of
interfacing, the latter of which is instrumental to interoperability.

2.3 Sensor Networks

A considerable fraction of pervasive systems rely on an underlying network of sensing devices for information
about their operating environment. This information is key to proactive and transparent operation of the pervasive
system, and facilitates adaptation to dynamic conditions. This section provides an overview of sensor networks and
their prevalent applications, with emphasis on dynamic reconfiguration of their functionality to adapt to changing
requirements and operating conditions.

2.3.1 Introduction

Sensor networks result from the possibly random deployment of multiple devices equipped with sensing apparatus,
in a particular area, to perform a task through coordination and communication. Sensor networks are most often
utilized in monitoring designated physical parameters, e.g. temperature or water level, in a particular environment,
with the objective of facilitating the appropriate reaction to the occurrence of events of interest, e.g. fire or flooding.
In this context, the devices and their sensing apparatus are typically referred to as sensor nodes. A sensor network
is generally composed of four basic components, namely:

® sensor nodes, which are equipped with sensors for one or more physical phenomena, such as seismic, heat,
motion, infrared sensors, to cite a few;

® anetworking infrastructure, which is typically wireless;

® a sink or base station, to which collected information is relayed; and

® computing resources at the sink, or beyond, which perform data mining and correlation.

The nodes in the network are generally comprised of a transceiver, a memory unit and an embedded processor
for local processing. Nodes in a sensor network are typically low-power devices with memory capacity on the
order of kilobytes, and highly constrained computational power. They are typically inexpensive, possibly to the
extent of being considered disposable in the event of failure of destruction. Furthermore, the nodes may be
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mobile, if mounted on a robot. On the other hand, the base station is usually assumed to be equipped with greater
computational resources and data storage capacity, and is not necessarily equipped with any sensing apparatus.

Using the sensing apparatus of the sensor nodes, the network can monitor its coverage area and react to events
of interest. The task is accomplished through relaying of the sensed information from the nodes to the sink for
processing. Note that the transfer of information can be initiated from the sink or from the sensor nodes, depending
on the implementation of the network and the task at hand. The network may be composed of thousands of nodes
that have been programmed before being deployed in the area of interest. The deployment of the nodes may be
random, or the nodes may be placed in specific points of interest, depending upon the application at hand and the
ease of access to the terrain.

2.3.2 Sensor Network Applications

Sensor networks are well-suited to applications that require data collection from a particular environment, often
to facilitate reaction to the occurrence of specific events that can be deduced from the data. These applications can
be classified into several main categories, including military, environmental monitoring, home and office, habitat,
and medical applications [21].

In military applications, sensor networks are used to monitor friendly or enemy forces, assess damages on a
battlefield, or detect biological or chemical attacks, amongst other uses.

Within environmental monitoring, the aim is to detect environmental incidents such as flood, fire, seismic
activities, or biological events in the area of interest [22]. Sensor networks can also be used in support of
agriculture, to facilitate more efficient irrigation of farmland, track animals, or monitor the temperature in a barn.
A related category is structural health monitoring, where sensor networks are used to monitor indicators of the
safety of civil infrastructure, e.g. a bridge. Sensing devices are embedded at the time of construction or retrofitted
on existing structures to measure phenomena such as strain, acceleration, and tilt [23].

The ubiquitous coverage offered by inexpensive sensor nodes is useful in home and office applications, where
the sensing nodes can be integrated into household appliances and configured to respond to environmental stimuli
or user commands issued locally or remotely, possibly over the Internet.

In habitat monitoring applications, nodes in a sensor network can be used to observe the breeding pattern of
wild animals or the life cycle of plants, without disturbing the environment they are deployed to monitor.

Medical applications depend on sensor nodes to carry a patient’s vital information in order to reduce errors; they
can also be used to monitor a patient and react to physical events or to the patient’s vital signs.

The compendium of sensor network applications is not solely represented in the aforementioned categories.
Numerous applications of sensor network do not fall under any single category. Notable examples include the use
of sensor nodes to detect suspicious individuals or survivors in a disaster, to interact with humans in a classroom
setting, or to track a moving object in a designated environment.

2.3.3 Dynamic Reconfiguration of Sensor Networks

Reconfigurable sensor networks have been introduced to support dynamic tasking of sensor nodes and to allow
for the network to concurrently support multiple applications. One approach to achieving a reconfigurable sensor
network is to consider the sensor nodes as a set of data-stores into which queries can be injected, to collect
information that can be used by the sink for a given purpose. Collecting information from the sensor nodes is
inadequate in applications where the nodes need to interact with each other in order to reach a conclusion in real
time, as would be the case in distributed target tracking applications or any applications that require the use of
distributed algorithms. Two salient approaches to reconfiguration of sensor networks are described in this section.
The first approach, which is based on the concept of active sensors, reconfigures sensor nodes through software,
via abstractions of the runtime environment. In contrast, the second approach focuses on dynamic reconfiguration
of the hardware and utilizes Field Programmable Gate Arrays (FPGAs) to this end.

2.3.3.1 Software Approaches to Reconfiguration of Sensor Nodes

The active sensors approach typically makes use of virtual machines, script interpreters and mobile agents to
render sensor nodes reprogrammable. Related research has led to the development of a number of platforms for
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dynamic sensor networks, including Maté [25,26], SensorWare [24], Deluge [27,28], Agilla [29], a mobile agent
framework developed at UC Davis [30], ActorNet [31], and SOS [32]. In general, these platforms have targeted their
developments to suit applications requiring low-cost reprogrammable nodes with no restrictions on the maximum
physical size of the node. With the exception of SensorWare, the storage requirements of these systems are such
that they can inhabit the Berkeley Mica motes, which have a 4 MHz microprocessor and 136 KB total memory
(Flash, SRAM, and EEPROM). The application domains of these systems range from military to environmental
and habitat monitoring; they do not, however, span to applications requiring particularly small sensors or those
that do not benefit from reprogrammable nodes.

Maté aims at providing sensor networks with a flexible architecture upon which application specific scripting
environments can be built [25,26]. Maté consists of three major components: contexts (units of concurrent
execution), operations (units of execution functionality), and capsules (units of code propagation). A Maté virtual
machine (VM) component can be either part of the basic template, which is general, or part of the specific VM
tailored to an application domain. Maté makes use of Trickle [33], a protocol designed to address the issue of code
maintainability in sensor networks, to update the network.

Maté suffers from the assumption that any reprogramming occurs over all nodes in the network. It also assumes,
restrictively, that at any given time, all nodes are coordinated for the execution of a specific application. Furthermore,
Maté views the network as an isolated entity and does not address issues of interoperability with other networks.

SensorWare, introduced as an attempt to address the issue of reconfigurable sensor networks, runs on top of an
Operating System (OS) Layer, which handles the standard functions and services of a multi-threaded environment
[24]. The SensorWare Layer is comprised of the language as well as the run-time environment for the mobile
scripts in the network. The SensorWare scripting language is based on the widely popular scripting language Tcl,
augmented with functionalities suitable for sensor network environments. The SensorWare language is event-based
and can be considered a state machine influenced by external events. Each event is tied to a specific handler that
executes when the event occurs. An event may trigger one or more subsequent events or change the state of the
system as it executes. A SensorWare script waits on events and invokes the appropriate handler when an event
occurs; the script can then wait on a new set of events or loop around and wait on the same set of events after the
execution of the handler.

SensorWare enables a sensor network to run multiple scripts simultaneously; as such, unlike Maté, it does not
assume that the whole network is focused on only one task at any point in time. On the other hand, just as Mate,
it ignores issues of interoperability. The latest implementation of the system required 179 KB of space with the
core accounting for 30 KB, which makes it very unsuitable for environments populated with nodes having very
few storage capabilities.

Deluge has been designed to handle the dissemination of large data objects over wireless sensor networks
[27,28]. Deluge is aware of the network density, and is built to handle the unpredictable availability of nodes by
representing data objects as a set of fixed-sized pages, which allows for multiplexing and incremental upgrades.
Deluge, just as Maté, is based on Trickle. Trickle focuses on single packet dissemination, while Deluge addresses
the multiple-packet aspect. However, Deluge suffers from the same restrictive assumption that all nodes in the
network need to be programmed, and as such is unable to select a subset for reconfiguration. Furthermore, it does
not address interoperability or the need to support multiple tasks.

Agilla [29] allows each node to support multiple agents, which may or may not be cooperating to accomplish
a task. A unique assumption made by Agilla is that each node knows its geographical location, which is used
as the address of the node. Agents in Agilla can clone themselves, or move to another location, carrying with
them either their code and state, or just their code. Agilla agents die at the completion of their task to allow for
efficient memory usage. Similar to the other reconfigurable sensor network platforms discussed above, Agilla does
not provide support for collaboration among different sensor networks, nor does it provide services to migrating
agents.

Researchers at UC Davis have introduced a mobile agent framework for sensor networks built on top of the
Maté virtual machine, to allow use of the agent-programming paradigm within a sensor network environment
[30]. The framework allows agents to execute within an interpreter that implements the basic functionalities of
agents, such as forwarding, so as to minimize the size of agent code that needs to be transferred from node to
node. The advantage of this framework over Maté is that selective reprogramming can be carried out on a subset
of the nodes in a network. Interoperability among heterogeneous networks has not been addressed, and interaction
among networks is contingent upon their use of a common agent platform and protocols.

ActorNet [31] is a mobile agent system for wireless sensor networks that supports an asynchronous communi-
cation model, context-switching, multi-tasking, agent coordination as well as virtual memory. The agent system
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can be thought of as two entities: the agent language and the platform design. The ActorNet platform is a virtual
machine that can support multiple actors (agents) per node. Similar to Agilla and the UC Davis platform, ActorNet
employs mobile agents to selectively reprogram nodes, rather than the network as whole. The platform, however,
does not allow for interoperability of heterogeneous networks.

SOS is a sensor network operating system that supports run-time software reconfiguration [32]. The introduction
of SOS is meant to allow the update of modules without interrupting sensor operation, while providing the flexibility
of virtual machines without the associated cost of interpreted languages. SOS is composed of a statically-compiled
kernel that provides system services to dynamically loadable binary modules for the implementation of drivers,
user programs, and the like. Although the services provided by SOS allow for sensor nodes to be dynamically
reconfigured, the platform still views sensor networks as isolated entities. Furthermore, the nodes in the network
do not perform processing of acquired data at the point of collection, instead opting for the relay of such data to a
base station.

2.3.3.2 Hardware Approaches to Reconfiguration of Sensor Nodes

Recent efforts in utilizing FPGAs for reconfiguration of sensor nodes have been motivated by the need to increase
the computational power of nodes, in order to allow some local processing of data. The Virtual Architecture for
Partially Reconfigurable Embedded Systems (VAPRES) has been put forth to that end, based on the observation that
FPGAs can outperform the microprocessors typically found in sensor nodes [34]. The introduction of VAPRES is
also motivated by the inability of Agilla (see Section 2.3.3.1) to handle video feeds and other advanced sensor data.
Using VAPRES, advanced sensor data can be processed without halting execution of the device. The proposed
architecture relies on the ability of some FPGAs to be partially reconfigured by modules in order to react to
environmental observations. VAPRES handles inter-module communication and consists of a central controlling
agent, a flash controller core to read and store partial bit streams, and peripherals for communication.

The VAPRES approach, while efficient, suffers from the same shortcoming as the software approaches described
in Section 2.3.3.1, all of which consider a sensor node an isolated entity and thus do not address issues of interaction
among existing networks.

Motivated by the need to provide in-network data aggregation, Commuri et al. also adopted the notion of
FPGA-based sensor nodes [35]. In their approach, Reconfigurable Cluster Heads (RCHs) are used to aggregate
data from other nodes in the network and relay it to the base station for processing. The election of RCHs is done
based on the energy available at the participating nodes, with the RCH being the node with the most energy.

The reconfiguration of RCHs is query-based, in that RCHs are reconfigured based on specific aggregation
algorithm of incoming queries. This represents a considerable drawback to the proposed work, as the rate of
arriving queries and their heterogeneity may require a drastic number of reconfigurations to be performed. While
the proposed approach is limited, as it does not take advantage of the power of FPGAs to process the data close
to the point of collection; it does however allow for the possible bridging of sensor networks with established
infrastructure through the RCHs, hence enabling the foundation of an interoperable system.

Table 2.2 provides a comparative summary of the systems discussed in this section.

Table 2.2 Comparison of approaches to reconfiguration of sensor networks

Heterogeneous Interoperability Service-Oriented
System Platform Tasks of Networks Infrastructure
Maté Virtual machine No No No
SensorWare Run-time environment Yes No No
Deluge Network programming Yes No No
Agilla Agent system Yes No No
UC Davis Framework Agent system Yes No No
ActorNet Agent system Yes No No
SOS Binary modules Yes No Yes
VAPRES FPGA-based Yes No No

RCH FPGA-based No Yes No
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2.4 Collaboration and Interoperability Among Sensor Networks

To date, research on sensor networks has been focused on issues related to deployments intended for a single
application. The prevalence of relatively inexpensive, commercially available sensor nodes such as Mica, Intel, and
TMote Sky motes has facilitated such deployments. Such motes typically have a limited set of onboard sensors,
but support the interfacing of a diverse array of external sensing devices. However, in the bulk of research studies
on sensor networks, a fixed set of sensing modalities is selected prior to deployment per the requirements of the
application, resulting in a static system configuration that is incapable of adapting to changing environmental
conditions or application requirements.

The lack of widely accepted standards is the main impediment to interoperability. Standardization efforts
related to sensor networks have been focused on communication protocols, e.g. the Zigbee specification [36]
based on IEEE 802.15.4 [37], or interfaces between sensors and the network, e.g. IEEE 1451 [38]. The need
for data interoperability has been recognized, as evidenced by groups such as the Open Geospatial Consortium
(OGC), which aims to develop open standards for geographic information systems [39]. Leveraging this effort is
SensorNet [40,41], which connects the sensor networks of strategic testbeds to each other and to operations centers
for emergency dispatch and mass notification services. The individual networks are heterogeneous; however, they
have been designed per SensorNet specifications and standards, which considerably alleviates challenges associated
with interoperability. Secure and redundant links are available for connecting the networks. This is rarely the case
with sensor networks deployed independently by different owners.

Another framework based on OGC is the Semantic Sensor Web (SSW) [42], which aims to increase the situational
awareness of sensor networks by annotating sensor data with spatial, temporal, and thematic semantic metadata.
SSW enables interoperability through the use of this metadata and contextual information from networks, by
building an ontology-based hierarchical system that allows access to sensor data through web applications. Such
initiatives are yet to be adopted on a wide scale, are typically domain-specific, and cannot be retrofitted’ to legacy
systems already deployed.

The interoperability of sensor networks with enterprise networks motivated the introduction of Edge Servers,
which filter raw sensor data in an effort to alleviate the computing burden placed on application servers [43]. They
have been proposed as a means of interconnecting sensor networks, but the application-specific nature of the code
restricts their use to the limited set of enterprise networks for which they were originally conceived.

This limitation is overcome by a related platform, the Global Sensor Network (GSN), which has been proposed
as middleware for connecting heterogeneous sensor networks [44]. No assumptions are made in GSN regarding
the underlying network infrastructure, except for the existence of a sink connected to a base computer through
a GSN Wrapper. The main abstraction defined is a virtual sensor, which can take as input several data streams
from physical or virtual sensors and deliver a single output data stream. A virtual sensor can be anything from a
physical sensor to a sink or set of physical sensor nodes. This abstraction achieves separation of concerns, as it
hides the details of the physical sensors and the fashion in which they are accessed. The emphasis of the GSN
platform is on efficient distributed query processing. Membership of the virtual sensors is determined a priori and
cannot be changed to support dynamic service composition. In GSN internetwork communication is through the
base computer, as a result, interoperability is at the high level, as each base computer becomes the communication
portal to the underlying network.

IrisNet is similarly focused on query processing [45], as it aims to provide an interface for users to query a vast
amount of data collected by a collection of possibly heterogeneous sensor networks. The approach taken by IrisNet
is to view a sensor network as an entity capable of providing services to consumers. The platform utilizes sensing
agents (SAs) for collection and pre-processing of data from the sensors, and organizing agents (OAs) for storing
the data in a distributed database. The sensor networks are assumed to be under the same ownership, eliminating
the considerable challenges associated with interoperability and control of access privileges. Heterogeneity of the
underlying communication infrastructure has not been addressed in IrisNet.

The first step towards dynamic service composition from multiple sensor networks is discovery of the services
and resources offered by each network. The data-centric nature of sensor networks and energy concerns differentiate
the problem from the general case of distributed resource discovery, which is well-studied. Optimizations have been
proposed for sensor networks, e.g. [46], but they assume a homogeneous sensor network. Challenges associated
with heterogeneity of the sensor networks have been articulated in [47], with Dynamic Resource Discovery (DRD)
proposed as a solution. In this approach, resource discovery in sensor networks is divided into the tasks of a)
identifying the resources that need to be tracked and b) querying the network in an energy-efficient manner.
The former is accomplished with the collection of metadata that provides information regarding communication
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Table 2.3 Comparative analysis of interoperable sensor networks

Shared
Service-Oriented Internetwork Communication

System Infrastructure Communication Protocol
SensorNet No Direct Yes
Semantic Sensor Web No Indirect Not required
Edge Servers No Indirect Not required
Global Sensor Network No Indirect Not required
IrisNet Yes Indirect Not required
Dynamic Resource Discovery No Not specified Not specified
Virtual Sensor Network No Direct Yes

Tiny Web Yes Direct Yes

protocols, message formats, and other information pertinent to interoperability. Cluster heads are used to hold
resource attributes and respond to queries, allowing other sensors to conserve energy. The study does not venture
into how various networks communicate in exchanging metadata.

Other solutions proposed to the problem of resource discovery in sensor networks include UPnP bridges [48] and
service-oriented platforms [49, 50], which are better suited for static sensor networks of limited scale. Clustering
techniques, e.g. [51], are better suited to the large-scale networks that typically serve as the infrastructure for
pervasive systems, and lend themselves well to an agent-based implementation.

Enabling the sharing of physical resources by a dynamic subset of sensor nodes led to the introduction of virtual
sensor networks (VSN) [52]. VSNs are formed using subsets of one or more physical sensor network nodes in
order to accomplish a common task. As a VSN may not be fully interconnected nor connected to a base station, the
physical nodes not comprising the VSN are used to provide communication support to the VSN. A VSN performs
two major functions — VSN maintenance and membership maintenance. The former includes the addition and
deletion of nodes, merging or splitting VSNs, and determination of boundaries. The latter manages the role of each
sensor in the VSN, which can be either communication or processing. VSNs are most beneficial in areas where
geographically overlapping sensor networks are deployed. However, data from the VSN is still relayed to a base
station for processing and there exists the underlying assumption in the proposal that cooperating networks use
the same communication medium and thus can easily exchange messages. The emphasis of the approach is on
enabling remote control of the sensing infrastructure, rather than dynamic composition of services from disparate
and heterogeneous sensor networks intended for dedicated applications.

Tiny Web aims at providing interoperability through adoption of the notion of web services to the sensor
network environment [53]. Tiny Web addresses interoperability at both the network and the application layers of
the communication stack. Using the Web Service Description Language (WSDL), nodes in Tiny Web advertise
their interfaces to applications. Tiny Web relies on a standardized mean of communication between networks and
focuses on dealing with data representation in order to provide interoperability.

Table 2.3 provides an evaluation summary of the interoperable platforms described in this section.

2.5 Applications

The previous three sections of this chapter presented tools and techniques for dynamic configuration of and
interoperability among pervasive systems, with emphasis on sensor networks, which play a significant role in
enabling proactive, adaptive, and transparent operation for the majority of pervasive systems. This section illustrates
the application of these tools and techniques in two different pervasive computing contexts.

The first application presented is a volcano monitoring system that serves as a successful example of interop-
erability among a terrestrial sensor network and a satellite component. Due to the hostile operating environment,
strict timing constraints, and exceedingly high computational and communication requirements, this application
also serves as an example of the extremes of pervasive systems. In the second application, pervasive computing
is employed in support of higher education, to facilitate customization of courses and degree programs to the
needs, interests, and backgrounds of individual students. This application highlights both the interoperability of the
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diverse components involved and the dynamic reconfiguration of the system, based on the collective intelligence
gained through the interaction of these components.

2.5.1 A Pervasive System for Volcano Monitoring

The availability of increasingly powerful computing resources at decreasing costs has enabled the integration of
more robust and reliable techniques into sophisticated pervasive computing applications. The case study presented
in this section is a real-time pervasive computing system for volcano monitoring, denoted as OASIS (for Optimized
Autonomous Space In-situ Sensorweb). The primary objectives of OASIS are to integrate complementary space
and in-situ ground sensors into an autonomous pervasive system, to optimize power and communication resource
management of this pervasive system, and to provide mechanisms for seamless and scalable fusion of future
space and in-situ components [54]. Interoperability among the components comprising the monitoring system is a
fundamental requirement of the application.

The OASIS application is designed to monitor Mount St. Helens, an active volcano in the state of Washington,
and provide feedback and decision support to Earth scientists engaged in critical activities such as evacuation
planning and air traffic routing. The development of this Earth-hazard-monitoring system demonstrates the ability
to mitigate volcano hazards through an intelligent in-situ network. Key to this approach is the establishment of a
continuous feedback loop between two primary components: a ground in-situ component and a space component.

The in-situ ground sensor network is composed of a suite of tiny Imote2 wireless sensor motes, each of which
is connected to an array of deformation monitoring sensors. These deformation monitoring sensor arrays consist
of GPS (Global Positioning System), seismic, infrasonic, RSAM (Real-time Seismic-Amplitude Measurement),
and lightning sensors. In order to protect the sensors from the harsh environment, each mote and its sensor array
are housed in a box. The boxes will be dropped by helicopter onto Mount St. Helens. In order to allow for proper
placement of the boxes on the crater, each is equipped with a metal tripod-like structure, called a spider designed
and created by Earth Scientists at Cascades Volcanic Observatory. Figure 2.1 depicts one such spider immediately
before its deployment.

Although the wireless sensor nodes are tiny compact devices, each is equipped with complex, yet lightweight,
software architecture. Of particular interest is the application layer of this architecture, which is the top-most

Figure 2.1 Deployment of Sensing Device by Helicopter [54].
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layer of the communication stack and composed of a data sensing module, a network management module, and a
situation awareness module. The sensing module is vital to the overall reliability of the network, as it controls the
clock synchronization and time stamping of packets, making sure that the network is in sync. The Earth scientists
interact with the network management module, which gives them the ability to monitor the current status of the
network, as well as make necessary adjustments to network parameters.

During active periods when bandwidth demands are highest, the network prioritizes information flow and
reserves bandwidth for high-priority data. For instance, if during volcanic activity, gas measurements are deemed
the highest priority; other data may be buffered to make more bandwidth available for gas data. Cluster coordinators
are able to automatically identify and select the minimum set of sensors that will provide mission critical data.
Bayesian network techniques were applied for sensor selection [55].

To further optimize bandwidth utilization, in-situ data reduction, compression, and aggregation are driven by
science requirements. For example, when necessary, seismic data, typically recorded at 100 Hz, are reduced by
two orders of magnitude at the node level by reporting an average RSAM parameter, which is an established
measurement of both earthquakes and volcanic tremors [56]. In addition, continuous seismic data is streamed into
a buffer at each node, and when seismic events are detected, the buffered waveform with precise time markers will
be compressed and delivered to the control center for higher level processing.

The functionality provided by the situation awareness module is to ensure that the network is conscious of its
environment and capable of dynamically responding to changes. If a physical phenomenon, such as an eruption,
occurs within a particular geographic region of the network, that region is categorized as an area of interest. The
categorization of a physical phenomenon can take place either automatically or manually. Automatic categorization
is done through a set of predefined situations described by the Earth scientists and identified by physical changes
detected either by the ground sensors or another external source, such as the satellite. Alternatively, the Earth
scientists can manually categorize an area as a region of interest.

Sensor nodes within a region of interest are given a higher priority, guaranteeing that data and communication
from those sensors is processed promptly and without loss, even in the presence of network saturation and/or
congestion. For example, if lava is emitted from a portion of the volcano, that area of the network is classified as
high priority.

The space component of the volcano monitoring system consists of the Jet Propulsion Laboratory (JPL) sensor-
web ground software and the EO-1 satellite. The EO-1 satellite is the first mission in NASA’s New Millennium
Program Earth Observing series, managed from Goddard Space Flight Center. Designed as a testbed for the
next-generation of advanced land imaging instruments, EO-1 carries three instruments: the Advanced Land Im-
ager (ALI), the hyper-spectral Hyperion Imager, and the Atmospheric Corrector (AC). The ALI combines novel
wide-angle optics with a highly-integrated multispectral and panchromatic spectrometer. The Hyperion is a high-
resolution imager capable of resolving 220 spectral bands (from 0.4 to 2.5 wm) with a 30-meter spatial resolution.
Finally, the EO-1 AC provides the first space-based test of an atmospheric corrector that is designed to com-
pensate for atmospheric absorption and scattering, which allows for increased accuracy of surface reflectance
estimates.

Figure 2.2 depicts the OASIS volcano monitoring system throughout the data collection and communication
stages that lead to prioritization of one or more nodes.

The requirements of the space component are twofold. First, it is responsible for responding to inquiries regarding
generic sensor capabilities, such as providing information on the data pedigree or the signal-to-noise ratio of the
data. Second, it is responsible for tasking all requests made by Earth scientists for data acquisition, processing the
data, and generating any alerts derived from the data. Specifically, the space component receives alerts from the
in-situ sensors.

Upon receipt of an alert, the space component attempts to issue a request to EO-1 to acquire data from the
region of interest. Once the data has been acquired onboard EO-1, a search is carried out for features of interest,
e.g. thermal activity. The results of the analysis are later downlinked in an engineering telemetry stream, while
onboard they may have generated a follow-up observation activity.

In the interest of interoperability with other environmental monitoring systems, all service-oriented interfaces
were developed in conformance with the OGC Sensor Web Enablement initiative, described in Section 2.4, which
includes the following services:

1. Sensor Planning Service (SPS): used to determine if the sensor is available to acquire requested data.
2. Sensor Observation Service (SOS): used to retrieve engineering or science data. This includes access to historical
data, as well as data requested and acquired from the SPS.
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Figure 2.2 Interaction between Ground and Space Components of OASIS [54].

3. Web Processing Service (WPS): used to perform calculations on the acquired remote sensing data. This includes
processing the raw data into derivative products such as vegetation indices, soil moisture, burn areas, lava flows
and effusions rates.

4. Sensor Alert Service (SAS): used to publish and subscribe to alerts from sensors. Users register with this service
and provide conditions for alerts. When these conditions are met by the acquired data, alerts containing the data
along with the time and location of the events are automatically issued to the user.
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5. A description of the sensor and their associated products and services using the Sensor Markup Language
(SensorML). SensorML provides a high-level description of sensors and observation processes using an XML
schema methodology. It also provides the functionality for users to discover instruments on the web, along with
services to task and acquire sensor data (such as the SPS, SOS, SAS, and WPS).

2.5.2 A Pervasive Computing Platform for Individualized Higher Education

Advances in database management, distributed computing; computational intelligence; and especially pervasive
systems, which allow anytime, anywhere access to information; provide fertile ground for radical changes in
pedagogy. This section describes a pervasive platform that builds on these technologies to facilitate customization
of course content to the needs, interests, and backgrounds of individual students. Teaching tools, animation
techniques, and remote access to the course content are utilized to present the same information in different ways,
to accommodate differences in learning styles; encourage active, rather than passive learning; allow self-pacing,
privacy, and flexibility; and ensure efficient utilization of resources [57]. The success of the platform is contingent
upon interoperability of the numerous components involved, as well as the ability to dynamically reconfigure the
system to best serve the needs of each student.

As described in Sections 2.1 and 2.2, pervasive computing has the potential to significantly improve the handling
of dynamic situations and exceptions in disparate environments, through the use of software agents that monitor
and record events and take proactive and collaborative actions to ensure the availability of accurate information in
an adaptive fashion. This adaptability and flexibility of pervasive computing environments can facilitate a radical
change in the way students interact with professors and peers.

In the proposed educational platform, pervasive computing and communications are utilized at various levels,
through the use of the PICO mobile agent platform, which was described in Section 2.2.3. As mentioned, PICO
consists of software agents, denoted as delegents, which are created by the user, application, or another delegent.
These delegents self-organize into dynamic communities with the purpose of sharing data, processing different
sources of information, and making context-aware decisions. In the context of the educational platform, PICO
creates mission-oriented dynamic computing entities that autonomously perform tasks on behalf of students and
faculty, and provides a framework for adaptively composing course and curriculum content for each student.
The pervasive computing environment provided by PICO enables continuous curriculum methodology, and in the
process, enriches course delivery, improves the quality of course content, and encourages interaction.

The objective of the educational platform is the customization of courses and curricula to the needs of each
student. To this end, a degree program is viewed as being comprised of three sets of entities:

® the set of instructors/advisors, /;
® the set of students, S; and
® the set of courses, C.

An instructor/advisor, i € /, has expertise in one or more subjects. A student, s € S, is studying towards a degree
and is required to take courses from C, in an orderly fashion, to satisfy degree requirements and objectives. Each
¢ € C represents a course in the curriculum. The courses in C are interrelated and the structure of the curriculum
determines relationships among the courses. In addition, courses are tagged according to degree requirements,
as required or elective. Each set, /, S, and C, respectively is represented by a community of software agents that
communicate and negotiate with each other according to the defined tasks, viz., advising a student, scheduling
courses, or individualizing the content of a course.

Fundamental to the proposed educational platform is the modular approach to course development. Course
modules are self-contained, self-paced, and designed to promote active, rather than passive, learning. Available
multimedia tools are used to design a module to be interactive and flexible for the students, who can navigate
freely through the program. Self-assessment questions at the end of each module take a variety of forms, including
objects to be dragged into place, and multiple-choice or short-answer questions.

The most interactive components of a course module are the design challenges, in which the student must make
decisions and respond to hints and other feedback, in order to find a solution for the problem at hand. Graphics and
animation are used to demonstrate complex concepts. Text, narration, charts, and diagrams are used to reinforce
concepts during animation. All courses are ‘mix-and-match,” in the sense that each course consists of several
modules on interrelated topics that are, in turn, interrelated across the whole curriculum.
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Figure 2.3 Sample environment for a course on design and analysis of algorithms.

Each course is divided into several content modules, a number of which are mandatory and dictated by the
curriculum. The remaining content modules, typically smaller in number, include elective content that can be
chosen to supplement the student’s knowledge of prerequisites, or to engage an interested student in more advanced
topics. Each content module has prerequisites, lecture notes, questions, exercise problems, sample solutions,
programming or laboratory assignments, exams, quizzes, and evaluations. The content modules for each course
can be supplemented by experiential modules, which are intended to reemphasize key issues covered in the content
modules through hands-on individual and group projects.

A delegent is associated with each module of a course. This delegent is also linked to other modules in the
same course, and can be linked to related modules in other courses using the platform. Figure 2.3 illustrates a
sample environment for a course on design and analysis of algorithms. For example, a module on ‘graphs’ in a
course on algorithms will be closely linked to other modules of the course — sorting, greedy algorithms, dynamic
programming, and complexity analysis. Furthermore, the module representing ‘routing’ in a course on computer
networks will be linked to the module on ‘graphs,” from the algorithms course. The delegent associated with a
module directly reports to the instructor. In other words, this course module delegent serves as a virtual guide to
the student taking the course. Delegents representing various modules within a course form a community among
themselves, representing that course.

When a student, s, is required to take a course, x, a delegent, Dj, is created to represent the student in that
course. Dy, acquires information about the student’s academic background and determines the student’s major
degree, interests, and accumulated prerequisite knowledge, among other needed information. Dy, interacts with the
delegents of course modules to customize the course material. Furthermore, D;, ensures that the student peruses
required material — notes, sample programs, exercises, and the like. D, also alerts the student to timelines, class
schedules, learning/discussion schedules, project deadlines, appointments with the instructor, and corresponding
preparations. The instructor delegent for the course, D;,, ensures that the student meets all requirements for each
mandatory module, and collaborates with Dy, to ensure that the student is supplied with all required course material.
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D,, also informs the instructor about the progress of the student and provides alerts to the instructor whenever a
student is progressing too slowly or too rapidly.

The proposed teaching practice aims to shift the focus of classes from lectures to interactive problem-solving
based on the course modules, which the students are required to study beforehand. Each class begins with a
quiz on the major concepts. The remainder of the class period is devoted to addressing students’ questions
and discussing and analyzing the more complex issues covered in the mandatory modules. Traditional periodic
homework assignments, projects, and examinations will be utilized to enforce learning and determine students’
overall knowledge of the course material.

One of the main objectives of the proposed educational platform is to create a virtual environment that supports
a continuous, subject-based, one-to-one student-faculty ratio for the purposes of mentoring, advising, guiding,
and educating students within the program. The division of courses into modules allows the system to view the
curriculum at a finer granularity, and can hence minimize the redundancy of topics and maximize the adaptability
of the course contents as a student progresses towards his or her degree. A student agent, D, in communication with
his or her academic advisor agent, D,, utilizes the student’s profile to determine an appropriate course schedule
that fulfills degree requirements while catering to the student’s individual needs and interests to the extent possible.

2.6 Conclusion

The two themes explored in this chapter were interoperability and dynamic reconfiguration in pervasive systems,
both of which are pivotal to the efficient provision of diverse services. Mobile agent platforms were discussed
as enabling technologies, with emphasis on their role as intermediaries among the heterogeneous entities that
comprise a pervasive system. Mechanisms were discussed for alleviating security concerns related to the migration
of agents among hosts in the system. Sensor networks, whose data collection capabilities are critical to the proactive
and transparent operation of pervasive systems, were introduced, along with software and hardware approaches to
dynamically reconfiguration of sensing nodes in response to changes in their operating environment or application
requirements. Several platforms intended to achieve interoperability and cooperation among independent sensor
networks were introduced and discussed. Finally, two significantly different application of pervasive computing,
namely, volcano monitoring and individualized higher education, were presented to illustrate the successful
utilization of the tools and techniques described earlier in the chapter.

Emerging applications of pervasive systems, such as disaster recovery or elder care, can improve the safety
and quality of life of a significant fraction of the population. The success of these applications is contingent on
reliable access to rich data sets, which necessitates flexibility and interoperability of the sensor networks and other
pervasive computing resources supplying this data. Careful design of interfaces, development of and adherence
to standards, and modular designs approach that enable dynamic service composition will expedite the successful
deployment of large-scale pervasive systems, while increasing their efficiency and reliability.
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3.1 Introduction

The omnipresence of mobile and embedded devices in various daily environments such as hospitals, schools,
airports, etc aims to make people’s lives easier. Thus, by being offered information and services users are ex-
periencing a pervasive computing environment. The purpose of pervasive systems is to propose services within
an heterogeneous environment and via devices with special requirements. A design approach for these systems
is to consider them as a Service-Oriented Architecture. Interactions among the components include announcing,
searching and invoking services. On the one hand, these interactions fall within the SOA concept. On the other,
they have to stick to specific system requirements. The limitations of the devices and the context in which the
components interact are two major constraints on a pervasive system. The expected result from a service orientated
architecture (SOA) is the provision of an adequate service to fulfil a specific request. This process is simple if the
requester and the service provider know each other at run time. But, owing to the heterogeneity of computers and
especially pervasive systems, the task of finding the appropriate service is more complex. This mechanism is called
service discovery (SD). Several models of service discovery have been specified for SOA. Some of them may be
more suitable for a pervasive system than others. A study of the existing techniques for SD will help to establish
the appropriateness of existing SD models for pervasive systems. Jini, SLP, Bluetooth discovery model and UPnP
constitute a good set of models to investigate. Since these models are not oriented mainly to pervasive systems,
various investigative works purport to enhance SD models with the characteristic features of pervasive systems,
adding mainly context-awareness. In this chapter, we present our approach for SD in pervasive context-awareness
systems. Our solution adds a semantic enhancement to a pervasive system at the thinking layer. This is done by
organizing contextual information within an ontology. This approach aims to group the elements of a pervasive
system according to contextual criteria. Hence, our group-based solution will ameliorate the service discovery
process.

This chapter is structured as follows: first, we describe service oriented architecture principles. Then, existing
model of service discovery is discussed in Section 3.2. In Section 3.3, a variety of work to do with enhancement of
service discovery is listed. We also describe our approach to an SD model. Our conclusions and future directions
for research directions are provided in the final section.
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3.2 Service Oriented Architecture

A SOA is a software architecture in which loosely-coupled services are defined using a description language and
have evocable interfaces that are called upon to perform processes. From a conceptual level, a SOA is composed
of three core parts:

® The service provider: The service provider defines the service description and publishes it to the service registry.

® The service requester: The service requester accesses the register directory to find the service description and its
providers.

® The service registry: The service registry is an intermediary between the service provider and the service registry.

The activities that can be performed in a SOA, as described in Figure 3.1, are: publishing, discovering and
invoking. First, the service provider has to publish the service description. Then, the service requester questions
the registry in order to find the adequate service description. Finally, the requester invokes the desired service and
interacts with the provider in order to perform the service.

In order to accomplish these tasks, several techniques have been specified. First, publishing a service requires its
description. The available methods for this task vary according to the degree of expressiveness: key/value, template-
based and semantic description. In the key/value approach, services are characterized by a set of key/value pairs.
Requesting a service consists of specifying the exact value of an attribute. In the case where a query language is
implemented, attributes values can be compared with the requested values using operators. The template-based
description is done via semi-structured languages such as XML. The semantic description relies on the use of
ontologies. They have higher and formal expressiveness. It is also possible to use ontology reasoning techniques.
Knowledge sharing and reuse can be performed between heterogeneous context sources.

Once a description is submitted to the service registry, the requester may start looking for a service that is
adequate for its needs. Therefore, the discovery process depends on the service registry architecture: centralized
or distributed. The centralized-based model implies a dedicated directory that maintains service information and
processes requests. The distributed model consists in that any components of the system maintain a local part
of the registry. The service requests are distributed transparently to the clients across the other registry. There
is a service-oriented model that does not include a registry. This is done through periodical announcements of
the existing service via multicast protocols. Another aspect of service design is the communication mechanism
for retrieving services. We may find two approaches: Query/pull and Notification/push. The former implies that
clients query for services. In the latter approach, clients can register and wait to be notified if an adequate service
is published.

3.3 Industry and Consortia Supported Models for Service Discovery

In this section, we present service discovery models supported by industry consortia. Then, we discuss their
suitability for pervasive systems

3.3.1 Existing Models for Service Discovery

Surveys such as [1] and [2] (among others) have discussed the existing service discovery models.
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Figure 3.2 Service discovery interactions in Jini.

3.3.1.1 Jini

Jini [3], developed originally by Sun, offers a service oriented framework for constructing distributed systems. The
goal of the Jini architecture is the federation of groups of clients/services within a dynamic computing system.
Jini enables users to share services and resources over a network. The technology infrastructure is Java technology
centered.

Since it is SOA-based, Jini’s key concepts reflect the basic principles of service computing. The lookup service
(LUS) plays the role of a registry. The service provider (Jini service) and service requester (Jini client) find each
other via the LUS. The core of Jini communication is a trio of protocols, namely discovery, join and lookup. The
interactions among the different Jini architecture components can be as follows:

® When a Jini service or client starts up; it sends a multicast request to search for a lookup service. Once one or
more LUS respond to the request, the provider can start the join process. The Jini service registers a service
object (proxy) and its attributes with the lookup service. The object consists of a Java interface for the service
with the invocation methods for the service.

® The Jini client requests a service to the LUS. Then, the LUS sends a copy of the service object to the client.
Finally, the requester uses the proxy to communicate directly with the service provider.

® The LUS sends at startup and periodically a multicast announcement via UDP to the network components.

Figure 3.2 illustrates the various communication scenarios that describe the Jini discovery process.

3.3.1.2 Service Location Protocol: SLP

The Service Location Protocol (SLP) [4] is being developed by the IETF. It provides a scalable framework for the
discovery and selection of network services. SLP architecture includes three main components:

® The User Agent (UA) plays the role of a proxy for the client in the discovery process.

® The Service Agent (SA) announces the location and attributes of the service.

® The Directory Agent (DA) registers services published by the SA in their database and responds to service
requests from UAs.
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Figure 3.3 SLP Service Discovery scenarios.

To perform their respective roles UA and SA have to discover a DA. There are there methods for DA discovery:
static, active and passive. In the static approach, SLP agents retrieve the address of DA via DHCP. The active
method UAs and SAs use the SLP multicast group address to send service requests. Then, DAs that are listening on
this address respond using via unicast to the agent. In passive discovery, DAs announce their service periodically via
multicast. Hence, UAs and SAs are able to know the DA address and communicate directly with it. These discovery
scenarios are better suited to large networks with many services. In a small network, the discovery process can be
fulfilled without the DA. In this case, UAs send their service requests periodically to the SLP multicast address.
The SAs announcing the service will send a unicast response to the UA. Moreover, SAs announce their presence
via multicast. Figure 3.3 depicts the different communication scenarios in the SLP discovery process.
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3.3.1.3 UPnP

UPnP (Universal Plug and Play) [5] is maintained by the UPnP forum initiative. It aims to offer seamless connectivity
to devices within a network. It comes with a set of specifications defining the addressing and discovery of resources
as well as the description and control of the services within the network.

The UPnP architecture includes two main components: devices and control point. Devices offer services over
the network whereas control point consumes these services.

The UPnP discovery process is based on the Simple Service Discovery Protocol (SSDP). The process is directory-
less. When a device appears within a network, it announces its service to the control points. It sends HTTP requests
over multicast via UDP, namely HTTPMulticast. These announcements contain information about the service types
and links to the descriptions. SSDP permits a new control point to look for devices via multicast. The information
received by the control point from the device during the discovery phase does not allow it to invoke a service. To
do so, the control point must retrieve the device’s description from the link provided previously. This description is
XML-based and includes a list of the provided services and URLSs for control, eventing and presentation. Once the
description is retrieved the invocation process is initiated using SOAP (Simple Object Access Protocol) messages.
Figure 3.4 depicts the interactions that take place during the discovery process.

3.3.1.4 Bluetooth SDP

Bluetooth comes with its own protocol stack. As part of it, it offers its proper service discovery method: Bluetooth
Service Discover Protocol (Bluetooth SDP). The SDP specifies the actions required of a Bluetooth client application
in order to discover the available services in the Bluetooth servers [6]. The protocol also establishes the searching
mechanism for services. Service discovery in Bluetooth relies on a request/response model (Figure 3.5). This
model allows devices to discover Bluetooth services offered in the vicinity via two modes: searching and browsing.
Searching interaction consists of retrieving a specific service, while browsing is the process of looking at the services
offered. These methods of inquiry are possible only if devices are first discovered and then linked. Therefore, in
the discovery process, devices assume specific roles: Local Device (LocDev) and Remote device (RemDev). A
LocDev initiates the service discovery mechanism. This device implements the client part of the Bluetooth SDP
architecture. The service discovery application (SRVDscApp) is employed by a user to begin discovering other
devices. The RemDev is the device that responds to the requests of the LocDev. It contains the server part of the
Bluetooth SDP. Answering client inquiries is done by consulting the service records database. Figure 3.6 shows
the architecture of the LocDev and the RemDev.
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3.3.2  Suitability of Existing Models for Pervasive Systems

Pervasive systems are heterogeneous and dynamic networks with limited devices. The industry supported models,
with the exception of Bluetooth, are made for stable networks. Bluetooth has a peer-to-peer approach. A directory-
based model, such as Jini and SLP, relies on a central registry. This design is not suitable for a pervasive system
because it create dependency between the elements in the system. The models described above use multicast as
an initial method of communication. This may cause an overhead in the network bandwidth and extra resource
consumption caused by message forwarding. An enhancement of this communication mechanism would be
controlled forwarding. In UPnP and SLP, devices are allowed to announce their services through the network. By
storing these announcements for future use, devices may suffer from problems with memory.
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Figure 3.6 The Bluetooth protocol stack for the service discovery profile [7, Figure 2.1].
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Services are described at a syntactic level. We can find Java interface description (Jini), Unique Universal
identifier (UUID) for Bluetooth and XML template for UPnP. These descriptions may be limited for pervasive
systems owing to the heterogeneity of service description.

Since Jini is Java-based, it assumes that devices support the Java Virtual Machine. Jini surrogate [8] consists of a
solution for devices which do not fit Jini’s specification in terms of a Java-based environment. It is an architecture
that allows devices with limited resources to take part in the Jini network. A surrogate host represents a limited
device in the Jini networks.

We can find a discussion about the suitability of these models in [9] and [10].

3.4 Research Initiatives In Service Discovery For Pervasive Systems

The models supported by industries and consortia are not specified initially for pervasive systems. In light of this,
some research teams have described enhancements for these models. Others have proposed new solutions adapted
for pervasive systems. In this section, we discuss existing research initiatives for service discovery. We will also
present our solution for this issue.

34.1 Related Work

Avancha et al. [11] enhanced service discovery in Bluetooth with semantics. In regular Bluetooth SDP, services
are associated with UUID (Unique Universal Identifier). The new matching mechanism is improved via the use of
semantic information associated with services.

The pervasive discovery protocol (PDP) [12] is a fully distributed protocol. Services are published and discovered
without a central registry. Devices in PDP are composed of a PDP User Agent (PDP_UA), a PDP Service Agent
(PDP_SA) and PDP service cache. The role of PDP_UA is to find service information within the network. The
PDP_SA announces the service offered by the device. It replies to the PDP_SA service requests in the case where it
offers an adequate service. A PDP service cache maintains a list of services that are already known. PDP integrates
both the push and pull mode for service discovery. Devices announce their services only if there is a service request
in the network. These advertisements are stored in the cache of the devices that received the announcements. Once
a PDP_SA receives a service request, it looks for an adequate service within its local services and then within its
cache. Before replying to the request, the PDP_SA waits for a random period of time. During this time, it listens
for service replies for the same request. The devices advertising the same services are added to the cache list of
the PDP_SA.

The power problem is taken into consideration in PDP. Devices are classified in two categories: limited devices
and less limited devices. This classification is based on memory size, processing capabilities, battery, etc. Limited
devices have a higher probability of answering the requests. When a device roams to another networks or switches
off, it sends a de-register notification to the other devices.

The Group-based Service discovery Protocol (GSD) [10] is a discovery protocol for Mobile ad-hoc networks.
It describes a mechanism of request forwarding based on a group classification of services. It also includes a peer-
to-peer caching process for service announcements. Services are described using the Web Ontology Language
(OWL). The services are organized in a group following hierarchy.

Service Providers announce their service lists periodically. The nodes that receive these announcements forward
the other nodes within radio range. Message forwarding is limited by the maximum number of hops. Each node
stores the service advertisement in its service cache along with its local services. GSD allows nodes to announce
group information of services seen in the vicinity. Apart from service advertisements, GSD specify the service
requesting process. First, the service request is matched with the node’s local cache. In the case of a cache miss,
selective forwarding of the request is initiated. Thus, the message is transmitted to nodes associated with the group
of the requested service.

In [13], Broens presents a context-aware and ontology-based service discovery approach. Ontologies are used
to describe user requests, service properties and contextual information. These semantic descriptions are used in
the matching process. It aims to classify the services according to the request into matching types.

Su et al. [14] surveyed the research approaches for services discovery for mobile ad-hoc networks.
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3.4.2  Our Proposition: Using Semantic in Context Modeling to Enhance
Service Discovery

Considering the layered architecture of a pervasive system [15] (Figure 3.7), our approach to SD falls within
the thinking sub-system. We propose a semantic enhancement of service discovery. In our solution, the pervasive
environment is viewed as a set of context elements, namely CoxEls. The CoxEls perform service discovery through
a set of interactions [16] using a core ontology.

Figure 3.8 provides an overview of the CoxEl ontology. Since the system follows SOA principles, Task, Need
and neighborhood concepts model the SOA main functionalities. The need concept allows CoxEl to specify service
requests. Task represents the offered services. The neighborhood concept plays a key role in the service discovery
process. It consists of a way of organizing the environment of CoxEls in order to facilitate the service search. The
elements may form groups within the environment according to a specific criterion. Sensing information and type
of available services are criteria of group creation.

Figure 3.9 specifies the group-based service discovery interactions.
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Figure 3.8 CoxEl core ontology.
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Figure 3.9 CoxEl service discovery interactions.

When a CoxEl (CoxEll) starts up, it intends to form a group with other reachable CoxEls. It sends a request
for group creation by specifying a criterion. The CoxEl (CoxEI2) that receives such a request checks the existence
of such a group within its neighborhood. If so, the requester is notified about the group and a join request is
sent on its behalf to the group moderator. Once the latter adds the CoxEll to the group members, a notification
is sent. Therefore, the requester element updates its ontology by adding a new group and associates it with the
corresponding moderator. If the requester receives negative notifications of group existence, it creates a new group
and assumes the role of moderator. The CoxEls interested in joining the new group can express their needs to the
new group moderator.

Once the group formed, CoxEls can search for services. Figure 3.10 shows the set of interactions for searching
for a service within the environment. If the CoxEl knows the service provider, it starts the invoking process. If not,
it contacts the group moderator corresponding to the service.

3.5 Conclusions

Pervasive systems do not only represent a set of mobile devices but also an environment that offers services to
the users. In this chapter, we have considered the pervasive environment as a service oriented architecture. From
this observation, we focused on a feature of SOA: service discovery. This process is crucial in SOA because the
client and the service provider are not aware of each other at start up. This mechanism has interested industry
consortia as well as research teams. First, we discussed the industry supported models for service discovery, such
as Jini, UPnP, SLP and Bluetooth SD. Then, some research initiatives were presented. From these studies, we
can conclude that any service discovery model for a pervasive system requires a decentralized design approach.
Services should be designed with a structured language that gives a semantic add-on to the description. We also
presented our solution for service discovery. It consists of using semantic information to organize services. The
resources restriction issue has to be studied in a real test bed. A comparative study of the existing approaches
focusing on consumption of resources must be carried out in next future. Another interesting issue would be how to
integrate security constraints within the service discovery mechanism as this is also crucial for designing reliable
pervasive systems.
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4.1 Introduction

Through the centuries human beings have evolved greatly and nowadays, along with the development of technology,
the provision of information and services have become more and more important. Indeed, fundamental knowledge
is highly valued and has been considered as a quality that surpasses practical know-how and technical skill. Since
the 1970s, information processing technology has brought fundamental changes in the way that societies work.

In the history of computing devices, it is not difficult to discover that the size of these devices is getting smaller
and smaller while the capability of computing becomes more powerful. As shown in Figure 4.1, in the 1970s,
users who wanted to perform certain operations, such as compiling code, had to access a main workstation located
somewhere, and had to send commands to it for further processing. Of course, it took a long time to process each
input from terminal users. In the 1980s, the personal computer changed that situation. It provided the capabilities
for each user to work on one machine. In the 1990s, personal computers evolved into mobile devices such as the
laptop, PDA (Personal Digital Assistant), or SmartPhone. It became easier for users to obtain information at any
time and anywhere through such devices carried in the pocket. A few years ago, mobile devices could not only can
track our location but had also replaced our payment procedures. Nowadays, they are intelligent assistants capable
of anticipating many of our wishes and needs. With these characteristics, they can also be called ubiquitous devices.
Recently, one is able to utilize these devices to arrange meetings, share information, or receive email messages,
and one can listen to the music or the news through one’s iPod at the same time. The use of ubiquitous devices has
become an everyday routine. Ubiquitous devices have also changed our teaching and learning behaviour.

In the past, with mobile computing, much effort has been devoted to the design and the implementation of com-
puting architectures that enable computing anywhere and any time. Pervasive computing takes another approach,
aiming at enhancing the interaction between the user and the computer, or between users through computer(s),
by taking the user’s situation into consideration. Pervasive computing can also be considered as applications and
services becoming accessible from Internet-enabled ubiquitous devices. It involves new technologies, services and
business models.
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Pervasive computing technologies have already become the trend of the new century and consequently research
into ubiquitous devices, such as wearable computers, has attracted significant attention from end users. The famous
publicity slogan of Nokia Corporation — Connecting People (science and technology always stem from human
nature) proclaims the interaction between scientific, technological products and people. Owing to the immature
development of scientific and technological services in the past, there was a passive operational relationship between
the computer and people. With the progressive improvement of the relevant technology in semiconductors, the
trend in the development of computers was that they became smaller, cheaper and even more intelligent [42]. Steve
Mann [29] considered that mobile computing: “belongs to the personal space, controlled by the users, and operated
inter-dynamic continuation at the same time (constancy)”. In other words, it is “always on and always accessible”.

The technologies of pervasive computing can be applied in many research fields such as communication science
[41], commerce [16, 55], artificial intelligence [20], human computer interaction [19, 24, 30], etc. In addition to
these applications, the use of pervasive technology to facilitate the learning process has made a great impact on
improving the feasibility of distance learning environments. The use of ubiquitous devices to support learning
is not a new concept. Many innovative learning platforms [21, 45] and activities [56] have been proposed to
promote the learning process, as well as exploiting the methods of e-learning. Although a variety of ubiquitous
platforms provide a more flexible and extendable learning experience, hardware capabilities and restrictions have
consequently become the challenges and barriers we need to overcome.

In this chapter, we focus on the applications of pervasive computing technologies and, especially on their in-
tegration with learning. We start with the historical development of the learning process and introduce pervasive
technologies in learning. We then review the emerging technologies and systems for pervasive learning envi-
ronments. We go further to introduce the current systems which support learning or teaching activities that are
integrated with pervasive technologies. After that, we explore what the trend of pervasive technologies will be in
the next few years.

4.2 Pervasive Learning: A Promising Innovative Paradigm

With regard to the term “Learning” from the viewpoint of psychology, the family can be regarded as the first
educational environment we are in touch with. Far removed from home education, school instructors utilize
different teaching styles, such as heuristic learning or collaborative learning, to make us understand what we have
to learn at school age.

When Weiser and Preece proposed the concepts of ubiquitous computing and pervasive computing, it changed
the way we utilize the Internet. It makes it possible for us to access the Internet without the limitations of the
environment. With respect to the distance learning, ubiquitous devices have replaced the stand-alone computers of
the past. The learning style has also moved from traditional face-to-face learning or web-based learning to mobile
or ubiquitous learning. Distance learning has gained much benefit from ubiquitous devices. Of course, the way
people acquire knowledge also becomes more and more diverse.

4.2.1 Historical Development of Computing and IT in Education

The development of distance learning can be traced back more than 20 years. We will take a brief look at the status
and the future trends of distance learning by way of the Hype Cycle model proposed by Gartner. The vertical axis
of the Hype Cycle model shows the development of visibility and the horizontal axis represents the approximate
timeline, as shown in Figure 4.2.
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Figure 4.2 Hyper Cycle of e-learning.

Since CAI (Computer-Aided Instruction) was first proposed and utilized in the mid-1950s, more and more
relevant technologies have appeared. With the popularity of personal computers, instructors can prepare teaching
materials in advance and deliver them to learners in class. Learners can practice at home using computers. It is what
we call CBT (Computer-Based Training/Teaching). After that, with the development of Internet technologies, CBT
has evolved into a different presentation style — IBT (Internet-Based Training/Teaching). IBT makes it possible for
instructors to teach their students at any time in an easy way. It allows students to learn in their spare time through
the Internet. The instructor can also put relevant materials on a specific website at any time. When mobile devices
became popular in the late 1990s, many researchers tried to transfer the original learning platforms into these novel
devices. With its mobility and high performance, this kind of learning style, which is called m-learning (Mobile
Learning) or u-learning (Ubiquitous Learning), has had a great impact on traditional learning.

Comparing Figures 4.1 and 4.3, it is not difficult to see that the original teaching or learning process has
become deeply integrated with the technologies. From instructor’s perspective, he or she can use the benefits
of personal computers to create adaptive learning materials for each student instead of using the same materials
for students who are at different levels. On the other hand, from the learner’s perspective, he or she can not
only obtain customized learning materials via his or her personal computer but can also acquire new information
through ubiquitous devices at any time and any place. Teaching and learning behavior are no longer limited to
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Figure 4.3 The historical development of the teaching/learning styles.
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a specific place. Learning materials can also be retrieved through any device at any time. Furthermore, with the
promising Web 2.0 technologies, people who have specific skills or experiences can be instructors within learning
environments.

4.2.2  Past Experience and Issues

With regard to that discussed above, ubiquitous technologies should be taken into consideration. In the past,
integration with GIS (Geographic Information System) and GPS (Global Positioning System) technologies were
popular research topics.

For example, Cheok et al. [10] described the existing facilities, which involved ubiquitous multimedia space. It
represented the interaction between humans and computers. However, it presented certain defects while supporting
a large number of learners based in an electronically designed environment. In this research, Cheok et a/. made
use of three different systems including Virtual Kyoto Garden, Touchy Internet and Human Pacman. The main
functionalities of these systems contained spatially-aware 3D navigation, tangible interaction and ubiquitous human
media spaces. In the beginning, authors created a 3D virtual garden and a set of 12 tags, which had a specific function
menu. Learners could perform a simple interaction such as picking up or dropping through wearing the monitor
on their head. In the second system, the authors created a ubiquitous game environment by means of the Human
Pacman system. This game emphasized collaboration and competition between learners. In this environment,
one could monitor every learner and retrieve location-based information. The retrieved information could help
in reconstructing the virtual 3D module. The third method was the Touchy Internet. It helped learners achieve a
certain interaction with their pets through a mobile system, projecting an immediate image in a virtual garden.

Within the health care system, Lin e al. [5] proposed monitoring the status of elderly people in order to
ensure their safety through GIS, RFID (Radio Frequency Identification) and GSM (Global System for Mobile
Communications). The main modules of this system included (1) Indoor Residence Monitoring which monitored
the patients who entered or left a specific area; (2) Outdoor Activity Area Monitoring which helped to detect the
patients’ location; (3) Emergency Rescue Module which provided a connection in an emergency and stored the
traced procedure through TIPs. This system helped to reduce the accidents which might happen when the elderly
were alone. It also helped trace the action path and send it directly to the family’s portable devices.

Broadcasting is widely used in restaurants and other public locations. Nowadays, with the use of GPS, it enables
us to access a smart guidance system and wireless environment. EDO (Evolution Data Optimization) has prompted
the development of ubiquitous data distribution and location-based services. It will help reduce the cost of time
when retrieving data through broadcasting for a large amount of users. Acharya et al. [2] proposed a broadcasting
platform which allowed users to share or deliver location-dependent data such as weather, traffic and stocks. This
research utilized Bluetooth to create a real-time broadcasting environment. To simplify the process, they created
a wireless channel so as to connect the user’s tuning channel to match the server and then send the data to the
satellite for further delivering. This improved the retrieval time of location-dependent applications and data.

With the development of technologies, the amount of information has also become larger. It also became
difficult for people who wanted to obtain information everywhere at any time. In [33], the authors made use of
context-awareness techniques to assist people in retrieving and sharing information through portable devices such
as mobiles and PDAs. The core mechanisms of this research depended on three RFID tags: Indoor Location ID,
Recommended Information ID and User ID. They were managed by a central management server to control the
requests from users and response messages to users. This research utilized a mobile with an active RFID reader
and GPS receiver in order to achieve that goal. For example, we could know exactly where we were now and see
if there were friends near us. We could also obtain relevant information when we went to tourist attractions and
share it with others. This idea inspired Google to develop the service called “Google Latitude”.

Morikawa et al. [34] took user modeling into consideration. The hardware requirements were almost the same
as those in [1]. The authors emphasized the profile aggregator and service provider. This system would collect the
following information: (1) the recommended information that users read through a browser; (2) the annotations or
pictures of their favorite things; (3) the things that users bought; and (4) the people who were near to the users.
This system utilized the RDF (Resource Description Framework) to model the user profile based on flexibility
and interoperability. In addition, the users’ privacy information was also considered in the profile aggregator. This
research provided an ideal example designed to achieve mobile personalization.

With the maturity of GPS technologies, Liu ez al. [27] developed a management system called ITEMS (Intelligent
Travel Experience Management System) to assist users to manage a large number of photos taken at any place
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by comparing the annotation. The core mechanism was similar to optimal image similarity metrics and was also
integrated into the search mechanism of the World Wide Web. The authors made use of SIFT matched points and
illumination techniques so as to recognize the uploaded images. The system compared the uploaded images with
those existing in a database through cluster matching. After that, the system generated the geographical information
automatically for the images. For instance, the author utilized his own photos which were taken at notable places
in Sydney, Paris and New York in order to evaluate the proposed system. The accuracy rate was as high as 90%. It
was an interesting topic for the development of the ubiquitous environment.

In [12], Comelis et al. developed a real-time traffic forecast system within the context of city architecture. They
also utilized 3D reconstruction techniques to restore the previous scene. They utilized two core techniques: the StM
(Structure-from-Motion) algorithm to compute the information of every target object captured by the camera; and
Facade Reconstruction which computes the vector information in different dimensions and improves the efficiency
of dynamic programming. This research could be applied to Topological Map Generation, Road Reconstruction
and Texture Generation. Through GPS and CCD camera, it can construct a three-dimensional virtual model in
order to provide real-time navigation information.

Moreover, Garner et al. [17] made use of RFID and NFC (Near Field Communication) techniques to achieve
the goal of “SprayCan”. It allowed users to paint public places through a mobile camera with authorized RFID
tags. Users could put their graffiti on the web and share it with others. First, they utilized a mobile SprayCan site
maker called MobSpray to generate graffiti. Second, the RFID tags would receive the data from MobSpray. With
these processes, the graffiti could be shared not only on a website but also on the buildings or other real objects in
the world.

According to the size of presentation of ubiquitous devices, there are many research issues that focus on how to
provide the necessary information to the users instead of providing all of it. Lum and Lau [28] proposed a method
designed to achieve content adaptation in mobile devices. This service was called “quality-of-service-aware”. The
process was managed by a decision engine. It negotiated automatically for the appropriate adaptation decision that
could synthesize an optimal content version on mobile devices in different file types, and it also could minimize
the downloading time of the content. Thus, users can utilize their mobile devices to browse the appropriate content
which had already been adapted by the decision engine.

In [46], Sumita et al. proposed an automatic document indexing system. This system could connect each
document through cross-indexing. By analysing the architecture of a document, users’ browsers could summarize
the representative parts of specific documents and create connections between them. The segmentation rules could
be separated into two types: Restriction Rules for segmenting the text and Preference Rules for determining the
local structures. These rules would help remove the superfluous parts of sentences and cluster the parts that were
used most often. This structure was appropriate in full-length documents and utilized the double-layered document
structure to delaminate them. In the extraction part, it included three processes: Document Hierarchy Analysis,
Text Structure Analysis and Viewpoint Indexing. Through this procedure, they achieved a more optimal extraction
rate than in previous research.

Lara et al. [13] proposed an object-based mobile computing system named “Puppeteer”. This system could
achieve interoperability between different applications without revising. The system could also ensure the security
of applications when integrating them with each other. This system could be operated in the Windows NT
environment and also supported other Windows-based applications such as MS PowerPoint and IE 5. “Puppeteer”
had a four-layer main architecture. The applications and proxy belonged to the client-side in order to connect to
the “Puppeteer” server and Data server. The connection between the client proxy and server proxy worked together
to guarantee that there was no need to revise the applications and data in different mobile systems. The whole
procedure was operated in DMI (Data Manipulation Interface) to ensure the interoperation policies, that is, to
utilize this system to achieve the goal while interoperating between different mobile applications. However, system
performance was also taken into consideration.

As stated, it is obvious that the use of ubiquitous technologies has originality and creativity. But it also has some
important elements such as the portability and stability of devices, the retrieval methodologies of the information
and the communication mechanism for these kinds of technologies.

4.2.3 Practice and Challenge at Waseda E-School

The classrooms for the distance learning environment can be regarded as any kinds of place. The Open University,
founded in 1969, was the first to provide online training courses for students. The training courses are not limited
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Table 4.1 Comparison of Waseda E-School and other online universities

Waseda E-School Open University Phoenix Online
Foundation 2003 1969 1989
Number of Students About 600 About 330 000 About 300 000
Number of student in one class About 15 10-100 About 30
Class From Video Textbook, Video Textbook
Quality of TA Postgraduate Domain Expert Regular employee lecturer
Graduate Degree Yes No No

to any specific level. In addition, it also provides well-organized teaching and assessment methods designed to
evaluate the students. It has an organizational structure of entities such as Library, Administration Affairs, Student
Affairs, etc. Students can decide whether to go to the school and attend classes or study at home through the
Internet.

In Japan, in 2003, Waseda University established a new educational programme of Human Sciences, called
“E-School”. It is the first accredited undergraduate degree award programme by fully online e-learning in Japan.
The basic concept of the Waseda “E-School” is how to support students who work full time and/or live away from
the institute. The Waseda “E-School” is a typical example of the success of e-learning in higher education in Japan.
The differences between the Waseda “E-School” and other online universities are shown in Table 4.1.

The success of the Waseda “E-School” can be perceived from the learners’ motivation for active learning.
Learners can ask questions on the website and the educational Coach (or Teaching Assistant) will provide the
solutions within a few hours. Thus, the problems learners meet can be solved quickly. Learners realize that
they can indeed learn something this way. Although the Waseda “E-Schoo’]l” has already made steady progress,
there are still some challenges to making that progress continual. It has to provide more courses to students in
other departments and thus make it more comprehensive. According to the statistical data, most of the students
in the Waseda “E-School” study while working full time. In this situation, management of the learning history
and the personal profile of these students would help them achieve lifelong learning. In addition, the provision
of learning materials to those students in their spare time, such as on the train, is also another issue for the
“E-School”.

4.3 Emerging Technologies and Systems for Pervasive Learning

The goal of distance learning is to provide a well-organized environment for learners to acquire knowledge. It
can be regarded as an assistant for traditional learning. In order to achieve this goal, integration between distance
learning and emerging technologies plays an essential role. In this section, we aim at drawing the outline of the
current technologies or developing systems which can enhance the pervasive learning environment.

4.3.1 Emerging Computing Paradigms for Education

There are more and more computing technologies which enhance the education environment. For example, the
concept of the social network makes it possible for a learner who has specific professional skills to become an
instructor for others. The wireless communication mechanism for mobile devices allows learners to obtain extra
services through their geographical information. The technologies have become more and more important for the
current education environment and for the future. By summarizing the research issues from the IEEE and ACM
digital library, the technologies for enhancing the e-learning environment can be categorized into the following
groups.

® Ubiquitous Computing in e-Learning
With the increasing development of wireless technologies, integration between these technologies and
e-learning makes research organizations devote themselves into this environment. They assist learners in achiev-
ing their learning goals through PDA, smart phone, or the RFID technologies. It makes e-learning environments
more plentiful.
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® Emergence with Web 2.0 Technologies
Learning resources on the Internet have become more plentiful. The costs of the Internet have also increased. In
terms of research results, seamless interaction in the learning process can increase learning efficiency rapidly.
Thus, utilizing the technologies of Web 2.0, such as AJAX, Wiki, or Blog, has become a more popular strategy
in many e-learning systems.

® Structured Ubiquitous Content Sharing
In early e-learning environments, there was no interactivity provided between learning resources, resources
could not be shared between platforms and the costs of learning materials could not be reduced. Therefore, many
researchers propose structured methodologies of learning resources sharing and discovery in both Internet and
ubiquitous environments. They aim at providing a well-structured framework for sharing learning resources on
the Internet.

® Peer-to-Peer and Online Learning Community
In contrast to personal learning, collaborative learning can provide benign competition and high interaction so
as to increase learning efficiency. For this purpose, many platforms pay more attention to interacting with the
online community. They utilize P2P technologies to achieve an organizational learning process.

® Intelligent Tutoring and Adaptive Testing
In e-learning environments, we aim at developing intelligent systems to provide learners with adaptive learning
materials and assessments. This will reduce the costs of learning platforms and the efforts that instructors
have to make. But this mechanism also presents some challenges such as the computing algorithm, or profile
management, that researchers have to resolve.

® Further Development in Distance Learning Standards
The integration of resources on the Internet is an important challenge that researchers aspire to overcome. To
utilize a specific e-learning standard can help achieve this goal. It has yet to be supported by many research
organizations like IMS, ADL, etc. E-learning standards can also assist us in providing pervasive information in
the future.

® Ubiquitous Game-based Learning
The development of a game-based learning style has become more and more popular since researchers found that
it can increase the motivation of learners. The main reason is that it provides richly challenging and interesting
components for traditional e-learning. Hence, the adoption of learning theories, such as problem-based learning
theory and collaborative learning theory, is another important issue in this emerging learning style.

4.3.2  Pervasive Learning Support Systems and Technologies

Up to now, much effort with regard to the research issues discussed above has been expended in order to develop
pervasive learning support systems and technologies. To construct an outdoor mobile-learning activity using up-to-
date wireless technology, Chen et al. [8] developed a system for bird watching which shares the cognitive load of
bird identification when a learner is engaged in outdoor bird-watching activities. The findings provided evidence
that the system not only promoted bird-identification but also enhanced the independence of learners. With the
Butterfly Watching System [9] the learners explore a natural area to locate and learn about butterflies. Once a
butterfly’s image is captured by the camera, the system supports students in order to identify the butterfly and
provides information about it.

Language learning is one of the major domains of ubiquitous learning research because language is contextualized
and the language thinking pattern is assimilated in the real world [22]. For example, there is the vocabulary teaching
experiment by Miller and Gildea [31] in which they described how children acquire a vocabulary faster with the
method used outside of school, by relating words to ordinary conversation, than with the traditional methods based
upon abstract definitions and sentences taken from external contexts. Especially with overseas students who travel
to another country to gather knowledge, language is one of the great barriers. The TANGO (Tag Added learNinG
Objects) system detects objects around the learner using RFID (Radio Frequency Identification) tags, and provides
the learner with the correct information in that context. This system helps learners, by sharing past experiences
and presenting the right question at the right place and the right time, by detecting the context of the learning
situation and solving the problem immediately, and by providing the correct information via a wireless network.
The systems asks a question of the learner and then the learner replies with an answer. If the answer is correct,
the learner will move to the next question. Again, if the answer is wrong, the learner will learn the correct answer
from the system. In this way, TANGO helps learners to learn new vocabulary [36]. Yang et al. [50] developed a
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system for English oral practice and assessment using their handheld devices (PDAs) within a wireless connected
environment in a classroom. With the support of handheld devices in the classroom with wireless communication
capability, students have more of a chance to speak English than in a traditional classroom. There is much research
in the field of language learning but very little about independent language learning and almost none about the use
of technology in independent language learning. So Thornton and Sharples [47] proposed a new trend in this field
which reports on an on-going, exploratory study to determine patterns of the use of technology in self-directed
language learning. Again PALLAS [40] can provide support to a mobile language learner by providing personalized
and contextualized access to learning resources. LOCH [37] also utilizes a mobile device, GPS, and PHS (Personal
Handy-phone System) for outdoor language learning. It assists learners to apply the knowledge gained in the
classroom for studying foreign languages, especially vocabularies.

Pervasive and ubiquitous technologies are often embedded in classrooms. A Reconfigurable Context-Sensitive
Middleware (RCSM) has been developed by Yau et al. [52] for pervasive computing by providing development
and run time support for the application software in a smart classroom. They focused on the characteristics of a
smart classroom and how RCSM can be used to develop such an environment. Again, in order to provide basic
support for classroom and field activities, the integration of a ubiquitous computing system in the classroom is
needed. Ogata et al. [39] focused on the integration of a ubiquitous computing system in the classroom. By using
the BSUL System, students interact amongst themselves and with the professor through an Internet-enabled PDA.
To provide classroom help, a system called AirTransNote [32] has been developed which manages notes written by
students on paper and enables the teacher to browse through the notes or show them to the students. AirTransNote
enables real-time sharing of notes. When a student writes notes on a regular sheet of paper, the handwritten data
are sent immediately to the teacher’s computer. Lindquist ez al. [26] described the design and use of a mobile
phone extension for Ubiquitous Presenter, which allows students to activate learning exercises in the form of text
or photo messages. Distance education has been around for a while and allows students and professors at different
locations to share and learn from each other.

A number of technologies has been developed to support museum visitors. Museums have always seen themselves
as having an educational role. Yet, more recently the need has been identified for a change in thinking about museums
as places of education to places for learning, responding to the needs and interests of visitors. Mulholland developed
a system that can support visitors in a museum. Bletchley Park Text is a novel approach to the exploration of an
archive of resources, which allows the user to specify a set of interests, which can then be organized automatically
into pathways and interconnected categories, explore the set, and then redefine it. The museum visit is usually
an individual experience. Furthermore, electronic guides or interactive systems in museums are not designed to
promote social interaction among visitors. Laurillau and Paterno [23] showed how to support collaborative learning
in museum visits and presented an application based on mobile palmtop systems. Chou ez al. [11] introduced a
context-aware museum tour guide to adjust recommendations to the interests and contexts of individual visitors
and to enable them to share their experience with others. Visitors enter the museum with a PDA. At first the PDA
asks them some questions so as to identify their interests and relevant preferences. Based on this information the
guide builds an initial tour. This tour is used to give directions to the visitor when needed. MyArtSpace [48] is a
service that makes use of different technologies such as mobile phones and the Web to deliver a learning experience
that traverses the museum and the classroom. By typing a two-letter code into multimedia mobile phones, students
can collect an exhibit, which displays a multimedia presentation and sends an image and description of the exhibit
automatically to their personal collection area in a Web portal.

Ogata et al. [38] propose LORAMS (Linking of RFID and Movie System) to provide learning materials to
learners through scanning RFID tags. Learners can browse or review video segments to complete their learning
activities. We also benefit from the development of ubiquitous devices such as mobile, smart phone and PDA.
Chang et al. [25] develop a SCORM-Compliant (Sharable Content Object Reference Model) management system
called “Pocket SCORM?” to enhance the mobile learning environment. In the PERKAM (PERsonalized Knowledge
Awareness Map) [15], the RFID tags have been utilized to assist students to learn how to solve problems and to
share their knowledge and experience. In [6], a virtual learning environment named UPS (Ubiquitous Personal
Study) has been proposed and discussed. This work integrates ubiquitous computing and Web 2.0 to provide
retrieval, management, organization and recommendation functionalities for learners. In [4], many search services
such as Google, Yahoo, etc have been surveyed, and a collaborative shared information retrieval model has been
proposed in order to improve the performance of the traditional information retrieval model. In [53], weighting
and ranking metrics have been proposed to evaluate the objects of learning and assist learners in finding related
resources. Through this, learners do not have to spend time on filtering results. In [44], a reusability tree has been
proposed to detect the derivation path for learning objects through their similarity and diversity. A u-learning model
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to enhance social technologies and interactivities through peer-to-peer technologies has been developed in [57].
And in [54], a transformation mechanism has been proposed and developed to solve the problem of interoperability
between e-learning standards. Also, the fundamental system architecture is based on Web 2.0. For the ubiquitous
game-based learning environment, we also take corresponding learning theories and assessment procedure into
consideration [18, 51].

4.4 Integration of Real-World Practice and Experience
with Pervasive Learning

Pervasive learning can be regarded as a kind of emerging learning strategy in the current learning environment. It
aims at providing context awareness and location awareness materials for learners. In addition, learners can also
benefit from ubiquitous devices with high intelligence to receive the materials provided by pervasive supported
learning systems. In spite of this, there are many people who think that there is no difference between ubiquitous
learning and pervasive learning. Thus, in this section, we will introduce briefly the ubiquitous learning environment
and our UPS (Ubiquitous Personal Study) system.

4.4.1 Ubiquitous Learning

Educational technologies are growing rapidly in order to satisfy learners’ needs. Learning at any time and anywhere
is one of the trends researchers focus on. Ubiquitous computing technologies [1] assist us in organizing and
mediating social interactions whenever and wherever the situations above might occur. It has been accelerated by
improved Internet and wireless telecommunication capabilities, continued increases in computing power, improved
battery technology and the emergence of flexible software architectures. With these technologies, the concept of
the ubiquitous learning environment is realized, where individual and collaborative learning in our daily lives can
be integrated seamlessly. The main characteristics of ubiquitous learning could be considered as the following.

® Permanency
Learners never lose their work unless it is removed deliberately. In addition, all learning processes will be
recorded continuously every day.

® Accessibility
Learners have access to their learning contents, documents, multimedia data and personal profile information
from anywhere. The information is provided based on learners’ individual requests. Therefore, a self-directed
learning style is involved in the ubiquitous learning environment.

® Immediacy
No matter where the learners are, they can obtain any necessary information immediately. In this situation,
learners can solve problems quickly. Otherwise, learners can also record the questions and find out the answers
later.

® Interactivity
Learners can interact with domain experts, instructors, or peers in the form of synchronous or asynchronous
communication. Hence, experts are more reachable and knowledge becomes more available.

e Situating of Instructional Activities
Learning could be embedded in our daily lives. The problems encountered as well as the knowledge required are
all presented in their natural and authentic forms. This helps learners identify the features of problem situations
that make particular actions relevant.

The concept of ubiquitous learning can be represented as various kinds of forms that focus on social knowledge
building and sharing. The challenge in an information-rich world is not only to make information available to
learners at anytime, at any place and in any form but also to be provided specifically with the right thing at the right
time in the right way. The ubiquitous computing technologies make it possible for learners to learn at anytime and
any place. But the fundamental issue is still how to provide learners with the right contents at the appropriate time
and in the appropriate way.
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4.4.2 UPS (Ubiquitous Personal Study)

We can take the benefits from the Internet technologies as stated above. In this situation, it is important for us
to manage and share the personal content and knowledge. The concept of the Ubiquitous Personalized Study
(UPS) environment was proposed in [7]. The framework of UPS includes the learners’ profiles, personal activities
and the interactivities between learners. We make use of the technologies of Web 2.0 and create personal data
digitalization in this environment. We aim at supporting accessing, managing, organizing and sharing personal
information.

The UPS includes two main functionalities: personal information collection and private information behaviour.
The first functionality includes the set of personal information such as V-Book, V-Bookshelf, V-Desktop and
V-Note. Learners can make use of these tools to manage their personal learning environment. The other functionality
includes the learners’ private information such as V-Card, user profile and V-Log. These tools will record all essential
information when learners conduct learning activities. These private profiles can be exchanged with each other
under the agreement.

Concerning system implementation, UPS integrates XSNS (Cross Social Network Services) to make information
exchange between systems more flexible. The fundamental system infrastructure of UPS was developed based on
OSS (Open Source Software) and the web services. The UPS emphasizes the mash up of web services. It utilizes
the Google Toolbar and Google Web History to monitor and record the learning behaviour of learners. It also
makes use of Twitter service as a discussion tool for learners to share what they have learned and utilize RFID to
detect learners’ location. The mash up of external services can also assist UPS in providing relevant information
or services to learners.

4.5 Nature of Pervasive Learning and Provision of Well-Being in Education
4.5.1 Ubiquitous and Pervasive

The term “Ubiquitous Computing” means that computers will exist in everything that we may utilize in our daily
life. We can obtain the computed information at any time and at anywhere. From the concepts proposed by Mar
Weiser [49], we know:

1. The computer service style has been changed. In the future, there will be many computing devices to serve one
person, and they will be exist around us invisibly.

2. Virtual Reality creates a computer-central virtual environment for people to access. On the contrary, Ubiquitous
Computing has been integrated into a human-centred world.

3. Ubiquitous Computing aims at providing services to people and makes them use computers naturally and
unconsciously, and to do everything they do by themselves.

“Pervasive Computing” is used to explain how “Ubiquitous Computing” develops and how we integrate it around
us continually. Through the definition in the Oxford Advanced Dictionary, we can find that the word “Ubiquitous”
means “seeming to be everywhere or in several places at the same time”, and the word “Pervasive” means “existing
in all parts of a place or thing” or “spreading gradually to affect all parts of a place”.

“Ubiquitous computing” and “Pervasive computing” are two sides of the same coin. They are complementary.
Ubiquitous computing creates convenient and ubiquitous networks while pervasive computing means the use
of the networks in a ubiquitous manner, such as mobile, laptop, intelligent clothes, and so on. It is when we
say that “Where ubiquitous computing would require information everywhere, pervasive computing would make
information available everywhere” [14].

4.5.2 The Possible Trend of Pervasive Technology in Education

Pervasive Computing has had a great impact on the education environment and makes the teaching/learning
process more convenient. For example, instructors do not have to spend time on collecting the necessary resources
for creating specific learning materials. The resources could be gathered based on the instructors’ profiles, such
as teaching style and the teaching targets, and be retrieved through the ubiquitous devices at any time. When
generating the learning materials, all instructors have to do is to point out which kinds of materials they would
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Figure 4.4 The ideal concept of pervasive learning environment.

like to utilize. The learning materials will be generated automatically. On the other hand, in the pervasive learning
environment, learners do not need to remember which classes they have to attend. The necessary information will
be provided for them at the appropriate time and at the appropriate place. Furthermore, instructors and learners
do not need to prepare any presentation files for a specific meeting. All the things they have to do will be finished
based on their profile in advance. In summary, with the development of technologies, ubiquitous devices will
become more and more intelligent. They know what we will do. They also know what we will need when we
start the learning activities. The technologies and the learning environments are growing rapidly. With the support
of the technologies and devices, the learning environments and educational services will become more and more
amenable. Moreover, it will also best fit everyone’s needs and learning styles.

The ideal pervasive learning environment should provide human-centric learning support. As shown in Figure 4.4,
everything around the learners, not limited in the devices, will provide automatically the necessary information that
learners need to utilize. The service is no longer limited to the process that “Learners request, devices response”.
The services become more and more integrated. The learners only have to think, and then the service will provide
what learners want in various styles.

There is an old Chinese saying: “Life is finite, while knowledge is infinite.” It shows that learning should not be
limited to specific environments such as schools. The learning environment should be open and free. We consider
future learning support environments to be ubiquitous, universal and unlimited. In current learning environments,
with the support of ubiquitous devices, the learning process can be at any time and at any place. In the near future,
the pervasive learning systems and technologies we introduced in the previous section will become more realizable
and effective. The services can be designed specifically to meet everyone’s needs and provided to users at the
appropriate time and at appropriate places. Learners can benefit from the ubiquitous and pervasive technologies
so as to achieve their lifelong learning. We believe that the provision of well-being in learning and education will
come to pass in the future through the newly emerging ubiquitous and pervasive technologies.
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4.6 Conclusion

In this chapter, we focused on the emerging technologies for pervasive learning environments. Through the
historical development of learning styles, it is not difficult to ascertain that the technologies, especially the Internet
and ubiquitous devices, play a very essential role in this domain. Ubiquitous learning can enable learners to learn at
any time and anywhere. With pervasive technologies, the learning environment becomes more and more intelligent.
Information and contents will be provided to learners according to their different needs through ubiquitous devices.

With the development of pervasive learning, we are always being asked: “Could this kind of learning styles
replace the traditional learning?” The answer is obviously in the negative. However, this does not mean that a
negative answer is not worthy of consideration. The technologies are considered to be a tool to enhance traditional
learning. They aim at providing more a convenient learning environment for learners. As we discussed in the
previous sections, there are more and more ideas that have been proposed to achieve this goal.

In the future, with highly developed technologies, the needs of schools should be taken into consideration.
Providing different support for different life stages is also important for promoting life-long learning environments.
In a pervasive learning environment, it is necessary to find a way to maintain motivation for learning in the future.
The learning environment will change as time goes by. We believe that the concept of the human-centric learning
process and the provision of well-being in learning and education environments will be a critical issue in the near
future.
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5.1 Introduction

The cyber world has integrated with the physical world rapidly. Devices with communicating capabilities grow in
number and become more powerful. The majority of devices in physical environments around us (home, means
of transportation, office, shops, healthcare and entertainment facilities and so on) are embedded with computing
capabilities and interconnected. How to coordinate these smart devices and make them serve people in a less
obtrusive manner becomes one of the main research concerns in pervasive computing. In the vision of pervasive
computing, the environment built on a physical world with embedded computing devices is a medium that provides
the user with all the functionality he needs to satisfy his requirements. Such a functionality of a computational
entity whose execution satisfies the requestor’s requirement is called a service.

This chapter is concerned with service management in pervasive computing environments (PvCEs). Service
management refers to mechanisms that help to find the best suited service providers in the environment, to identify
and combine component functionalities to compose a higher level functionality and provide means to perform
the requested functionality and make services better suited by adapting to changes in the request and in the
environment. The motivation behind the research on service management in PvCEs derives from the huge gap
between the high-level requirements from pervasive computing applications and the complexity of the PvCEs.
The application requirements include high flexibility, reusability and reliability. The complexity of the PvCEs is
characterized by hierarchical nature of services and service providers joining and leaving environments at run-time.
Moreover, in PvCEs automatic delivery as well as returning the handle are both desired. Also, service duration must
be taken into consideration. In order to allow the massive deployment of services in PvCEs, significant progress
is needed along several dimensions. New architectures and techniques are needed in order to integrate seamlessly
heterogeneous and changing devices and networks. For effective management of such systems, we need a way to
capture the dynamic environment, compose available services and proactively recompose them depending upon
specific contexts such as location, time and others.

In this chapter, we present the recent research on service management in pervasive computing. We describe
a framework to analyze the functionalities of service management in PvCEs and survey the existing approaches
and the corresponding techniques for implementing the key functionalities. The chapter also discusses the open
problems and identifies the directions in future research.
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Service Instance

Figure 5.1 Physical object with extended capabilities.

The chapter is organized as follows. In Section 5.2, we present the background on services in PvCEs and
analyse the functionalities of service management framework. In Section 5.3, we survey the approaches and
the corresponding techniques for implementing the key functionalities with the evaluation of their advantages
and disadvantages. Finally, in Section 5.4, we conclude the chapter with the discussion of the challenges, open
problems and future directions of service management in PvCE research.

5.2 Service Management in Pervasive Computing Environments

In pervasive computing vision environments take care of user needs. Real life objects already existing in human
lives are extended with capabilities that give them some level of intelligence. For this purpose objects can be
augmented with sensing, processing, actuating or communication devices. These capabilities are implemented as
services and exposed to the potential requestors. This concept is shown in Figure 5.1. Through services users can
interact with PvCE. Therefore services are in the centre of the interests of the pervasive computing.

5.2.1 Introduction

In this section we describe the service-oriented architecture of PvCEs. We first provide the definitions necessary
to describe an interaction between service requestors and service providers.

® Service
A service is any hardware or software functionality (resources, data or computation) of a device that can be
requested by other devices for usage. Examples of software services can be weather forecast, stock quotes and
language translation. Services provided by the hardware devices can be, for example, controlling a temperature
in the room or printing a document.

® Service Implementation
A service implementation is software deployed on the service provider. It exists to be invoked by or to interact
with a service requestor.

® Service Description
The service description contains the details of implementation of the service, such as data types, operations, and
location. It can also include categorization and other meta data. The service description may be advertised to a
requestor or to a service manager.

® Service Provider
Entities that expose their functionalities in form of services are called service providers. Services in an envi-
ronment can be provided by hardware devices, software and other entities. Service providers are responsible
for advertising their service description. Service providers in PvCE are characterized by their heterogeneity and
dynamicity.

® Service Requestor
Entities that need some functionality are called service requestors. Requestors of services can be users, other
objects or middleware that facilitates interaction in PvCE. Requestors must be able to find service descriptions.
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Table 5.1 Pervasive Computing Environments

Properties Issues Examples
Infrastructured 1. Comprises enterprise Easy-to manage Jini [1], UPnP [2], SLP [3]
Pervasive environments, home and office flexibility in design
Environment settings and reliability in

2. All devices in a single operation

administrative domain

3. Generally resource-rich devices
with low mobility and high
bandwidth network support

Ad hoc 1. High mobility, dynamic Energy efficiency GSD [5], Allia [6], Konark
Network topology, resource-constraints Achieving scalability [71, Service Rings [8],
2. Extensive use of broadcast and Achieving reliability LANES [9],
multicast mechanisms DEAPspace [10],

Bluetooth SDP [11]

® Service Requirement
In service requirement, the service requestor specifies what service descriptions it needs to find. Service requestor
may retrieve a service description directly from service provider or from the service manager. Often, in order to
fulfill service requirement, several services have to be integrated (several service descriptions retrieved).

® Service Advertisement
In order to be accessible, a service needs to advertise its description such that the requestor can subsequently
find it. Service description can be advertised to the service manager or directly to the service requestors.

® Service Manager
This is an entity which fills the gap between service advertisement and requirement. The service manager manages
the service registry, to which service providers advertise their service descriptions and service requestors retrieve
required service descriptions. It can also support service composition and other service management functions.

5.2.2  Pervasive Computing Environments

PvCE consists of service providers and service requestors. It can be classified into infrastructure-based and
infrastructure-less or ad-hoc environments.

Infrastructure-based pervasive environments have access to computing elements in the wired infrastructure
through gateways, proxies and base stations. Examples of such an environment are wireless home or office
networks based on Wi-Fi. These environments are able to leverage from the high bandwidth resource-rich wired
environments.

Infrastructure-less pervasive environments, on the other hand, refer to environments where computing elements
(mobile devices) do not have any access to the wired infrastructure and network connections with peer devices
are created and broken down on-the-fly and on real-time on-demand basis. Examples of such environments are
warfront activities, ad-hoc sensor networks, walkways in cities, futuristic malls etc.

Service management in the above-mentioned PvCEs comes with associated challenges as listed in Table 5.1.

5.2.3 Service Management Framework

Service management mechanisms facilitate interaction between entities in PvCEs and free users from tedious
and redundant administrative and configuration works. Therefore, service management research is critical to the
success of pervasive computing. Figure 5.2 presents a framework of service management in PvCE. A self-contained
service management framework for pervasive computing must provide support for certain basic functionalities
along with some management supports. Basic functions include the means to specify the preferences by requestors
and service descriptions by service providers, finding service providers in the environment, matching requestors
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Figure 5.2 Service management framework.

preferences, selecting the best suited service and combining elementary services to compose a higher level service.
The management functionalities include service execution monitoring and required adaptation policies to suit the
user need under dynamic environment changes. Also, there are fault tolerance and reliability supports.

5.2.4 General Components of a Service Management System

In this section we shall discuss the major components of a service management system. As described in Figure
5.2, the service discovery framework has two operational modules — the functional module and the management
module. The lowest layer of a service management framework consists of the underlying network structure. Above
that we have a pool of services provided by multiple devices in the network. Issues related to service information
management are listed in Table 5.2. Service management is facilitated by the use of various protocols designed
for different network structures and management models. Users, human or devices alike, can discover and access
services using different primitives provided by the protocols. Service management systems also require fault
tolerance supports as well as measures to protect security and privacy of the users. Due to the dynamic nature
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Table 5.2 Service information management

Categories Examples

Service Naming Template-based Jini, UPnP, Salutation and Bluetooth
Predefined SLP

Service State Soft Jini, UPnP, SLP, Bluetooth SDP, DEAPspace
Hard Salutation

of pervasive environments, service management systems should also provide support to handle user and device
mobility. We consider all the horizontal boxes as core components of a generic service management system and
the vertical boxes as essential system support service components. Different protocols may choose to implement
the system support modules depending on the application and user requirements.

® Network Issues
Based on the nature of the underlying network, service management mechanisms adopt different designs. Wired
networks consist of resource-rich and static computing devices connected through high-bandwidth network
cables. Examples of these types of systems are enterprise networks. Wireless networks, on the other hand, can be
employed either in static or in mobile settings. Static wireless networks mostly contain high bandwidth network
backbone infrastructure, which supports the networking need of the participating computing entities. Mobile
wireless networks, however, lack any such infrastructure support. They create an ad hoc composition of multiple
resource-constrained portable and handheld devices connected by unreliable and intermittent wireless connec-
tivity. Wired networks and static wireless networks, which have some common properties, are together called as
infrastructure-based networks. Mobile wireless environments, on the other hand, are called infrastructure-less
or ad hoc and are more difficult to handle. Pervasive computing systems, though can adopt either infrastructure-
based or ad hoc network environment, or a hybrid of them, they are characteristically more close to the ad
hoc wireless environment due to their limited resource availability, extreme dynamism and unreliable network
connections.

® Service Naming Issues
Services are identified by their names and discovered by matching their attributes. So, it is very important to have
easily discoverable names and attributes for services. Some mechanisms choose user friendly service naming
(e.g. Jini [16]), whereas others used some standard naming template (e.g. Rendezvous [10]).

® Service Management Architecture
Service management mechanisms adopt either a centralized or decentralized management model. For the
centralized model there is a dedicated manager along with the service providers and service requestors. The
manager node maintains service information and processes service requests and announcements. Some managers
provide additional functionality, such as support of secure announcements and requests in Ninja SDS [15]. The
decentralized model, on the other hand, has no dedicated manager. When a service request arrives, every service
provider processes it. If the service matches the requirement, it replies. When hearing a service announcement,
service requestor can record service information for future use.

Based on the number of services and the size of the network, centralized systems can use a single manager
or multiple manager nodes distributed across the network in strategically important locations. Depending on the
organization of the manager nodes, centralized models can be distinguished either as flat or as hierarchical. In a
flat structure, managers have peer-to-peer relationships. For example, within an INS sub-domain, managers have
a mesh structure: a manager exchanges information with all other managers. Salutation [31] and Jini [16] can
also adopt flat structure. On the other hand, a hierarchical structure follows the DNS model in which information,
advertisements and requests are propagated up and down through the hierarchy. Parents store information of
their children and thus in this type of system, the root node may possibly become a bottleneck. Examples include
Rendezvous [10] and Ninja SDS [15], both of which have a tree-like hierarchy of managers.

5.2.5 System Support Components

After we have discussed the prime issues associated with the core components of service management in general,
we also discuss the supportive operations that are important for service management in real pervasive environments.



56 Pervasive Computing and Networking

The first one of this is fault-tolerance, the second one is mobility management while the third and final one is
support for security and privacy.

® Fault Tolerance and Mobility Support

We divide the faults in pervasive environments into two types — infrastructure-related and software and service-
related. While the infrastructure-related faults cover hardware failures, such as, devices and network failures,
software and service-related faults are concerned with failures of pervasive software and networked services.
Existing service management mechanisms mostly consider crash of service providers or manager nodes which
gives rise to service unavailability. This type of fault requires redundancy support to keep the operation ongoing
if a manager node fails. Service unavailability can also arise due to user or device mobility and network
disconnection. Mobility is a crucial issue for infrastructure-less pervasive environments and requires special
attention to cope with the challenges.

When a service becomes unavailable it must be noted by the manager in order to keep the service information
up-to-date and freeing the memory of stale service information. This is achieved by maintaining a soft service
state which is required to be renewed at specified intervals by the service provider. In case the service is
unavailable, the service state cannot be renewed, which leads to the deletion of the service from the registry.
A hard service state, on the other hand, does not require to be renewed by the service providers. However, the
managers must poll the service providers to find out whether the service information is up-to-date.

Another way of doing away with accumulated service usage information in service providers is by providing
lease-based service. In lease-based service usage, service users must renew their lease with the service providers
before the lease gets expired or the user fails or leaves the environment. Otherwise, the service providers simply
delete the service states associated with the user and free the memory space. The alternative way is to explicitly
release a service for a user and maintain the service execution information.

® Security and Privacy Support
Security is another important issue required to be addressed for service management in pervasive computing.
Since users might need to interact with possibly unknown devices acting as managers and service providers
in different environments, none of the parties involved is keen to take the first move for the fear of breach of
privacy. So, it is important to maintain proper security and privacy at all times.

5.2.6  Service Management Challenges

We list some of the major issues (Table 5.3) and concerns that are associated with different modules of a service
management system and are required to be addressed while designing such a system.

Table 5.3 General issues for service management

Primitives Discover and Access
CORE Service Discovery Protocols  Discovery: Approach (Pull/Push), Service Information
COMPONENTS State (soft / hard), Scope, Selection Policy

(Automatic / manual),
Access: Invocation Policy, Usage Policy
(Lease-based/completely released)

Services Naming, Attributes
Management Architecture  Centralized/Decentralized
Network Connection Type: Wired/Wireless (single / multi hop)
Dynamics: Static or Mobile
SYSTEM SUPPORT Fault Tolerance Types of Faults: Hardware-related (Device & Network),
COMPONENTS Software-related (Software & Service)
Mobility Management Network Partition, Unreachability of devices

Security & Privacy Securing Privacy of service provider and user
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5.3 Techniques for Service Management in PvCE
5.3.1 Introduction

As mentioned in the previous section, service management in PvCE comprises of finding the best suited service
providers in the environment, identifying and combining component functionalities to compose a higher level
functionality and adapting to changes in the request and in the environment, whereby a service becomes better
suited. Services in PvCEs are different than in traditional environments. They are characterized by their hierarchical
nature with service providers joining and leaving environments at run-time and automatic delivery of service as well
as returning the handle being both desired. Moreover, service duration must be taken into consideration. In PvCEs
service requestors require services instantaneously to accomplish their goals. They have no prior knowledge about
the available services, and the state of the environment changes frequently due to service providers joining and
leaving environments at run-time. Also, the demand of service requestors changes together with changes in context.
Therefore there are several challenging issues, such as: detection and management of changes in the environment,
requirement specification and dynamic detection of changes and the best service selection with regards to dynamic
ranking and state of the execution of the composite service [74].

Detection and management of changes in the environment — How to discover services? Which is
the best suited service discovery mechanism among of many proposed, such as JINI, UPnP, and
Bluetooth proximity detection? Can we propose a generic discovery mechanism? How information
about available services should be maintained and how is it updated? How do different layers of a
system access and make use of it? If the substitution of a service during recomposition is necessary
how to resume service in the same point as it was stopped?

Requirement specification and dynamic detection of changes — How is the requirement specified and
represented internally? How rich must this information be in order to be useful? When and how it
should be updated? Can changes in requirement be inferred, or does it have to be explicitly provided?
In the latter case, is it statically specified or obtained on demand through dynamic interactions?
Will the attempt to obtain requirement place an undue burden on the user? Will it hurt usability
and performance unacceptably? Is the benefit worth the cost? How to quantify this benefit? How do
different layers of a system access and make use of the requirement specification? Is incomplete or
imprecise requirement specification still useful? At what level of uncertainty is it better to ignore
such knowledge in making decisions?

The best service selection — How to quantify ‘the best’ service instance? What factors should
be taken into account for a good decision about service selection? How should different fac-
tors of service ranking be weighted? How to support dynamic changes in ranking? Should the
user play any role in making this decision? If it is not possible to find all requested service in-
stances to satisfy the requirements of the composed service, is incomplete service composition still
useful?

5.3.2  Classification of Service Discovery Protocols

Service discovery protocols provide users the means to automatically discover networked services. Existing
service discovery protocols can be grossly classified based on their underlying network structure and the discovery
infrastructure built over that. In Figure 5.3 we give a classification of existing protocols.

Over the past few years, many organizations have designed and developed service discovery protocols. Ex-
amples in academia include the Massachusetts Institute of Technology’s Intentional Naming System (INS)
[1], University of California at Berkeley’s Ninja Service Discovery Service (SDS) [15], and IBM Research’s
DEAPspace [24]. Major software vendors ship their service discovery protocols with their current operating
systems — for example, Sun Microsystems’ Jini Network Technology [16], Microsoft’s Universal Plug and
Play (UPnP) [36], and Apple’s Rendezvous [10] (currently known as ‘Bonjour’). Other organizations have also
proposed discovery protocols standards, including Salutation Consortium’s Salutation protocol [31], Internet En-
gineering Task Force’s Service Location Protocol (SLP) [13], and Bluetooth Special Interest Group’s Bluetooth
SDP [4].
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Figure 5.3 Classification of existing service discovery protocols.

5.3.3  Service Discovery in Infrastructure-Based Networks

Infrastructure-based networks are characteristically either wired networks or wireless networks with network
backbone support. Service discovery protocols (SDP) for infrastructure-based networks have been developed
either for limited area networks (LAN) or for wide area networks (WAN).

® SDPs for Local Area Networks
As a LAN is covered by a single administrative domain, DHCP services can be used for them. Also they
contain resource-rich devices which are mostly static and provide high-bandwidth network support. Enterprise
environments and smart office and home environments can be considered as ideal examples of these types
of systems. Some of the well-known protocols for this environment are Jini [16], UPnP [36], SLP [13], and
FRODO [33].

Jini is a Java-based service discovery protocol introduced by Sun Microsystems where services are represented
as Java objects. Jini adopts the directory-based discovery model where all the service information is centrally
maintained in the registry or lookup servers. Universal Plug and Play or UPnP, on the other hand, is a Microsoft-
initiated standard that extends the Microsoft Plug-and-Play peripheral model. UPnP uses a directory-less model
and enables peer-to-peer network connectivity of intelligent appliances, wireless devices, and PCs of all form
factors. The Service Location Protocol or SLP has been designed for TCP/IP networks and can choose to operate
using a directory-based or a directory-less model. FRODO is a directory-based service discovery protocol for
home networks where directory nodes are elected based on available resources.

Another directory-based protocol, named Salutation [31], has been developed by IBM. This can be used
for any network and can perform either in P2P mode or in centralized manner. Salutation is useful to solve
the problems of service discovery and utilization among a broad set of appliances and equipment and in an
environment of widespread connectivity and mobility. The Salutation architecture defines an entity called the
Salutation Manager (SLM) that functions as a directory of applications, services and devices, generically called
‘Networked Entities’. The SLM allows networked entities to discover and to use the capabilities of the other
networked entities.
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® SDPs for Wide Area Networks

Service discovery protocols for wide area networks have separate design concerns. These types of networks
usually contain large number of devices and services that need to be managed and so, the developed service
discovery protocols must be highly scalable. Also WANs do not have support for broadcast or multicast
mechanisms. Moreover, to ensure network-wide service availability, they must have multiple replicas for each
service. So, there must be a trade-off between the need to maintain consistency among service replicas and the
generated network traffic. Also, the requested service should be available to the user within optimal time and
by using minimum number of messages. Some of the well-known protocols for infrastructure-based wide area
networks are SSDS [15], CSP [23], INS/Twine [3], Superstring [28] and GloServ [2]. All these protocols use a
structured distribution of directory servers which stores the service information. The directory structure can be
well classified into three modes — flat, hierarchical or hybrid.

INS/Twine forms a flat directory structure which is a peer-to-peer overlay network of resolvers constructed by
means of distributed hash tables (DHT). INS/Twine uses the Chord [32] DHT system. Another example is One
Ring Rules Them All [6] which uses structured P2P overlays as a platform for service discovery and implements
over Pastry [29] DHT system. The infrastructure proposed relies on a universal ring that all participating nodes are
expected to join. The major advantage of using DHT based protocols is the efficient lookup which usually takes
O(log(N)) hops, where N is the number of nodes in the overlay network. However, DHT systems do not take into
account the actual physical distance between the overlay nodes and also they are costly in terms of resources. Due
to this, using DHT based protocols for pervasive environments can incur higher costs. Contrary to the peer-to-peer
directory overlay structure, SSDS, CSP and GloServ form a hierarchical structure of directory nodes.

With a view to tackle the disadvantages associated with either type, Superstring, combines both the peer-
to-peer and hierarchical topologies and provide a hybrid model. It utilizes a flat topology to discover top-level
nodes that specialize in a particular kind of service. From this top-level node, a hierarchy is created which
reflects the hierarchical structure of service descriptions and helps to resolve user queries. Another research
based on hybrid directory structure is the Project JXTA protocols [34] which establish a virtual network overlay
on top of existing physical network infrastructure. They store the service information in rendezvous peers. This
approach combines DHT methods with a random walker that checks for non-synchronized indices. In order to
avoid expensive network traffic, the resolver nodes are not required to maintain a consistent distributed hash
index. Instead, a limited-range walker is used to walk the rendezvous from the initial DHT target.

® Fault Tolerance and Mobility Management Mechanisms
In infrastructured networks, the existing service discovery protocols are mostly directory-based. So, fault toler-
ance supports are required to safeguard the system against possible failures of directory nodes. Usual approach
to achieve this is by redundancy. For central storage, such as, FRODO, there is a backup of the directory node
which takes over in case the central directory fails. For distributed storage, e.g., INS/Twine, JXTA, and One
Ring Rule Them All, multiple copies of service information are maintained in different servers. When one or
more fails, the rest can still answer the queries.

Service information maintenance on the face of mobility is tackled by many protocols in these types of
networks. Jini uses a lease-based mechanism for service access by users. SLP and UPnP, however, enforce
expiry time for service registrations and advertisements, respectively, and GloServ requires periodic renewal of
service registrations, all in order to remove outdated service information. SSDS maintains service information
state as soft states.

5.3.4 Service Discovery in Infrastructure-Less Networks

Infrastructure-less networks are highly dynamic and consist of multiple resource-constrained and possibly mobile
devices. They are connected through weak wireless connectivity and form a mobile ad hoc network. In these
environments, we assume that the participating devices provide some services to their peer devices which can be
discovered and accessed through carefully designed service discovery protocols. Depending on where the service
information is maintained, the existing service discovery protocols for ad hoc environment have been classified into
directory-based and directory-less models. We first discuss the existing directory-less service discovery protocols
and analyze their features. Next, we shall elaborate on the available directory-based protocols.

® Directory-less SDPs
In the directory-less service discovery protocols, the service information is stored with the service providers
themselves. There are two distinctly identified methods for directory-less service discovery in ad hoc networks.
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The first method works by broadcasting service information as well as service requests and the second approach
works by building DHT-based P2P overlay [18, 38, 26, 15, 12, [5] for mobile ad hoc networks (MANET). We
first describe the broadcast based method followed by the DHT overlay approach.

Broadcast-based service discovery can adopt either push or pull model. In a push-based discovery model,
service advertisements are distributed by the service providers to all the nodes in the network. A pull-based
discovery model, however, necessitates a service requestor to broadcast their service request to other nodes until
a matching service is found. The broadcasting nature of this model is grossly unsuitable for the mobile ad hoc
networks due to their high demand of bandwidth and energy. So, these protocols can only be used in small scale
networks. Some of the protocols which use broadcast policy are Bluetooth [4], DEAPspace [24], Allia [27],
GSD [7], DSD [8] and Konark [14].

Among all the protocols mentioned above, Bluetooth and DEAPspace are designed for single hop ad hoc
networks where the rests are for multi-hop networks. Bluetooth has been developed following a client server
model whereas, DEAPspace follows a peer-to-peer architecture. DEAPspace is a push-based decentralized
discovery protocol in which each node maintains information about its known services and periodically exchanges
its known service list with the neighbors via broadcast. Similar policy for broadcast is also used in Konark which
allows each node to store service information from itself and other known services. However, Konark is multihop
in nature and supports both pull and push based advertisement and discovery using multicast. The broadcast
in DEAPspace significantly increases the message overhead and can lead to multicast storm. To cope with this
problem, Konark proposes a service gossip algorithm which suppresses repeated message delivery by caching the
service information and also the multicast is performed at random intervals. In GSD, every node stores service
advertisement from any other node within a maximum of N hop distance, known as advertisement diameter.
Allia and DSD, on the other hand, allow nodes to advertise their services only within their transmission range. In
Allia, nodes which cache service advertisements form an alliance with the advertising node. Difference between
Allia and DSD is that, in DSD, nodes which stores advertisements from their neighbours, can also forward the
advertisement to other nodes, unlike in Allia, based on the forwarding policy.

Some other protocols in this category are Wu and Zitterbart [38], Cheng and Marsic [9] and Varshavsky et al.
[37]. These protocols support cross-layer types of service discovery. Wu and Zitterbart is a directory-less P2P
protocol based on DSR routing protocol in which every node caches service advertisements and performs both
pull and push based discovery. Cheng and Marsic, on the other hand, is based on on-demand multicast routing
protocol (ODMRP) in which nodes cache service advertisements depending on their interest. Varshavsky et al.
proposes a protocol which has two main components — a routing protocol independent Service Discovery Library
(SDL) and a Routing Layer Driver (RLD). SDL function is to store information about the service providers.
RLD, which is closely coupled with the MANET routing mechanism, is used to disseminate service discovery
requests and advertisements. Each node has the stack containing SDL and RLD and form a P2P networking with
other nodes.

There are several MANET-oriented DHT systems [26, 40, 12] which integrate DHT with different ad hoc
routing protocols to provide indirect routing in MANET. Ekta [26], MADPastry [40], and CrossROAD [12], each
integrates Pastry [29] with DSR [17], AODV [25], and OLSR [11], respectively, to share routing information
between network layer and application layer. An opposite approach is adopted by virtual ring routing (VRR)
[5] which is a network-layer routing protocol inspired by overlay routing on DHTs and can significantly reduce
traffic compared with broadcast-based schemes. Ekta implements a service discovery protocol and there are other
DHT overlay based service discovery protocols [18, 38] for MANET. DHT-based systems for service discovery,
however, have certain drawbacks. Ekta and VRR construct a DHT substrate without taking into account the
actual physical distance between nodes. This can cause undesirably long search latency and deterioration of
success ratio of service discovery with the growing network scale. On the other hand, MADPastry proposed a
clustering method which groups the overlay nodes according to their physical distance. But, MADPastry routes
information using location-dependent addresses. These identifiers can change with mobility and node failures,
S0, it always requires mechanisms to look up the location of a node given a fixed identifier which is costly.

® Directory-based SDPs
Given the resource-poor nature of the devices and their mobility, it is difficult to choose single centralized
directory nodes. To cope with this limitation, directories are dynamically selected from mobile nodes considering
their available resources, such as, processing power, memory size, battery life, or node coverage, etc. It is true
that, dynamic directory assignment incurs extra overhead to the network because, directories should be selected
and their identities should be informed to the rest of the network nodes. Moreover, directory nodes must be
constantly available on the face of node failures and dynamic topology changes and network partitions. Even with
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these difficulties, a directory-based system proves to be more scalable and fault tolerant than a directory-less one
in the infrastructure-less environments. Moreover, using directories will most certainly decrease the discovery
delay and will enhance load balancing among service providers, so as to reduce the load on individual services
and enhance the overall service discovery performance. Examples of directory-based service discovery protocols
for ad hoc wireless networks are — Service Rings [20], Lanes [21], DSDP [22], Tyan et al. [35], Sailhan et al.
[30], Kim et al. [19], and Splendor [41].

The basic approach followed by these protocols is the same. They select some nodes as directories based
on some parameters and then form an overlay or backbone network connecting those nodes. Here we give a
brief account of the protocols named above. Service Rings forms an overlay of nodes which are physically
close and offer similar services. This structure, built over the transport layer, is called service ring. Each service
ring provides a service access point (SAP), which acts like a directory and through which services provided
by any of the members of a ring can be accessed. SAPs of different rings connect with each other to form a
hierarchical structure. The protocol Lanes is inspired by the content addressable network (CAN) protocol, for
wired P2P networks. In Lanes, nodes are grouped together to form a linear structure, called lanes. Each node in
a lane contains same service information and share the same anycast address. Multiple lanes are loosely coupled
together. DSDP selects certain directory nodes in the network, based on available resources, to form a dominating
set, or a virtual backbone. The backbone of directory nodes is then used for both service discovery and routing.
Tyan et al. proposes a protocol in which the network is divided into hexagonal grids, each having a gateway. The
gateway nodes are used for routing and work as directory nodes. The connected overlay of gateways forms a
virtual backbone. Kim et al. proposed a volunteer node based protocol where volunteers are relatively stable and
resource rich nodes and form an overlay structure with other volunteers. The volunteers in fact act as directory
nodes.

Sailhan et al. proposed a protocol for large-scale mobile ad hoc networks in which multiple directory nodes
distributed across the network interconnect to form a backbone. The directory nodes are so deployed that at
least one directory is reachable in at most a fixed number of hops, H, known as the vicinity of the directory.
Directories store service information available in their vicinity. Their protocol builds a hybrid network bridging
mobile ad hoc networks and infrastructure-based networks, where some nodes have the same network interface,
where others hold several network interfaces, and act as gateways with other networks.

® Fault Tolerance and Mobility Management Mechanisms
Fault tolerance in infrastructure-less environments is more difficult than in infrastructured networks. The dynamic
nature of the environment, resource-constrain of the participating devices, and the unreliability of wireless
connection makes it hard to design robust fault tolerant mechanisms for them compared to the traditional
distributed environment. Fault tolerance requires withstanding failure of directory nodes. INS [1] and LANES
cope with directory failure by maintaining multiple copies of service information at different nodes. Most of the
directory-based protocols replace failed directory nodes with newly selected ones.

Mobility management, however, is very challenging in ad hoc environments. Frequent node mobility renders
the topology unstable and disconnections give rise to inconsistency in service information. In order to maintain
consistency of service and route to service information, either a proactive or a reactive method has been adopted
by existing protocols. In a proactive approach, the participating nodes periodically exchange messages to update
information. Example is, when a service provider periodically sends advertisements to update its location. A
reactive method, however, updates information based on triggering of certain events. So, if a user finds out that
a previously cached service is unreachable, then it seeks for new service information.

Directory-less service discovery protocols cope with node mobility by adjusting the service advertisement
rate and the diameter of announcements. For example, GSD implements a small advertisement time interval for
highly dynamic environments, opposed to a larger value for comparatively stable networks. The advertisement
diameter (in number of hops) is also regulated depending on different mobility situations. Similarly, Allia
controls the frequency of advertisements and the diameter of the alliance considering the mobility of nodes.

Most of the directory-based protocols for ad hoc service discovery require special mechanisms to maintain the
directory structure — backbone or overlay. The job of these algorithms is to ensure smooth operation by handling
node joining or leaving scenarios, broken connections, network partition and partition merges. Service Rings,
Lanes, DSDP, Tyan et al. and Sailhan et al. all propose similar mechanisms.

We have proposed an efficient and fault tolerant service discovery protocol [43] for MANETSs. A virtual
backbone of directory nodes, called directory community, is first constructed selecting top K nodes considering
higher resource and lower mobility, to ensure that they are more reliable and less fault-prone. We model the
directory community formation problem as top-K weighted leader election in mobile ad hoc networks [42], and
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develop a distributed algorithm to achieve the objective. Here, the weight indicates available node resources in
terms of memory, processing power or energy. Using the afore-mentioned directory community, we propose a
quorum-based fault-tolerant service discovery protocol. The elected directory nodes are divided into multiple
quorums. Services registered with a directory are replicated among its quorum members, so that, upon the failure
of a directory, services can still be available. This approach guarantees network-wide service availability using
the quorum intersection property and reduces replication and update costs by minimizing the quorum size.

5.3.5 Multiprotocol Service Discovery

Along with the advances in pervasive computing technologies, users are no longer constrained to only a single
computing environment but can work across different environments, meeting with a diversity of software, hardware
devices, and network infrastructures. Heterogeneity of the environments brings significant problems that application
developers must cope with. Many service discovery protocols have been proposed. Existing service discovery
protocols differ in the way service discovery is performed, and no single protocol is suitable for all the environments.
Due to the differences in the service discovery approaches implemented, a user working in one environment may
not be able to search for the services available in another environment that suits the user’s need. To support service
discovery across different environments, new techniques are needed to integrate or bridge the service discovery
protocols used in a diversity of environments. Works can be found on providing interoperability of service discovery
protocols [64—69].

All the existing service discovery mechanisms realize the concept of client/server application. Clients are
entities that need some functionality (service) and servers are entities existing in the environment and offering
this functionality. Service discovery is the framework for connecting clients with services. Existing works towards
achieving multi-protocol service discovery use a middleware approach but differ in where the interoperability
support is provided. The middleware can be on the service side, client side, or intermediate entity. An example of
providing the support on the service side is INDISS [67] designed for home networks. INDISS provides parsers
and composers, which decompose a request from the source service discovery protocol into a set of events and
then compose them into message understood by target service discovery protocol. INDISS can also be deployed
on the client side. Another example of middleware on the client side is ReMMoC [66]. In ReMMoC, the client
side framework provides the mappings between all the supported service discovery mechanisms. Abstraction
of discovery protocols to the generic service discovery is achieved by using a generic API or doing discovery
transparently to the client. In this approach, all possible mappings need to be provided at the client side. Service
side support can also be based on service proxies [69]. When a new service appears or disappears in one of the
environments, the framework detects it and creates or removes its proxies from other environments. However, this
approach requires dynamic service proxies to be implemented for each environment, which increases developer’s
workload. Another way of providing interoperability support is to provide an intermediate entity [65, 64]. In Open
Service Gateway Initiative OSGi [65] all the connections and communications between the devices are brokered by
aJava-based platform. An internal service registry exists in the framework. Interoperability is achieved by providing
an API to map the given service discovery protocol to OSGi and vice versa. Supporting new service discovery
protocols requires defining new APIs for them. Gateway functionality is also utilized by protocol adapters in the
FuegoCore Service broker [64] designed for mobile computing environments. The service broker registers the
mappings between its internal template and the external templates used by different service discovery protocols.
Extending the FuegoCore service broker to new service discovery protocols requires creating and deploying
additional service discovery protocol adapters. INDISS [66], mentioned above, can be deployed as an intermediate
entity as well. The intermediate entity approach requires broker to integrate all the adapters into one system. In a
network with a large number of service discovery protocols the framework may not be scalable. Another approach
is providing service that discovers services across different environments [68]. In MUSDAG, it registers itself in
all the environments, so clients can use whatever protocol to discover it. However, clients must have the knowledge
about MUSDAC and the process of discovering the service has high processing requirements.

® Universal Adaptor
We have studied how to provide service discovery across different environments supported by different service
discovery systems, which may use standard protocols such as SLP and Jini, as well as tailor-made mechanisms
that support multiple protocols within an environment, such as ReMMoC [65]. Our work [71] is based on the
analysis of the following requirements on the interoperability system for pervasive computing: (i) no change
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Table 5.4 Service discovery approaches

Categories Examples
Discovery Approach Pull-based/Query-based Jini, UPnP, SLP, GSD, Konark
Push-based/Announcement-based Jini, UPnP, SLP, Bluetooth SDP, Konark

should be imposed on the existing service discovery mechanisms; (ii) no change should be imposed on the
services registered in domains; (iii) no functionality of the environment should be compromised; (iv) the system
should be lightweight, scalable, and extendable; (v) support both standard and tailor-made service discovery
mechanisms. Our approach addresses all of these requirements. We proposed the Universal Adaptor (UA)
approach, which consists of two major components: the Universal Adaptor Primitives (UAP) and the Universal
Adaptor Mapping (UAM). UAP is the universal set of primitives used by the user to discover the services
across different environments, while UAM provides the mapping between the Universal Adaptor Primitives to
the primitives used in various service discovery systems. The Uniform Adaptor can be implemented in any
environment, independent of the service discovery system used in that environment. This approach enables users
to discover available services with no knowledge of the service discovery system adopted in an environment.
Universal Adaptor provides a simple and flexible solution. It provides only a single set of APIs and supports not
only all existing but also future service discovery systems. It is lightweight and easy to implement in diverse
infrastructures and to use by users.

5.3.6 Service Discovery Approaches

The methods of exchanging service discovery and registration information among clients, services, and directories
are basically of two types — active/pull-based/query-based and passive/lazy/push-based/announcement-based. They
are listed in Table 5.4.

In the query-based approach, a party receives an immediate response to a query and does not need to process
unrelated announcements. Multiple queries asking for the same information are answered separately. In the
announcement-based approach, interested parties listen on a channel. When a service announces its availability
and information, all parties hear the information. So in this approach, a client might learn that the service exists
and a directory might register the service’s information. Many protocols support both approaches.

5.4 Service Composition

Services provide different functionalities. Taking services as building blocks, service composition is a process of
identifying and combining component functionalities to compose a higher level functionality and provide means
to perform the requested functionality. Figure 5.4 shows service composition application in PvCE. Consider that
user specifies the requirement of watching the movie, for which following services must be satisfied: file with the
movie, movie player, device to output sound of the movie and device to output its display. During runtime usually
multiple instances of requested services can be found. For example, one instance of movie player is a DVD player
in a work room and a second instance of it is a video player in a sitting room. Similarly, the computer monitor
and the TV monitor are two instances of display service. Apart from the services specified in the requirement,
other services exist in the environment as well. According to requirements we need to select one instance for each
service type.

Service composition mechanisms facilitate interaction between entities in PvCEs and free users from tedious and
redundant administrative and configuration works. Therefore, service composition research is critical to the success
of pervasive computing. Existing works divide the service composition process problem into several fundamental
problems.

5.4.1 Service Composition Functions

The basic functions of service composition are shown in Figure 5.5 and include the means to specify the preferences
by users and service descriptions by service providers, finding service providers in the environment matching user
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Figure 5.4 Service composition application.

preferences, selecting the best suited service and combining elementary services to compose a higher level service.
The composition functionalities also include adaptation policies to suit the user need under dynamic environment
changes.

Service composition system interacts with the application layer by receiving functionality requests from users or
applications. It needs to respond to the functionality requests by providing services that fulfill the demand. These
services can be atomic or composite. The composition system has two kinds of participants, service provider and
service requestor. The service providers propose services for use. The service requestors consume information or
services offered by service providers.

The process of service composition includes the following phases:

Describing services. Firstly, the service providers will provide description of their atomic services.
In the meantime, the service requestor can also express the requirement in a service specification
language.

Specifying composition plan. Next, service composition system tries to provide the needed function-
alities by composing the available service technologies, and hence composing their functionalities.
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Figure 5.5 Service composition functions.

It tries to generate one or several composition plans with the same or different technology services
available in the environment. It is quite common to have several ways to execute the same requirement,
as the number of available functionalities in pervasive environments is in expansion.

Selecting service providers. It is quite common that many services have the same or similar function-
alities. In that case, the services are evaluated by their overall utilities using the information provided
from the non-functional attributes. In pervasive environments, this evaluation depends strongly on
many criteria like the application context, the service technology model, the quality of the network,
the non functional service QoS properties, and so on.

Dynamicity support. Service provision needs to be dynamic and adaptable as changes may occur
unpredictably and at any time.

In the next section, we describe existing methods that fulfill above mentioned functions of service composition
process.

5.4.2  Survey of Methods in Service Composition Process

We outlined in the previous sections that service composition is an important and challenging topic in the area of
pervasive computing. We have identified basic functions of service composition process. Some research results
have been already reported in this field. In this section we summarize this works and conduct a comprehensive
review of various types of approaches to service composition in PvCEs.

® Describing Services
To describe functional and nonfunctional attributes of services, many service description languages have been
developed. Existing service composition approaches are characterized by different expressiveness of the language
used to describe the provided as well as requested services. Some of them allow expressing semantically the
functional and nonfunctional attributes of the services for a later use at composition process [6—18]. Regarding
to the way that requested services are defined, we observe two approaches: low-level description and high-
level description. In low-level description [45— 48, 50-53, 56-60] requested service is specified as a workflow,
given the set of atomic services to be composed. In highlevel description, requested service is specified as a
goal to be achieved [44,45,62,63]. The description of provided services, they are mainly described as atomic
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functionalities. In another approach [51], they may have enough knowledge to specify workflows in which they
can take part.

Regarding the way that requested services are defined, we observe two approaches: low-level description and
high-level description. In low-level description, requested service is specified as a workflow, given the set of
atomic services to be composed. In high-level description, requested service is specified as a goal to be achieved.
For the description of provided services, they are mainly described as atomic functionalities. In another approach,
they may have enough knowledge to specify workflows in which they can take part.

® Specifying Composition Plan
In order to create the composition plan diverse techniques can be used. One of these approaches is Al Planning [44,
48,50, 54-56, 62], where the composition of atomic services into composite service is viewed as planning. Atomic
services are mapped into planning operators, planning algorithm links them, and generated plan constitutes a
composite service. In workflow approach [45—47, 51-53, 55, 58, 59-61, 63] a composite service is broken
down into sequence of interactions between atomic services. The system generates a customized workflow that
describes how various services should interact with one another as well as with the requestor. Data Mining [49]
refers to extracting knowledge from service usage historical data and is used to describe patterns discovered
through mining in order to help with service composition.

® Selecting Service Providers
In the majority of the solutions selection is done by the service requestor [24, 13, 36, 16, 14]. After receiving a full
or partial list of available services, the requestor chooses a service based on service information and additional
information, such as context. In some cases, protocols may select services for a user [24]. The advantage of
protocol selection is that it simplifies client programs or little user involvement is needed. On the other hand,
protocol selection may not reflect the actual user’s will. Predefined selection criteria may not apply to all cases.
Alternatively, too much user involvement causes inconvenience. For example, it may be tedious for a user to
examine many printers and compare them. A balance between protocol selection and user selection is preferred.
Context information is useful in selecting services [24, 45, 47-51,53-55,57-63, 16]. Providing users with better
services is nice feature for service composition mechanisms. For better service matching, service requests may
be directed to services with higher QoS [46, 51, 59-61].

® Dynamicity Support
The majority of proposed solution to service composition problem assume static service composition. In this
approach, if one of the services fails, service composition needs to start over again. Dynamic service composition
approaches [44, 52, 59, 61, 62] support replanning of the composed service during the execution of the compo-
sition. Services can be replaced, added or removed if necessary without starting over the service composition
processes. Dynamic service composition is more difficult to implement than static service integration since every
service component of the dynamic service is being monitored and should be replaced immediately in case of
failure.

5.4.3 Service Composition Approaches

As described above, the service composition system executes the selected composition plan and produces an
implementation corresponding to the required composite service. In PvCEs the service composition system should
find and choose the services taking part into the composition process and to choose contextually the most suitable
ones if many are available.

Many works [47, 51, 53, 55, 58] for PvCE propose centralized solutions to service composition. This category
of works depends on the existence of a centralized directory of services. Service requestors submit requirements
to the directory and the directory makes a decision on the list of services that should be returned to the requestors.
This approach works well for environments that are well managed and relatively stable. However, the assumption
on centralized control becomes impractical in scenarios with dynamic arrivals and departures of service providers,
which requires frequent updates of the central entities, resulting in large system overhead. Moreover, relying on
central entities to maintain global knowledge leads to inability of the system to serve the request when the central
manager is compromised.

In order to address deficiencies of centralized approaches, some works exploiting distributed approach have
already been proposed. As the first step towards decentralization of service composition they introduce distributed
directory of services. For example, in [72] a hierarchical directory has been proposed. The resource-poor devices
depend on resource-rich devices to support service discovery and composition.



Service Management in Pervasive Computing Environments 67

The next category of distributed service composition approaches removes the need for a service directory and
provides a fully distributed search for needed services. In [73] a hierarchical task-graph based approach to do
service composition in ad hoc environments has been proposed. A composite service is represented as a task-graph
and sub trees of the graph are computed in a distributed manner. This approach assumes that service requestor is one
of the services and relies on this node to coordinate service composition. The coordinator uses global search across
the whole network to do composition. The same domain of the problem was studied in [52]. It is different from
[73] in terms of the way of electing coordinator. For each composite request, a coordinator is selected from within
a set of nodes. The service requestor delegates the responsibility of composition to the elected coordinator. The
elected coordinator utilizes distributed service discovery architecture, and subsequently integrates and executes
services needed for a composite request.

e Utilizing Localized Interactions for Service Composition
We have proposed a fully decentralized approach to the service composition process [70]. Our work is based on
the analysis of the requirements of the fully decentralized service composition: (i) there should be no special
entity to manage the service composition process; (ii) service providers can communicate only with their local
neighbors, not all other service providers, (iii) no service provider knows the full global information or gathers it.

We assume that all service providers in the environment can access to a whiteboard showing the user-specified
service description, which is a set of component functionalities together with composition relationships. Our
problem is to construct the composite service in a distributed manner, through localized interactions between
service providers. We transform this problem to subgraph isomorphism problem, which is proven to be NP-
complete.

Unlike previous algorithms that rely on global knowledge, in our algorithm each device only maintains local
state information about its physical neighbors. As a result, service providers will build an overlay network graph
which satisfies the requirement with the quality of service comparable to centralized approach. We propose
an algorithm for the devices to cooperatively construct the requested services through localized interactions.
Device candidates decide with whom to cooperate only based on the information of the devices within its physical
neighborhood. Our idea is to grow sections of composed service from available services. First, service provider
identifies what service type it needs to interlock with through his output and then searches for appropriate service
provider with matching input type. It is possible that service provider forms a section with another section. By
merging pieces with each other, eventually global solution emerges.

For the purpose of reducing redundant broadcast we propose the service composition backbone (SCB) built
in a fully localized way. SCB is an overlay communication infrastructure which the property that each node is
in the SCB or 1-hop away from the SCB.

5.5 Conclusions

As discussed in this chapter, service management concerns several functionalities blended seamlessly to provide
users with the finest experience of service access and use without any interruption. We have developed several
protocols that benefit such a system. We are working to develop a distributed protocol which will support seamless
service mobility for mobile users in a mobile ad hoc network through localized interactions of the participating
entities.

Several issues are still worth investigating. One core challenge that remains more or less unexplored is how we
can utilize localized algorithms for service management in PvCEs. Developing localized algorithms can be the
key to address the challenges posed by the dynamic and ad hoc nature of pervasive systems. Pervasive devices
must coordinate locally with peer devices to achieve some global objective with respect to service discovery, or
composition. Also the fault tolerance issue has grossly been overlooked by the researchers. Pervasive computing
is mainly application-specific and many of the applications are safety-critical, e.g. health-care or elderly-care
applications. This type of systems certainly needs highest reliability support that can be provided. Another important
issue is about maintaining security and privacy of users in widely heterogeneous pervasive environments. Services
in pervasive computing systems can be provided by software modules that are available in markets as COTS. These
software modules are not properly tested for reliable performance as well as not guaranteed to provide necessary
security supports. So, more research works must be carried out in order to develop secured and fault tolerant
software for using in pervasive applications.
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6.1 Introduction

Increasingly, the notion of a widely inter-connected, adaptive and dynamic ubiquitous computing environment
is being proposed for virtually all application domains. Consequently, the underlying Wireless Sensor Networks
(WSN) represent a key enabling technique for the emerging ambient/ubiquitous/pervasive computing. The drivers
facilitating its actual utility are often touted as the self-*attributes such as self-organizing, self-repairing, etc. These
result from the spontaneous cooperation between radio-enabled sensors. This sensor cooperation also provides for
sustained on-demand functionality in the presence of both network and sensor level changes and perturbations.
The key service provided by a WSN is to characterize the physical world as required by the user(s). Hereby,
the main interest of users is to receive specified information (events, real world snapshots) with a certain desired
quality level that may include precision, freshness of sampled data or data coverage range among other relevant
data quality attributes — collectively termed as the Quality of Information (Qol). Accordingly, the main operations
of a WSN are (1) to create a minimal suitable sensor data stream, (2) to extract useful information from these data
streams, and (3) to deliver the extracted information to the users. The main design objectives are to sustain the
desired Quality of Information (Qol).

Unfortunately, the world of static battery-powered WSN, by definition, does not provide for a long-lived system
providing the required full functionality. Hence, the 2-tier architecture has been proposed, where mobile assist
sensor nodes and static sensor nodes cooperate side by side. This mobile sensor cooperation is driven by mobility
that can be easily injected to the WSN and provided by cheap commercial-off-the shelf platforms [1]. This
cooperation is mainly twofold: (1) the mobile assist nodes move so as to enhance functionality, i.e. to sustain Qol
by improving the sensing coverage, increasing the sampling rate in certain regions, etc., or (2) the mobile assist
nodes move for dependability, mainly to enhance the network lifetime, e.g. to reconnect a partitioned WSN or to
delay coverage drops in energy holes. One of the main research trends in the scope of mobile sensor cooperation is
Qol-aware delay-tolerant information transport [1, 3, 4]. Here, mobile assist nodes exploit the long time-relevance
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of some data to save network resources while maintaining the required Qol. In [5], we have presented gMAP,
an extremely efficient mobility-assisted approach to collecting sensor data. gMAP opportunistically exploits node
mobility to collect data of interest, keeping sensor nodes transmitting only their own readings on-demand to a
mobile node in their transmission area. In [6] we have extended the gMAP approach [5] by a path planning
algorithm for one single mobile assist node.

For a clear coordination schema facilitating and enhancing the vital self* properties, Qol-aware cooperation
across mobile entities is needed. Mobile assist nodes need to plan their paths cooperatively for optimized data
collection, network maintenance, etc. In this chapter, we extend our single node path planning algorithm [6] to
support multiple mobile nodes. In order to allow for a traceable coordination of autonomous mobile elements, it
is necessary to record coordination data. Furthermore, coordination operates on distributed data and assumes a
distributed/autonomous decision/agreement. Transaction processing allows for consistent data and agreed coordi-
nation, rendering them suitable for cooperation across mobile assist nodes [7] along with sensor cooperation.

The result of efficient cooperation across mobile entities and sensor nodes surrounding them is a long-lived WSN
delivering the desired information to users at the required Qol level. WSNs are usually mission-oriented and are
tailored to specified information and also specified users. In order to provide for actionable knowledge for varied
users the information obtained from the different WSNs should be composed. Consequently, inter-WSN cooperation
is needed. The sensor map [8] or sensor web enablement [9] approaches are two contemporary examples. Overall,
the goal is to integrate information collected from varied WSNs to information infrastructures (e.g. WWW). Hereby,
the integration of information into visual maps is an intuitive way to present such spatial-temporal information.
We utilize such a map approach and present an integrated framework for map-based information retrieval and
presentation in WSN [10].

In this chapter, we describe techniques for intra-WSN sensor and mobile sensor cooperation, as well as tech-
niques for coordination across mobile entities and WSNs. Our contribution is twofold: (1) we survey the existing
approaches and (2) present cooperation approaches based on our ongoing research [6, 5, 7, 10]. It is noteworthy
that we assume cooperative WSN entities and do not consider non-cooperative behaviors such as selfishness and
deliberate attacks. We also extend our system model progressively and cover the broad spectrum of popular WSN
system classes.

The remainder of this chapter is structured as follows. Section 6.2 illustrates how a WSN instruments the real
world for users and provides for core primitives within the ubiquitous and pervasive computing paradigm. In
Section 6.3, we investigate the inter-sensor cooperation for provisioning the desired Qol in static networks. Section
6.4 considers the deployment of mobile assist nodes that cooperate with the multiple static sensor nodes in order
to enhance the functionality and dependability of WSN systems. In Section 6.5, we present work that shows that
additional cooperation between the mobile assist nodes improves WSN performance while allowing for novel
transaction-based functionalities. Cooperation between different WSN systems is discussed in Section 6.6. We
conclude by presenting relevant future research directions in Section 6.7.

6.2 Sensing the Real World

Typically, a user is interested in observing and possibly controlling a certain physical phenomenon or generally
the physical world through a WSN that represents a dashboard level abstraction of the attributes of that physical
world. The WSN delivers the required high-level user information with the specified Qol [15]. Accordingly, a
WSN has to create an appropriate model of the physical world of interest, collect the required raw data, synthesize
this data and provide the required information to the user. Similarly, an administrator requires a dashboard for the
‘network world’, e.g. to show where the energy distribution is low. We refer to both physical and network worlds
as the ‘world’. We also denote by the ‘user’ all users of both world models. Therefore, we model a WSN as a
(physical/network) World Model. The user observes the world through this world model.

Usually, the user (represented by the WSN sink) and the WSN agree on one or more (information) models
that should be kept consistent during the deployment. Common examples of these models include the ambient
temperature map and the notification of a certain event. Upon deployment, these models are initialized. The
WSN should report changes in the agreed model. The user can query the implemented model or trigger a model
replacement if necessary. An adaptive negotiable model is desirable to allow for evolvable WSN systems. The
model update should be incremental in order to minimize the consequent communication overhead. Prediction
models target predictability of desired data/event trends while carefully reducing the number of communica-
tion messages.
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Figure 6.1 Information categorization. (a) Atomic information. (b) Replicated atomic information. (c) Composite
information.

The information exists in the physical world and the WSN monitors it and delivers it to the digital world, where
the user can access it. Being captured in digitalized form, the information can then be used reproducibly, analyzed
and disseminated on demand. Subsequently, the WSN is considered as a tool for observing and controlling the
states of the real physical world [28] or as a bridge to the physical world [29]. Thus, WSNs deliver basic primitives
for the ambient, ubiquitous or pervasive computing world.

Each sensor node measures the physical signals of interest at a given sampling rate (with a certain noise level).
The sampling rate should be tuned as a function of physical world dynamics (which impacts the dynamics of world
model data) and the Qol required by the user. Subsequently, a sensor node produces a time series of the signal
(temporal sampling of the world). Spatial sampling of the world is completed by the set of sensor nodes. Both
temporal and spatial samplings play an important role in the accuracy and consistency of the world model, and
specifically the achievable Qol. The physical world can be controlled through deployed actuators and the network
world through network maintenance or reconfiguration.

We refer to an information entity either as the raw sensor data or its transformation as required by the applica-
tion/user. Usually, a transformation results from applying data processing techniques on raw data (e.g. aggregation,
filtering and compression). Information entities can be generated centrally on a single node (e.g. a designated
node in a sensor cluster termed as a cluster head) or in a distributed manner by some nodes (e.g. a few cluster
heads). In the latter case we say the information entity is replicated. The information entities can further be
grouped/composed for a higher semantic such as grouping the location of the nodes that detected the same event
and define a new information, i.e. the event/region perimeter. Accordingly, we classify the information required
by the applications into two broader classes (Figure 6.1): Atomic information and Composite information. Atomic
information is composed of a single information entity whereas composite information is composed of more than
one information entity. When the atomic information is generated at many sensor nodes we refer to it as replicated
atomic information. For example, atomic information can be generated by a sensor node, e.g. after aggregation
or by many sensor nodes, e.g. in case of the fire. On the other hand, composite information is divided into a set
of information from different sensor nodes (no redundancy). Composite information can be viewed as a set of
atomic information (spatial composition) and if it can be aggregated centrally (temporal composition), then it is
transformed into a single atomic information.

From the literature, three main system-level design paradigms arise, namely, considering a WSN either as a
network, database or an event service. The categorization is the following:

(1) WSN as a network: WSN can be viewed as a self-organized communication platform. The standard WSN
communication architecture is layered in a similar way to the OSI layer model. However, a modification of
this architecture called a cross-layer model is commonly adopted. The cross-layer design is an envelope of
optimizations that benefit from the cooperation of non-adjacent layers [16]. Furthermore, new communication
patterns such as data-centric communication have been proposed [17].

(i) WSN as a database: Major research issues are in designing efficient query dissemination and in-network
selection, projection, join and aggregation. An example is tinyDB [18] that treats sensor data as a single table
(sensors) with one column per sensor type. Research focuses here on data-centric communication [19-23].

(iii)) WSN as an event service: A WSN is usually deployed for missions providing services such as tracking targets
or detecting events. The mission determines the overall operation of the WSN including data generation,
processing, filtering and transport. To support multiple missions and augment the service flexibility, the
publish/subscribe (pub/sub) service architecture has been advocated for WSNs [24-27].

These design paradigms are the main existing approaches to realizing the world model and its update or query.
In order to provide for more comprehensible abstractions, we provide in [10] a Map-based World Model (MWM).
In Sections 6.3-6.5, we focus mainly on the network and event service view on the WSN. We highlight how
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cooperation across static and/or mobile nodes is a perquisite for sensing the real-world by a Qol-aware information
extraction and delivery. In Section 6.6, we focus on the map-based view on the WSN and show that this approach
allows for inter-WSN cooperation.

6.3 Inter-Sensor Cooperation

With diversity as a hallmark, WSNs often comprise computing nodes with similar communication, sensing,
processing and storage capabilities. WSNs can be embedded in varied environments with the desired goals of
sensing, monitoring and predicting phenomena of interest in the physical world. In this section, we consider
the established static WSN model. The main functionality of the WSN is implemented by a large number of
stationary resource-limited sensor nodes that are deployed following either an arbitrary or structured spatial
distribution in the area of interest. Also, one dedicated stationary sink is selected as the interface to the user. We
use a CSMA/CA based MAC layer, where communication links are symmetric and bidirectional, and collisions
may occur.

Self-organization is a key aspect of WSN as it allows for high scalability as well as adaptability to changing
conditions. Without inter-sensor cooperation this key feature is hard if not impossible to realize. Therefore, we
will briefly review existing works that allow for self* properties through sensor to sensor node cooperation. Next,
we briefly survey how the inter-sensor copperation maintains the desired Qol. Subsequently, we present our work
on Qol-aware information transport.

Following most of the existing work, our WSN perspective in this section is mainly network driven. The
cooperation between sensor nodes should be driven by the main objective of observing the world and extracting
and delivering relevant information to the user/sink. Therefore, nodes should cooperate to create the desired
information as close as possible to their sources. In addition, sensor nodes should cooperate to maintain a suitable
path to the sink to transport required information to the user and receive commands for control, maintenance, etc.
from the sink.

6.3.1 Sensor Cooperation for Self-Organization

The basis of cooperation in WSN is to provide for the popular self-organization property. This begins with deploying
the sink and the sensor nodes in the desired field. The deployment may range from manual to unstructured by
randomly dispersing the sensor nodes from the air. The deployment conditions do not only vary from application to
application but also evolve with the time for the same WSN. The research challenge over years has been to design
techniques that allow the deployed autonomous WSN elements to self-organize into a meaningful network that
provides for basic communication primitives such as routing, dissemination, flooding, etc. The limited capabilities
of sensor nodes with respect to communication, processing and especially energy, renders the task particularly
crucial. Most of developed techniques rely on nodes’ local cooperation with the nodes in their communication
range. The local cooperation ranges from sharing proprietary information (e.g. node ID, node position and node
energy level) to participating in executing distributed algorithms (e.g. forwarding the traffic of neighbours and
aggregation of sensor values received from neighbors).

Sharing of proprietary data allows one to aggregate global information such as the list of neighbours. Similarly,
sharing local data leads to the generation of more global, e.g. regional information (e.g. two hop neighborhood,
minimal connected dominating sets and map isolines). There is always a trade-off between the cooperation range
(geographic spread) and the cooperation data update efficiency (communication and energy overhead). This tradeoff
should be balanced depending on the application requirement on data consistency and the data change frequency.
Generally, the trend is to allow localized inter-sensor cooperation, i.e. between nodes in each others communication
range. The acquisition of localized knowledge is the prerequisite for self-organization.

The autonomous sensor nodes and the sink should self-organize to form a meaningful network that provides
for the required network functionalities (e.g. routing, convergecast) with the desired dependability. To this end,
cooperation to execute distributed algorithms on different nodes is essential. Usually, the sink starts with a discovery
phase to establish routing paths to and from all sensor nodes. Here nodes cooperate to realize the flooding of the
route request message. After the establishment of routes, the relay nodes support the flow of information from their
sources to the sink. Without the cooperation of all nodes along the path, information may not reach the user. In
order to maintain the desired functionality and dependability beyond operational and design failures (node failures
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and link disruptions, etc.), nodes should observe their proprieties and shared information and if needed reshape
their behavior with respect to distributed algorithms.

We refer to [30] for an excellent classification of well-known protocols allowing for self-organization in ad
hoc and sensor networks, primarily, on the medium access control and network layers. In Subsection 6.3.2, we
investigate Qol in more detail and briefly review how cooperation impacts the reachable Qol level during the
information lifetime cycle. In Subsection 6.3.3, we will focus on dependable information transport and present our
own contributions to the state-of-the-art.

6.3.2 Cooperation for Quality of Information Provisioning

The main functionality of a WSN consists of (1) the sampling of the physical phenomenon, (2) the in-network
processing of raw data to generate user information and (3) the actual information transport to the user. These
fundamental sequential functional building blocks present the lifetime cycle of the information. Accordingly, these
blocks play a major role in determining the Qol when the information reaches the user.

The notion of Qol is not new as it was already advocated in the context of databases and web searches. However,
Qol in WSN presents new challenges such as sensor resolution, communication unreliability and in-network
processing inaccuracy. Qol extends existing metrics such Quality of Service (QoS, i.e. end-to-end latency, packet
loss rate), which is commonly considered in standard communication networks.

As mentioned before, the WSN digitalizes the information of interest from the physical world and makes it
available to the users. Usually, the quality of information suffers from this ‘digitalization’ resulting from data
sampling losses. However, users do require a certain level of quality relevant for the application being considered.
The main goal of sensor node cooperation is to generate sufficient amount of raw data that allows extracting
correct information from the physical world. The required operations on raw data in order to create and deliver the
information to the user should be carefully accomplished in order to maintain a Qol level acceptable by the user.

In the literature, there exist several examples that focus on separate functional blocks. In addition, we identify
a few recent projects that combine blocks and target computation of the Qol [33-35]. Obviously, considering all
blocks is crucial but will allow for a holistic approach, where the Qol provisioning is well shared between all
blocks.

The spatial and temporal sampling of the physical world is achieved by the sensor nodes’ spread in the area
of the physical world. This sampling is usually not perfect due to the limited number of sensor nodes and due to
the limited resources on these nodes. Therefore, the quality of raw data does not reflect perfectly the information
in the real world, but is only an approximation of it. The cooperation of all sensor nodes here is mandatory as
missing samples will decrease the achievable Qol. Usually, the quality of sampling depends on the nature of the
physical signal and on the performance of the sampling nodes. Consequently, there exist some approaches that
target adaptive sampling to maximize Qol [31,32]. The drop of Qol caused by sampling should be considered in
the subsequent functional blocks.

Given the limited resources of sensor nodes and their wireless links, in-network processing of raw data and
the formation of the information is a standard design paradigm in WSN. In-network processing allows for an
adaptive balance between computation and communication. The popular in-network processing operations are
data aggregation, filtering and compression.

Sensor nodes cooperate spontaneously or on-demand in order to share sensor data and compute locally the
desired aggregates and take decisions concerning event detection or query result. Most of aggregation techniques
in WSN operate on less accurate sensor data and may introduce more uncertainties in the aggregation result due
to perturbations that lead to incomplete data. Usually, sensor nodes coordinate in distributed way to fix a subset of
nodes that aggregate the raw data.

Only a subset of nodes is needed to increase efficiency. This is a kind of filtering, which may decrease
the reachable Qol level at the in-network-processing and information extraction stage. In [11-13], the authors
investigated the performance of data dissemination depending on sensor cooperation for data compression. They
considered dense static WSNs, where sensor readings show high spatial correlation. Varied cooperation levels were
studied including the extreme cases of no cooperation and network-wide cooperation. Their main result is that
localizing the cooperation within certain regions of the network allows for the best trade-off between the generated
traffic and latency.

The consequent functional block to information extraction is the information transport towards the sink, which
is the last block. In Section 6.3.3, we will detail the information transport under Qol requirements.
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6.3.3 Sensor Node Cooperation for Information Transport

The basis behind assured Qol requires responsive information transport. Responsiveness in these environments
corresponds to the reliability and timeliness of the information, required by the user. The users require different
types of information from a WSN along with a set of requirements from them. In order to provide Qol-aware
information transport in WSN, the sensor nodes have to cooperate with each other to fulfill the global task of
achieving user requirements. The application requirements impose consequent responsiveness requirements for
the base information transport in a WSN. Being an ad-hoc and volatile environment, the WSN is obviously
subject to a wide range of operational perturbations that lead to deviation between the attained and desired Qol
complicating the design of information transport in WSN.

The general information transport process involves the flow of the raw data from source nodes towards the
sink. However, the utility of a WSN based application arises from delivering responsive information, necessitating
the cooperation of sensor nodes. One possible solution is to involve all nodes in transporting the information,
i.e. flooding. Such cooperation where all nodes forward information is not very practical for WSN, since it
is expensive (in terms of energy and communication bandwidth) and can lead to more perturbations such as
collisions, contention and power depletion and subsequently, timeliness cannot be assured. The problem becomes
of how to enable cooperation among the sensor nodes to adapt to both the evolving application requirements and
network properties. It is not only the forwarding of sensor information, but also the assurance of the reliability and
timeliness of the information that is a necessary feature of the cooperation within WSNs. Cooperation between
sensor nodes should increase the network robustness and lifetime, and such a mechanism is to be designed. The
highly dynamic and possibly unstructured characteristics of the environment itself introduce additional complexity;
e.g. if we consider that disconnection is the norm rather than the exception, the information transport can only be
loosely coupled. However, despite this loose coupling, the forwarding of information to neighboring sensor nodes
or a sink needs to be responsive to satisfy the application requirements.

There has been intensive research to design suitable transport protocols for WSN. To achieve Qol, existing
information transport protocols exploit temporal cooperation (e.g. retransmissions [36], erasure codes [37]), spatial
cooperation (e.g. number of sources [38] or paths [39,41]) or some combination of them [40]. These mitigate
perturbations to some extent, however, they are not able to cope with evolving network conditions as they are
designed for specific classes of applications. Our comparative study [42] has confirmed that the current approaches
perform well only for carefully selected deployment scenarios. Furthermore, they are not designed to consider
explicitly the variable application requirements as their main design driver is to maximize efficiently the attained
responsiveness. However, it is obvious that a WSN runs different applications (network management, event
detection, event perimeter tracking, etc.) that require different information types with varied Qol requirements. It is
also expected that the same WSN application may tune its requirements over time. The existing approaches over-
utilize precious network resources even when the application does not require higher responsiveness. Therefore, a
tunable information transport responsiveness is required which fulfills the application requirements and also adapts
according to network conditions.

6.3.3.1 Qol Awareness for Information Transport

The challenging environment of WSN can be envisioned as a two dimensional problem space for Qol aware
information transport, i.e. reliability and timeliness. Maximizing efficiency is the primary goal of WSN due to
limited energy resources. Therefore, we have to reduce the message overhead as much as possible. Thus, WSN
should transport critical information with high reliability potentially using more transmissions, while transporting
less important information at a lower reliability using fewer transmissions. Furthermore, composite information
has fine-grained requirements on reliability, i.e. depending on the shape and size of phenomenon the application
requirements are changing and may require all or a subset of nodes to report the target’s location. This necessitate
to provide x% (probabilistically-guaranteed) Qol-aware information transport instead of best effort or always
transporting information. Based on the application requirements we define atomic information transport reliability
as the degree of tolerating the information loss over time. For composite information it is defined as how much loss
of information entities can be tolerated by the application without losing the meaning of the composite information.
Therefore, we transform the application requirement of x% reliability to provide statistically (100 — x)% successful
transport of atomic information over time. To categorize the reliability of composite information we introduce a
k-of-m reliability model, where m is the total amount of information entities required and k is desired amount of
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information entities to be transported by the WSN. We express x% and k-of-m by a probability with which the
WSN transports information entity towards the sink.

Some of the real-time applications include industrial monitoring, oil/gas/water pipeline monitoring and border
surveillance. In such applications missing messages or messages not received by a specified time limit implies
unusable or erroneous information. Accordingly, there is a great need for sensor nodes to cooperate with each
other and assure information transport in a reliable and timely manner. To achieve the required timeliness in
such application scenarios, we follow primarily the best effort approach. In future, we aim at providing tunable
timeliness.

6.3.3.2 Classification of Cooperation Schemes for Information Transport

The main objective of information transport is to achieve efficiently the desired Qol level. To this end, nodes have
to cooperate despite the operational and design perturbations. The cooperation should result in a Qol level close to
the desired level and avoid over or under provisioning. Such cooperation prohibits that the precious WSN resources
are over utilized.

Figure 6.2 depicts the horizontal and vertical dimensions for the cooperation of sensor nodes inside WSN.
Reading the figure from the left, the required cooperation is increased and requires more state information to be
available. Also shown in this figure is a mapping of the basic cooperation mechanisms required for responsive
information transport. Solutions developed for WSN need to avoid global state information in order to increase the
scalability of the cooperation.

Node Level Cooperation: At node level local state is always available and can be utilized for information
transport. For example, if the acknowledgment of the message is not received and the retransmission timer expires,
anode can locally conclude the loss of the message and can retransmit the message. Also, sensor nodes can monitor
the congestion locally and cooperate to store or discard the data. For example a sensor node monitors its neighbor’s
congestion and link losses and cooperates accordingly with the neighbor nodes, i.e. adaptive retransmissions.

Neighborhood Level Cooperation: As we increase the cooperation from node level to neighbor level the state
is increased to keep track of neighbors. In this case, only neighborhood information is available to perform the
necessary decisions for information transport. Usually, HELLO messages are exchanged at regular time periods.
This keeps the neighborhood information up-to-date and allows the exchange of performance measures such as
the current buffer status and link reliability across the neighbors.
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Path and Network Level Cooperation: Both path and network level cooperation requires partial or global state
to be available, for example, to create paths in advance, to identify the network wide congestion or to have overall
path responsiveness. In traditional networks this may be feasible but in WSNs to maintain the global state is not
viable due to the resource constraint nature of sensor nodes. In general, node and neighborhood level cooperation
is exploited for Qol aware transport.

6.3.3.3 Mechanisms and Strategies Enabling Cooperation

To enable cooperation among the sensor nodes inside the WSN different methods and approaches are utilized
at different levels of cooperation as depicted in Figure 6.2. For example a sensor node monitors its neighbor’s
congestion and link losses.

Message Loss Detection Strategies: Retransmissions are required to overcome message loss, i.e. if the message
does not reach the destination (usually the sink). To enable retransmissions it is necessary to detect the message
loss by observing the local state, using neighbor cooperation [40] or network wide cooperation [38]. Several
message loss detection (MLD) techniques can be adopted by transport protocols such as Acknowledgment (ACK),
Negative ACK (NACK), Implicit ACK (IACK), Selective ACK (SACK), Selective NACK (SNACK) and timers.
In comparison to wired networks, where only the source caches messages and retransmissions are done end-to-
end, in WSN hop-by-hop retransmissions are more feasible [43]. If only the source caches and retransmits, the
retransmission strategy is termed end to-end cooperation. 1f the intermediate nodes also cache and retransmit,
the strategy is termed hop-by-hop cooperation. This poses the problem of where to cache the packet on the way
from sources to the sink, either all intermediate nodes on the path or a subset of them should cache. Recently, we
developed an adaptive retransmission strategy using hybrid ACK and local retransmission timers providing reliable
information transport [44]. In [45], we utilize spatial cooperation to tune the maximum number of retransmissions
and provide reliable information transport.

Congestion Control Mechanisms: These comprise schemes to detect congestion, and alternatively to avoid or
mitigate it. In the WSN literature, we identify congestion control using node level cooperation [44], neighbour
level cooperation [48] and network level cooperation [47]. The first approach is to monitor the channel utilization,
e.g. through observing the collision rate [46]. The second approach is to monitor the buffer utilization, e.g. by
observing the buffer length [38] or the average message queuing time. Upon congestion detection, nodes trigger
congestion notification by disseminating the appropriate information to relay nodes and sources. Source nodes
realize congestion avoidance by adjusting their data rate dynamically. The common approach for the adjustment
is Additive-Increase and Multiplicative-Decrease [38, 46]. Some approaches propose conducting the adjustment
in a discriminative manner depending on the fidelity of the source. Recently, we presented an on demand split
path strategy [44] to mitigate the congestion by enabling cooperation at node and neighbor level. This technique
is shown to be more robust and to provide tunable reliability.

6.3.3.4 Cooperation for Qol Aware Reliable Information Transport

In order to increase reliability different ACK schemes are widely adapted. [50] uses neighbor cooperation and
sends the sequence of packets to the next hop with explicit acknowledgement (EACK) to ensure reliability.
Reliable Multi-Segment Transport (RMST) [36] and Asymmetric Reliable Transport (ART) [51] utilize timer
driven retransmissions for loss detection and notification and use path level cooperation for ensuring reliability.
Distributed Transport for Sensor Networks (DTSN) [52] and Sensor Transmission Control Protocol (STCP) [53]
provide differentiated reliability using end-to-end retransmissions. DTSN uses forward error codes (FEC) beside
retransmissions to enhance reliability. These works rely on network level cooperation. For high information rates,
Reliable Bursty Convergecast (RBC) [40] provides a reliability design based on a windowless block ACK and IACK
along with fixed number of retransmissions. RBC lacks tunability and always provides high reliability. In RBC
nodes cooperate with each other to provide responsiveness. Another approach to increase the responsiveness is to
utilize multiple paths. In [41] MMSPEED protocol is proposed for probabilistic QoS guarantee in WSNs supported
by multipath forwarding. MMSPEED comprises two modules, i.e. reliability and timeliness. The messages are
forwarded according to their reliability cum timeliness requirements. MMSPEED exploit neighbor cooperation for
transporting the information. Majority of approaches in multipath [54, 55] utilize multiple paths from the source
node to the sink in order to load balance and enhance the lifetime of the network. These solutions use path level
cooperation. Event to Sink Reliable Transport (ESRT) protocol [38] achieves reliability by adjusting the reporting
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rate of sensor nodes depending upon current network load. Upon congestion detection nodes inform the sink for
appropriate action. [47] also works on the principle of ESRT and provides end to end best effort reliability. These
approaches utilize both neighbor and network wide cooperation. In [49], two classes of reliability are considered:
high priority and low priority with multiple sinks. Each sink receives either low or high priority information based
on its role. The proposed algorithm in [49] degrades the low priority data by suppressing them to forward high
priority data.

6.3.3.5 Our Contributions to Qol Aware Reliable Information Transport

Our solution in [45] employs a reliable algorithm using hop-by-hop IACK for information loss recovery. To ensure
end-to-end reliability, the adaptive retransmissions mechanism is introduced and used at each sensor node. In
addition, to increase robustness the sensor nodes adapt the number of retransmissions according to the number of
sources. Furthermore, [45] provides tunable reliability which is very promising for utilizing resources efficiently
inside the WSN. [45] also relies on neighbor level cooperation to achieve tunable reliability.

In [44], we present Tunable Reliability with Congestion Control for Information Transport (TRCCIT) comprised
of two components: a hop by hop reliability component and a congestion control component. The first component
ensures the desired application reliability by controlling the number of retransmissions dynamically at each
intermediate node based on channel quality. TRCCIT uses HACK comprising IACK and EACK for information loss
recovery. Determining how long the node should wait for an HACK, TRCCIT uses an adaptive local retransmission
timer at each node by observing the information flow across it. The second component ensures tunable reliability
in the face of congestion by splitting the information flow on multiple paths. Congestion is detected proactively
by observing the input and out put information flow across the node. By combining the tunable reliability and
congestion control, TRCCIT offers desired reliability to the application users with efficiency. TRCCIT utilizes
both node and neighbor level cooperation.

6.4 Mobile Sensor Cooperation

Here we consider the established mobile Wireless Sensor Network (mWSN) model. This model is used in a
variety of WSN deployments, in particular in emergency and military scenarios. In addition to the multiple static
nodes and the dedicated sink, a few mobile assist nodes are deployed with generalized cooperation objectives
such as (1) application support (e.g. additional interface to users), (2) functionality support (e.g. delay-tolerant
data transport) and (3) network support (e.g. maintenance). The mobile nodes cover functional capability spanning
robots, Unmanned Air Vehicle (UAV), etc. Hereby, we assume that an assist node is able to move to and stop at any
position in the sensor field. The assist node possesses high processing, storage and energy capabilities compared to
sensor nodes. Furthermore, it has no energy limitations because it can recharge its batteries by means of on-board
renewable energy resources or through moving to recharging energy-stations. For simplicity, we consider all nodes
(assist nodes and sensor nodes) are equipped with a conformal level of communication technology and are able
to communicate if they are in each other’s transmission range R. Furthermore, we assume that network can get
partitioned, i.e. some sensor nodes may not be able to communicate with the sink.

The injection of a few powerful (in terms of processing, storage, energy and communication) and/or mobile
nodes into an existing homogeneous and static WSN is shown to improve the overall system performance such
as extending the network lifetime. This is achieved through the cooperation of assist nodes with the static sensor
nodes supplemental to inter-sensor cooperation. Overall, the benefits from adding a few mobile nodes are twofold
in either enhancing network functionality or network dependability. We survey the literature systematically and
present our own work for enhancing functionality and dependability through mobility.

6.4.1 Mobility to Enhance Functionality (gMAP)

Mobility-assisted data collection achieves high bandwidth and energy efficiency at the cost of a high end-to-end
delay. In the following we survey the techniques to collect data from the WSN in a mobility-aided fashion. Next,
we review the existing approaches to control mobility.
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6.4.1.1 Mobility-Aided Spatial Sampling

Sampling resolution is a key aspect of Qol for WSNs. The introduction of mobility offers new possibilities for
enhancing and adjusting spatial sampling resolution.

One basic approach is to augment the existing static network with mobile nodes equipped with additional sensing
capabilities. Static nodes, upon detecting a specified event, request the mobile nodes to provide advanced analysis
of the detected event. If the number of simultaneous events is lower than the number of mobile nodes, mobile nodes
closest to the event are directed there. In case there are less mobile nodes than events, then events are clustered
such that the number of clusters corresponds to the number of mobiles nodes and each mobile node is responsible
for providing sensing for a separate cluster [56].

Mobility can also be employed for sampling the regions where the accuracy falls below the given threshold.
Existing mobile nodes move to measure the value of sensed phenomena in the locations that will decrease the
measurement variance. [57] presents an algorithm based on the divide and conquer strategy which is used to reduce
the number of needed sampling performed by mobile node.

The innovative strategy for adapting sampling resolution to the intensity of monitored phenomena is achieved
using the virtual forces approach. Nodes are attracted by the event and move to in turns. The distance travelled
depends on the location of the event. The mobile node can only get closer to the event region but cannot go through
its area [58].

An alternative approach for matching the mobile nodes distribution to the distribution of monitored phenomena
is to create local clusters, where the cluster heads set the position of mobile nodes [59].

6.4.1.2 Mobility-Aided Data Collection

There exist different mobility-assisted data collection techniques in the literature. These techniques have been
developed to collect user and control data. In the following we briefly review the popular techniques. For further
readings we refer to an excellent survey [60].

Data Mule [65-69] is a mobile node that collects data from sensor nodes as it passes by. In [2], a basic theoretical
analysis has been developed. Hereby, simplistic deployments and communication protocols have been considered.
Sensor nodes are deployed randomly on a grid and multiple data mules move according to the random walk model.
The sensor nodes buffer their data until the mule can receive it through direct communication. The mule buffers the
data until it can deliver it to the sink. In [65-68] the movement paths are fixed and the coverage is not guaranteed.
Therefore, some sensor nodes may need to form a multihop path to reach the mule. Nodes not on the movement
path establish a local routing tree to send data to sensor nodes on the path, which collect the data till the data mule
passes by.

Message Ferrying [61] is similar to data mules, but is designed mainly to overcome network partitioning. Mobile
nodes act like ferries to reach disconnected sensor nodes. [61] uses controlled movement to deliver data. Ferries
can either follow a predefined movement path or change their movement path on-demand. To ‘order’ the ferry,
nodes can increase their communication range spontaneously to reach a message ferry near by and inform it about
communication need so that the ferry can change its path. In order to allow for differentiated end-to-end latencies
in [62] the authors suggest prioritizing messages. They present a forwarding strategy for the ferry route and discuss
the buffer requirements to deal with this proposal. In [63,64], the authors improve message ferrying by introducing
a power management framework. If nodes know when they are going to encounter the ferry they can sleep to
conserve power. [72] analyses two simple data delivery schemes, namely, the direct transmission and flooding,
based on (1) the likelihood that a sensor node can deliver data messages to the sink, and (2) the message fault
tolerance, i.e. the probability that at least one copy of the message is delivered to the sink by other sensor nodes.

Compared to data collection in static WSN, mobility-aided data collection provides for a comparable high
accuracy while outperforming them with respect to load balancing on sensor nodes and communication/energy
efficiency. Furthermore, the delay-tolerant data collection approaches charge all sensor nodes similarly and con-
tribute to the desired energy balancing in WSNs. These approaches are resilient to network partitioning, which
increases the dependability of the WSN, since data collection continues even if critical failures/situations occur.

6.4.1.3 The gMAP Approach

In [5], we proposed a technique to collect data from all static sensor nodes. One of the main applications for such
data collection is to construct a map of the physical world (e.g. the temperature map) or the network world (e.g. the
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residual energy map). Our approach is called gMAP, referring to constructing global maps of interest. Obviously,
using mobility to collect data is suitable for data with high time validity, i.e. during collection the data remains
valid/consistent compared to the physical/network world.

Compared to existing map-driven continuous data collection techniques, gMAP uses a minimal number of
messages without sacrificing the completeness of sensor information. This provides for high efficiency with
respect to both energy and bandwidth consumption. In gMAP we decouple the collection of the sensor values
from the construction of the map, which results in minimal processing on sensor nodes, thus reducing the energy
consumption on them.

The main design principle for the gMAP approach is to exploit the mobility of nodes to transport messages
and collect information in a delay-tolerant way, thus reducing the communication overhead. Data collection in
gMAP is similar to that of data mule and message ferrying approaches. However, most of existing approaches have
been developed for specific scenarios such as sparsely deployed and structured WSNs (data mule) or partitioned
networks (message ferrying). We focus on WSN and provide techniques that are for generalized scenarios (from
structured to unstructured). We consider two major classes of mobility: Structured mobility, i.e. predictable &
controllable, and unstructured mobility, i.e. unpredictable & uncontrollable.

We briefly present our gMAP approach comprising algorithms to collect samples in a mobility-assisted manner.
We consider that the assist node knows its position and the position of all other sensor nodes. We let the mobile
assist node scan the sensor field and collect the energy information from each node it encounters. We consider
a single mobile assist node for simplicity of communicating the idea whereas we extend the gMAP approach to
consider multiple cooperative nodes in Section 0. The assist node sends a short beacon, on which nodes reply with
their sensor reading value and optionally their positions. We proceed progressively by first considering a structured
scenario, then a semi-structured one and finally an unstructured one. For scenarios with controllable node mobility
we design an integrated path planning algorithm. For all scenarios we design appropriate algorithms to collect
energy information.

Scenario Classification
In the gMAP approach, we focus on three important types of scenarios that provide basic features to build more
detailed realistic scenarios.

1. In a structured scenario we assume that the spatial deployment of sensor nodes is known a priori and that the
mobility of the assist node is controllable (Figure 6.3(a)).

2. In a semi-structured scenario with an a priori known (or reliably estimated) spatial deployment of sensor nodes
we assume that the mobility of the assist node to be controllable (Figure 6.3(a)).

3. In an unstructured scenario the topology is unknown (e.g. random spatial deployment) and the mobility of the
assist node is assumed to be unpredictable and uncontrollable (Figure 6.3(b)).
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Figure 6.3 Scenario classification (All sensor nodes (x) are covered with the transmission ranges that depicted
as (o) for some examples). (a) Structured scenario with a known spatial deployment of nodes and a controllable
assist node. (b) Unstructured scenario with unknown node positions and unpredictable movement node.
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Our main driver for the scenario selection is the proof of the concept in extreme scenarios.
Furthermore, in a realistic scenario, the spatial deployment of sensor nodes can be structured or known only
partially. The mobility of the assist node can be either controllable or uncontrollable and may follow varied patterns.

Path Planning of Assist Nodes

Path planning is required for structured and semi-structured scenarios. The assist node plans its movement according
to the positions of sensor nodes. The problem we are addressing here is planning an optimal tour to collect the data
with a minimal number of messages. The tour is optimal if it consists of a minimal number of break-points with
a minimal overlap of their corresponding transmission areas. Further optimizations of the tour are possible, e.g.
concerning tour time, length and the energy overhead for an assist node. As our main goal is the proof-of-concept,
we plan to consider these optimizations in future work.

Path planning for coverage problems are well studied and many centralized and distributed approaches, for
various indoor and outdoor scenarios (e.g. [76,77]), have been proposed. Many of these approaches are built
basically on studying vehicle routing and scheduling problems [78], especially travelling salesman problems
(TSP) and vehicle routing problems (VRP, cf., e.g. [71]). These approaches are well suited to the case when certain
waypoints (e.g. node positions in our application) are known or reliably estimated. Many different instances of
TSP and VRP have been proposed. The large number of proposed algorithms for solving and approximating these
problems shows impressively its relevance to many applications in research and industry. For the case of unknown
or only roughly estimated node positions, that have to be covered, distributed planning on the mobile node based
on its local information is more adequate [74].

The basic problem of planning a single shortest path that covers certain fixed positions without considering a
certain locomotion dynamic (known as the traveling salesman problem with neighborhoods [83]) is NP-hard. Thus
many approximating algorithms for the TSPN under mild assumptions were proposed in recent years [79, 81].
For small scale WSN scenarios (a few dozens of nodes) a solution for multiple assist nodes based on TSP-path-
planning has recently been tested and presented in [70]. The TSPN-problem is only briefly discussed there without
presenting a solution for larger scenarios with a dense setting of nodes. For larger WSN scenarios a problem similar
to TSPN is solved in [75], but disregarding overlaps within the transmission areas of subsequent breakpoints. Data
collection for sparsely distributed nodes on basis of a TSP-solution is presented in [72]. For a further survey, we
refer the reader to [73].

In structured mWSN scenarios, the sensor nodes are deployed according to a specific uniform scheme (e.g. on
a grid). The knowledge of the uniformly structured spatial distribution of the sensor nodes can be used to simplify
the complex problem of optimal assist node path planning. For the grid topology, the work [77] suggests a zigzag
movement of nodes. Accordingly, the assist node crosses the full length of the sensor field in a straight line, turns
around, and then traces a new straight line path adjacent to the previous one and 2R far from it. The assist node
repeats this till the entire WSN field is covered.

In semi-structured mWSN scenarios, nodes deployment is not structured, which complicates an intuitive path
planning of the assist node. In the following, we investigate the approaches to plan the movement of one controllable
assist node to efficiently collect sensor data.

For clarity we elaborate upon the assumptions for our path planning strategy:

1. In our scenarios, a mobile entity knows the (reliably estimated or accurate) positions of sensor nodes and plans
its movements accordingly.

2. A mobile node has to stop to communicate with stationary sensors that are within its circular neighborhood of
radius R.

3. The mobile node’s movements are fully controllable.

4. A set of breakpoints is optimal if useless overlaps of the mobile nodes’ communication ranges are reduced as
well as the number of points itself. The reasoning behind this is that sensor nodes in coverage overlap will waste
energy to listen to redundant beacons.

Our approach consists of stepwise decomposition of the problem into different and less complex sub-problems:
(1) finding suitable breakpoints, (2) reducing overlaps in the communication range and (3) planning a shortest-
path-tour. Subsequently, we integrate the sub-solutions into single path planning algorithm. We are looking for a set
of breakpoints, significantly fewer than the number of sensor nodes, where the assist node stops and communicates
with the sensor nodes within the assist node’s communication range. To find the really smallest number of
these breakpoints, one may in general solve a mixed-integer nonlinear optimization problem, which may become
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impractical for larger settings. On the other hand, algorithmic approaches were shown to work well in determining
a sufficiently small set of candidates. In [6], we proposed solving a constraint based nonlinear optimization problem
(NLP) and subsequently removing the unnecessary breakpoints.

In a second step, we repeat the solving of a mixed-integer linear program (MILP) to reduce overlaps within the
transmission areas. Therefore, pairwise distances and local adjacencies are approximated with linear expressions
and binary variables. By minimizing a sum of binary variables that indicates the coverage of each node with
different communication ranges, we gain an optimized set of positions for an assist node to stop.

Interrupting MILP optimization and then checking for unnecessary break-points in the best solution so far may
reduce the combinatorial character of the MILP before the minimization starts again. Because of the MILP’s
structure with many minima of equal value, this shown to be more efficient than waiting until the solver gives back
a proven global optimum.

Assuming that the mobile nodes have to stop to communicate, the costs to go from breakpoint i; to breakpoint i,
can be seen as constant and independent from the sequence of breakpoints visited before i, and after i,. Accordingly,
the resulting path planning problem falls into the class of classical TSP or VRP. TSPs can be solved efficiently for
hundreds of positions using existing solvers like [112].

Thus we are solving a TSP to get an optimal path for the mobile assist node. As an example in [6] we proposed
the integration of a scalable path planning algorithm based on solving the sub-problems above. Depending on
R, the number of nodes and on their spatial distribution, the steps can be scaled by time constants and by some
parameters in the implementation such as the size of a regarded local adjacency. Figure 6.4(a) depicts a solution
resulting from this algorithm.

Data Collection

For the structured and semi-structured scenarios, we present the following data collection algorithm. The assist
node performs a first snapshot by sending a REQ-beacon to all sensor nodes in its transmission area using a MAC
broadcast. A sensor node replies by sending a message containing its node-ID, location (loc) and sensor reading
Syai- In order to reduce collisions, nodes schedule their reply for a random time t.,;,q between 0 and a maximum
value T,.x. The assist node performs the subsequent snapshot after visiting the next breakpoint according to the
path planning algorithm. The optimal result of the collection operation is a tuple from each sensor node with the
following structure: (node-ID, loc, S,).

For unstructured scenarios the movement of the assist node is neither controllable nor predictable. If the assist
node performs a snapshot, moves 2R away without changing the direction, and performs a second snapshot, then
both snapshots are covering disjoint areas. Subsequently, we let the assist node perform a second snapshot, only
after moving 2R from the location of the previous snapshot. The data collection completes, when the total WSN
area is covered by all snapshots. We note that if the assist node changes its movement direction, then the snapshots
overlap and some nodes may receive redundant REQ beacons. The major concern for sensor nodes is to minimize
the number of messages to be sent or received. The assist node is powerful enough to send REQ beacons frequently.
However, the REQ beacons are received by energy precious sensor nodes. Therefore, we have to minimize the
number of unnecessary REQ messages sent by AN. To avoid unnecessary snapshots, the assist node maintains
a history of snapshots (snapshot,,, snapshot,,.). After moving 2R from the location of the previous snapshot and
before performing a second snapshot, the assist node uses the history to calculate if the second snapshot has an
additional coverage higher than a fixed threshold coverage COV,%. Only in this case the assist node performs a
snapshot. The value of COV,% allows investigating the trade-off between the number of redundant REQ beacons
and the sampling latency. Once the assist node scans the whole sensor field, the history of snapshots will be
flushed and a new round will be initiated by the assist node. To avoid unnecessary transmissions, sensor nodes
send information only once in a round.

6.4.2 Mobility to Enhance Dependability

Mobility has been used by various researchers for many dependability-driven purposes such as deployment [8§4-87],
ensuring coverage [88-92], repairing the network [94-97] or extending lifetime [98—100].

Mobility opened up new strategies for WSN deployment by delivering qualities such as autonomicity and
flexibility. Autonomicity means the self-deployment of the mobile node, according to a set objective function. The
nodes have the capability to cooperate with static sensor nodes in order to fulfill the mission without additional
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interaction with the user. The user has high flexibility in setting the deployment details as the user is not constrained
to low level designs, but concentrates on the functionality of the network.

The intuitive approach is to deploy the mobile nodes progressively one after another. After deploying each node,
the feedback (current topology, coverage, etc.) from the network is collected and evaluated. As a result the decision
is taken on placing consequent sensors (position, movement patterns) [84]. The more sophisticated techniques for
WSN deployment use the concept of virtual forces. In opposite to previous approach, it allows one to deploy all of
the nodes at once. The mobile nodes calculate the relative attraction and repulsion forces from obstacles and other
(mobile) sensor nodes. The calculated force determines the direction and distance of the movement. The goal is to
achieve uniform distribution of the nodes within the network [87]. The approach can be further refined to assure
that each node has at least k-neighbors [86]. The mobility can also be used with special deployment requirements.
An example of such a requirement is nodes density distribution allowing one to combat the sink centered energy
hole problem. The nodes, after deployment, negotiate their position among themselves and move to reflect a given
distribution [102].

WSNs are often deployed with the task of monitoring certain attributes. To assure the high quality of monitoring
the deployment should assure, sufficient for the functional requirement, coverage of the area. Coverage means that
each point within area is in the sensing range of at least one node. Therefore, coverage is a key aspect of WSN.
In traditional static WSNs, the network lacks the potential to continue ensuring the coverage despite the frequent
perturbations. However, mobility allows for a flexibility that provides for sustained sensing coverage.

There are two classes of coverage algorithms. The first aims at preserving uniform convergance. In a hybrid
network of static and mobile sensor nodes with limited mobility it can be ensured that the maximum distance to be
moved by a mobile node is bounded. Moreover k-coverage is available with a constant sensor node density [90]. In
a more relaxed scenario, where all nodes are mobile, sensor nodes can move to the least covered area only within
their neighborhood. They choose direction and velocity randomly according to the local information about sensor
node density [90]. The goal of the second approach is to deliver coverage with respect to a given profile. Certain
quantitative metrics are defined based on medium and phenomenon characteristics learned by each node. Desirable
network configuration is calculated based on the optimization of these metrics [91]. An alternative is an algorithm
designed in the iterative manner. In each iteration, the space is partitioned randomly into small neighborhoods
creating node clusters. Each cluster head directs the redistribution process locally [88].

Node mobility is highly beneficial in the case of repairing the network. As WSN is based on resource constrained
nodes, their depletion leads to common failures. As a result of these failures WSN may suffer coverage and
connectivity issues. Repositioning the nodes allows for compensating for these failures.

The small number of specialized mobile nodes is utilized to aid the network. They cover the holes created by the
failure of the static nodes. The static nodes detect the holes and send a bidding request to mobile nodes to provide
coverage for them [103]. The nodes can also use fuzzy-logic based rules for choosing the proper actions based on
nodes’ requests [94]. Nodes are injected iteratively into the network to bridge the connectivity gap. They travel
in a given direction until the edge of the network is detected by measuring the drop in connectivity degree [105].
Sensor nodes can also control assist nodes [93] and relocate them to the holes. Robots take their own initiative
based on the failure notices received from sensors [97]. The function of the assist nodes may be taken over by
flying assist nodes. It monitors the connectivity of the network and if necessary drops additional sensors to restore
connectivity [104].

Even more flexibility is provided when each node is mobile. Redundant nodes are identified and relocated to
deal with node failures or respond to events [92]. Neighbors of failed nodes are used to restore connectivity [96].
Nodes evaluate their coverage using Voronoi diagrams. They optimize coverage by adjusting their positions [85].
Mobile nodes move to replace failed parent nodes linking it to sink [101]. Nodes are injected iteratively into the
network to bridge the connectivity gap. They travel in given direction until the edge of the network is detected by
measuring the drop in the degree of connectivity [105]. The alternative approach is to split the network in a virtual
grid. Each cluster head monitors the occupancy of the neighboring cells and moves its spare nodes when an empty
cell is detected [107]; [108]. The energy efficiency of movement is improved by use of cascading movement [106].

The nodes also take a proactive approach and measure the coverage they provide for the network. Before
depleting their energy they inform their neighbors about the possible loss of coverage so that neighbours can adjust
their position to alleviate the problem [109].

Some research has also been done to extend the lifetime of WSN using mobility [98—100]. In a sink mobility
scheme a mixed integer linear programming analytical model is used to determine the movement pattern for the sink
that maximizes the network lifetime [98]. A heuristic is also proposed to move the sink to a new location with the
highest residual energy. In the presence of a few resource rich mobile nodes, the lifetime of the network is extended
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by moving to the area heavily burdened by high network traffic 0. Scalable model and centralized heuristic are
used for concurrent and coordinated movement of multiple sinks to provide a benchmark for evaluating controlled
sink mobility schemes [100].

6.4.2.1 Predictive Approach to Improve Cooperation

Mobility can be used to enhance the dependability of WSN. However, it is triggered typically by different events
in real-time. Such a reactive approach may be not sufficient or efficient. For example, in the case of fire it could
be too late to react, signifying insufficiency. Another example is when nodes move to restore the connectivity in
the case of network partitioning. However, it may not be the optimal movement of the nodes that has taken place,
highlighting the inefficiency of the reactive approach.

These shortcomings of the reactive approach can be addressed with a proactive approach that predicts a containing
event that might happen in the future by reacting to it within a sufficient margin of time and in the most efficient
way. The proactive approach is an ideological shift from the reactive approach normally adopted for events in
WSN. This approach has many advantages over the reactive approach as we enlarge substantially the time window
in which to react so as to become able to delay or even eliminate the problem that might occur in the network. Its
capability to react in time ensures maintaining the Qol that is desired.

The strength of this proactive approach lies in the fact that it is complimentary to most of the other mobility
based approaches to enhancing mobility. Because it predicts the events rather than detecting the events in real time,
it simply changes the context of time in which these existing algorithms will work. The rest of the functionality
of the approaches can be kept unmodified or additional optimizations can be made to take the advantage of the
predicted state of the network.

To design a predictive approach to support proactive actions we developed a comprehensive framework [110] for
predicting network behaviour for a given attribute at the sink. In order to increase efficiency, we designed a localized
technique that allows accurate profiling of energy holes (regions with low residual energy compared to the rest of
the network) [111]. Both techniques allow us to predict network partitions. Unlike contemporary research focused
on ‘detecting’ network partitions, our work allows one to forecast the accurate shape of future partitions. Relying
on such forecasts, mobile nodes can now move proactively (e.g. according to one of the algorithms discussed
above) in order to maintain the desired connectivity.

6.5 Cooperation Across Mobile Entities

In this section, we continue considering the emerging mobile Wireless Sensor Network (mWSN) model. However,
we assume more than one assist node that cooperate with each other in addition to their cooperation with the static
sensor nodes.

6.5.1 Cooperative Path Planning

As we discussed in Section 6.4.1, using mobility in WSN to carry information significantly increases the WSN
lifetime. To this end path planning algorithms are needed. In order to provide for fault-tolerance, lower latency, etc,
one does not want to be dependent on a single assist node. In this section, we show that path planning for multiple
cooperating mobile nodes opens up various improvements for mobility-aided data collection.

In Section 4.1 and [6], we proposed a stepwise decomposition of the problem into different less complex sub-
problems, i.e. (1) finding suitable breakpoints with a (2) minimal number of overlappings of transmission areas
and (3) planning single shortest optimal path for these breakpoints. The extension to multiple assist nodes only
affects sub-problem (3).

As mentioned in Section 4.1, TSP and VRP are the basic problems in this kind of path planning. This also
holds true for cooperating mobile entities. An important distinction for instances of TSP is given by the number of
salesmen (single TSP, multiple-TSP, k-TSP). Multiple-TSP are usually relevant to the case where the sum of all
paths lengths is minimized, but other instances such as the more interesting min-max problem (e.g. [113, 114]),
where the length of the longest sub-tour is minimized, were discussed. Other approaches look at multiple-TSPs
with multiple depots. TSPs are often seen as special VRPs.

The VRP considers multiple tours, whereby the nodes may be equipped with certain demands and assist nodes
are constrained by individual capacities (CVRP = ‘capacitated VRP’). Also, VRPs with time windows (VRPTW)
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Figure 6.4 Approaches for path planning by solving a TSP and CVRP based on a set of breakpoints. (a) Single
node path planning. (b) Multiple node path planning.

are very popular. The surveys [71, 115, 116] provide an excellent overview for the interested reader concerning
VRP solutions in recent years.

6.5.1.1 Path Planning of Multiple Cooperating Mobile Nodes

Given a fixed set of breakpoints we now discuss extensions from planning a single path to path and trajectory
planning for a homogeneous team of cooperating assist nodes.

As an initial approach one might think of solving a TSP or a VRP for multiple assist nodes. Therefore, subsets
of waypoints must be allocated to the assist nodes and a TSP has to be solved for each of these subsets. These two
tightly coupled sub-problems have to be solved simultaneously such that a general objective function is minimized.

By generalizing the already NP-hard single path-planning problem to multiple assist nodes a big jump in the
combinatorial complexity of the problem arises. As will be discussed later, additional features may have to be
considered in a cooperative multiple assist nodes system.

In Figure 6.4(b) a solution for the same setting as in Figure 6.4(a) is shown but for the case of three assist nodes.
Therefore, the problem was modeled as a CVRP, where each of the 21 breakpoints had a demand of 1 and the
assist node was constraint by a capacity of 8. Although this problem is much harder to solve than the TSP, the
solution was computed by using [117]? in less than 0.4 s. An advantage of using such a CVRP-model is that the
user is able to enforce evenly distributed subsets of waypoints to the according sub-tours.

The assist nodes are doing their tours independently and communication among them can only be guaranteed at
the sink before the mission starts and after the last vehicle has finished.

6.5.1.2 Important Aspects of Cooperation of Mobile Entities

Under certain conditions real cooperation among mobile entities can be enforced. Namely, communication among
vehicles during the mission can increase many of the desired qualities of the system. Especially, in uncertain
environments, communication enables the cooperative adaptation of planned behaviour and computed paths to
unexpected situations occurring during the mission.

In a setting where assist nodes operate in an area that is considerably larger than the assist node’s communication
range, it is obvious that a requested radio link during a mission has an influence on path planning. If multiple
assist nodes want to communicate, they have to stay close together at a certain time. More precisely, one needs
synchronized movement of the assist nodes. Practically, this means that the path planning problem turns into
planning of trajectories. Up to now we have neglected the locomotion dynamics of the assist nodes completely and
communication as well as synchronization among the assist nodes could only be guaranteed at the beginning and
the end of the mission. At the very least, velocities have to be considered if one wants to optimize path planning
under the requirement of guaranteed inter-assist nodes-communication. A similar problem with minimal linear
dynamics representation was investigated in [82].

2 Running on a standard PC (Intel(R) Pentium(R) M processor 1.86GHz; 1024 MB RAM).
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For dealing with the entire problem of trajectory planning for cooperative assist nodes, one in practice has
to deal with many non-trivial sub-problems such as collision avoidance, cooperative tasks allocation, formation
constraints, or the highly combinatorial character of the resulting problems. For more information on radio-link
connectivity in the context of mobility-control, we refer to [118] and the references therein.

6.5.1.3 Planning of Synchronized Movements under Communication Constraints

In the following we discuss the computation of the synchronized movement of multiple assist nodes which guar-
antees inter-node communication and assist-nodes-to-sink-communication at multiple times during the mission.
In addition to sharing operational data among vehicles, this also allows one to transmit collected data to the sink
via multi-assist-node-hop-communication and to receive completely new instructions from an operator during the
mission.

A suitable approach to the problem of planning an optimal trajectory based on the nodes’ topology is using
hybrid optimal control theory, that results in solving mixed-integer nonlinear programming (MINLP) in practice
[80]. A linear approximation that considers communication ranges and optimality with respect to a specific physical
motion dynamics of mobile nodes is shown in [82]. Therefore, an adjusted objective function describes the features
that are desired to be minimized such as overlaps or path-length. This solution is well suited to small scale networks
but becomes very inefficient for common WSN settings. This is caused mainly by the underlying discrete structure
which results in a highly combinatorial character that is tightly coupled to a high dimensional continuous part of
the MINLP.

Therefore, we now discuss solving a mixed-integer linear program (MILP) with a minimal dynamic represen-
tation for the vehicle under consideration. The model is based on an initially fixed time grid of equally distributed
timepoints #, (k = 1, ..., n,). To keep things as simple as possible the linearized first order point-mass model for
the i-th vehicle locomotion is modelled as

Xik1 = Xig + Dg - Vxiks Yike1 = Yik + Ax - Vyix (6.1)

where x; ; 1 = x; () (x-coordinate), v, ; x: = v, ; () (velocity in direction of x), y respectively, Ay: = ty4 — .
With binary variables b, we set up the constraint

bijr=1= [(x,-‘k — 5,—) <eV (y,-_k — 77,-) < e] (0 < & << lconst.), (6.2)

that can be expressed as linear inequalities by using a Big-M-formulation [119], and together with

ny ny  np Ny n
DD bk =m Vi Yy by =1 (6.3)
=1 k=1 j=1 i=1 k=1

they form conditions that effect that each of the breakpoints |(El,m)T U nnb)Tl is visited once by a

vehicle during the mission. Additionally we require that whenever a vehicle stops at a breakpoint, an inter-vehicle
multi-hop communication to the sink is possible. By using a radial vehicle communication range with radius R,
(R, > R), the expression

b =12y (5t — 3100)” + (s — 2x)” < Ru, (6.4)

together with a linear approximation for the inequality by using ({ =1, ..., n;)

ng nq

21 21
sin (—rr) (xi, — xi,) + cos <—rr) (vi, —vi) < Ry (6.5)
and eventually a Big-M-formulation for it, models desired connectivity-links between vehicle i; and i, as a set of
linear inequalities. By some simple constraints on the set of binary variables b{ . ,, one can formulate connectivity

ipigk?
properties for the entire multi-vehicle system. Formulating constraints has to be done very carefully, e.g. by
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Figure 6.5 Communication with the sink can be guaranteed whenever a vehicle stops to collect data from nodes.
(a) Synchronized movement after the 4th visited point. (b) Synchronized movement at the end of the mission.
(c) Velocities.

avoiding equivalent global optima, which may occur due to equal vehicles in a symmetric setting. Adding a simple
linear constraint may reduce or extend the computational complexity by magnitudes, without restricting any quality
of the solution

In the proposed example (Figure 6.4), we minimized the sum of velocities by solving

ny

min Z Z A ((Vein) + (vyix))

Ui kU
ORI k=

subject to the constraints resulting from (6.1)—(6.5).

The number of visited breakpoints per vehicle is at most n, — 1, such that the user is formulate a problem
similar to the capacitated CVRP by fixing n, < n,. Furthermore, in a subsequent computation after solving the
MILP, the time intervals [#, ;1] can be shortened or stretched according to desired maximal or minimal velocities
(Figure 6.5(c)).

Due to the NP-hard characteristics of the underlying TSP, the time to compute the guaranteed global optimum
explodes with the increasing number of breakpoints and timesteps. For a problem with three mobile entities, the
solution of the corresponding MILP? (342 variables, 1656 constraints) for a setting with 10 points on a grid of
seven timesteps took approximately 5.5 s. For a problem with three mobile entities, the computation for a setting
with 21 points on a grid of 10 timesteps (816 variables, 8244 constraints) took approximately 16 500 s. Further
improvements in the description of MILP-constraints, the incorporation of heuristics and a careful decomposition
into sub-problems are already showing ways to overcome the computational burden in ongoing work.

The proposed approach computes optimized trajectories for the whole system and can be seen as an initial plan
for the mission. To be able to react on changes a combination with a distributed approach (e.g. [120, 121]) is
target-aiming for many applications. Furthermore synchronization might be an important topic in complex setting
an implemented concept like in O for a multi-agent setting will increase the cooperative potential significantly.

6.5.2 Data-Based Agreement for Coordination

Another way of implementing cooperation between mobile entities is to exploit a data-based agreement especially in
the case of the predefined mobility paths of assist nodes. By data-based agreement we refer to database transactions
where mobile entities agree on a set of cooperative tasks that need to be performed by these entities in an atomic
way. Atomicity means that all transaction participants agree on a set of tasks which will be performed by them or
that no one of them is performing any task. The data about the agreed tasks and their corresponding stakeholders
are kept in databases as proof of the obtained agreement. This proof may be of interest to the user, police, insurance
companies, etc. We focus in this section on database transactions executed between mobile entities where network

3 Using CPLEX (http://www.ilog.com) running on a PC (Intel(R) Pentium(R) M processor 1.86GHz; 1024 MB RAM).
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partitioning (due to either node or link failure/disruption) is a dominant network failure to consider. This failure
should be taken into consideration while developing database transaction protocols to use them as a base for data-
based agreement coordination. Database transactions require the existence of a coordinator which is responsible
for coordinating the execution of the transaction and taking the final decision about the outcome of the transaction
that can be either Commit (successful agreement) or Abort (unsuccessful agreement). In case of an unsuccessful
agreement the transaction needs to be reinitiated in order to conclude the desired agreement in an atomic way.

We consider that mobile entities communicate with each other if they are in each other’s communication range
or multihop (where only mobile nodes are relay nodes). For reasons of efficiency, we consider that the mobile
nodes have no access to a powerful infrastructure (which would be possible through the sink, but would lead to an
unacceptable overhead in the energy-limited static sensor nodes). Such an ad hoc network usually shows frequent
and unpredictable network partitioning. Mobile entities in such networks are the only participants in the execution
of transactions. We review the design challenges for commit protocols in the ad-hoc environment. Subsequently,
we outline existing solutions with their limitations and then provide our solution, presented in [7].

6.5.2.1 Commit Design Challenges

As we assume that mobile entities do not connect to any infrastructure, the coordinator of the transaction is
required to be a mobile entity. A mobile entity is not assumed to have stable storage and is therefore not able to
play the coordinator’s role alone unless specific assumptions of the capabilities of such a mobile entity can be
made (however the same capabilities as a fixed entity are in general not realistic). Failures of the single mobile
coordinator usually lead to the blocking of all participants. Two extreme cases are possible: only one coordinator
is defined by introducing a more powerful mobile entity (with additional assumptions such as stable storage) or
every single participant in the transaction is a coordinator. We believe that only a subset of the participants should
play the coordinator role, as justified later in this section.

A lifetime concept can be used in ad-hoc networks to control the blocking time of the transaction’s participants.
Estimating the appropriate lifetime value depends on multiple factors. A key issue is network connectivity, which
depends primarily on mobility parameters such as speed of mobile entities, as well as their communication
parameters. These variables make estimating lifetime in ad-hoc transaction scenarios a challenge. Applications
initiating transactions should be at least able to compute how long they will be able to wait before receiving the
results of the initiated transaction. This time can be used as the lifetime of the initiated transaction or can be
adapted to the current state of the underlined mobile ad-hoc network. Synchronized clocks are not assumed across
mobile entities. Thus the lifetime can elapse at different times for different participant mobiles. This issue should
be considered when designing an appropriate mobile ad-hoc transaction solution.

Given frequent network partitioning, it is challenging for ad-hoc scenarios to disseminate the fragments of the
transaction to their corresponding mobile entities. For this, partition-aware dissemination protocols can be used
such as Hypergossiping [123]. Next, we review the existing commit solutions and sketch our new approach to deal
with these challenges.

6.5.2.2 Existing Cluster-Based Transaction Commit

[124] and [125] propose the use of a cluster of coordinators preferably in single-hop distance from each other
to avoid blocking of mobile participants in case one coordinator fails. The cluster of coordinators elects a single
main coordinator and uses the 3 PC protocol [126] to agree on a consistent decision either to commit or abort the
transaction. If the cluster of coordinators is partitioned or the main coordinator fails the authors use a termination
protocol based on the Paxos Consensus protocol [127] to elect a new main coordinator. The termination protocol
succeeds only if a majority of the coordinators in the cluster of coordinators does not fail and also belongs to
the same partition. The assumption on the mobility of the cluster of coordinators made here is not valid in most
ad-hoc scenarios. Targeting a more general solution, we relax this assumption and consider a generalized arbitrary
mobility model.

6.5.2.3 Proposed Transaction Commit based on Partition Membership

We now present a commit solution assuming that every mobile entity in a partition knows all the members of the
partition it belongs to. Later we will relax this assumption and present a corresponding solution. This solution
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is based partly on the work presented in [128]. Given the partition membership information, the participants in
every partition elect a coordinator and send their votes to the elected coordinator which takes a pre-decision
on the outcome of the transaction. The pre-decision can be different from the final decision. This temporary
decision is communicated to all participants within the partition. If the pre-decision is Abort, then every participant
mobile entity that receives this pre-decision can safely abort the transaction. If the pre-decision is Commit, every
participant in the partition should wait until all pre-decisions are collected. Alternatively, when two partitions
merge, then the pre-decisions are exchanged and if all pre-decisions are collected the outcome of the transaction
can be decided safely since these include the votes of all participants in transaction. Now, all the mobile participants
must be informed about this outcome which can be achieved through partition-aware communication protocols
similar to fragment dissemination. The correctness of the basic solution described above is assured by the partition
membership assumption [128]. If this assumption is not valid a participant can be a member of a partition but the
coordinator of that partition is not aware of the membership of this participant and subsequently the vote of this
participant can be lost, i.e. not included in any pre-decision and consequently not in the final decision.

The assumption that every mobile entity in a partition knows all the members of its partition is crucial for
the proposed solution. Some works [129, 130] addressed the problem of group membership in mobile ad-hoc
networks; however a general solution for mobile environments remains a challenge. Furthermore, the blocking
time of participants is often not considered and in the worst case all participants may be blocked forever if one
of the participants disappears forever. As shown in [131], there exists no non-blocking atomic commit protocol if
network partitioning may occur for an unpredictable duration. Fortunately, the number of blocked participants can
be minimized, as we will discuss later. This approach based on partition membership information is independent of
the mobility of nodes in contrast to [124,125]. However, it is based on the assumption that partition membership is
available to all its members. Partitions in mobile ad-hoc scenarios are usually very dynamic as nodes may leave and
join partitions arbitrarily. Therefore acquiring global partition membership information becomes very inefficient.

6.5.2.4 Proposed Transaction Commit without Partition Membership Information

We present an approach [7] which (a) does not require partition membership information, and (b) limits the resource
blocking time for participants by defining a lifetime for each initiated transaction and electing a coordinator in each
partition. The lifetime information is communicated to every participant upon initialization of the transaction but
can only be used by partition coordinators. Thus each partition coordinator can abort a transaction if its lifetime
expires. Transaction progress of the proposed approach is guaranteed because in each partition a pre-decision is
agreed upon as soon as all participants in the partition communicate their votes to an a priori elected partition
coordinator. Any election algorithm can be used for the selection of the partition coordinator such as election
of a random participant or an election based on node IDs, e.g. selecting the participant with the highest ID as a
partition coordinator (Nodes 6 and 7 in Figure 6.6(a) are elected as partition coordinators because they have the
highest ID in their corresponding partitions). Existing election algorithms for mobile ad-hoc networks such as
[132,133] can also be used for the election of the coordinator. The election can also be optimized according to
some factors such as connectivity to other mobile entity participants in the same partition, communication, storage
and computation capabilities. The coordinators can also be selected upon initialization of the transaction. In this
case the coordinators are not tied to partitions that change dynamically over time; hence the notion of partition
coordinator is not appropriate. For this work we assume that sufficient time exists to elect a partition coordinator
before the partition composition changes.

As we do not assume the existence of partition membership information, we require that every participant sends
its vote to each partition coordinator it encounters (i.e. it is able to communicate with either directly or multi-hop)
as long as there is no final decision. In this way even if the original partition coordinator was not aware about
this participant’s vote, e.g. due to message loss, then the vote information is not lost. The vote information is
communicated to other partition coordinators when these are encountered. The pre-decision taken by the partition
coordinator can propagate from one partition to another as the partition coordinator moves to another partition. If at
least one participant votes to abort the transaction, the partition coordinator decides to abort the transaction and the
final decision is propagated to the rest of the participants. If the pre-decision is Commit, the partition coordinator
cannot take a decision about the outcome of the transaction locally and proceeds as follows.

The coordinator of each partition maintains a list of all participants from which the partition coordinator received
a vote (e.g. in Figure 6.6(a), Node 6 maintains the list {2,4,5,6}). As long as the received votes are Commit votes
the pre-decision is Commit. As soon as a participant votes to abort the transaction, the coordinator decides to abort
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Figure 6.6 Partition-aware ad-hoc commit.

the transaction, as discussed above. The partition coordinator propagates its pre-decision and the list of participants
which voted to commit the transaction (if the pre-decision is Commit) to other partitions on partition joins. As
shown in Figure 6.6(b), if two partitions join, the corresponding partition coordinators (Nodes 6 and 7 in Figure
6.6(b)) exchange their lists and elect one coordinator among themselves (e.g. using the same strategy as for election
of the partition coordinators). In the example of Figure 6.6(b), Node 7 is elected as partition coordinator because
it has a higher ID than Node 6. Using this schema for the election of a new partition coordinator if two partitions
join, we guarantee that no two or more partition coordinators have the same knowledge about which participants
voted to commit the transaction. In the latter case these partition coordinators can take different decisions about the
outcome of the transaction which violates the correctness of the proposed solution. Every coordinator can abort the
transaction if the lifetime expires before reaching a decision. Once the list of participants that voted for Commit
contains all the participants of the transaction, the coordinator (which is the single coordinator in the system by this
time) takes the decision to commit the transaction and sends the decision to the participants in its current partition.
Only one coordinator remains in the system because all the partition coordinators should meet together in order
to exchange their lists and by this time they select one coordinator among them. The lists are merged only if the
election succeeds. This guarantees the uniqueness of the taken decision. The final decision is communicated to
other participants when they encounter participants which already know this decision. For the dissemination of the
decision and for the communication between the participants inside a single partition, either flooding or a routing
protocol like AODV [134] are used depending on the ratio of participants to non-participants which exist in that
partition.

The proposed approach reduces the resource blocking time of mobile participants because the partition coordi-
nators do not arbitrarily wait long to connect in order to decide about the outcome of the transaction. If the lifetime
expires on at least one partition coordinator before reaching a final decision, the transaction is aborted. This is
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not viable in any existing solution as mobile participants have to meet asynchronously to be able to reach a final
decision.

Coordination/cooperation between mobile assist nodes based on data stored on them delivers guarantees es-
pecially with respect to identifying responsibilities of different mobile nodes in case of misbehaviour or non
achievement of the targets of the mission of these mobile nodes. This data becomes more important if the cooper-
ating nodes belong to different organisations or companies.

6.6 Inter-WSN Cooperation

Obviously, there will be varied WSNs deployed in different or overlapping locations to observe different physical
phenomena. Users will benefit from the composition of the varied information delivered by the different WSNs. For
example, combining weather information obtained from a city WSN with parking place availability information
provided by another WSN would support the decision to drive to that city or not for pleasure. Generally, we observe
a trend to integrate sensor data (such as GPS tracking data and webcams) into Geographical Information Systems
(GIS), location-based information systems and online services.

In the rest of this section we briefly survey the existing projects to provide for inter-WSN cooperation and present
our novel map-based approach which enhances the existing efforts and allows for easy inter-WSN cooperation.
We consider more than one WSN that are built according to the WSN or mWSN system models. The inter-WSN
cooperation is easily realized through cooperation between the sinks of each elementary WSN (Figure 6.7).

6.6.1 The Sensor-Map Integration Approaches

Many applications such as weather forecasting, precision agriculture and environmental monitoring have generally
followed one of two paths. One is based entirely on map based information and the other is based on real-time
sensor information. The first approach is based mainly on using maps to represent historical information. The
second approach allows one to access real-time data. With the development of networking and communication
technologies the trend is to combine both approaches.

There have been many attempts to provide a global platform to integrate different sensors and sensor networks.
The SensorMap project [145, 146] allows one to integrate webcams, environmental sensors, transportation traffic
sensors, etc. into a global map. Users can then access the map through a Web browser and benefit from the
displayed sensor information. A similar project introduced recently by the US homeland security department is
SensorPedia [147].

user(s)
information,, e.g., temperature map

information,,, e.g., fire detection

information sink, w

Figure 6.7 Overview on inter-WSN cooperation.
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The leading project has been initiated by NASA and is referred to as SensorWeb [149]. SensorWeb is a concept
that supports macro scale sensing with web-enabled heterogeneous sensors. Sensor Web Enablement (SWE) is
a generic approach designed to allow the integration of maps and real-time sensor data. This has been driven
by a working group from the Open Geospatial Consortium (OGC) [148]. A further example is augmenting the
navigation map with real-time sensor information from sensors on the road and on vehicles.

6.6.2 Generalized Map-Based Cooperation

Most WSN research is application-oriented and relies on cross-layer approaches. Therefore, the current research
does not allow for a widely accepted abstraction. While the design paradigms (WSN as a network, database and
event service provider) reduce application dependency and hide low-level communication detail, they still address
single sensor nodes (although redundancy of nodes and consequently spatial correlation of sensor readings are
inherent in WSN). Subsequently, there is a strong need for a holistic design methodology. Such a methodology
should be flexible/abstract and systemize/simplify the design as well as the deployment phases and involve
functional as well as nonfunctional attributes. Obviously, the holistic approach should retain the advantages of the
existing paradigms. Overall, rather than addressing single nodes, designers should address spatially-correlated and
appropriately-grouped nodes. We refer to such groups as regions. A few attempts do exist that address regions
instead of single nodes, such as [135, 136].

WSNs, on one hand, are inherently embedded in the real world, with their goal being to detect the spatial and tem-
poral world’s physical nature, such as temperature, air pressure and oxygen density. On the other hand, maps present
apowerful tool to model the spatial and temporal behaviour of the physical world, being an intuitive aggregated view
of it. The map paradigm builds on the region principle and therefore provides excellent modelling primitives for
WSNs. Global maps are created for the sake of network monitoring (e.g. residual energy map [137]), event detection
(e.g. oxygen map [138, 139]), event boundaries detection [142] and tracking [143], or network protocol optimiza-
tion [140]. This research highlights the map-based methodology as a powerful and promising abstraction. In [10],
we proposed that maps are the natural step towards a holistic Map-based World Model (MWM) and Map-based
WSN design.

In [10] we developed the MWM for generalized WSNs. We showed how this model retains the advantages
of existing design methodologies while augmenting their efficiency and level of abstraction. We also presented a
step-wise design methodology to build an appropriate MWM and the process driving its usage. In particular, we
emphasize the following qualities of our MWM: (1) MWM can reflect appropriately both physical and network
worlds while being aware of the strong constraints on network and node resources, and (2) the MWM holistic
approach provides a natural way to define, detect, query and predict arbitrarily complex real world situations and
events. Below, we briefly define our MWM. For details about the generalized architecture and the core primitives
for MWM usage and management we refer to [10].

Without loss of generality, we model the world as a stack of user maps (UMAP) presenting the spatial and
temporal distributions of the sensed attributes of interest in the physical world (Figure 6.8). We additionally model
the spatial and temporal behavior of system properties as a stack of network maps (nMAP) such as residual
energy and connectivity maps. MWM is the superposition of all maps of interest. The unified modelling of both
physical/network models maximizes the reusability of concepts and techniques.

A Map is an aggregated view on the spatial distribution of a chosen attribute at a specific time. From cartography
[144], we identify two main classes of maps, i.e. the choropleths (e.g. nMAP 1 in Figure 6.8) and the isomaps
(e.g. uMAP 2 in Figure 6.8). The map construction groups spatially correlated sensor nodes with similar attribute’s
values to regions. In MWM we define a region by its border (a set of spatial points) and an aggregate (e.g. average)
of the attribute’s values obtained from all sensor nodes located in the region’s area. A map is then the collection of
all regions of the WSN. We refer to [10] for a brief survey of existing approaches to create maps for WSNs.

The main benefit of MWM is to abstract from single sensor nodes by addressing regions. While losing sampling
details, the map abstraction usually sustains acceptable accuracy concerning the spatial distribution of sensor
readings. Accordingly, map abstraction presents a natural step to increase the communication efficiency in WSNs.
The higher the number of sensor nodes per region, the higher is the benefit. The MWM abstraction level simplifies
the design and deployment of WSNss as it can be easily accepted by different parties, ranging from users to network
designers, programmers and administrators.

The MWM model presents a widely accepted abstraction level as it converts less comprehensive sensor data
into understandable information. Furthermore, MWM can be implemented as middleware which simplifies the
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Figure 6.8 Map-based World Model (MWM).

integration of varied applications not only intra-WSN but also inter-WSN. The map-based model is potentially a
candidate for developing standards for cooperative WSNs. Such standardization will provide a generic interface
simplifying the WSN interoperability through the interconnection of heterogeneous and autonomous WSN systems,
which can play a major role in future WSN research (e.g. SensorWEB [149]). This conforms to the trend discussed
earlier.

6.7 Conclusions and Future Research Directions

Cooperation between the different WSN entities is a prerequisite for dependable system operation. The traditional
approach in the WSN research area is to maximize cooperation between the static nodes and the dedicated sink(s).
As this cooperation reveals limitationss due to the nature of fragile sensor nodes and wireless links, the trend is to
inject a few powerful reconfigurable nodes in the WSN to catalyze/augment the cooperation. In this chapter, we
investigated the key role of node cooperation in providing core functionalities and dependable network operation.
Primarily, we studied the core functionalities of sampling the physical phenomena, in-network processing of
samples to extract useful information and finally the transport of extracted information to the user. Throughout the
chapter, we addressed most of the established system models for WSNs, ranging from the popular static model, to
the emerging mobile WSN model.

We have shown how cooperation between static sensor nodes allows enabling self-organization in the network
and leads to high deployment efficiency and resilience against network perturbations. In addition, this cooperation
is a key aspect in maintaining the desired quality of information level, i.e. to provide for efficient Qol provisioning.
Considering the example of information transport, we presented our ongoing work that shows how inter-sensor
cooperation at local, region and network levels contributes to tune the achievable Qol level through tuning the
attainable transport reliability. However, recent efforts to combine all core network functionalities (from sampling
to information transport) to define and provision Qol, show that a re-thinking of inter-sensor cooperation design is
needed in order to achieve an holistic architecture for Qol provisioning.

Enriching static WSNs with mobility is nowadays simple and extremely useful for sustaining critical function-
alities beyond perturbations. Two broad classes of cooperation are possible, i.e. the cooperation of mobile assist
nodes with static sensor nodes and among themselves.

We identified two main goals for cooperation between static and mobile entities. First, we discussed how mobile
assist nodes can contribute to maintain or enhance the different network functionalities. We mainly discussed the
repositioning of mobile entities to under-sampled regions in order to improve the spatial sampling and maintain
the desired Qol. Furthermore, we presented the existing approaches to utilize mobility so as to physically transport
information to the sink. In these approaches cooperation between mobile and static nodes significantly reduces the
network load on static sensor nodes and saves valuable resources such as energy and bandwidth. We presented in
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detail our gMAP approach, where assist nodes collect samples efficiently from all static sensor nodes independent of
the considered node deployment. Second, we investigated the key role of mobility in maintaining the dependable
operation of WSN. We focused primarily on improving deployment, ensuring network and sensing coverage,
extending the lifetime and repairing network partitioning.

Cooperation between mobile assist nodes is investigated less in the literature. In this chapter, we presented
our ongoing efforts in cooperative path planning and data-based agreement for coordination. A novel technique
has been presented to plan the path of multiple assist nodes in order to collect data from sensor nodes. We also
presented a novel commit protocol for transaction-based atomic coordination between mobile assist nodes. This
transaction-based cooperation approach allows the permanent and consistent tracing of coordination data in local
databases, which is of great importance for future mobile WSN deployments.

Though a lot of effort has been made to drive cooperation between static and mobile nodes, we still observe a lack
of systematic investigation of the trade-offs for cooperation among only static, static and mobile and only mobile
nodes. In particular, we investigate in ongoing research how to tune information transport timeliness. Our approach
consists of finding the appropriate balance between the low-delay multi-hop communication and the high-delay
physical transport by mobile nodes. To this end, the network conditions are profiled in order to reposition existing
mobile nodes proactively if needed.

A recent case for research is enabling WSN systems for the internet of things. One major step towards this
vision is to enable cooperation between autonomous WSNs and to allow for sensor webs. We have shown that our
map-driven WSN architecture allows for standardization of inter-WSN cooperation and also for the easy integration
of WSNss in existing location-aware information systems. Much effort is needed in order to realize the vision of
all-map sensing. Especially, real-time integration of sensors into maps and the federation/integration of deployed
(wired and wireless) sensor networks open up many challenges for research.

Overall, we have considered only cooperative WSN entities and excluded uncooperative behaviour such as
selfishness and deliberate faults. Unfortunately, there are few projects that investigate the impact of security
breaches on aspects of cooperation [14, 150]. Hence, we highlight this research gap that should be filled in the
near future so as to achieve mature techniques ready for real deployment.
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An Opportunistic Pervasive
Networking Paradigm: Multi-Hop
Cognitive Radio Networks'

Didem Gozupek and Fatih Alagoz

Department of Computer Engineering, Bogazici University, Istanbul, Turkey.

7.1 Introduction

The proliferation of wireless applications and services has intensified the demand for radio spectrum. Although
licensed spectrum is at a premium, a large portion of spectrum is used sporadically with a high variance of
geographical and temporal usage. This ineffective utilization constitutes the very ‘raison d’étre’ of the dynamic
spectrum access (DSA) concept, which refers to the opportunistic utilization of the spatiotemporally unoccupied
portions of the spectrum. The key and jump-start enabler for DSA is cognitive radio, which is the next evolution
of adaptive/aware/software-defined radios through a supplemental intelligent layer providing DSA capability.

Cognitive radio devices can operate anywhere and using any portion of the spectrum as long as they guarantee that
the licensed owners of the spectrum portion are not disturbed. This ubiquitous and opportunistic nature of cognitive
radio devices renders cognitive radio networks a vital paradigm in opportunistic pervasive communications.

A cognitive radio network (CRN) is comprised of primary (PU) and secondary (SU) users. The former is the
licensed owner of a frequency band, whereas the latter utilizes the spectrum opportunities during the inactive times
of the PUs. A CRN may have a single-hop or multi-hop structure. The emerging IEEE 802.22 standard-based
wireless regional area network (WRAN) technology is based on the single-hop CRN concept, in which a centralized
cognitive base station (BS) manages the SUs that use the TV bands opportunistically when they are unoccupied by
the incumbent TV services. On the other hand, multi-hop CRNs (MHCRN) have no fixed network infrastructure
or central controller with an additional requirement that the information needs to be relayed over multiple wireless
links. Thus, the SUs in a MHCRN have to coordinate themselves in a distributed manner.

Multi-hop wireless networks gain increasing popularity as multi-hop connections inevitably become necessary
in order to maintain a high degree of network connectivity and achieve higher data rates for larger distances.
Furthermore, the difficulty of providing infrastructure in certain applications such as emergency situations and
battlefields necessitates that the network has an ad hoc structure. Moreover, CRNs promise to obviate radio inter-
operability problems with the ultimate goal of providing a ‘universal wireless device’. For instance, the Joint Tactical
Radio System (JTRS) attempts to provide a common architecture to solve the formidable radio interoperability
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problems of the US military [1]. Inter-operability problems are also an impediment in joint operations, where each
nation typically has its own radio system. Lately, the emphasis on peacekeeping, disaster relief, homeland security
and other non-combat military operations has produced additional problems. In these roles, military units have
to communicate with humanitarian organizations and public safety agencies, as well as the civilian population.
Consequently, the emergency communication networks and military tactical networks of the future are expected
to be based on MHCRNSs. Moreover, the pivotal role of multi-hop wireless networks in sustaining a high degree of
network connectivity and attaining increased data rates coupled with the enhanced spectrum efficiency and radio
inter-operability benefits of CRNs make MHCRN:S a strong candidate for commercial applications as well.

The primary function of a medium access control (MAC) protocol is to govern the physical layer data transmis-
sions and to provide an access service for error control and recovery at the link layer. The design of the MAC layer
for CRNs has additional challenges such as ensuring that the communications of the PUs are not disturbed and
collisions among the SUs are avoided so that channel utilization is improved. Unlike single-hop CRNs, which have
the emerging IEEE 802.22 standard, the MAC layer of MHCRNS has hitherto been unstandardized. Furthermore,
the MAC design of MHCRNS s introduces challenges that are non-existent in single-hop CRNs, such as transceiver
synchronization, group communication, hidden incumbent node problem, as well as the Clear to Send (CTS)
timeout problem in addressing hidden and exposed terminal problems.

The authors in [2] present an overview of the existing work and research challenges with regard to the ad hoc
CRNs in general. They outline the research issues concerning spectrum sensing, decision, sharing and mobility in
different layers of the protocol stack. On the other hand, the authors in [3] present a survey of the MAC protocols
in CRNs in general, where they discuss both infrastructure-based and ad hoc CRNs. In contrast, we focus in this
chapter on MAC protocols specific to MHCRNS . In this respect, the area of study in this chapter can be regarded as
the intersection of those of [2] and [3]. Hence, we provide a deeper discussion on a narrower and more specific topic.

The rest of this chapter is organized as follows: In Section 7.2, we outline the challenges presented in the MAC
design of MHCRNS, accompanied by a comparison of multi-channel networks and MHCRNS. In Section 7.3,
we briefly discuss the key MAC protocols for MHCRN:S, listing their advantages and disadvantages. We make a
comparison of the investigated protocols in Section 7.4, and provide future directions for researchers with regard
to open issues that have not been addressed thoroughly. Finally, we conclude the chapter in Section 7.5.

7.2 Overview of Multi-Hop Cognitive Radio Networks MAC Layer
7.2.1 MAC Design Challenges in MHCRN s
7.2.1.1 Common Control Channel (CCC) Problem

In a MHCRN, the SUs need to communicate with each other through control messages for accomplishing tasks
such as the negotiation of a common channel available to both parties. For this purpose, a common control channel
(CCC) is needed. A separate dedicated control channel would seem to be the proper solution. Although a CCC
facilitates numerous spectrum sharing functions such as sender and receiver handshake or sensing information
exchange, a dedicated CCC has several drawbacks. Firstly, it is a waste of channel resources. Secondly, a control
channel can quickly saturate as the number of SUs increases, which constitutes a big problem, especially for
MHCRN:S. Thirdly, an adversary can cripple the CCC by flooding it on purpose and can thus severely obstruct the
channel negotiation and allocation process, causing Denial of Service (DoS) attacks [4]. These three problems also
exist in multi-channel networks. MHCRNS s have the additional problem of the possibility of a PU appearance in
the CCC. If an incumbent signal is detected in the same band, CCC needs to switch to another band by applying
a control channel policy. In order for this control channel hopping pattern to be identical in all the nodes in the
MHCRN, a channel selection policy that guarantees this requirement needs to be applied. Furthermore, each SU
has to sense the CCC band constantly for a prompt detection of PU appearance. Another approach to obviate the
need for a CCC is to choose a channel among the available channels as the control channel. When the PU of
that channel returns, a new channel which is available to all users is chosen. Nevertheless, the probability that a
certain channel is available to all SUs in a MHCRN is quite low. Furthermore, the available channels may differ
in transmission range, operation frequency and bandwidth. Owing to this heterogeneity in the transmission range,
the scalability and connectivity of the network is subject to change in accordance with the control channel since
a channel with a shorter transmission range may not provide service to all the areas served by a channel with a
longer transmission range. Therefore, a better protocol that avoids the use of a CCC, while at the same time taking
network heterogeneity into account is essential.
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Figure 7.1 Multi-channel hidden terminal problem.

7.2.1.2 Transceiver Synchronization

In order to establish communication and data exchange between two pairs of SUs, both the sender and the receiver
node have to tune to the same channel at the same time. Since the nodes do not know which channels are available
and which one of the available channels the other node is going to tune to, they need to establish the communication
frequency and time period prior to the incipient communication. Transmitter-receiver synchronization challenge
is unique to the MAC in opportunistic spectrum access networks and maintaining this without introducing extra
control message exchange is a nontrivial task. The problem becomes even more complicated in MHCRNSs because
of the lack of a centralized controller to govern the transmissions from all nodes.

7.2.1.3 CTS Timeout and Undecodable CTS Problems

The existence of hidden and exposed terminals is a classical problem in MAC design for multi-hop ad hoc
networks. In a MHCRN, the hidden terminals are SUs outside the secondary transmitter’s range, but inside the
secondary receiver’s range, exposed terminals are SUs within the secondary transmitter’s range but outside the
secondary receiver’s range. Since hidden terminals can result in collisions and exposed terminals may lead to
wasted opportunities, they need to be addressed properly. Approaches such as IEEE 802.11 Request to Send
(RTS)/Clear to Send (CTS) might alleviate the problem; nevertheless, this scheme presents two problems in the
MHCRN domain. Firstly, the conventional RTS/CTS approach fails when the RTS/CTS packet is not decodable;
e.g. when the received signal power is just below what is needed for decoding. In a MHCRN, this might happen
when there is a collision due to the PU activity. Secondly, unlike in traditional MAC protocols, the sender in
a MHCRN cannot merely set a fixed timeout while expecting a CTS in MHCRNSs because the PU activity can
inevitably prevent the SU control channel transmissions. Therefore, a more sophisticated mechanism is needed to
address this problem in MHCRNs more effectively.

7.2.1.4 Multichannel Hidden Terminal Problem (MCHTP)

The multi-channel hidden terminal problem (MCHTP) was identified initially in multi-channel networks; however,
the same problem also exists in MHCRNS. Figure 7.1 illustrates four nodes with their respective Available Channel
Lists (ACL). Assume that only the adjacent nodes are in the transmission range. Since channel 1 is available to all
nodes, suppose that channel 1 is chosen as the CCC and that nodes C and D are already communicating through
channel 3. When node A wants to send a packet to node B using channel 2, it sends an RTS to B on the CCC, which
is channel 1 in this case, B suggests channel 2 for data communication by sending a CTS packet. Subsequently,
node A sends a confirmation message to node B and to its neighbors indicating that it has reserved channel 2 for
data communication. Nevertheless, since C has been communicating using channel 3, it fails to receive the CTS
from B. Therefore, it presumes that channel 2 is available and might commence communication with node B using
channel 2, and hence yielding a collision. This is called the MCHTP.

7.2.1.5 Hidden Incumbent Node Problem (HINP)

In MHCRN:S, when the sender and receiver nodes negotiate to determine an available channel, they select a data
channel based on their ACLs in order to avoid causing interference to the PUs. The hidden incumbent node problem
(HINP) that arises in this situation was introduced by the authors in [5]. In Figure 7.2, node S is the source node
with an ACL of {1, 2, 3, 4}, which indicates that no signal was detected on that channel, implying the absence
of any PU or other SU activity. The circles in the figure represent the transmission range of the nodes in the
centre. Besides, PU; indicates that the PU is operating on channel i. Node S sends its ACL in the RTS packet to
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Figure 7.2 Hidden incumbent node problem.

the destination node D using the CCC. The incumbent nodes PU; and PU, are operating inside the transmission
range of the source node S. However, node S cannot detect the signals of these incumbent systems since the radio
waves from these signals cannot reach the source S. It is possible that after the RTS and CTS exchange between
S and D, D may choose channel 1 as the data channel, which will cause interference directly to the incumbent
system working on channel 1. The same also applies for channel 2. Similarly, within the transmission range of the
destination node D, channels 3 and 4 are occupied by the incumbent devices. The incumbent signal on channel
3 can be sensed by D; therefore, the ACL of D excludes channel 3. In the case of channel 4, the signal from the
incumbent system cannot reach node D or it can be ignored by the destination node as background noise due to
weak signal strength. If node D selects channel 4 and includes this in the CTS that it sends to S, then PU, will
receive harmful interference from the destination node D. This problem is called the Hidden Incumbent Node
Problem (HINP).

7.2.1.6 Number of Transceivers

In the single transceiver model, the CR nodes utilize the same transceiver for both control and data channel
transmissions. Since the nodes have to switch back periodically to the control channel, this model results in
longer transmission delay than the dual transceiver model. Furthermore, a single transceiver model requires exact
synchronization between the nodes. Although the dual transceiver model eliminates these drawbacks since one of
the transceivers is dedicated to the control channel, this model possesses hardware implementation complexity.
A similar situation exists for the sensing task. If a dedicated radio senses the spectrum continually while another
radio is involved with the data transmission tasks, more transmission opportunities can be detected and the sensing
results have greater accuracy. Furthermore, the multi-channel hidden node problem illustrated in Figure 7.1 can be
avoided, since node C does not miss the CTS message transmitted by node B due to its dedicated control channel
transceiver. Nevertheless, more radios imply hardware implementation complexity. If a single radio is used for both
sensing and accessing, then the data transmission has to be interrupted periodically, which incurs more latency.

7.2.1.7 Coordination of Spectrum Sensing and Accessing Decisions

To achieve optimal performance in a MHCRN, the MAC protocol has to determine a set of channels to sense
and a set of channels to access. In a single-hop CRN with a central coordinator, the coordinating node can decide
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on which nodes will sense and guide a cooperative spectrum sensing process in addition to making the spectrum
accessing decisions. Nonetheless, since there is no central coordinator in a MHCRN, the nodes have to make
the spectrum sensing and accessing decisions in a distributed manner. Moreover, the spectrum access decisions
should take into account not only the availability of a sensed channel, but also the channel fading condition and
the nodes’ energy constraints. Furthermore, the cognitive nodes have to determine the optimal sensing time and
optimal transmission time in a distributed manner.

Distinguishing the PU activity from the transmissions of other SUs is an important problem in CRNs because
the PU statistics play an important role in various decision criteria, especially during channel access. That is to
say, ‘carrier sensing’ and ‘PU sensing’ are two different phenomena in the MHCRN context, and hence, both of
them have to be handled separately and effectively. To this end, IEEE 802.22 protocol establishes quiet periods
to coordinate the spectrum sensing process. However, unlike the IEEE 802.22 network, MHCRNS lack a central
coordinator. Therefore, the coordination of the quiet periods without a central coordinator is a challenging research
issue in MHCRNS.

7.2.1.8 Group Communication

The proper operation of higher layer protocols in carrying out mechanisms such as address resolution depends on
the existence of a group communication mechanism at the MAC layer. Per contra, finding a channel available to
all the nodes in the group to communicate is a daunting task in a MHCRN, especially when taking into account
the fact that even communication between a pair of CR nodes requires significant control message exchanges.

7.2.1.9 MAC Layer Authentication

In a single-hop CRN, confidentiality and authentication across the network can be provided by applying crypto-
graphic transforms to the MAC frames. For instance, IEEE 802.22 contains a security sublayer. Unfortunately, such
a protocol cannot be implemented in a MHCRN because there is no trusted entity that can act as a server to control
the distribution of keying material. Therefore, an adversary node can send spurious control frames to saturate the
CCC. If the control frames are exchanged in an unencrypted form, the candidate channel list in the control channel
hopping pattern can also be acquired by the adversary. Thus, even if the control channel hops ceaselessly among
different frequency bands due to the presence of the incumbent signals, the adversaries still have the capability to
saturate the CCC continually [4].

7.2.2  Comparison of Multi-Channel Networks and MHCRN

Multi-channel networks and MHCRNs share many common features. In both networks, each user has a set of
channels available for communication. When two users want to communicate, they might negotiate via a common
control channel (CCC). Furthermore, the CCC and MCHTPs, which are related to a multi-channel network, are
common to a MHCRN. Therefore, many MHCRN MAC proposals in the literature are inspired by the work on
MAC designs in multi-channel networks [5, 6, 7].

There are two major differences between these two networking environments. Firstly, the number of channels
available at each node is fixed in a multi-channel network, while it is variable in a MHCRN. Hence, it is probable
that a SU in a MHCRN has no available channels owing to the complete occupancy of the spectrum by the PUs.
Secondly, the channels in a multi-channel network generally have equal bandwidths and transmission ranges;
however, the environment is heterogeneous in a MHCRN. In this respect, a MHCRN may be considered as an
amalgamation of multi-hop and multi-channel networks together with the additional challenge of varying spectrum
availability.

7.3 Proposed Mac Layer Protocols

In this section, we briefly describe a wide range of MAC protocols designed for MHCRNS by stating the essential
behavior of the protocols wherever possible. Moreover, we also present the advantages and disadvantages of
the protocols.
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Figure 7.3 DC-MAC operation phases [8].

7.3.1 POMDP Framework for Decentralized Cognitive MAC (DC-MAC)

The authors in [8] formulate a Partially Observable Markov Decision Process (POMDP) framework for modeling
the channel sensing and accessing decisions in a MHCRN. They model the PU activity as a two state (occupied/idle)
Markov chain. Since in general the network state cannot be observed completely due to partial spectrum monitoring
or sensing error, the model is a POMDP. At the beginning of each time slot, each user firstly determines a set
of channels to sense. On the basis of the sensing observations, each node then selects a subset of the available
channels to access. At the end of the time-slot, in response to these sequential sensing and accessing actions,
each user obtains a reward, which is equal to the number of bits delivered. The objective is to maximize the
total expected reward accumulated over a certain number of slots, where the spectrum occupancy statistics remain
unaltered. The constraint is to bound the probability of collision below the permissible maximum value. Depending
on the received reward, each user updates its belief vector, which represents its knowledge about the network state.
Figure 7.3 illustrates the sequence of operations in this protocol.

In order to ensure transceiver synchronization, both the transmitter and the receiver nodes update their belief
vector using only the common information. This way, they tune to the same channel in the next time-slot.
Moreover, this framework addresses the CCC problem since it does not require a dedicated communication
channel. Additionally, the proposed framework deals with the conventional hidden and exposed terminal problems
using an RTS/CTS exchange mechanism.

Advantages: Spectrum sensing and accessing decisions are coordinated in a distributed manner without addi-
tional control message exchanges through a CCC. When the sender and receiver nodes are neighbours to the same
PU, they are guaranteed to access the same channel without explicit synchronization. However, when this is not the
case, they still need a handshaking procedure because a PU that is idle for one party may be occupied for the other
one. The authors implement this handshaking procedure through RTS/CTS exchanges. Furthermore, the proposed
protocol can be implemented using a single transceiver at each SU.

Disadvantages: The transmission pairs need RTS/CTS messages not only to handle the conventional hidden and
exposed terminal problems, but also to negotiate the communication channel when they do not have a common
neighboring PU. Since RTS/CTS message exchanges require a common communication channel, the authors do
not completely solve the CCC problem, although they partially address it. Furthermore, the authors also do not
address the CTS timeout problem mentioned in Section 7.2, which is specific to MHCRNS.

7.3.2 DCR-MAC

The authors in [5] focus primarily on dealing with the HINP discussed in Section 7.2. They state that it is necessary
to exchange the incumbent system information with one-hop neighbors from the source and destination nodes.
To this end, they propose a reactive and collision-free reporting mechanism. The neighbor nodes of the source
overhear the RTS message. If they detect an incumbent signal at the p™ listed sub-channel in the ACL of the RTS,
they transmit a short pulse at the p™ reporting slot of the reporting phase in the CCC, which is right after the RTS
phase. For a certain reporting slot, if the source node detects a pulse signal, then it indicates that there exists an
incumbent system around the neighbor of the source that uses the corresponding sub-channel in spite of the fact
that the source did not sense it. Therefore, the source node updates the ACL and transmits an RTSu (RTSupdated)
signal. Similarly, the neighbor nodes around the destination overhear the CTS and report the incumbent system
information to the destination node through short pulses. The RTS/CTS exchange also serves the purposes of
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maintaining transceiver synchronization and resolving the conventional hidden and exposed terminal problems.
The authors consider both single and dual transceiver models. The dual transceiver helps in combating the MCHTP.
The single transceiver model that the authors consider adapts the MMAC ad hoc traffic indication message (ATIM)
mechanism, proposed originally by the authors in [9] for multichannel networks. Besides, the authors assume a
CCC in the ISM band.

Advantages: The authors address the HINP, which had previously received little attention. Since the proposed
sensing information exchange mechanism between the neighbor nodes and the source/destination nodes is reactive,
it does not require periodic MAC control message transmissions, which would occur in a proactive protocol.

Disadvantages: Because of the additional reporting slots in the RTS/CTS exchange, the proposed protocol incurs
a greater access delay than a conventional RTS/CTS message exchange. Furthermore, the usage of a CCC makes
the protocol prone to DoS attacks, and the reporting slots in the CCC exacerbate the CCC saturation problem. It
is also noteworthy to mention that the proposed protocol does not entirely solve the HINP because the one-hop
neighbors also may not be in the transmission range of the PU. It may even be the case that no SU is in the
transmission range of the PU. Therefore, a more sophisticated transmission power control mechanism needs to be
employed by the SUs in order to completely solve the HINP.

7.3.3  Cross-Layer Based Opportunistic MAC (O-MAC)

The authors in [10] propose PHY and MAC layer integrated spectrum sensing policies for MHCRNSs. Each SU is
equipped with two transceivers: one transceiver for spectrum sensing and data transmission and one transceiver for
control channel transmissions. Firstly, the authors make a Markovian analysis of a simple random sensing policy,
where each SU randomly selects one of the licensed channels to sense. The authors prove that when the number of
SUs is large enough, the SUs can sense all of the licensed channels even using the simple random sensing policy.
Nonetheless, this policy is inadequate when the number of SUs is smaller than or close to the number of licensed
channels. To amend this weakness, the authors then propose a negotiation based sensing policy and analyze it
through an M/G¥/1 queuing model. The basic idea is to let the SUs know which channels are already sensed by their
neighbouring SUs and then select different channels to sense in the next time-slot. At the very beginning, the SUs
randomly select a licensed channel to sense and report the channel state by sending beacons in the reporting phase
of the control channel. During the negotiation phase, the SUs encapsulate the channel sensing information into the
RTS/CTS packets. The neighboring nodes that overhear these packets learn about whether they have sensed the
same channel. If there are neighboring SUs that sense the same channels as the sender in a particular time slot,
each of them will sense another different licensed channel in the subsequent time slot, which is randomly picked
up from the rest of the channels that have not been sensed. If the number of SUs is larger than or equal to the
number of licensed channels, the negotiation based sensing policy eventually reaches the desired state where all
the licensed channels are sensed by all the SUs.

Advantages: The rigorous throughput and delay analysis provides insights into under which circumstances a
simple random sensing policy is enough and when a more sophisticated negotiation based sensing policy is needed.

Disadvantages: In addition to the inclusion of the channel sensing information into the RTS/CTS packets, the
usage of the control channel for the reporting and negotiation phases aggravates the CCC saturation problem.
Furthermore, the authors assume that the licensed channel availability information is consistent among all SUs;
i.e. all SUs utilize the licensed channels used by the same set of PUs. This assumption may hold only for small
scale MHCRNS . This entire analysis is invalid for situations where a licensed channel is occupied by a PU and
hence unavailable for the SUs in some part of the MHCRN, but it is available in another part of the MHCRN.

734 HC-MAC

The authors in [11] propose a cognitive MAC protocol that determines the optimal spectrum sensing decision for
a single secondary transmission pair with single radios that cannot sense and transmit simultaneously. If more
channels are sensed in a certain time period, more channels may be available for transmission. Nevertheless,
sensing consumes time and if the additionally sensed channels are unavailable it is a waste of time since this
time could be used for data transmissions instead. The contention, channel sensing and data transmission phases
are sequential, as illustrated in Figure 7.4. The authors formulate this spectrum sensing decision problem as an
optimal stopping problem, which can be solved by backward induction. Three types of control messages are used.
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Figure 7.4 HC-MAC operation phases [11].

C-RTS/C-CTS messages are used for contention and spectrum reservation. Any SU hearing either of these two
messages defers its operation and waits for the notification message. S-RTS/S-CTS messages are used to exchange
the channel availability information between the sender and receiver in each sensing slot. T-RTS/T-CTS messages
are used to notify the neighbouring nodes the completion of the transmission.

Advantages: The influence of sensing overhead for the multi-channel opportunity is considered. The approach
requires little hardware complexity, since the hardware constraints such as a single radio for both spectrum sensing
and data transmission, as well as partial spectrum sensing ability are taken into account.

Disadvantages: Additional control message exchanges in the decentralized version of the approach have a
detrimental impact on the CCC. Furthermore, HC-MAC does not take the impact of SU spectrum usage into
account. A secondary pair A-B that wins the contention period senses the spectrum with the neighboring nodes
silenced. Nevertheless, the two hop away nodes that do not receive the C-RTS/C-CTS messages can still perform
their operations. If these two hop away nodes operate on the same channels as the ones sensed by the pair A-B,
then the sensing results of these A-B nodes will inaccurately indicate that there is a PU transmission on these
channels. This situation is referred to as the sensing exposed terminal problem and it is not handled effectively
by HC-MAC.

735 C-MAC

The major component of the Cognitive MAC (C-MAC) protocol proposed by the authors in [6] is the rendezvous
channel (RC). In the C-MAC protocol, each channel has a superframe structure and one channel is identified as the
RC, which is decided dynamically and in a distributed manner. The RC has functionalities such as synchronization
among the available channels, discovery of the neighbor nodes, channel load balancing, group communication
support (multicast and broadcast), and mitigation of the conventional hidden terminal problem as well as the
MCHTP. The superframe structure also includes a slotted beaconing period, through which the nodes exchange
information during the channel negotiation.

Advantages: One of the major merits of the RC is the support for group communication, which is often
neglected in other existing work in the literature. Although not stated explicitly by the authors, the proposed
distributed beaconing approach can help alleviate the HINP because the nodes acquire the information about their
neighbors’ neighbors such as occupied beacon slot and transmission schedules through this approach.

Disadvantages: C-MAC overcomes the MCHTP by having one transceiver tuned perpetually to a pre-determined
RC. In other words, only when at least two transceivers are available, can C-MAC mitigate this problem.
With a single transceiver, SUs have to switch back periodically to the RC both for control messages and re-
synchronization. Therefore, when C-MAC is employed with a single transceiver, the nodes can miss the control
frames informing them about the data transmissions among their neighboring nodes, which can possibly lead to
a MCHTP.
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7.3.6 DOSS-MAC

The Dynamic Open Spectrum Sharing MAC (DOSS-MAC) protocol proposed by the authors in [13] is based
on the busy tone concept. Each node has three transceivers; i.e. for the busy tone channel, control channel
and data channel. When a node is receiving data on a particular frequency band, it also transmits a busy tone
signal in another narrowband frequency, which is found by mapping the wide-band data channel via utilizing a
transformation function. A node that has data to transmit observes these busy tone bands and hence it is apprised
of all the data reception activities in its neighborhood. This way, hidden and exposed terminal problems are
eliminated.

The authors also state that multicasting and broadcasting are addressed by having the transmitter send a
multicast/broadcast request packet over the CCC and all the pertinent nodes adjust their receivers accordingly. No
busy tone is used in these message exchanges. However, if the spectrum declared by the transmitting node is not
available at some recipients of the broadcasting request packet, then this message exchange process fails to address
this problem. Determining a frequency band that is available for all the recipients of the multicast/ broadcast packet
is a nontrivial task that has not been handled by the DOSS-MAC protocol.

Advantages: Since the receiver node sends the busy tone, DOSS-MAC successfully overcomes the problem that
arises when the RTS/CTS packet is not decodable while trying to handle the conventional hidden node problem.

Disadvantages: The major drawback of this protocol is the need for three dedicated transceivers, which yields a
costly hardware implementation. Besides, if a PU appears on the busy tone band after a data receiving SU turns on
its busy tone signal or if a PU already occupies that frequency band at the time that the data receiving SU implements
the spectrum mapping, then the data receiving SUs cannot send their busy tone signals in the corresponding band.
The SUs have the additional burden of being obliged to monitor the busy tone bands continuously in order to ensure
that the busy tone signals are turned off in a timely manner as soon as a PU appears in that band. Moreover, when
a PU is operating on the busy tone band, the other SUs that observe this band may decide erroneously that an SU
is receiving data in the corresponding wide-band data channel and refrain from using the data channel. Therefore,
these situations constitute a waste of opportunities and additional complexity in the SUs.

The authors also state that multicasting and broadcasting are addressed by having the transmitter send a
multicast/broadcast request packet over the CCC and all the pertinent nodes adjust their receivers accordingly. No
busy tone is used in these message exchanges. However, if the spectrum declared by the transmitting node is not
available at some recipients of the broadcasting request packet, then this message exchange process fails to address
this problem. Determining a frequency band that is available for all the recipients of the multicast/broadcast packet
is a nontrivial task that has not been handled by the DOSS-MAC protocol.

7.3.7 SCA-MAC

The authors in [12] propose a channel allocation strategy for ad hoc cognitive radio networks. Their proposed
method predicts the successful rate of a channel by first calculating the probability of that particular spectrum band
being idle and then the probability that a packet with a specific length will fit the spectrum hole during the idle PU
period. Subsequently, they bundle several continuous idle channels to expedite the data transmission. This way,
the authors ensure that the interference to the PUs is limited by a predetermined acceptable rate. The cognitive
nodes use Control-channel-Request-To-Send (CRTS) and Control-channel-Clear-To-Send (CCTS) messages to
coordinate the access to the channel through the control channel. Access to this control channel is implemented
by a CSMA/CA mechanism. The control packets carry the information of packet length and channel aggregation,
whose expected successful rate meets the interference limit. After the exchange of the control packets, the sender
and receiver nodes tune their transceivers to the agreed channels. Figure 7.5 depicts the operation phases of the
SCA-MAC protocol.

Advantages: The ability of the protocol to guarantee that the interference imposed to the PUs is bounded is
an essential feature for CRNs, since it ensures that there is no noticeable deteriorating impact on the QoS of the
PUs. Furthermore, incorporating the channel statistics into the decision criteria for channel access enables quality
assessments of the channels. This way, the SU acquires the ability to wait intelligently for a busy channel with a
high successful rate to become idle again when the currently existing idle channels have low successful rate.

Disadvantages: The authors assume that a CCC exists. When the CRTS/CCTS packets fail due to collision
among the other SUs when they are trying to be transmitted over the CCC, the SCA-MAC protocol simply restarts
the negotiation process. Nevertheless, this renegotiation exacerbates the CCC saturation problem.
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7.4 Open Issues

Table 7.1 provides a comparison of the MAC protocols investigated in Section 7.3, which address various aspects
of the MHCRN specific research challenges discussed in Section 7.2. Each protocol is marked as either (+),
indicating that the corresponding research issue is addressed or (—), indicating that the issue is not addressed.

MAC Layer Authentication: None of these studies solves completely all the vital aspects related to MHCRN
operation. Transceiver synchronization is addressed by all the investigated protocols; however, none of the work
addresses the MAC layer authentication problem, which is a challenging issue in the absence of a centralized
controller.

Quiet Period Coordination in Spectrum Sensing and Accessing: The nodes in a MHCRN have to distinguish
between the transmissions of PUs and the transmissions of other SUs. To this end, other SUs may be forced to be
silent when an SU senses the channel. Coordination of these quiet periods in a distributed manner is a possible
research issue. The only work that claims to have addressed this problem is C-MAC [6], where the authors mention
that they use the RC for this purpose. Nevertheless, they do not discuss about how this coordination would be
implemented using the RC and without the presence of a central entity.

CTS Timeout Problem: Conventional hidden and exposed terminal problems are addressed by most of the work
through IEEE 802.11 such as RTS/CTS mechanisms; nevertheless, none of these studies considers the cognitive
radio specific fact that no fixed timeout can be applied while expecting the CTS message because of the PU activity.
A possible research issue might be to incorporate the predicted channel usage pattern into the calculation of the
CTS timeout value. In other words, a method that changes the CTS timeout value dynamically according to the
predicted channel usage pattern of that frequency might be considered as a possible research issue. For instance,
the work in [12] might serve as a basis and be modified to be incorporated into the CTS timeout value calculation.

Tradeoff Between MCHTP and the Number of Transceivers: MCHTP can be entirely obviated with the usage
of a dedicated CCC transceiver. Nevertheless, an additional dedicated transceiver implies hardware implemen-
tation complexity. Thus, these two problems are inter-related and there is usually a tradeoff in their design and
implementation. Most of the investigated protocols address either the CCC problem or the MCHTP, but not both
of them [5, 8, 13]. The only protocol that addresses both problems is C-MAC [6]. Although C-MAC avoids the
usage of a CCC while combating the MCHTP, this capability comes at the hardware expense of having a dedicated
transceiver tuned to a predetermined rendezvous channel. Since this extra transceiver does not exist in the actual
protocol but mentioned by the authors as a possible extension to alleviate the MCHTP, we marked the number of
required transceivers for C-MAC as one in Table 7.1. Combating the MCHTP without a dedicated control channel
transceiver is a promising research issue.

HINP: HINP is specific to MHCRNS; therefore, there are no other previously proposed protocols in other realms,
such as multi-channel networks or IEEE 802.11 MAC, which can be adapted to the MHCRN framework. HINP
is also not solved completely by the investigated protocols, although it is partially addressed by the authors in [5]
and [6].

Group Communication: Group communication has also received little attention. Determining a communication
channel for a group of SUs without introducing extra control message overhead is an open and challenging
research issue. C-MAC [6] seems to be the only work that addresses group communication, considering that the
multicasting/broadcasting capability of DOSS-MAC [13] entails some drawbacks, as discussed in Section 7.3.
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Table 7.1 Comparison of MAC protocols for multi-hop cognitive radio networks

Issues
+: Addressed DDC-MAC DCR-MAC O-MAC HC-MAC DOSS-MAC SCA-MAC
—: Not addressed [8] [5] [10] [11] C-MAC [6] [13] [12]

CCC Problem + - — — + — —

Transceiver + + + + + + +
Synchronization

Conventional + + — + + 4 +
Hidden/Exposed
Terminal
Problem

CTS Timeout - — - — — — _
Problem

Undecodable CTS — — - — — + —
Problem

Multichannel — + - — + + —
Hidden Terminal
Problem
(MCHTP)

Hidden Incumbent — + — — + _ _
Node Problem
(HINP)

Number of 1 Both 1 and 2 2 1 1 3 1
Transceivers

Coordination of + — + + + — —
Spectrum
Sensing and
Accessing
Decisions

Group - - - - + + -
Communication

MAC Layer — — — — — — —
Authentication

7.5 Conclusions

To put it in a nutshell, MAC design for MHCRNS carries with it the challenges of multi-channel networks
and multi-hop networks in addition to the complications that stem from the varying spectrum availability of
cognitive radio networks. The major challenging research issues are the common control channel (CCC) problem,
transceiver synchronization, conventional and MCHTPs, the hidden incumbent node problem (HINP), the number
of transceivers, coordination of spectrum sensing and accessing decisions, group communication and MAC layer
authentication. There is as yet no study that addresses all of these issues concurrently and effectively. Moreover,
there is currently no existing standard for the MAC design of MHCRNS. Therefore, protocols that handle all of
these research challenges are imperative and crucial in actualizing the opportunistic pervasive networking paradigm
of multi-hop cognitive radio networks.
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8.1 Introduction

In recent years wearable computing and sensors technology has gone hand in hand with medical healthcare
representing an innovative and leading solution designed to improve the quality of life of patients and prevent
critical situations both inside and outside medical facilities. However, more work is needed in this research field
to respond appropriately to both medical and technological challenges in deploying efficient and reliable e-health
systems. First of all, we have to identify the main issues in current healthcare systems in order to design and adapt
the technology in this direction. Following the international reports on healthcare [1], national health systems need
essentially a reduction of costs for maintaining high quality of treatment and guaranteeing high quality of life for
patients. They should also provide easy access to care for as many people as possible, anywhere and anytime,
addressing in particular the increase in the aging population and the care of chronic diseases, which represent one
of the major causes of death worldwide. With this aim in mind, healthcare professionals are trying to improve
the efficiency of the patient care, focusing on the ‘continuum of care’ [2]. This requires continuous medical
assistance to the patient, from the beginning of his/her hospitalization to discharge and consequent rehabilitation
at home, increasing the demand for portable and versatile medical devices that can support both the patient and
the doctor in continuous monitoring, thus becoming the medium of communication between these two entities.
The American Institute of Medicine [2] summarized six aims for healthcare improvement identified by: safety,
effectiveness, patient-centered, timeliness, fairness and efficiency across the different nations. To address all of
these features the experts claimed that it is necessary to define a mobile information infrastructure tailored to
the individual’s requirements that can take advantage of the advances in telemedicine systems and information
processing techniques. Following these guidelines, wearable and ubiquitous sensors, together with personal mobile
devices, represent the new frontier moving towards a novel definition of e-health systems that we can define as
pervasive healthcare systems. With this definition we can aggregate both patient-centered and hospital-centered
systems. The former are mainly dedicated to remote and continuous monitoring of patients outside the medical
facility and during daily activities, while the latter are designed to improve the medical workflow inside the facility.
The former, defined also as Personal Health Systems, represent the most challenging solutions in terms of pervasive
technologies and communications, with reference especially to wearable computing. These systems will provide the
collection, processing, storage and transmission of medical information, maintaining the fundamental requirements
of user acceptability and comfort. In fact, the main functionality of wearable sensors for healthcare (i.e. vital signal
monitoring, storage, communication with external devices, low power consumption) must be defined in accordance
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Figure 8.1 Personal Health System architecture.

with the patient’s basic needs (e.g. wearability, unobtrusiveness, no skin irritation, easily maintainability) in order
to guarantee the correct and constant usage of the system. In this chapter we survey the technological aspects of
the design and development of wearable sensor networks for healthcare, analysing and comparing the different
solutions proposed in the literature and trying to envisage some future trends in this research area. Specifically, we
introduce the concept of the Health Body Area Network (Health BAN) in Section 8.2, providing a general overview
of the system architecture of Personal Healthcare Systems, as illustrated in Figure 8.1. Then, focusing on wearable
technologies, we describe the medical and technological requirements of health sensors in Section 8.3, analyzing
the correspondence between most common diseases and the physiological and non-physiological parameters that
are useful in monitoring applications. Further to this, we refer to three main categories of wearable sensors designed
for three different purposes: vital signals monitoring (Section 8.4), activity recognition (Section 8.5) and emotion
recognition (Section 8.6). In these sections, existing wearable computing solutions are presented, highlighting the
main advantages, drawbacks and possible enhancements for the design and development of the next generation. In
addition, the analysis and correlation of the parameters derived from these different categories allows the system
to have a complete clinical profile of the patient; however, some technological issues have to be addressed in order
to guarantee an efficient and reliable system. Specifically, wireless communications in Health BAN represents one
of the main aspects to be investigated with particular attention given to power consumption, reliability, data rate
and delays. In Section 8.7 we describe the consolidated wireless standards for sensor networks (i.e. Bluetooth
and ZigBee) and their performance evaluations in healthcare environments, followed by a description of the novel
specification of Bluetooth aimed at low energy consumption as the most promising technology for Health BANs.
We conclude the chapter with a brief discussion on users’ acceptance of wearable technology as further inputs for
new design and development.

8.2 The Health Body Area Network

Initially, sensor networks were designed for collecting sensing information from stationary nodes, spread in the
environment, transmitting data at a relatively low data rate to achieve best effort data collection at a central
base station. Medical monitoring and related applications, essentially working with critical information, have
more stringent requirements (e.g. reliable communications, high data rate, small dimensions and the possibility
of sending data to multiple receivers), thus introducing the concept of Health BAN [3]. It consists mainly of a
network of communicating devices (sensors, actuators and other mobile devices) generally worn on or implanted
in the body providing mobile health services to the user. To guarantee efficient and reliable services, the Health
BAN needs to communicate with a remote medical information system where care professionals can monitor the
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patient’s status constantly and provide the correct care plan or related actions. To realize this aim, an additional
component of the Health BAN is selected to collect and transmit sensed data to the medical server. Generally, this
role is undertaken by a mobile device with a discrete storage and processing capacity, able to support multiple
wireless protocols and inter-device communications. It has been defined in the literature in several ways: Mobile
Base Unit (MBU) [3], Personal Mobile Hub (PS) [4], Personal Server [5] and others, depending on its technical
features, from the basic collection of sensed data [3,4] to the more sophisticated elaboration and correlation of
several values to provide at least a preliminary feedback to the patient [5]. In this chapter we generally refer to
it as Personal Server (PS) since this definition includes the most complete set of functionalities associated with
its role. Therefore, these three elements (i.e., Health BAN, PS and medical server) represent the three tiers of the
architecture of a pervasive Personal Healthcare System (see Figure 8.1), dedicated mainly to patient monitoring.

Another important factor in the system is represented by communication protocols between the components.
Specifically, we refer to the communication protocols among health sensors and the PS as Intra-BAN communi-
cations, and those between the PS and the medical server as Extra-BAN communications. Since the main target
of this work is to describe the main impacts of wearable and ubiquitous technology on e-Health, we focus on the
description and evaluation of health sensors, specifying their medical, technological and communication require-
ments (especially in terms of Intra-BAN communications), with detailed examples of developed technologies for
specific application scenarios.

8.3 Medical and Technological Requirements of Health Sensors

With regard to the general technological features of a sensor node, we can describe its architecture as a set of
components: the sensing element that collects an analog signal, an analog-digital converter, a processor, a wireless
transceiver, a flash memory, an antenna and the battery. Indeed, depending on the way they are empowered (local
or shared power supply), they are divided into two main categories: self-supporting and front-end supported
sensors. Self-supporting sensors have their own power supply and represent independent building blocks of the
BAN, guaranteeing a high configurability but, at the same time, characterized generally by independent internal
clocks and sample frequency, thus requiring synchronization mechanisms. By contrast, front-end supported sensors
share a common power supply and generally also share data acquisition procedures, operating on the same front-
end clock and providing multiplexed samples as a single data block; thus they do not require synchronization
procedures. Health sensors contain both of these categories, and different systems exploit them depending on their
requirements and final objectives. In general, the main features of a sensor node and its performance depend strictly
on the specific application scenarios it is designed for. In case of healthcare systems, there are so many differences
among the physiological signals to be monitored and the possible system configurations that there does not exist
a single scenario involving all possible diseases and medical characteristics; thus every system defines a set of
customized features for the sensors involved. However, before analyzing the existing solutions and their detailed
characteristics, we identify a set of medical and technological requirements that are shared among most health
Sensors:

® Wearable: in order to guarantee user acceptability and the correct use of this technology in healthcare applications,
sensors must be characterized by very small dimensions, light weight and possibly be integrated in the textile
fabric.

® Reliable wireless communications: initial solutions for pervasive healthcare systems proposed wearable sensors
connected through wires integrated into the textile fabric, but they displayed some drawbacks related to inter-
ference created by wires that act as antennae in the woven, fixed positions of the sensors, and possible structural
damage caused during patient activity [6,7]. Thus, to solve these problems and improve ability to wear the
sensors, wireless communications are needed. However, at the same time, they should guarantee reliable trans-
mission of data, avoiding persistent packet loss (due to network congestion or node mobility) and consequent
loss of important vital signals.

® Efficient power consumption: pervasive healthcare systems need power saving policies designed for increasing
the life time of the Health BAN reducing the dimensions of battery packs. This is also a general feature for sensor
networks, but its implementation depends strictly on the data delivery model and communication standards used
for the specific application scenario, since it has been proven that most of the energy is consumed during
transmissions [8].

® Multiple receivers: patient data can be sent to a central server through the PS as a central aggregation point and
then forwarded to the interested care givers or, in some (emergency) cases, it could be necessary to transmit critical
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data directly to the interested users such doctors, nurses and family care-givers. Thus, multicast transmission
should be also considered as a general feature of Health BANSs.

® Mobility: data communication should address the mobility issue both for the patient and the care-givers, estab-
lishing ad hoc communications or exploiting the network infrastructure, if it exists.

® Security/Privacy: patient information is highly sensitive both in terms of security and privacy, since malicious
use could even cause the death of a patient (e.g. in the case of data manipulation in the re-programming phase of
implantable devices) and violate the professional confidentiality of the doctor. Therefore a general framework
including authentication, authorization and appropriate security schemes must be defined for Health BANS.

® Adaptability: health sensors should allow custom calibration and tuning of the sensing procedure depending on
the patient’s status at a specific period of time or during a particular activity.

® [nteroperability: sensors should be easily integrated and able to interoperate among them and with the PS.
The definition of standard interfacing protocols for the configuration of the sensing platform and their possible
interactions would favour vendor competition resulting in more affordable systems for pervasive healthcare.

These requirements address the main technical and medical issues in designing Health BANs and related systems.
However, the existing solutions do not address all of these aspects, especially adaptability and interoperability.

In the following we present a set of health sensors developed within the framework of projects and experimental
activities in the e-health research field in order to give an overview of the state-of-the-art and discuss possible
enhancements, related mainly to the integration of several sensors in different healthcare solutions in order to
improve the accuracy and reliability of measurements. To better understand the objectives and implementations of
current Health BANSs, it is important to have a view of the relationship between the diseases that can benefit from
continuous monitoring of the patient’s status, and the specific signals that should be measured. In this way, we
can have an overview of the sensors that can be used for specific medical conditions. Specifically, in Table 8.1 we
identify the physiological and non-physiological parameters that are generally associated with the most common
diseases.

Most physiological parameters listed can be measured directly by wearable sensors (e.g. ECG, blood pressure)
or can be derived from the analysis and correlation of different signals (e.g. heart rate derives from ECG). However,
in specific cases, the evaluation of particular biochemical parameters is necessary in order to obtain a complete
diagnosis and monitoring of the disease. For example, cardiac and tumour markers, for ischemic heart disease and
cancer respectively, can be measured through the use of implantable biosensors. Biosensors are used to transform
biological actions or reactions into signals that can be processed to improve the accuracy of specific physiological
measurements. For example, an implanted ‘excitable-tissue’ biosensor can be used as a real-time, integrated bio-
processor to analyze the complex inputs regulating a dynamic physiological variable such as the heart rate [9]. The
study and development of biosensors are addressed by bioengineering researchers working in harness with medical
specialists owing to the intrusive features of these devices. However, the analysis and correlation of biosensor
output, together with physiological and additional parameters that characterize the history and clinical profile of a

Table 8.1 Relationships among diseases and signals to be monitored

Disease Physiological parameters

Hypertension
Ischemic Heart disease

Heart failure, cardiac arrhythmias

Cardiovascular diseases

Post-operative monitoring

Cancer (breast, prostate, Lung, Colon)

Asthma/ Chronic Obstructive Pulmonary
Disease (COPD)

Diabetes and obesity

Neurological diseases

Blood pressure

Heart rate, Electrocardiogram (ECG), cardiac markers, cardiac
stress testing, coronary angiogram

Heart rate, blood pressure, ECG, fluid balance, body weight

Heart rate, blood pressure, life style, ECG

Heart rate, blood pressure, ECG, oxygen saturation, body temp.

Weight loss, tumor markers, blood detection (urine, feces. . .)

Respiration rate, oxygen saturation

Dietary and activity parameters, blood glucose value

Emotional parameters, ECG, EEG, heart rate, Blood Volume
Pulse (BVP), skin temperature, Galvanic Skin Response,
Pupil Diameter
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patient, represent the focal point of pervasive healthcare systems, and they can lead to improving the accuracy of
single measurements and the diagnosis of related diseases.

Looking at Table 8.1 we may notice that there are two main categories of diseases: chronic diseases [10] (e.g.
cardiovascular diseases, heart failure, hypertension, cancer, diabetes) that mainly need the monitoring of vital
signals such as heart rate, ECG and blood pressure, in addition to life style information, and neurological (e.g.
Parkinson, Alzheimer) and neuro-psychological (e.g. obesity and dietary) diseases, which are related mainly to
physical activity, motion-analysis and emotion recognition.

This distinction is reflected in the solutions proposed in the literature. In fact, some propose general platforms
that can be used to monitor patients affected by different cardiovascular diseases. They focus mainly on sensing the
most common physiological signals that are also identified as ‘vital signals’ (i.e. heart rate, ECG, blood pressure).
Instead, specific solutions are proposed to address neurological and neuro-psychological diseases, analysing activity
and/or emotional signals to prevent critical episodes and make the patient able to react accordingly. The details of
these solutions and related wearable sensors are described in the following sections.

8.4 Wearable Sensors for Vital Signals Monitoring

Vital signals monitoring represents the basic feature of all pervasive healthcare systems, and the evolution of
wearable technology has improved its accuracy and reliability significantly. In Table 8.4 (at the end of the chapter)
we summarize the most important solutions of Health BANs designed mainly for physiological monitoring,
analyzing the main differences in sensors development and communication strategies. The Georgia Tech Wearable
Motherboard (GTWM) [7], also known as ‘Smart Shirt’ (see Figure 8.2), represents one of the first applications of
wearable sensors for healthcare. Designed originally to improve medical assistance in military scenarios (such as
detecting the penetration of a projectile and monitoring the vital signals of soldiers on the battlefield), it introduced
the concept of sensors array integrated in the garment. It exploits commercial off-the-shelf sensors such as ECG
and pulse oximeter! for vital signals monitoring, a microphone for voice recording, and it integrates plastic optical
fibres in the fabric and a low power laser for penetration sensing [7]. In this case, sensors are connected to the
Smart Shirt Controller that acts as PS to collect and transmit data to the central medical server exploiting Bluetooth
or 802.11b wireless communications. This solution presents some problems related mainly to the integration of
sensors in the textile fabric. First of all, the ECG sensor was developed using conventional electrodes that can
suffer from noise during movement, causing the corruption of the signal. In addition, the physical structure of
the shirt requires fixed positions for the sensors and the wires used to connect them can generate interference.
The idea of sensors integrated in the textile (also known as textile sensors) was then evolved in other projects:
Smart Vest [11], MagIC [12], WEALTHY [13] and MyHeart [14]. The first follows the Wearable Motherboard
model, increasing the number of integrated sensors. It is able to monitor ECG, PPG (photoplethysmogram), heart
rate, blood pressure, body temperature and Galvanic Skin Response (GSR) continuously, all integrated in specific
locations on a shirt [11]. The measurement and analysis of PPG waveform, correlated with the ECG signal, allows
the system to implement a non-invasive method of monitoring blood pressure, without using the conventional
cuff method [15]. For this purpose, the PPG sensor is realized mainly through a pulse oximeter placed on the
patient’s finger/ear lobe which is connected to the shirt. The authors also developed a customized ECG sensor in
the form of two belts of silicon rubber with pure silver fillings designed to improve the accuracy of measurement
during the patient’s movements with respect to traditional electrodes. Finally, the GSR is measured by passing a
small current through a pair of electrodes placed on the skin and measuring the conductivity level. The shirt has a
wired connection to the “Wearable Data Acquisition Hardware’ (the correspondent PS) that transmits sensed data
wirelessly to the central server, and all sensors are powered by a rechargeable battery. The MagIC system integrates
only sensors for ECG and respiration monitoring in the vest, and provides a portable electronic board designed for
data collection and motion detection. More specifically, the ECG sensor consists of two woven electrodes made
by conductive fibers; the elastic properties of the garment guarantee direct contact with the patient’s body (thorax)
without requiring gel or other medium. The respiratory frequency is then measured through a textile transducer
analyzing the assessment of the changes in the thorax’s volume. Finally, the electronic board, in charge of collecting
sensed data, is also equipped with a two-axis accelerometer to detect the subject’s movements. In fact, to evaluate

!'Pulse oximetry is generally used to assess heart rate and blood oxygen saturation (SpO2) reliably. It consists of monitoring
the pattern of light absorption by hemoglobin. The level of SpO2 is measured detecting the amount of absorbed light at two
different wavelengths, while the heart rate is determined observing the pattern over time since blood vessels contract and expand
with the pulse [11].
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Figure 8.2 Georgia Tech Wearable Motherboard™. Reproduced by permission of (C) Georgia Institute of
Technology.

the physiological parameters correctly, especially in the case of patients affected by cardiac diseases, it is important
to correlate the information with the activity and movements of the patient. The board has a fixed position on
the shirt and is connected to the sensors through the conductive fibers of the garment. It communicates with the
medical server through a wireless connection. Experimental evaluations demonstrated a close similarity of the
ECG signal measured by the MagIC system and a traditional ECG recorder, also during physical exercise, with an
accuracy of about 95% [16]. Following the same model, the WEALTHY and MyHeart projects developed a shirt
equipped with textile sensors. The former proposes an innovative method for sensor development based on the
standard textile industrial processes, while the latter focuses on the enhancement of signal quality and management
of a huge quantity of sensed data, which is one of the main challenges for smart clothing. To resolve this issue
the MyHeart project proposes two embedded signal processing techniques designed to extract relevant data from
physiological sensed data before being transmitted outside the Health BAN (see [14] for detail).

In all of these examples we may note that, even though sensors are developed to be as integrated as possible in a
vest that is comfortable for the patient, there are drawbacks that represent a limitation for both user acceptance and
continuous and long-term monitoring of physiological signals (especially in daily life). They are related mainly
to wires integrated into the fabric, the fixed position of sensors, the presence of a centralized processing unit to
elaborate, digitize and transmit all data and the specific structure of the vest [6]. Recent advances in integration
and miniaturization of sensors (see Micro-ElectroMechanical Systems (MEMS) and Nanotechnology) allow for
the definition of a new generation of wireless sensor networks suitable for several application scenarios, especially
in healthcare. Following this line, several alternative solutions to textile sensors for health monitoring have been
proposed in the literature. For example, the CodeBlue project [17] proposes a set of wearable health sensors
based on the Mote technology. They developed a pulse oximeter integrating an available OEM module for heart
rate and SpO2 calculations (BCI Medical Board [18]) whose board is able to relay data on a serial line that
can interface with the mote platform. They also developed Mica2/MicaZ and Telos mote platforms providing
continuous ECG monitoring by measuring the differential across a single pair of electrodes (Mote-EKG). Finally,
they developed a motion-analysis sensor board containing a 3-axis accelerometer, single-axis gyroscope and an
EMG (electromyographer?). The triaxal accelerometer is used to measure the orientation and movement of a body
segment; a gyroscope measures the angular velocity and, combined with an accelerometer, is used to improve

2 Electromyography (EMG) detects the electromechanical properties of muscle fibres. It requires correct positioning and
excellent contact with the skin, in addition to complex signal processing that make the devices bulky and expensive.
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accuracy in limb position measurement. The EMG sensor consists of two surface electrodes designed to capture
the electrical field generated by depolarized zones in muscle fibres during contraction. Since the root mean square
of EMG data is nearly proportional to the force exerted by the monitored muscle, EMG analysis is especially
useful in activity recognition. Code Blue motion board was designed originally for monitoring stroke patients’
rehabilitation and the efficacy of the care plane for patients affected by Parkinson’s disease, but it can be applied
in several other scenarios. Finally, it also proposes a RF-based location system (MoteTrack [17]) to locate patients
using only the low-power radios already incorporated in the previous sensors (performance analysis shows an 80th
percentile location error).

In order to coordinate and support these different sensor platforms, CodeBlue also proposes a middleware
framework implemented in TinyOS [19]. It implements a publish/subscribe routing framework to allow multiple
sensors to relay data to all interested receivers, a discovery protocol to make the Personal Server able to discover
available sensors and a query interface to select sensed data to be downloaded on the mobile device through the
use of filters, or specifying the source sensor through a physical address. Thus, CodeBlue represents one of the
most complete pervasive healthcare solutions, from the design and development of customized wearable sensors
to the definition of a general software architecture involving all the components of the Health BAN. However,
some issues arise from an initial evaluation of the system: lack of reliable communications due mainly to patients’
mobility, the need for efficient techniques for sharing bandwidth among sensors (e.g. prioritize critical message
with respect to standard physiological values) and the lack of security (this is a critical aspect that affects all
pervasive healthcare systems).

An extension of CodeBlue software and hardware has been proposed in AID-N (Advanced Health and Disaster
Aid Network) [5] as an electronic triage system for medical support in case of disaster. In this case, the three-tier
architecture differs mainly from the classical pervasive healthcare system in the second tier, where the concept
of PS for data gathering and transmission is designed for the medical personnel and not for the patient. AID-N
exploits CodeBlue sensor technology to develop an ETag sensor board able to embed mote-based pulse oximeter
and mote-EKG creating low-power and low-data rate ETag devices. In fact, the sensor board communicates with
the mobile personal server of care-givers through the IEEE 802.15.4 standard with a maximum data rate of 250
kbps (referring to MicaZ and TmoteSky motes), while the personal server communicates with the remote medical
server using the IEEE 802.11 standard. CodeBlue software then allows the care-givers to control multiple ETags
simultaneously, creating a mesh network between patients and care-givers in mass casualty events, able to support
hundreds of patients. The miTag device in [20] further enhances the electronic triage system of AID-N, introducing
additional tags with temperature sensor and GPS to track patients at every stage of disaster recovery (i.e. disaster
scene, ambulance, hospital). Regarding the organization of the Health BAN, the system elects one of the miTags
on the patient’s body to operate as the hub for data aggregation before transmission to the personal server of the
care-giver. In addition, miTag introduces the concept of the dynamic health monitoring platform, making the sensor
hardware and software able to adjust their configuration dynamically to suit the current scenario. For example,
miTag can increase the sensing frequency when the patient’s status deteriorates, select the appropriate sensors for
the current patient conditions, and enter the sleep-mode appropriately so as to save energy.

Another example of a remote patient monitoring platform has been proposed in the MobiHealth project [3] and
the subsequent Awareness project [21]. The former proposes a general monitoring platform based on the classical
Health BAN architecture, i.e. self-supporting and front-end supported sensors, SpO2 and ECG respectively, com-
municating to the PS that transmits data to the central server. Here, intra-BAN communications exploits Bluetooth
technology, while extra-BAN communications use UMTS/GPRS standards. Awareness evolves MobiHealth BAN
introducing EMG, respiration and temperature sensors in addition to various motion sensors (step counter and
triaxal accelerometer), since it is designed essentially for neurological diseases (e.g. epilepsy, spasticity and chronic
pains). Here, the main objective is to predict a critical condition, and alert the patient, just before it happens to
make him/her able to react accordingly. For this reason the system also provides vibration and auditory signals as
biofeedback to the patient.

In contrast with the previous solutions, based on the use of separate wearable sensors for the different physio-
logical signals to be monitored, other health monitoring systems tried to reduce the number of separate devices,
integrating all of the necessary sensors in a single wearable device. The Scalable Medical Alert and Response
Technology (SMART) system [22] proposes a Waist pack containing SpO2 and ECG sensors, a sensor box with
two AA batteries to power the sensors, and a PDA (equipped with a location tag) to collect sensed data. Depending
on the chosen SpO2 sensor (located on the finger), its communication with the sensor box and the PDA can
be wired through a serial line, or Bluetooth, even though this last solution results in unreliable communications
and high power consumption. Regarding the ECG sensor, the sensor box contains a Cricket Mote processor to
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analyze data and transmit them to the PDA used as PS. SMART is designed for monitoring patients in the waiting
areas of emergency rooms, to provide a constant monitoring of unattended patients, at least regarding the most
significant vital signals. This is an important application scenario, considering that patients spend several hours in
emergency rooms before being visited, based on a preliminary diagnosis. Thus, the monitoring platform can help
care professionals prevent critical situations inside the facility.

As a further evolution of integrated wearable sensors for healthcare, the AMON system [23] proposes a
health monitoring system integrating basic physiological and activity sensors, communication and processing
modules in a single wrist-worn device. AMON monitors SpO2, skin temperature, blood pressure, ECG and the
level of physical activity through an accelerator (it mainly detects walking or running pace). The device is also
equipped with a cellular engine connected to the GSM network to transmit data to the central server. Experimental
evaluation of this wearable device highlights the difficulties in signal acquisition (especially for ECG) with respect
to previous distributed systems that place sensors in specific and favourite positions on the body. However, the
study demonstrates the feasibility of the integration of multiple health sensors in a single device, improving user
acceptance and comfort, especially in case of daily monitoring.

In the next section we present specific examples of wearable sensors and systems for activity and emotion
recognition. Regarding environmental sensors useful in health monitoring, their features depend mainly on the
specific application scenarios and their possible correlations with the related diseases, thus involving many possible
combinations and correlations that we cannot address in this chapter due to lack of space. However, we can say that
the use of basic environmental sensors (like temperature, light and humidity) is made easier by their integration in
commercial sensor boards, such as the Telos platform used in ActiS sensor nodes [25,26], or by their deployment
in the home environment of the patient (as presented in ALARM-NET system for assisted living and residential
monitoring [27]).

8.5 Wearable Sensors for Activity Recognition

As explained previously, the correct diagnosis and monitoring of many diseases can depend strictly on the
relationship and correlation of physiological signals and specific user’s movements or activities (see Table 8.1).
In addition, for specific neurological diseases, emotional parameters can further enhance the description of the
patient’s health status. Wearable technology can support both activity and emotion recognition establishing accurate
relationships among different physiological signals, or developing novel dedicated sensors.

Several of the systems presented in the previous section take into account activity recognition, with particular
attention paid to neurological scenarios such as stroke rehabilitation, Parkinson’s and epilepsy. However, these
solutions exploit inertial sensors (e.g. accelerators, gyroscopes) to evaluate the level of activity of the patient (i.e.
walking, running, sitting), but they are not able to detect the exact movement or the specific activity. Where this
feature is available we can talk about activity recognition and motion characterization systems [28]. Detailed
information about user motion can improve the accuracy of activity recognition providing additional indicators
(e.g. user fatigue). Some of the work in this direction has been proposed in the literature, designing and developing
innovative wearable sensors. However, the main innovation is represented by the correlation of data derived from
motion analysis with the patient’s health profile.

As with vital signals monitoring, sensors and systems for activity and motion recognition depend on the
application scenario they are designed for. For example, [28] explores the possibility of using wearable force
sensors placed on the muscle surface to obtain information about locomotion problems and user fatigue (this
could be especially useful in the rehabilitation of patients affected by disorder of the central nervous system, e.g.
stroke). Wearable force sensors can be realized as ultra thin foils, or even in textiles, using capacitance change
between two conductive layers. Sensed data can be used both as additional source of information, to improve the
accuracy of measurements derived from standard techniques (generally EMG and MMG?), and as a novel type of
information, providing behavioral and physiological indicators. Specifically, the work in [28] demonstrates that
locomotion modes can be derived from the relationship between signals from front-leg and back-leg muscles, and
that long-term muscle inflation can be used as a muscle fatigue indicator. Thus, it shows that the information derived
from this kind of sensor goes beyond that derived from inertial motion sensors, enriching the context derived from
classical activity recognition procedures. As a more specific application, [29] proposes the use of force sensors

3 Mechanomyography (MMG) detects the mechanical oscillation over a contracting muscle by attaching electrodes on the skin
overlying the selected muscle.
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and fabric stretch sensors (attached to the lower arm) to capture muscle contractions during specific hand and arm
movements. Most of the work on wearable sensing for activity recognition is based only on arm motion analysis,
since movement of the lower arm can be measured easily and unobtrusively through inertial sensors, while hand
action recognition is generally implemented using gloves or other obtrusive instruments. In [29] the main idea
is to exploit the analysis of lower arm muscle contraction and circumference variations to detect hand motion.
The proposed sensors provide an alternative method to implement motion and activity recognition with respect
to the more obtrusive EMG technique that requires several electrodes and complex signal processing schemes. It
could be especially useful in cases of rehabilitation to support patients in executing physical exercise correctly, or
monitoring their daily activities. However, this work represents only a first step towards specific wearable sensors
for muscle and motion analysis and it must be validated in larger studies, considering also that muscle properties
depend greatly on usage, age and sex, thus providing different results for different subjects.

As a more general solution for activity recognition in terms of daily activities and life style [30] proposes a
wrist-worn device that is able to monitor and log the patient activities continuously using a model based on the
‘user’s rhythms’. The system exploits environmental sensors such as light and temperature in addition to inertial
sensors (accelerometer and tilt switch, used alternatively to save energy) able to detect the level of activity and
posture information. The correlation of sensed data improves the accuracy of activity recognition corresponding
to specific circadian frequencies (heart rate). The basic rhythm model corresponds to a single day sampled in
a 5-minute time slot. In order to initialize the model and support subsequent sensed data, the user is requested
to register the high-level information of planned and usual activities following the same time scale, to make the
system able to correlate the user’s information and sensed data. Specifically, the system stores the start, stop
and duration of an activity providing three probability distributions for each activity in relation to heart rate and
circadian rhythm. Activities include eating (breakfast, lunch, dinner), driving, sleeping, taking shower, sauna and
so on. The rhythm model is trained and evaluated for long periods (by weeks to months) and past activities are
used to improve accuracy in recognition of current activities. Preliminary results show that accuracy in specific
activity recognition depends mainly on the type of activity and its duration within the one-day period of time (e.g.
sleeping is easily recognized since it has a long duration). However, the rhythm model improves the recognition
of specific activities with respect to the exclusive use of sensors’ data in the case of usual and recurrent activities,
while it has no effect on recognizing activities that do not belong to the user’s habits. This solution is not designed
specifically for the healthcare environment, but it can be integrated in pervasive healthcare systems, especially
in the case of remote monitoring applications, enriching the system with information about the life style of the
patient. This could improve the monitoring system, adding coaching and counselling features to classical medical
feedback, such as alert and updates of the care plan, especially in the case of chronic diseases where a correct life
style can improve both the quality and duration of the patient’s life.

Nowadays, one of the main diseases highly influenced by life style is obesity. Estimations presented in [31]
account for over one billion overweight and 400 million obese patients worldwide, and this trend is increasing.
This is mainly due to wrong dietary habits that can involve other important diseases such as diabetes mellitus,
cardiovascular diseases and several types of cancer. Thus, dietary monitoring can be seen as another possible
application for activity recognition in pervasive healthcare. Original solutions designed for this purpose are based
on food intake questionnaires, specifying an estimation of the calories as a manual acquisition method, shopping
receipts scanning [32] as well as products’ bar codes or patient’s voice log [33]. These methods require a constant
interaction with the patient and they are generally prone to errors due to imprecision and missing detail. To
overcome these limitations [31] proposes an innovative solution based on the use of wearable sensors. More
specifically, it focuses on three main activities:

® arm and trunk movements associated with food intake actions. This information is obtained by inertial sensors
(accelerator, gyroscopes);

® chewing of foods, recording the sound of food breakdown with an ear microphone*;

® swallowing activity obtained by EMG electrodes and stethoscope microphone integrated in a sensor-collar.

Using the sensed data the system is able to derive pattern models for dietary activities and improve the event
recognition procedures. The approach to detect and classify the activities is divided into three steps: signals
segmentation to define search bounds, event detection based on a feature similarity search algorithm and event

4 The ear canal has been proven to provide the best SNR between chewing and user speaking considered as a noise [28].
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Table 8.2 Performance evaluation of dietary activity recognition [32]

Movement recognition Chewing recognition Swallowing recognition
Recall 80% 93% 68%
Precision 64% 52% 20%
Recognition rate 75-82% 85-87% 64%

fusion. Event fusion procedures can combine events of different types (competitive fusion) or different modalities
of the same type of activity (supportive fusion). It is important to note that by using multiple detectors for each
event, a competitive fusion method is used to select the final event, while supportive fusion is used to combine
the detection of different modalities related to the same activity, to reinforce the final selection. To evaluate the
performance of the activity recognition procedure based on these methods, the authors define two indexes: Recall
as the ratio between the number of recognized events (i.e. events returned and recognized correctly by the system)
and the number of relevant events (i.e. events annotated manually as they actually occurred) and Precision as the
ratio between the number of recognized events and the number of retrieved events (i.e. events returned by the
event recognition procedure). For each activity a set of event categories have been defined; regarding movement
recognition, four categories were defined for each intake session (i.e. eating meat with fork and knife, fetching a
glass and drinking from it, eating a soup with a spoon and eating slices of bread with one hand); regarding chewing
recognition, food is divided by consistence (i.e., dry, wet, soft); swallowing recognition does not require specific
categories even though its frequency depends on food category. Experimental evaluations show that good results
can be obtained in specific dietary activity recognition exploiting different event fusion methods, but further studies
are necessary in this field both to identify the categories inside each activity and to correlate the information derived
from each activity recognition in order to improve the overall accuracy (in addition to basic information such as
meal schedule, intake timing and food quality). Table 8.2 shows a summary of the performance results presented
in [32]. Note that we present only the best results among those obtained with the different event fusion methods.

8.6 Sensors and Signals for Emotion Recognition

Emotion recognition has a great importance in healthcare systems dedicated to neurological and neuro-
psychological diseases. Since the relationship among physiological parameters, activities and the emotional status
of a person is completely subjective and dependent on the health conditions of the patient, it is especially hard
to define a set of objective parameters to be monitored and their relationship with specific emotional concepts. In
addition, based on medical experience, these patients generally reject the use of pervasive technology, thus few
solutions in this field have been proposed so far, maintaining classical solutions based on questionnaires related to
patients’ activities and feelings. The starting point is to identify possible relationships among physiological signals
and emotional status. A summary derived from most of the work presented in the literature is shown in Table 8.3.
A more invasive solution is proposed in [37], based mainly on EEG (electroencephalogram) signal analysis, since
it has been demonstrated that it generally contains emotional markers. The system is based on a commercially
available EEG wearable sensor consisting of an EEG cap, an amplifier and an analog-digital converter, and it is
able to distinguish among five different classes of emotions on both valence and arousal dimensions exploiting the
IAPS method.

The combination of these parameters is generally used to determine a set of features and inputs for specific
learning classifiers able to learn and derive the ‘best’ result in terms of emotion recognition (in this specific
application scenario). Neural networks, Support Vector Machine (SVM), Naive Bayes and Decision Tree [34] are
some examples of learning classifiers used in the systems presented in the following. The classification of the
emotional status of a patient is generally defined in terms of arousal and valence values, whose reference values
are obtained through some classical methods. One of the most famous methods is known as the IAPS photo set
[35]. It consists of a set of 800 photos classified by a large number of users evaluating how strong the content
is (arousal) and how positive or negative the content is considered to be (valence). In [36] this method is used
to initialize the system recording physiological values of the patients looking at pictures with different levels of
valence and arousal, to train a neural network classifier, and then test the system on other patients. This work
focuses mainly on monitoring EMG, skin temperature and conductivity, Blood Volume Pulse (BVP), ECG and
respiration rate. Results presented in [36] show that the estimation of valence values from physiological signals is



Wearable Computing and Sensor Systems for Healthcare 123

Table 8.3 Possible relationships among physiological signals and emotional status

Physiological signals and sensors Emotional status

EMG as muscle tension measure High muscle tension generally occurs under stress, but the
reference value for this parameter depends greatly on the
muscle where it is measured.

Skin Conductivity (GSR) It increases if the skin is sweaty. It can help differentiating
between conflict/no-conflict situations and anger/fear. It is
influenced by external parameters (e.g. environmental

temperature).
Skin temperature It decreases when the muscles are tense under strain. It depends
also on external parameters.
PPG and ECG to measure heart rate, blood Low heart rate variability can indicate a state of relaxation,
pressure and Blood Volume Pulse (BVP) while high variability can indicate a stress situation.
Respiration rate Fast and deep breathing — excitement (anger, fear, joy)
Rapid shallow breathing — tense anticipation (panic, fear,
concentration)

Slow and deep breathing — states of withdrawal (depression,
calm happiness)

Pupil diameter Pupil size variation is related to cognitive information
processing that, in turn, relates to emotional states (e.g.
frustration, stress). It can also be used as indication of
affective processing.

EEG Recognizing emotional markers in EEG signal.

much more difficult than arousal (89.7% with respect to 63.8% considering an error range of 10%), even though
the distance between the two parameters decreases greatly considering a light increase in the error range (96.6%
with respect to 89.9% with 20% error range).

A more invasive solution is proposed in [37], based mainly on EEG (electroencephalogram) signal analysis,
since it has been demonstrated that it generally contains emotional markers. The system is based on a commercially
available EEG wearable sensor consisting of an EEG cap, an amplifier and an analog-digital converter, and it is
able to distinguish among five different classes of emotions on both valence and arousal dimensions exploiting the
IAPS method.

Evaluating the percentage of samples in which the emotion is recognized correctly as classification rate, the
system shows a 90% classification rate for both valence and arousal in a case where the same data is used for both
training and testing the system, while it falls down to 30% using different data, either using different classifiers
or grouping some classes of emotions in a single super-class, simply identifying notions of positive, negative
and neutral emotions. Therefore, further work is needed in evaluating the relationship between EEG signals and
emotion to improve the accuracy of recognition, but this study has also to take into account user acceptance in
wearing this obtrusive equipment or find a more comfortable and unobtrusive solution.

Emotion recognition is an important feature also addressed by the Human Computer Interaction research field, in
order to adapt dynamically the user interface and the system’s reaction to the affective state of the user. The results
obtained in this field exploit wearable sensor technology to define relationships between physiological values and
emotional status, and they can be also applied directly in pervasive healthcare systems. For example, [38] proposes
a system architecture for the definition of multi-modal affective user interfaces based on emotion recognition. It
collects physiological signals — skin temperature, galvanic skin response (GSR), heart rate — in addition to facial
expression, vocal intonation and language, to define a database of emotion concepts that maintains a mapping
between these parameters and related emotional status. A SenseWear armband is used to collect physiological
values while users observe short segments of movies, following the model presented in [39] and selecting a specific
set of emotions (e.g., sadness, amusement, fear, anger, surprise). Three different pattern recognition algorithms
have been used to evaluate the performance of the system in terms of accuracy of recognition, which has been
measured in the range [71%, 83%], comparing system results with emotions reported by users. However, it has
been observed that not all people are able to identify accurately single emotions with respect to general feelings
(i.e. positive and negative), thus influencing the objectivity of the system evaluation.
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Another physiological signal that can be used in emotion recognition is Pupil Diameter (PD). Medical studies
showed that pupil size variation is related to cognitive information processing that greatly influences emotional
status [40]. In addition, in the Human Computer Interaction field it has been shown that it can be seen as an indicator
of affective processing [41]. On this basis, [34] proposes an automatic stress detection system that exploits PD
observation in addition to more common physiological parameters (GSR, BVP, skin temperature). To measure PD,
an infra-red eye tracking sensor is used to collect eye movements and point of gaze information (see [42] as an
example of an eye-tracking commercial device). Considering the combination of all the parameters, the accuracy
achieved by the system is in the range [78.65%, 90.1%] using three different learning classifiers. The recognition
rate drops dramatically to [53.65%, 58.85%] excluding PD measurement, while it increases to [82.81%, 90.1%]
excluding skin temperature.

These results demonstrate the importance of PD as a physiological parameter to be considered in stress and emo-
tion recognition, and considering the new unobtrusive sensor developed for this purpose, additional investigation
in this direction could be especially useful for emotion recognition systems. All of the previous systems are based
on data acquired from a single subject, thus obtaining a user-dependent system, and requiring from the user a long
training procedure before the system is able to recognize his/her emotions. As an alternative solution [43] proposes
a user-independent system for emotion recognition based on physiological signal databases obtained by tens to
hundreds of subjects following a multi-modal approach (audio, visual and cognitive stimuli) instead of the clas-
sical IAPS method. The system exploits skin temperature variation, GSR, ECG and facial EMG as physiological
parameters. Applying detection, feature extraction and pattern classification algorithms to those data, the system
should be able to improve the classification rate. However, the results show comparable rates with systems based
on a single subject. Since it is not feasible to obtain a rigorous definition of emotional status and their relationship
with physiological parameters, the possibility of having a general database containing emotions classifications,
derived from different subjects and with different shades in terms of valence and arousal, is an important objective
for emotion recognition systems, and further investigation in this direction could be especially useful.

Emotion recognition is thus an important part of the multi-parametric monitoring necessary for pervasive
healthcare systems, especially in the case of patients affected by neurological and neuro-psychological diseases.
These patients are generally characterized by repeated phases of mania or depression, and the best therapy is the
ability to recognize the transition phases between normal, manic and depressed conditions in order to make the
patient able to react accordingly, even from the psychological point of view. To allow this, a continuous monitoring
system is necessary to support patients in their daily life, and several parameters must be involved. Preliminary work
focused on the early diagnosis of bipolar disorder is presented in [44], studying the feasibility of a system involving
parameters related to insomnia and sleep disorders (heart and respiration rates monitoring in addition to capacitive
pressure sensors to monitor sleep motion), activity and emotion recognition, and environmental parameters (to
enrich the description of the surrounding context). A first tentative step to evaluate and recognize emotional state
in this scenario is based on the analysis of the verbal activities and social contacts or conversations of the patient
through automatic speech character identification. In [45], the authors present preliminary results focusing on a
set of basic emotional states, but the correlation of this data with sleep analysis and environmental conditions is
still the subject of ongoing work. Currently the definition of pervasive solutions for monitoring both mental and
stress-related disorders stirs up the research community. This is demonstrated also by the funding of new European
projects such as MONARCA [46], focused on bipolar disorder, and INTERStress [47] based on the use of pervasive
technologies and virtual reality to support patients affected by stress in their daily activities. Other projects (e.g.
Chronius [48] and METABO [49]), dedicated chiefly to chronic diseases, are currently studying the involvement
of environmental conditions in health monitoring as further input to multiparametric monitoring. However, this
fundamental feature of pervasive healthcare systems requires not only signal analysis and processing, but also
reliable communication platforms and interoperability of wireless sensors. Thus, to give a complete overview of
wearable computing for healthcare, in the next section we analyse the characteristics of current communication
protocols for short-range wireless sensor networks and their main issues for health monitoring.

8.7 Intra-BAN Communications in Pervasive Healthcare Systems: Standards
and Protocols
Wireless communications in pervasive healthcare systems represent the conjunction between the generation of

sensitive and personal data and its elaboration in order to provide a feedback both to patients and doctors. However,
the wireless standards currently available for sensor and personal area networks have several limitations when



Wearable Computing and Sensor Systems for Healthcare 125

used in healthcare environments due mainly to the strict application requirements. Specifically, one of the main
requirements of Health BANSs is low power consumption and radio communications have the greatest impact on it.
Thus, low-power communication protocols are necessary to design an efficient and reliable Health BAN. Original
solutions aimed at reducing power consumption by exploiting low data rates. In fact, most of them are based
on Bluetooth and ZigBee (IEEE 802.15.4) standards to define Intra-BAN communication protocols, while the
Extra-BAN communications, involving the rest of the system (i.e. the Personal Server and the medical server), are
based mainly on infrastructured networks since those devices have no strict requirements for power consumption.
However, in recent years other standards have emerged that are promising for of Intra-BAN communications, such
as Bluetooth Low Energy, an evolution of classical Bluetooth standard that greatly reduces power consumption. In
this section we provide an overview of all of these standards highlighting their features and their use in e-health
systems.

8.7.1 IEEE 802.15.4 and ZigBee

IEEE 802.15.4 represents one of the reference standards for sensor networks communications. In fact, it was
designed originally to define physical and MAC layers for very low-power and low-duty network connections in
order to allow the deployment of long-lived systems with low data rate requirements. These features fit well the
requirements of the Health BAN but the technical detail must be analyzed so as to better understand its impact in
this field.

IEEE 802.15.4 can operate in three different frequency ranges: 868 MHz, 902-928 MHz and 2.4-2.4835 GHz.
The first band has a single communication channel with a data rate of 20 Kbps, the second has 10 channels with
a 40 Kbps data rate each, and the third is divided in 16 channels, each with a 250 Kbps data rate. A device can
assume two types of role: Full Function Device (FFD) and Reduced Function Device (RFD). The former can talk
to all the others and can operate both as the network coordinator and a simple device. The latter can only talk to
an FDD to send small amount of data. Thus, the network must contain at least one FFD device. It is expected that
RFD devices will spend most of their operational life in a sleep state to save their batteries, and only wake up
periodically to listen the channel in order to determine whether a message is pending.

These roles create two possible network topologies: star topology and peer-to-peer. On the one hand, star
topology is the best choice for low-latency communications between a more powerful device and its peripherals.
On the other hand, in peer-to-peer topology the network is organized as a multi-hop ad hoc network in which each
device communicates directly with the others within its transmission range. Generally, the latter is used to cover
large areas in which a single device has not enough power to communicate with all the others. Instead, in the case
of a Health BAN, the star topology has the best advantages in terms of higher data rate and the presence of an
external coordinator of the network (generally the personal server) that could also be used to access an external
power supply.

In this configuration, there are two communication modes: beacon and non-beacon. In the former, the network
coordinator controls the communication directly by transmitting regular beacons for synchronization and control
messages such as the start and end of a superframe.’ In this way, the coordinator can communicate with the nodes
whenever it is necessary, but the nodes must wake up to receive beacons at regular time intervals. Instead, in
non-beacon mode, a node can send data directly to the coordinator using the CSMA/CA technique if required
(to avoid power-consuming collisions in case of simultaneous transmissions), but it must wake up and poll the
coordinator to receive data from it. In this case the receiver node does not have to wake up periodically to receive
the beacons, but the coordinator cannot decide autonomously when to communicate with the nodes. Therefore, the
choice between the two communication modes is generally given to upper-layer protocols, depending also on the
final application features and requirements.

In fact, on top of 802.15.4 physical and MAC layers, the ZigBee Alliance has defined additional layers dedicated
mainly to routing, security and application features. In this chapter we focus mainly on the performance results of
this technology in Health BANs, both with simulative and experimental analysis. Specifically, [S0] and [51] present
the performance results of ZigBee and Bluetooth technologies in order to highlight the advantages and drawbacks
of the initial competitors for Health BAN communications (the results related to Bluetooth will be analyzed in the
next section).

3 A superframe is defined as the interval of time between two beacons sending in which nodes are able to transmit (see [63]
for details).
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The work in [50] focused mainly on battery lifetime evaluation in the case of implanted sensors communicating
with an external device as network coordinator (star topology) using ZigBee. In this case, battery lifetime is
expected to be on the order of tens of years, to avoid multiple and intrusive operations on the patient. However,
analytical model and simulation results showed that, by maximizing the beacon period in order to reduce the
number of times the receivers must wake up, the battery is able to reach 15 years’ lifetime only under very tight
data rate restrictions (on the order of 10 bps for 2.4 GHz band®). Therefore, further optimizations of the MAC
protocol based on the beaconing approach have been proposed in the literature (S-MAC, T-MAC and B-MAC are
some examples summarized in [52] but they mainly present low network throughput and non-negligible delays).
Instead, the non-beacon mode results in more efficient performance exploiting larger packets and achieving higher
upload and download rates (approximately 20 bps). However, these results are far from the requirements of
medical applications that involve a huge quantity of data to be transmitted in almost a continuous way. Even the
simulation results presented in [51] revealed the scalability problems of this technology due mainly to bandwidth
limitations. In this case, considering an ECG application on a sensor network configured in a star topology, in
which the wearable device generates 4 Kbps of data and requires that the additional latency introduced by packing
samples and transmission is less than 500 ms, the efficiency of the network drops when more than three sensors
are used. To overcome these limitations it is necessary to operate the network protocols in correlation with the
requirements of medical applications in terms of data rate and delay. Therefore, it could be useful to move signal
processing and preliminary elaboration of sensed data directly to the sensor board. For example, a preliminary
analysis could be related to the classification of sensed data based on the frequency of their transmission, e.g.
periodic and sporadic, required by the specific application or the amount of data that really needs to be transmitted.
For example, [53] proposed an Adaptive Dynamic Channel Allocation (ADCA) algorithm on ZigBee based on
the transmission frequency differentiation applied to data derived from an ECG monitoring application. In this
physiological signals are classified using two threshold values indicating three health status levels for the patient:
good, fair and critical. If a number of consecutive values of a vital signal exceed a specific threshold, the patient
status is upgraded/downgraded, indicating also a possible alert to the medical server. Thus, periodical transmissions
can be used to monitor the status of the patient and, in case there is a variation in the referenced health status,
the application can require an immediate transmission to the central server, impacting thus on the bandwidth
requirement of the application. The proposed algorithm tries to reserve bandwidth on the wireless medium in
case of emergency transmissions, requesting bandwidth dynamically from neighboring nodes and migrating the
transmission on the available bandwidth. In this case nodes share channels and are responsible for their dynamic
allocation, guaranteeing a low blocking probability for emergency data transmissions, maintaining low power
consumption and reducing critical delays. Naturally, complex processing analysis is required to correlate different
physiological signals, that also have external parameters that can influence the health status of a patient. Thus, we
have to evaluate carefully the correct trade-off between communications and processing in the development of a
Health BAN.

8.7.2 Bluetooth

Bluetooth technology was designed originally for cable replacement and short-range ad hoc connectivity. It operates
in the 2.4 GHz ISM frequency band exploiting 79 RF channels of 1 MHz width each, thus defining a maximum
transmission rate of 1 Mbps. The building block of a Bluetooth Personal Area Network is represented by the
Piconet, i.e. a set of up to eight devices sharing the same physical channel. One of these devices assumes the
role of Master (in charge of establishing and managing the communication), and all the others play the role of
Slave. These devices are synchronized on the same clock and adopt the same frequency hopping scheme based
on a Time Division Multiplexing technique that divides the channel in 625 psec slots. Transmissions occur in
packets that occupy an odd number of slots (up to five) and are transmitted on different hop frequencies with a
maximum hop frequency rate of 1600 hops/sec. The communication protocol is divided mainly to in two phases:
the discovery phase in which the master device discovers up to seven active slaves in its transmission range and
exchanges data necessary for synchronization, and the data exchange. Therefore, data can be transferred between
the master and one slave; then the master switches from one slave to another in a round-robin fashion. Two
types of communication link are defined: Asynchronous Connection-Less (ACL), an asymmetric point-to-point

© These results are obtained by considering a crystal tolerance of better than 25 ppm defined as the initial deviation of the
crystal or oscillator frequency as compared to the absolute at 25C.
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link between the master and the active slaves using retransmissions to guarantee data integrity; Synchronous
Connection-Oriented (SCO), a symmetric point-to-point connection between the master and a specific slave at a
regular time interval. The latter is designed mainly for supporting real-time traffic (e.g. voice), while the former is
dedicated to data communications as necessary for healthcare applications. Evaluating end-to-end delays, packet
loss at the receiving node, and efficiency in terms of the ratio between the successful received data packets and the
number of data packets generated by the application layer for that receiver, the simulation results in [51] show that
Bluetooth technology presents mainly scalability issues related to the limited number of sensors for the collecting
device (max seven slaves for each Piconet) and packet loss problems in case of multiple piconets for the same
receiver (master) due to interferences. Even though power consumption during transmission is quite low, the need
for Bluetooth devices to be active continuously for device discovery or join new piconets implies higher power
requirements. Nevertheless, Bluetooth is one of the most frequently used technologies in Health BAN, probably
because it is integrated natively in a high number of mobile devices, while it is not easy to find a smartphone
equipped with a ZigBee wireless card.” In the last few years, Bluetooth SIG has worked on a new standard aimed at
reducing the power consumption of Bluetooth devices, as well as meeting medical application requirements. This
standard is called Bluetooth Low Energy and it mainly redesigns the communication protocol while maintaining
its basic features.

8.7.3  Bluetooth Low Energy

Bluetooth Low Energy (LE) wireless technology represents the main feature of the latest Bluetooth Core specifi-
cation (v.4.0) released in December 2009 [54]. It extends the applicability of Bluetooth into low power and low
cost applications introducing important features that heated up the competition with ZigBee in the development
of efficient and reliable Health BANSs. It inherits from the standard Bluetooth specification the operating spectrum
(2.4 GHz) and the basic structure of the communication protocol, but it implements a completely new lightweight
Link Layer that provides ultra-low power idle mode operation, simple and fast device discovery and reliable and
secure point-to-multipoint data transfers. One of the main disadvantages of classical Bluetooth is the time required
by devices to discover and synchronize themselves on the same channel, due to the frequency hopping procedure
and, consequently, the energy consumed during its execution. In Bluetooth-LE the same procedure is maintained
but the number of channels is reduced from 32 to only three. These channels are used for advertising the presence
of slaves available to communicate with the master, so that the master node only has to scan three channels to open
a connection and start to exchange messages. This procedure takes few msec (less than 3 msec), thus allowing the
devices to further save power by staying asleep most of the time and waking up quickly in case of events. The
reduction of channels in frequency hopping is also due to a larger modulation index implemented in Bluetooth-LE,
increasing the frequency spectrum, and the definition of low-energy consumption filters that require the separation
of channels of 2 MHz instead of 1 MHz. In addition, the hopping sequence is simplified in a wrap around sequence
instead of pseudo-random, and a functionality similar to the Adaptive Frequency Hopping is maintained in order
to detect channels used by other devices and technologies (e.g. WiFi).

Regarding data transfer, Bluetooth-LE inherits 1 Mbps data rate from classical Bluetooth and, in order to provide
an ultra-low power transmission, it utilizes short data packets with a dynamic length (8 octects minimum up to
27 octects maximum). This feature, in addition to the fast establishment of a connection, makes this technology
especially effective in situations of burst data transfers. In fact, the specification declares that a device can wake
up, connect, send some application data and then disconnect again within 3 msec. In this way, the lowest amount
of energy is used, maintaining the fastest transmission of event-based data.

Regarding the hardware characteristics of these devices, there exist two types of implementation: single-mode and
dual-mode. Single-mode is pure low-energy implementation providing a dedicated controller in highly integrated
and compact devices. By contrast, in dual-mode implementation, the LE functionality is integrated into an existing
classic Bluetooth controller, allowing the coexistence of these two technologies in the same device, even using
the same radio and antenna, resulting in a substantial enhancement of current chips by the new low energy stack
with a minimal cost increase. The dual-mode is designed to enable fast adoption of LE functionality in classic
Bluetooth applications, such as mobile phones and PDA, through a low cost modification, removing the need to
add another radio. Several major mobile phone vendors have indicated that they will adopt dual mode devices in

7 Mini- and Micro-SD ZigBee cards have recently been launched on the market by a Taiwanese company [64], but the firmware
and the related software support is still limited to only a few operating systems.
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their upcoming phones [55]. Owing to the double nature of Bluetooth-LE devices, they can generate two types of
network topology: star and star-bus. The star topology is considered to be mainly that among single-mode devices
only, in which one device assumes the role of Hub and the others the role of Nodes (comparable to the Bluetooth
piconet concept, although here there is no a theoretical limit on the number of active slaves). By contrast, the
star-bus topology can include both single- and dual-mode devices and even classical Bluetooth devices. Generally,
dual-mode devices act as Hubs and the single-mode as Nodes, establishing Bluetooth-LE connections between a
Hub and a Node, while the backbone connection between different Hubs is a classic Bluetooth connection. For
this reason, in this topology the role of Hub can also be assumed by a classical Bluetooth device connected to
dual-mode devices. An example of this topology can be represented by a mobile phone equipped with a dual-mode
device that maintains LE connections to single-mode wearable sensors and, at the same time, a classic Bluetooth
connection to other standard devices.

This technology fits well with the features and functionalities of pervasive healthcare systems in the case of low
data rate requirements. However, where it is necessary to obtain higher data rates we have to take into consideration
other technologies such as Ultra Wide Band and 60 GHz millimeter-wave [56], but they are generally used for
hospital-centered systems and not for Health BAN communications.

8.7.4 Integrated and Additional Solutions for Health BAN Communications

As shown in Table 8.4, current e-health solutions exploit mainly ZigBee and Bluetooth technologies, but a
further enhancement of these systems can be achieved by developing integrated solutions where multiple wireless
interfaces on a single mobile device are exploited to communicate with different networks at the same time. For
this purpose, the Simple Sensor Interface (SSI) protocol has been proposed within the framework of the MIMOSA
FP6 European project [57] as an application protocol that allows a mobile device to communicate and read data
from wireless sensors independently of their type, location or network protocol. However, the approach to multiple
wireless connections in a Health BAN still has many open issues, related mainly to interference caused by the
coexistence of different technologies such as WLAN (mainly for communication with a remote medical server)
and ZigBee (as observed in [58]), or ZigBee and Bluetooth [51], in addition to attenuations caused by the human
body. Moving around this problem, other work has investigated some alternative communication solutions, such
as the body-coupled wireless communication protocol proposed in [59] to improve the trade-off between network
performances and power consumption by exploiting the human body as a communication channel. In this case,
a method based on the electromagnetic signalling between the polarized contacts of a transmitter and a receiver
located on the body is used, allowing a high data rate independent of external influences. Preliminary results show
that this method can achieve the same throughput as ZigBee with a high reduction in transmission power. However,
the obtrusiveness of this method can impact greatly on its practical applicability in Health BANs, due to its negative
influence on user acceptance.

However, in addition to the interference caused by different wireless technologies, a further limitation of
the current solutions is represented by the lack of interoperability among different devices. This is due mainly
to the proprietary nature of communication protocols and data formatting used by different vendors, so that
devices developed by different vendors cannot interact through the same application, even though they support
the same wireless technology. To overcome this limitation the IEEE 11073 Personal Health Device group [60] is
currently working to develop guidelines and requirements for wireless technologies and applications in healthcare
environments, and several industrial partners participating in the Continua Health Alliance [61] are working to
develop a unique profile for pervasive healthcare devices.

8.8 Conclusions

Wearable sensors in the healthcare environment obviously improve the quality of measured data allowing patients
to move and behave in a manner close to their normal routines while being monitored constantly. Several advances
in this technology have been achieved in recent years, making health monitoring one of the hottest research topics
in pervasive and ubiquitous computing. However, it is very important to understand the impact of the technology
on its final users, evaluating their experience both in ‘wearing the technology’ and ‘wearing it during their daily
life’. In fact, a patient’s acceptance greatly influences the correct and continuous use of the technology, playing a
major role in the effectiveness and success of the system. Thus, patients’ experiences with current technologies
must be taken into account for the design and development of new wearable technologies, in order to make
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them able to reduce their impact on daily life, further improving the quality of sensed data in terms of accuracy
and reliability. There is little work that addresses this issue in the literature, and in particular [62] proposes a
model of user acceptance based on a pilot study that compares patients’ responses to long-term ambulatory Holter
arrhythmia procedures with those derived from the use of a wireless ECG sensor for the same purpose. The
acceptance model is based on two questionnaires focused on five ‘dimensions’: hygienic aspects, physical activity,
skin reactions, anxiety and equipment. These parameters, collected by asking questions, are then correlated with
patient characteristics, like gender and age, and information related to their physical and mental status, in addition
to an index called Pretrial Expectation in order to evaluate the user’s perceptions before wearing the sensors.
All of these components form the Sensor Acceptance Index (SAI) [62]. The results refer to patient experiences
using ECG wireless sensor continuously for three days compared with other remote-care systems. Some important
aspects arise from this study. First of all, some patients wish to hide the wireless sensor from the eyes of other
people, revealing embarrassment about wearing it in public. Until patients overcome this condition, they will not
be able to accept using the technology in their daily activities. Patients also show a need for constant feedback
from the system or care professionals; thus the system must be able to provide constant support to patients, both
in terms of alerts and suggestions (even as a psychological support). In addition, the strict interaction between
the healthcare system and the medical server must be clearly visible to the patients so as to improve their trust in
wearing the system. Finally, patients display overall a good degree of confidence in the wearable sensor owing to
ease of use and improvement in aspects of hygiene and comfort, with respect to the classical Holter device. Another
important aspect in designing novel wearable sensors is the possibility for patients to carry out daily activities such
as participating in physical sports, sauna etc, without damaging the system.

All of these aspects influence both the hardware and software design of wearable sensors for healthcare, from
wearable characteristics to the ability to correlate physiological, neuro-psychological and environmental parameters
that greatly influence the health status of the patients. Low-power, reliable and secure wireless communications,
both inside and outside the Health BAN, are also necessary to achieve these objectives. Current technologies and
communication protocols focus mainly on optimizing power consumption, moving away from the requirements
of medical applications that usually involve a huge quantity of data to be transmitted in almost a continuous
way. To better support these requirements we can focus on different research areas. Regarding communication
protocols, both novel technologies (e.g. Bluetooth-LE) and the possibility of using multiple wireless interfaces
should be investigated further to obtain higher data rates while maintaining low consumption, and to improve
the interoperability of wearable sensors with the rest of the system. Signal processing and elaboration of sensed
data represent other important research fields in wearable computing. These techniques can be implemented with
different features on the sensor board, on the PS, and finally on the central server depending on the hardware
and software characteristics of the devices involved. These techniques also enable the correlation of different
physiological and non-physiological signals exploiting complex processing analysis, data fusion algorithms and
expert systems to make the system able to react correctly to situations that are critical for patient health. In addition,
they can be defined so as to improve the adaptability of the system allowing, for example, custom calibration and
tuning of the sensing procedure depending on the patient’s status within a specific period of time or during a
particular activity, or to adapt the power saving policies to the current context (related to both the patient and the
surrounding environment).

Therefore, further work on wearable computing is necessary to design and develop a complete and effective
Pervasive Healthcare system, and the current results represent a good starting point from which to address the
emerging issues.
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9.1 Introduction

Pervasive Computing is a new paradigm based on the idea of providing access to applications everywhere, anytime,
by means of any device, and through natural interactions so that users may not even be aware that they are using
computational devices. Related concepts include Ubiquitous Computing or Ubicomp, Ambient Intelligence [1],
Everyware [2], etc. As a new paradigm, it requires fundamental changes in many different aspects of computer
science and engineering. Many papers in the literature have addressed these challenges and have identified the main
characteristics of ubiquitous and pervasive computing [3—5]. This chapter does not provide a detailed analysis of
all these challenges and characteristics; instead, we describe the main standards and technologies that are currently
available with their advantages and disadvantages from the point of view of Pervasive Applications. To do this,
first of all w