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Preface

Integrated circuits have become smaller, cheaper, and more reliable and certainly
have revolutionized the world of electronics and computer architecture. They are
essential components of almost all electronic devices and systems, many of which,
such as the Internet, computers, and mobile phones, have become integral parts of
modern life and have changed the way we live. The big question for current
nanotechnology is, what kind of technology needs to be explored that could replace
the conventional CMOS transistors? It is also predicted that CMOS scaling will be
ending by 2019. This encourages researchers to come up with some alternative
technologies like Quantum-dot Cellular Automata (QCA), carbon nanotube tran-
sistors (CNT), silicon nanowires (SiNWs), spin transistors, superconducting elec-
tronics, molecular electronics (ME), single electron transistors (SET), resonant
tunneling devices (RTD), and tunneling phase logic (TPL). It involves considerable
research in new materials, processes, and structures at the nanoscale to continue
Moore’s law. Each of these paradigms has a number of unique features that make it
attractive as a candidate for post-CMOS nanocomputing, and each faces critical
challenges to realization. These emerging technologies are not considered as a
direct replacement for CMOS technology and may require a completely new
architecture to achieve their functionality. Quantum-Dot Cellular Automata Based
Digital Logic Circuits: A Design Perspective brings all of these issues together in
one place for readers and researchers who are interested in this rapidly changing
field.

There is another motivation for considering Quantum-dot Cellular Automata,
and especially, the design of a QCA circuit is radically different from the con-
ventional digital design due to its unique characteristics at both physical and logic
levels. High-level designs focus on logic and algorithmic design in addition to the
physical design. In fact, there is a need of research toward both circuit architecture
and device design which is required for a profound understanding of QCA nan-
otechnologies. There are few books available in this area which is based on a
specific topic. We provide a composite solution for optimal logic designs for
Quantum-dot Cellular Automata-based circuit and reversible logic circuit. The
objective behind the proposed design methodologies is to obtain an optimal layout
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for some of the basic logic circuits considering key metrics such as wire delays, cell
counts, and circuit area that help in improving the logic computation and infor-
mation flow at physical implementation level. The work will help the researchers as
well as the manufacturing companies in the development of low-power quantum
computers.

This text is intended for senior undergraduate and graduate levels in the areas of
nanoelectronics, computer arithmetic, and embedded systems. The book is also
suitable for researchers in the areas of emerging nanotechnologies and its archi-
tecture, low-power digital design. Knowledge of digital logic system (combina-
tional and sequential) is adequate to follow the material presented in this book.

This book is summarized as follows: First, we examine the QCA implementation
of primitive reversible gates. Second, we have presented a compact 5-input majority
gate using single-layer QCA technology. We have put forth this gate to design few
efficient QCA circuits. Further, we consider a new design for the implementation of
3-input XOR that uses explicit interactions between QCA cells to produce the
expected results. In order to show the efficacy of this XOR gate, adder and divider
are designed based on it. Next, we discuss the architecture of an efficient 1-bit
reversible ALU using an existing reversible gate in QCA. New QCA structures for
D flip-flops, shift register, and memory cell are proposed, simulated, and evaluated.
Finally, we have discussed briefly different clocking schemes.

Kurukshetra, India Trailokya Nath Sasamal
October 2019 Ashutosh Kumar Singh

Anand Mohan
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Chapter 1
Introduction

The exponential decrease in feature size causes serious challenges in CMOS tech-
nology due to oxide thickness, diffusion barriers, power dissipation, and leakage
currents, etc. These challenges have reduced further scaling possibilities of current
CMOS devices [1, 2]. The big question for nanotechnology is, what kind of tech-
nology needs to be explored that could replace the conventional CMOS transistors?
It is also predicted that CMOS scaling will be ended by 2019 [3]. This encour-
ages researchers to come up with some alternative technologies like Quantum-dot
Cellular Automata (QCA) [4], carbon nanotube transistors (CNT) [5, 6], silicon
nanowires (SiNWs) [7], spin transistors [8], superconducting electronics [9, 10],
molecular electronics (ME) [11, 12], single electron transistors (SET) [13, 14], reso-
nant tunneling devices (RTD) [15], and tunneling phase logic (TPL) [16]. It involves
considerable research in new materials, processes, and structures at the nanoscale
to continue Moore’s law [17]. Moreover, the International Technology Roadmap for
Semiconductors (ITRS) outlines some of these devices which are depicted in Fig. 1.1
[3].

It is addressed that these devices provide new possibilities for future computing
paradigms. Some devices offer high-speed computation with high-density integra-
tion, while others promise extremely low-power dissipation. Currently, there is a

Fig. 1.1 Emerging research
logic devices
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2 1 Introduction

need of continuous research for devices that enable small sizes, high packing densi-
ties, and low-power dissipation.Most of the above-mentioned emerging technologies
have feature sizes close to atomic and molecular scale where quantum effects are
dominating, but induce uncertainty in device performance. Quantum-dot Cellular
Automata (QCA) is one such promising nanotechnology that offers a new platform
for information computation at nanolevel, which is able to provide extremely low-
power consumption with small dimension and high-speed operation [18–21]. In the
traditional technologies, the device-to-device interaction at nanoscale is one of the
major limitations in further scaling of the devices. QCA technology aims to miti-
gate the unavoidable nanolevel issues, like device-to-device interaction to perform
efficient computing. The information is transferred by employing propagation of
polarization between two cells due to the Coulombic interaction of electrons. As a
result, basic QCA cells are considered for constructing the two major components
in QCA circuits, i.e., the computation and communication.

Energy efficiency has also been the most important metric of advancement in
modern computer design [22–28]. One of the well-known theories regarding the
fundamental energy limits in computation is Landauer’s principle.Work byLandauer
[29] showed that, regardless of the underlying technology, conventional logic circuits
dissipate heat in an order of kBT ln2 joules for every bit of information that is lost,
where kB is the Boltzmann constant, and T is the operating temperature. Since a
QCA device does not involve the transfer of electrons, it has the potential advantages
for ultra-low-power computing, even below the traditional kBT [30]. These attractive
attributes enable quantum gates and circuit role toward computational reversibility.

After long discussions and numerical analyses of kBT ln2 energy bound [31–
33], some recent experimental demonstrations confirmed its validity [34, 35]. These
results indicate that the Landauer bound limits the minimum energy dissipation in
modern CMOS-based computers [36–38], which perform irreversible logic opera-
tions. Since today’s computing devices are usually built of elementary gates like
AND, OR, NAND, etc., they are subjected to this principle hence, dissipate this
amount of power in each computational step. In order to go beyond this limit, Edward
Fredkin established a theory of reversible computing [39], where the entropy of infor-
mation is conserved during computation to prevent the heat generation resulting from
the entropy reduction. Reversible computing offers an alternative, where a logical
operation does not yield information loss. According to [40], zero energy dissipa-
tion would be possible only if the network consists of reversible gates. Reversible
logic realizes n × n functions where a bijective relation exists between input and
output vector. In a reversible logic, every input pattern can be uniquely recovered
from its output pattern, so no information is lost during computation. However,
the experimental demonstration of reversible logic operations is in the initial stage
of its development, and reversible computing will be achievable as practical logic
devices in near future. The physical implementations of QCA devices are also lim-
ited, and they are not commercially fabricated. But QCA experimental devices using
semiconductor, molecular, and magnetic materials have been investigated [41–44].
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1.1 Motivation

The design of a QCA circuit is radically different from conventional digital design
due to its unique characteristics at both physical and logic level. High-level designs
focus on logic and algorithmic design in addition to the physical design. Thus, there
is a need of research toward both circuit architecture and device design for a profound
understanding of QCA nanotechnologies. In QCA, if the complexity increases, the
delay may increase because of the increased cell counts and wire connections. In
addition, the wiring channels for the input/output synchronization should be mini-
mized as they add significant contribution to the circuit area. So, for a fast design
in QCA, it is necessary to minimize the complexity with new optimized layouts.
Hence, several implementations for QCA-based logic circuits have been made aim-
ing to reduce circuit complexity and latency using diverse cell configuration and
wire crossing methods. Thus, there is a need of advancement of novel structures
which have potential benefits from a circuit design perspective. Although QCA logic
components can be designed with QCA gates, extra delays will be introduced, which
can lead to incorrect timing relationships. These timing issues present difficulties
for interconnection and feedback which can affect the performance of QCA cir-
cuits. Therefore, assigning correct and efficient clocking zones to circuits is a major
challenge in QCA circuit design.

The novel design paradigms are being proposed to keep up with the ever-growing
need for computation power and speed. The information throughput of digital system
is B = n/t (maximum number of binary transition per unit time) where each binary
transition requires energy Eb, and total power dissipation growth is in proportion
to the information throughput: P = B × Eb. A bit transition requires energy Eb to
process it and the ‘Shannon-von Neumann-Landauer’ (SNL) expression gives the
lower limit of Eb as kBT ln2 = 0.017 eV (i.e., 2:72 × 10−21 J) at room temperature
[45], since the amount of energy dissipated in a system bears a direct relationship
to the number of bits erased during computation. This amount may not seem to be
significant, but it will become relevant in the future.

Let C is the typical capacitance of a node in a logic circuit, and V is the typical
voltage swing between logic levels. This is because voltage-coded logic signals have
energy of Esig = 1/2(CV )2 and this energy gets dissipated whenever the node voltage
is changed, it leads to dissipation of this energy and is orders of magnitude higher
than the kBT ln2 factor as shown in Eq. 1.1.

For C = 5 f F; V = 3v

Esig = 1/2(5 f F)
(
3v2

) = 2× 10−14 J/bit (1.1)

Heat from thermodynamical and logical entropy associated with a bitEb = 2.72×
10−21 J. For a processor of 2× 107 transistor dissipates heat at a rate of the processor
frequency, for instance, 2 GHz, maximum electrostatic erasure energy (total energy
lost as heat) 1/2(CV 2 × 4×107 × 109/s= 80 W (All transistor switch at each cycle,
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i.e., worst case). For a computer operating at SNL limit at 300 K, the minimum size
and switching time of binary switches can be estimated based on the Heisenberg
uncertainty relations [45]. Minimum size of element comes out 1.5 nm, maximum
integration density of elements nmax = 4.7× 1013 devices/cm2, minimum switching
time tmin = 0.04 ps, and power dissipation per unit area P = (nmax × Eb)/tmin =
3.7× 106 W/cm2.

Above calculation shows that today’s technology is still a factor of 1000 away
from the Landauer limit [34], i.e., further performance improvements can be done up
to this factor. Although the theoretical lower bound on power dissipation still does not
constitute a significant fraction of the power consumption of current devices, it cannot
be neglected [46]. So, one of the important aspects for adopting reversible logic is
that it can offer a logic design methodology for designing ultra-low-power circuits
beyond kBT ln2 limit for those emerging nanotechnologies where the heat generated
due to information loss will be a major factor of the overall heat dissipation. The
synthesis of reversible logic has a close relation with the quantum logic synthesis,
and the synthesis methods of reversible logic can be used to implement the quantum
logic synthesis [47]. Thus, the study of reversible logic synthesiswill contribute to the
progresses of the ultra-low-power IC’s design and the quantum computing. Quantum
computers are realized in critical fields such as biotechnology, nanomedicine, and
secure computing. Thus, the feasibility of reversible logic circuits could critically
impact the realization of quantum computing. Synthesis of reversible logic circuits
differs from the conventional one in many ways. Firstly, in reversible circuit there
should be no fan-out, that is, each output will be used only once. Secondly, for
each input pattern there should be a unique output pattern. Finally, the resulting
circuit must be acyclic. Any reversible gate performs the permutation of its input
patterns only and realizes the functions that are reversible. Traditional Boolean logic
synthesis approaches like KarnaughMap, Quine–McCluskey, etc. cannot be directly
applied to synthesize a reversible logic circuits because of constraints like fan-outs
are not allowed, and feedback is not permitted from gate outputs to inputs, equal
numbers of I/O, presence of ancilla and garbage output, etc. So implementation only
could be possible in the form of cascading of reversible gates. So, there is a need of
research toward the design of reversible logic circuits, and it is important to minimize
parameters such as ancilla and garbage bits, quantum cost, and delay in the design
of reversible circuits. Recently, both reversible and fault tolerant helped to broaden
the horizon of fields like low-power design, quantum computation, nanotechnology,
DNA computing, optical computing cryptography, and informatics [48–52]. Thus,
the reversible fault tolerant circuit is the most suitable and promising candidate
with respect to conventional technologies. Numerous works have been published,
showcasing advantages of fault tolerant reversible logic circuits. There are many
parity preserving reversible gates proposed in the literature. Among them Double
Feynman gate (F2G) depicted in [53] and Fredkin gate (FRG) depicted in [39].
Meanwhile, reversible gates such as TSG (Thapliyal Srinivas gate), MKG (Majid
Keivan gate), HNG (Haghparast-Navi gate), PFAG (Peres Full Adder gate), and IG
(Islam gate) have been proposed by researchers, but only few of them are having
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parity preserving feature. Thus, there is a need of research toward the design and
analysis of reversible logic circuits using new reversible gates in which multiple
parameters can be optimized.

1.2 Contributions of the Book

Design of digital circuits in QCA is in a growing stage. We examine design of
different modules that will eventually become parts of QCA-based complex circuits.
We focus (i) to design reversible logic circuits considering metrics of ancilla inputs,
garbage outputs, gate counts; (ii) to devolve new design structures in order to obtain
an optimal layout for some of the basic logic circuits considering key metrics such
as wire delays, cell counts, and circuit area based on emerging nanotechnology such
as QCA. As a developing technology, there are a number of research areas in QCA.
This book has the following contributions toward the design and synthesis of some
combinational/sequential reversible and non-reversible logic circuits using QCA.

• An introduction to different aspect of both irreversible and reversible logic gates
along with the performance metrics which are used for evaluation.

• Design of fundamental reversible logic gates in QCA is provided such as Fredkin,
Peres, and Toffoli. This will help beginners to explore QCA-based circuits with
different aspects such as layout design, clocking, and crossover.

• Presents an optimal 5-input majority gate using single-layer QCA technology.
Novel designs of QCA-based D flip-flops, shift register, and a new robust RAM
cell with set and reset ability based on the gate have been introduced, which
are more efficient compared to the existing designs. Novel architectures of adder
circuits are developed to evaluate the suitability of the presented gate.

• Introduces an efficient one-bit reversible ALU using an existing reversible gate in
QCAwhich utilizes a minimum number of QCA cells and clock delay. The design
and verification of the QCA layouts are performed using the QCADesigner tool.

• Highlight a new design for implementation of 3-input XOR that uses explicit inter-
actions between QCA cells to produce the expected results ignoring the conven-
tional designing methods. To show the efficacy of the novel XOR gate, adder and
divider are constructed based on it. The results confirmed that the presented struc-
tures have outperformed all prior designs in terms of complexity, area occupation,
and input-to-output clock delay as compared to most of the coplanar designs.

• Investigates different clocking floor plan and clocking schemes.
• Tutorials on layout design using QCADesigner (freeware) and power estimation
tool are also provided in Appendices.

A large part of the contents depicted in this book are also equally applicable to
other technologies (like resonant tunneling diodes, single electron transistors, etc.)
that utilize majority logic in other form.
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1.3 Organization of the Book

The remainder of this dissertation is organized as follows: Chap. 2 provides an
overview of QCA technology and the logic associated with it. It also includes a
brief discussion of various types of QCA implementation, currently under research.
Chapter 2 also describes the background and a comprehensive literature survey per-
taining to this research. Chapter 3 discusses different aspect of both irreversible
and reversible logic gates along with the performance metrics which are used for
evaluation. In Chap. 4, we explore the QCA implementation of primitive reversible
logic gates. In particular, new reversible structures are proposed and compared with
existing design in this chapter. In Chap. 5, we discuss two different designs of QCA
Ripple Carry Adders by customizing the fundamental block, i.e., the full adder cir-
cuit. We start the discussion with designing RCA using 5-input majority gate-based
full adder. Further, designs are evolved considering a compact form full adder that
relied on a novel XOR structure. Chapter 6 is devoted to design and implementation
of iterative computational unit such as binary divider using QCA. Different types of
dividers are introduced. Specifically, non-restoring divider is discussed that realized
by iterative cellular arrays for parallel divisions. In Chap. 7, we examined reversible
arithmetic logic unit (ALU) and its implementation in QCA framework. In partic-
ular, we analyze and validate one of the reversible ALU designs. In Chap. 8, we
presented design of different D flip-flops and RAM cell with set and reset ability
in QCA. Chapter 9 presents an overview of different clocking schemes. This study
can help to develop new routing algorithms and design of an arbitrary large feasible
QCA circuit toward advancement of QCA technology. The concluding remarks and
the suggested future direction in terms of extensions to the problems are addressed
in this book, and other ideas for further refinements are given in Chap. 10. Quick
tutorials on CAD tool QCADesigner and QCAPro are provided in Appendices at the
end.
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Chapter 2
QCA Background

2.1 Introduction

This chapter provides an overview of QCA technology and the logic associated with
it. It also includes a brief discussion of various types of QCA implementation cur-
rently under research along with a comprehensive literature survey pertaining to this
work. As device feature sizes approach quantum limits, fundamental effects will
make further scaling difficult, requiring a departure from the FET-based paradigm
and necessitating revolutionary approaches to computing. CMOS devices are being
reached their fundamental limits. Beyond this limits, the feature size cannot be
reduced without compromising with proper functioning of the device. This limi-
tation may pave the way for new alternative device technologies like Quantum-dot
Cellular Automata (QCA), Tunneling Phase Logic (TPL), Single-Electron Tunnel-
ing (SET), and Carbon Nanotube (CNT). QCA could be a feasible alternative which
promises operation at high frequency with low power consumption and high-density
device. QCA technology offers a new horizon in information computation, which
is based on the confinement and mutual repulsion of electrons. Unlike the tradi-
tional transistor-based circuits, a change in logic value from 1 to 0 does not yield
discharging of the capacitor and it does not have to dissipate all its energy during
transition. The information is transferred as a result of the propagation of polarization
between two cells, due to the Coulombic interaction of electrons and no flow of cur-
rent exist. An individual QCA cell holds a limited number of charges. These charges
are permitted only in certain predefined locations within the cell while tunneling is
allowed between these locations. QCA works on the mechanism where Coulomb
effects dominate over tunneling. And due to Coulomb effects, this cell interacts with
its neighbors.

The concept of Quantum-dot Cellular Automata (QCA) was introduced by
Tougaw and Lent [1] in 1993. They proposed this new technique to be an alter-
native method for fabricating electronic devices. The concept was very theoretical
in the beginning. Many mathematical equations were used to prove its feasibility
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Fig. 2.1 Research groups

and strengths. In the following decade, this topic drew more attention and improved
in both design and fabrication. Mainly, there are two categories of current QCA
research, physical implementation and nano-architecture. This thesis is focused on
the nano-architecture. The logic design is independent of the implementation tech-
nique. Once the implementation becomes more stable for fabrication, the design can
be set into a real hardware device. There are a number of research groups in lead-
ing research laboratories around the world working on QCA. Some of the leading
research groups currently involved in different areas of QCA research are depicted
in Fig. 2.1.

2.2 QCA Basics

One of the proposed implementations of the Quantum Cellular Automata is the
Quantum-dot Cellular Automata. Quantum-dot Cellular Automata is not a physical
implementation yet, it is rather a lower-level abstraction, since there are several
ways to build the quantum dots and connect them. Quantum dots can be any charge
containers, with discrete electrical energy states (there may be more than two states,
but only two are used), sometimes called artificial atoms. Somemolecules have well-
defined energy states and, therefore, are suitable for supporting the operation of QCA
systems. Small metal pieces can also behave as quantum dots, if the energy states
an electron can occupy are distinguishable, instead of the usual energy band. This
means that the difference between two consecutive energy states must be well above
the thermal noise energy (kbT, being kb the Boltzmann constant and T the absolute
temperature).
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The basic cells are made of four dots placed in the corners of a square, populated
with two excess electrons. These dots are well known as quantum dots or qdots.
The charge of the electron is localized by the quantum dot. The dot is basically a
region of space with energy barriers surrounding it. These barriers are large and
high enough so that the charge within it is quantized to a multiple elementary charge.
Given the electrostatic interactions (repulsion) between the charges, thesewill tend to
occupy diagonally opposed quantum dots. There are only two stable configurations,
as there are only two diagonals in a square, and these two stable configurations are
the two lower energy states referred above: they encode the binary values ‘0’ and
‘1’. In the absence of any environmental conditions, the two configurations have
the same electrostatic energy. The state of the neighboring cells makes one of the
configurations to be the preferred low-energy configurations. The bi-stability ofQCA
is based on the quantization of charge and it is essential to identify the relationship
between the energy levels of a single particle and the energy levels of the dot.

According to the existing Coulombic interaction between the electronic charges,
they can occupy diagonal antipodal sites through tunneling junctions. The numbering
of the dots in the cell goes clockwise starting from the dot on the top right. A
polarization P in a cell, which measures the extent to which the electronic charge is
distributed among the four dots, is therefore defined as:

p = (ρ1 + ρ3) − (ρ2 + ρ4)

ρ1 + ρ2 + ρ3 + ρ4
(2.1)

where ρ i is the electronic charge in each dot of a four-dot QCA cell. Once polarized, a
QCA cell can be in any one of the two possible states depending on the polarization of
charges in the cell. Because of coulombic repulsion, the two most likely polarization
states of QCA can be denoted as P = +1 and P = −1 as shown in Fig. 2.2. The
two states depicted here are called ‘most likely’ and not the only two polarization
states are because of the small (almost negligible) likelihood of existence of an
erroneous state. InQCAarchitecture, information is transferred between neighboring
cells by mutual interaction from cell to cell. Hence, if we change the polarization
of the driver cell (left most cell also know as input cell), first its nearest neighbor
changes its polarization, then the next neighbor and so on. Figure 2.2 depicts the
transfer of polarization between neighboring QCA cells. When the driver cell (input)

Fig. 2.2 Two possible
polarizations of a QCA cell
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is P = −1 (or P = +1), a linear transfer of information among its neighboring cells
leads to all of them being polarized to P = −1 (or P = +1).

2.3 Mechanics of QCA Device Operation

To figure out the operation of a simple QCA cell, we first examine the motion of
an electron in an infinite potential well. The walls of infinite potential well hinder
electron to tunnel between adjacent dots. Electrons in an infinite potential well exist
as a wavefunction�(x, y, z) that gives us the probability of finding an electron within
that potential well. This probability is proportional to |�(x, y, z)|2. Solution to the
Schrodinger’s wave equation for a free electron (V = 0) is given by:

d2ψ

dx
+ 2m

�
(E − V )ψ = 0 (2.2)

where V is the potential acting on the particle, E is the energy of the particle, and m
is the mass. Taking V = 0 for free electron, we obtain:

d2ψ

dx
+ 2m

�
(E)ψ = 0 (2.3)

Using k2 = 2 m/h2, this reduces to

d2ψ

dx
+ k2ψ = 0 (2.4)

Solution of Schrodinger’s equation for this wavefunction is a sin/cos function, and
it also gives the value of the energy of an electronwithin a potential well. The electron
can only have certain discrete energies (En) matching the allowed wavefunctions. A
lower (higher) energy electronwill have a smaller (larger) value of k (wavevector) and
a larger (smaller) wavelength (see Fig. 2.3). Since the boundary conditions demand
the wavefunction to be zero at the walls of the well, the wavevector can only take
discrete quantities and hence the electron can only exist in quantized energy levels.
The spacing between adjacent energy levels depends on the width of the potential
well. If we consider the height of the potential well as finite, there is a possibility
of electrons tunneling out of the potential well. Figure 2.4 shows an example of an
electron tunneling across a finite potential well. The potential energy (PE) of point
A is less than that of point D. Hence, a car released from point A can at most make it
to C but not E. When the car is at the bottom of the hill, its energy is totally kinetic
energy (KE). The energy barrier (between C and D) prevents the car from making
it to E. In quantum theory, on the other hand, there is a chance that the car could
tunnel through (leak) the energy barrier between C and E and emerge on the other
side of the hill at E. Figure 2.4 shows the wavefunction of the electron when it is
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Fig. 2.5 Clock energy variation to control the tunneling barrier. While the clock energy given to a
QCA cell increases, the tunneling barriers lower and allow the electron to tunnel across to the other
side

incident on a PE barrier (Vo). The interference of the incident and reflected waves
give yI(x). There is no reflected wave in region III. In region II, the wavefunction
decays with x because E < Vo. Solving the Schrodinger equation for the finite barrier
region (II) yields an exponential decay function. This is the main difference to the
outer regions of the infinite well, where the wavefunction must be zero. Solutions for
I and III are the same as for the infinite potential well. However, boundary conditions
now demand that the wavefunction matches the exponential function in region II,
causing nonzero amplitude in region III. Since the probability of finding an electron
is proportional to the square of the amplitude, therefore, there is a nonzero probability
to find the electron on the outside, i.e., it can escape from region I. Taking this into
account we now look at a simple QCA cell with two electrons placed in neighboring
potential wells (called dots). In case of an infinite potential barrier between the dots,
electrons are not allowed to tunnel within the dots. As the potential barrier decreases,
the possibility of an electron to tunnel across the potential barrier increases. When
the potential barriers are very low, electrons can tunnel freely across the two quantum
dots. In QCA technology, clock energy is provided as a means to lower or raise the
tunneling barriers as we will see in Sect. 2.6. Figure 2.5 shows how the tunneling
barriers between two dots are lowered (raised) when the clock energy supplied to the
QCA cell is raised (lowered). The work done in raising and lowering of tunneling
barriers controlled by the clock energy can be termed as leakage power dissipation
as this will take place even if the QCA cell does not switch state. In a similar way, a
clock controls the tunneling barriers in a four-dot QCA cell used in this work.

Since in practice it is not possible to implement an infinite potential well to
prevent the electrons from tunneling across, there is always a finite possibility of
some electronic charge escaping the QCA cell over a long period of time. However,
in this work, we have neglected any loss of charge. Electrons in higher energy states
within a potential well are more prone to tunnel across if the tunneling potential is
of finite height. Thermal errors are caused when the electrons settle in higher energy
orbits and are more likely to tunnel across the barriers as compared to when they are
in ground state.
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A single QCA cell can bemodeled by aHamiltonian of the form. TheHamiltonian
of the extended Hubbard type is used to describe a single isolated cell as follow [1]:

H cell =
∑

i,σ

(E0 + Vi )n
∧

i,σ +
∑

i> j,σ

ti, j
(
a
∧†
i,σa

∧

i,σ + a
∧†
j,σa

∧

j,σ

)

+
∑

i

EQn
∧

i,↑n
∧

i,↓ +
∑

i> j,σ,σ ′
VQ

n
∧

i,σn
∧

j,σ ′∣∣Ri − R j

∣∣ (2.5)

This model represents each quantum dot as a site and ignores internal degrees
of freedom of the cell. Here, E0 is the ground state energy for an electron in a
single dot, ni is the number density for site i; ti,j is the coupling to neighboring
dots, EQ is the energy to put two electrons on a single dot, VQ is the strength of the
Coulomb interaction, and the R are the positions of the dots. The basis states for this
Hamiltonian are taken to be states in which each electron is in the ground state of one
of the individual dots. This Hamiltonian can be diagonalized directly to determine
the two-particle states of the system. It should be emphasized that Eq. (2.5) is a
model in the sense that the strengths of the various terms are put in as constants.
The Hamiltonian used to model the cell includes four terms in which the first term
represents the on-site energy of each dot. Here, the â†i,σ

(
âi,σ

)
is the annihilation

(creation) operators for an electron on site i with spin σ . n̂i,σ , represents the number
operator for electrons of spin σ on site i and Vi is the potential energy of an electron
at dot i due to charges outside the cell. ti, j is the tunneling energy between site ‘i’ and
‘j’. The third terms is the Coulombic cost to put two electrons of opposite spin on a
single dot, and the Coulombic interaction between the charge densities on different
dots within a cell is calculated in the last term.

The stationary state of the cell is given by solving the time-dependent Schrödinger
equation.

Ĥcell|ψi 〉 = Ei |ψi 〉 (2.6)

where |ψi 〉 and Ei are the ith eigenstate and eigenvalue of the Hamiltonian, respec-
tively. These eigenstate is found using the site-ket basis for the cases of electrons
with opposite spin and the 16 possible states as follows:

|ϕ1 =| 0 0 0 1
0 0 0 1

〉

|ϕ2 =| 0 0 0 1
0 0 1 0

〉
, . . . ,

|ϕ16 =| 1 0 0 0
1 0 0 0

〉
(2.7)

Then, the Hamiltonian matrix and its associated eigenvectors will be calculated,
in which matrix elements are evaluated as follows:
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Hi, j =
〈
ϕi |Ĥ |ϕi

〉
(2.8)

The ground state of the cell is defined as:

|ψ0〉 =
∑

j

ψ0
j

∣∣ϕ j
〉

(2.9)

Here,
∣∣ϕ j

〉
and ψ0 are the jth basis vector and its coefficient, respectively. Coef-

ficient of the basis vector is found by the direct diagonalization of the Hamiltonian
matrix. For the case of weak tunneling energy between the sites of the cell (less than
the columbic energy), the electrons will remain largely localized and resulting in a
polarized cell. If the tunneling energies become comparable to the coulomb energies
(more than the coulomb energy), the polarization of the cell is eliminated. In this
way, the quantity of the cell polarization is defined as:

p = (ρ1 + ρ3) − (ρ2 + ρ4)

ρ1 + ρ2 + ρ3 + ρ4
(2.10)

where ρi denotes the expectation value of the ground state charge configuration as
follows:

ρi = 〈ψ0|ni |ψ0〉 (2.11)

We can solve Schrödinger’s equation for a system composed of many cells, the
ground state of the entire system is found by iteratively solving each cell ground state
[1, 3, 4].

2.4 QCA Implementation Techniques

The fundamental component for QCA computation is a bistable cell capable of
interacting with its local neighbors. The cell is not necessarily being in quantum-
mechanical coherent at all times; as a result, several non-quantum-mechanical real-
izations of QCA have developed. There are four distinct techniques for physically
implementingQCA:metal-based [5], semiconductor [6],molecular [7], andmagnetic
[8]. In this section, a brief description of each implementation is provided.

2.4.1 Metal Island

Recent works have demonstrated that the metal island-based QCA devices are feasi-
ble and work correctly at cryogenic temperature. Metal QCA consists of four metal
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Fig. 2.6 SEM image of metal-dot QCA cell and corresponding schematic diagram [11]

islands, which are relatively large. Metal junction QCA [9, 10] was the first fabrica-
tionmethod considered to show the concept of QCA, where metallic tunnel junctions
and very small capacitors are used to build the QCA cells. It was not aimed to com-
pete with the existing technology in terms of speed and practicality, as its structural
properties are not suitable for scalable designs. The basic idea of metal-dot QCA is to
build quantum dots using aluminum islands. The cell size is approximately 60 nm by
60 nm, with junction capacitance of 400 aF [9]. The method has the advantages of an
easier fabrication process, reliability, and ease of modeling and analyzing. However,
it has one major drawback, which is the operating temperature. The prototype only
operates at 10 K or below. The required quantum-mechanical effects only happen
at this operating temperature. Metal-dot QCA is meant as a proof-of-concept imple-
mentation. In [11], authors reported a SPICE model development for QCA cells.
Figure 2.6 shows a scanning electron microscope (SEM) image of the metal-dot
QCA and its diagram.

2.4.2 Semiconductor

Semiconductor QCA implementations [12] can possibly be used to realize QCA
devices with the same highly advanced semiconductor fabrication processes used to
realize CMOS devices [13]. Semiconductor quantum dots are nanostructures formed
using electron beam lithographically defined gates on heterostructure materials such
as InAs/GaAs [14] and GaAs/AlGaAs [15, 16]. These structures can be modeled
as 3-D quantum wells. Consequently, they show energy quantization effects even at
distances several hundred times larger than the material system lattice constant. Cell
polarization is encoded as charge position, and quantum-dot interactions depend on
electrostatic coupling [17]. And recently published implementation is based on Sili-
con [18] (shown in Fig. 2.7a). Unfortunately, current semiconductor patterning tech-
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Fig. 2.7 a Silicon-based
QCA schematic and SEM
images [18], b electron
micrograph of a
GaAs/AlGaAs QCA cell
with Simplified circuit
equivalent of the four-dot
cell [15]

nologies do not allow for a small enough size scale to make room temperature oper-
ation possible. Therefore, semiconductor QCA suffers from the same temperature
and speed limitations found with metal-dot QCA.

2.4.3 Molecular QCA

Molecular QCA [20–22] concept consists of building QCA devices out of single
molecules. Majority of the work so far has been presented by the research group at
Notre Dame. The basic concept of molecular QCA is that each molecular QCA cell
consists of a pair of identical allyl groups as shown in [19] and Fig. 2.8. Themolecule
shown in Fig. 2.8 is also known as a 1, 4-diallyl butane radical cation. This is formed
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Fig. 2.8 Two views of
molecule as a QCA cell [19]

by two allyl groups connected by a butyl bridge in between. This molecule is neutral
on one end and the other end behaves as a cation. This molecule has an extra hole or
electron that allows the quantum tunneling effect needed by QCA to happen. If an
electrical field is placed near one end of the molecule, it can create either a repelling
or attracting force. It has been calculated that the molecule in Fig. 2.8 has nonlinear
switching characteristics, which make it an ideal switch. When the molecules are
placed next to each other with a distance of seven angstroms, the electrostatic inter-
action will cause the holes to be at opposite ends, which makes the propagation of
the electron feasible to create the state of the QCA cell. Figure 2.9 shows the differ-
ent states of the molecular QCA. Part (a) is a +1 state, part (b) is a non-ideal state
which is not needed, and part (c) is a −1 state. At this scale, the required quantum-
mechanical effects can happen at room temperature. Molecular QCA is believed to
have the following advantages: high density, high clock frequency from the giga-
hertz range to the terahertz range, low power consumption, and low power loss. An
individual molecular QCA cell has been demonstrated. However, no complete circuit

Fig. 2.9 Different possible
states of molecule a show a
+1 state, b show a non-ideal
state that is a unwanted state,
and c show a −1 state [20]
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using molecular QCA has yet been demonstrated [23]. While fabrication methods
are currently being researched, no one method has been predominating. Efforts are
on to fabricate molecular QCA circuits using self-assembly monolayer methods
[24, 25]. The molecules themselves are produced by standard chemical procedure
[26, 27].

2.4.4 Magnetic QCA

A basic cell in magnetic QCA is a nanomagnet [28, 29]. These nanomagnets are
arranged in various grid-like fashions to accomplish computing [30]. Cells in mag-
netic QCA are enumerated based on their single-domain magnetic dipole moments
and are inherently energyminimums [31]. There are several popular schemes ofmag-
netic QCA that have been proposed: Cowburn andWellands nanodot QCAAutomata
[32], Parish and Forshaws Bistable Magnetic QCA [33], and Csaba et al., Field Cou-
ple Nanomagnets [34]. Cowburn and Wellands have fabricated the magnetic QCA
model that has been described here. A nanomagnet consists of a single circular
nanodot. These nanodots were made of a magnetic Supermalloy (mainly Ni). The
nanodots are 110 nm in diameter and had a thickness of 10 nm. In order to have a
single domain in the nanodots, it was found that the nanodots must have a size of
about 100 nm and below. Nanodots are placed 20 nm apart on a straight line. The
basic operation is to use an oscillating field on the dot to have it point to a certain
direction to represent the binary value. Magnetic QCA cell is capable of operating at
room temperature. Other advantages include high density and low power loss. The
operating frequency is low (in theMHz range) when compared to CMOS [9]. ANOT
gate and a majority gate have been demonstrated [28, 35]. Figure 2.10 shows a SEM
image of a fabricatedmagnetic QCA network. Figure 2.11 shows the implementation
of a majority gate using nanodots by Imre et al. [35].

Fig. 2.10 SEM image of a
room temperature MQCA
network [32]
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Fig. 2.11 Implementations of a majority gate for magnetic quantum-dot cellular automata [35].
The arrows drawn superimposed on the SEM images illustrate the resulting magnetization direction
due to a horizontally applied external clock field

2.5 QCA Devices

This section explains the basic operation of QCA technology and its associated
components, such as a cell, wire, majority gate, and inverter. The layout designs of
theQCA circuits are the combination of all thementioned components. Two different
QCA structures of the fundamental gates are illustrated in Figs. 2.12a, b, namely the
inverter (INV) and the majority gate (MV). In addition, Fig. 2.12c shows cascade
of QCA cells to propagate binary data which represents a QCA wire. The 3-input
majority gate function is described by the following equation:

MV 3(A, B,C) = F = AB + BC + CA (2.12)

2.6 QCA Clocking

In traditional VLSI technology, clocking mechanism is used to control the timing
in sequential circuits. In QCA technology, a pipeline-based clock mechanism is
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Fig. 2.12 QCA primitives:
a two different realizations
of inverter, b original
majority gate (OMG) and
rotated majority gate (RMG),
and c QCA wire
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essentially required for both sequential and combinational designs. This mechanism
not only controls the data flow, but also supplies power for the cells. For the clocking
purpose, four clocks are applied, i.e., clock 0, clock 1, clock 2, and clock 3. These
clocks are 90° out of phase [36, 37] as apparent in Fig. 2.13. Each clock in QCA
comprises of four distinct clock phases: switch, hold, release, and relax as depicted
in Fig. 2.13 [38]. In switch state, cells start polarized and inter-dot barriers are raised
and QCA cell attends one of the polarization states depending on the state of driving
cell. During this phase, the real computation occurs. During the hold phase, cells
have a fixed polarization to drive the succeeding stage. In the release phase, cells
start unpolarized and during the final stage, inter-dot barriers stay lowered and a cell
has no fixed polarization.
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Fig. 2.13 QCA clocking
with four phases
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2.7 QCA Wire Crossing

In QCA structures, fabrication of interconnection between components needs to
be handled efficiently for a better stability. Till date, there are two different types
of crossover methods commonly utilized, coplanar and multilayer. The multilayer
crossover uses more than one layer of cells (analogous to multiple metal layers in
a conventional IC), shown in Fig. 2.14a but yields high cost due to, for instance,
fabrication issue [39]. In coplanar crossover strategy, wire crossing is done by two
different cells. These cells are orthogonal to each other, so they operate without
affecting neighboring cells. The first wire consists of cells of 90° orientations and
second wire has only 45° orientations, as depicted in Fig. 2.14b. The main drawback

45 degree 
orientation

90 degree 
orientation

(a) (b)

Fig. 2.14 Wire crossing a multilayer and b coplanar
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of this scheme is that any misalignment of cells during fabrication may cause a
cross-coupling between the twowires.Works have been done tomitigate such effects
and to increase the robustness of the circuits, but all these ends up with large area
overhead [40, 41]. In this work, wire crossing utilizes clock zone-based crossover
[42] where cells on the switch phase can cross cells on the release phase and cells on
the hold phase cross cells on the relax phase without polarization effect as depicted
in Fig. 2.15a, b, respectively. This scheme takes advantage of two zones of the four-
phase zone-based clocking scheme. For illustrations of Fig. 2.15b, the input/output
signalswith aforementioned clocking correspond toClock0, andClock2 are shown in
Fig. 2.16, which is identically produced by Coherence vector and Bistable simulation

Fig. 2.15 Wire crossing
using clock zone a cells on
the switch phase cross cells
on the release phase and
b cells on the hold phase
cross cells on the relax phase

Fig. 2.16 I/O and clocking signals for clock zone-based crossover
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engines with default QCADesigner parameters. This figure also indicates that the
relax and hold phases of Clock0 coincide with the hold and relax phases of Clock2,
respectively. Therefore, when the central cell is clocked by Clock2 (Clock0), signal
X (Y ) passes through.

2.7.1 Kink Energy and Cell Robustness

In QCA implementation of larger designs, designers are more concerned about
increasing robustness/stability of whole QCA structure [43]. As the wire length
increases, the switching probability of QCA cell decreases; similarly, QCA cell
switches successfully for smaller wire length.Moreover, the circuits operate at higher
clock rates. It has been experimentally shown that the number of cells in a wire length
for healthy transmission of a signal is 28 (90°) or 27 (45°) [43]. At higher operating
temperatures, due to thermal fluctuation, the QCA cell characteristic deviates [44],
i.e., a kink to occur. To avoid kinks, the maximum number of cells is given by [44]

N ≤ eEk//kbT (2.13)

where Ek is the kink energy, kb is Boltzmann’s constant and operating temperature
T.

2.8 Modeling QCA Designs

There are several approximate simulators available at the layout level, such as the
bistable simulation engine and the nonlinear approximation methods. The coherence
vector-based method does explicitly estimate the polarizations, but it is appropriate
when one needs full temporal dynamics simulation (Bloch equation), and hence is
extremely slow. Coherence vector simulations are generally accepted as the most
accurate simulation engine for clocked QCA due to the quantum mechanical prop-
erties which are integrated in the simulations. They also provide information on
power, speed, and reliability and include temperature and other electrical properties.
QCADesigner is an easy and useful program to design and simulate QCA circuits.
QCADesigner is not just a switch-level simulator. It simulates QCA using the quan-
tum mechanics of QCA. Once the cell is placed in the schematic, it is easy to change
its clock zone or the rotation of the cell. To simulate the circuit, there are two steps
to do. The first step is to set up the simulation engine, and the second step is to set
up the simulation type. Simulation engine has two choices, coherence vector and
bistable. The simulation type is to allow the user to set up the input test vectors. All
the simulations were done in QCADesigner v2.0.3 using bistable approximation and
coherence vector simulation engine [45]. The parameters of the simulation are the
default values used by QCADesigner as shown in Table 2.1.
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Table 2.1 Bistable
approximation and coherence
vector parameters model

Parameter Bistable
approximation

Coherence vector

Cell size 18 * 18 nm2 18 * 18 nm2

Number of samples 12,800 12,800

Convergence
tolerance

0.001000 –

Radius of effect 65 nm 80 nm

Relative
permittivity

12.9 12.9

Clock high 9.8e−22 J 9.8e−22 J

Clock low 3.8e−23 J 3.8e−23 J

Clock amplitude
factor

2 2

Layer separation 11.500 nm 11.500 nm

Maximum
iterations per
sample

100 –

Relaxation time – 4.135e−14 s

Time step – 1e−016 s

Total simulation
time

– 7e−011 s

2.8.1 QCA Power Dissipation Model

Work by Timler and Lent initially developed a power estimation model for QCA-
based circuit [46]. A Hamiltorian matrix is used to measure energy related to a QCA
cell. By considering Hartree–Fock approximation [47] and mean-field approach,
Coulombic interaction between QCA cells [46, 48], and the Hamiltonian matrix for
an array of cell is expressed as

H =
⎡

⎣
− Ek

2

∑
t
ci fi j −γ

−γ Ek
2

∑
i
ci fi j

⎤

⎦ =
[− Ek

2

(
C j,1 + C j+1

) −γ

−γ Ek
2

(
C j,1 + C j+1

)
]

(2.14)

where f i,j is a geometrical factor representing electrostatic interactions between cell
i and cell j due to the geometrical distance and polarization of the ith juxtaposed
cell is represented by Ci. If the space between neighboring cells are equal, then f i,j
is interpreted as the kink energy, which can be calculated using the electrostatic
interaction between all electrons in two cells, i and j, as
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Fig. 2.17 Power flows
between two QCA cells
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At each clock cycle, the expectation value of QCA cell energy is expressed as

E = 〈H〉 = �

2
· �
 · �λ (2.16)

where E = 〈H〉 = �

2 · �Γ · �λ is the Planck constant, �
 is the energy environment
vector of the cell, and coherence vector is represented as �λ. The Hamiltonian vector
is presented as

�Γ = 1

�

[−2γ, 0, Ek
(
C j−1 + C j+1

)]
(2.17)

Here,
(
C j−1 + C j+1

)
represents the sum of neighboring polarizations. Power flow

between neighboring cells is shown in Fig. 2.17. As mentioned in [46], Pin and Pout

are the inflow signal power and the released signal power for a QCA cell. During
the switch phase, Pclock amount of energy transfer to the cell as inter-dot barriers
are raised. Similarly, in the release phase, the energy gets returned to the clocking
circuit as barriers are reduced. During this process, a small power is dissipated in the
clocking circuit named as Pdiss [48, 49]. The total instantaneous power for a cell is
given as

Pt = dE

dt
= �

2

[
d �Γ
dt

· �λ
]

+ �

2

[
�Γ · d�λ

dt

]
= P1 + P2 (2.18)

where P1 combines the difference of input and output signal powers and clocking
power to the cell. The term P1 can be written:

P1 = Pin − Pout + Pclock (2.19)
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Here, Pclock is the amount of transferred energy into the cell by the clock, Pin is
the signal power in from the left side cell, and Pout is the signal power out to the right
side cell. The power gain of each cell is then:

gain = Pout
Pm

(2.20)

The term P2 is the cell dissipated power to the environment [49]. In QCA circuits,
power consumption occurs in each cell during a quasi-adiabatic clocking scheme. It
is noteworthy that a considerable amount of energy is transferred to the cell as the
barriers are being raised. Most of that energy is returned to the clock as the barriers
are being lowered. The difference between these two amounts is the consumed power
which is categorized into two types: switching and leakage powers. The switching
power occurs when the cell actually changes the state from ‘0’ to ‘1’ or inversely.
Leakage power is dependent on the clock energy changing to polarize or depolarize
a cell [50, 51].

According to [46], the Hamiltonian and coherence vectors can be used to calculate
the energy dissipation in one clock cycle Tcc = [−T, T ] as

Ediss = �

2

T∫

−π

�Γ · d�λ
dt

dt = �

2

⎛

⎝
[ �Γ · �λ

]T
−T

−
T∫

−T

�λ · d �Γ
dt

dt

⎞

⎠ (2.21)

The upper bound power dissipation model in [51] is presented as

Pdiss = Ediss

Tcc
<

�

2Tcc
�Γ+ ×

⎡

⎣− �Γ+∣∣∣ �Γ+
∣∣∣
tanh

⎛

⎝
h
∣∣∣ �Γ+

∣∣∣
kBT

⎞

⎠+ �Γ−
| �Γ−| tanh

(
h| �Γ−|
ksT

)⎤

⎦

(2.22)

Here, �Γ+ and �Γ− represent �Γ (+T ) and �Γ (−T ), respectively, kB defines the
Boltzmann constant, and T is the temperature.

Authors in [52] addressed a power dissipation model by considering above con-
cepts and developed a power estimation tool known as QCAPro. This helps to eval-
uate the total power loss in a QCA circuit as a combination of leakage and switching
power when clock changes.

2.9 Summary

An overview of QCA devices and associated logic circuits are explained in this
chapter. It includes basics of QCA, comprehensive review from the literature, var-
ious types of implementation techniques along with clocking, and wire crossing
mechanisms. A brief discussion of various types of design and simulation tools is
also provided.
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Chapter 3
Fundamental of Reversible Logic

All classical logic circuits are physically irreversible, because these circuits comprise
irreversible logic.With irreversible logic, all the energy transferred by the power sup-
ply is finally converted into heat. Irreversible logic does not allow traverse the state
sequences in the reverse direction to gain the initial state after the end of logical com-
putation. This chapter discusses different aspects of both irreversible and reversible
logic gates.

3.1 Irreversible Function

Auseful entity in reversible logic is theBoolean function f (x1, x2,…, xn) that receives
n bits as arguments and generates one bit. Since 2n different values can be obtained
for n bits, one can determine 22n viable n-bit functions that can be generated using
n bits. For this purpose, it will be sufficient to take a block diagram for irreversible
computation, where z = f (x1, x2,…, xn) represents a single-valued function on n
discrete inputs, as depicted in Fig. 3.1. In the classical computation, we generally
use base-2 arithmetic to represent the inputs and outputs, where x1, x2,…, xn, and y
are binary variables, or bits, taking either 0 or 1. In this case, the Boolean expression
f (x1, x2,…, xn) is known as an n-bit irreversible function.

Fig. 3.1 Block diagram for
an n-bit irreversible Boolean
function

x1

x2

xn

f(x1, x2,       , xn) z
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3.2 Irreversible Gates

Any switching function can be “built up” from a basic set of Boolean functions that
operate on a small number of inputs, say two or three at a time, taken from x1, x2,…,
xn. These basic functions are called logic gates that can be used repetitively in order
to implement ‘f ’ on its inputs. A set of gates that can devolve any Boolean function is
said to be universal gates. The logical operations AND (∧) and OR (∨) demonstrate,
respectively, the concept of logical conjunction and disjunction. The logical function
AND is interpreted to result true if and only if both inputs are true. Conversely,
for the logical OR function the output returns true if one of the inputs evaluates to
true, where FALSE and TRUE are considered synonymously for bit values 0 and 1,
respectively.

One suitablemethod to specify a logic gate in a compact form is using ‘truth table.’
A truth table lists all possible input combinations with relation between the values
and the result of the operation. For instance, the truth table of AND gate is given in
Table 3.1, and its circuit symbol is depicted in Fig. 3.2. One AND gate is inherently
irreversible as inputs cannot be derived from the knowledge of output. Particularly,
when output is zero, corresponding inputs can be 00, 01, or 10, i.e., no one-to-one
relationships exist among inputs and outputs. This results in information lost when
output of AND gate is zero. Further, the truth table of OR gate is shown in Table 3.2,
and its circuit symbol is depicted in Fig. 3.3. It can be easily verified from truth
table that the output is 1 for inputs 01, 10, or 11, so no one-to-one relationships exist
among inputs and outputs. Thus, the OR gate loses some information for specific
output. Another variant of the OR gate that performs modulo sum operation without
including carry is known as exclusive-OR (XOR) gate. An XOR gate is normally
two-input logic gate, where output is only logical 1 when only one input is logical 1.
When both inputs are equal, that is either both are 1 or both are 0, the output will be
logical 0. The truth table of XOR is given in Table 3.3, and its symbol is depicted in
Fig. 3.4. It can be referred from the truth table that no one-to-one relationships exist
among inputs and outputs, so logically irreversible gate.

Table 3.1 Truth table of
AND gate

x y x
∧

y

0 0 0

0 1 0

1 0 0

1 1 1

Fig. 3.2 Graphical symbol x
y x y
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Table 3.2 Truth table of OR
gate

x y x ∨ y

0 0 0

0 1 1

1 0 1

1 1 1

Fig. 3.3 Graphical symbol
x yx

y

Table 3.3 Truth table of
XOR gate

x y x ⊕ y

0 0 0

0 1 1

1 0 1

1 1 0

Fig. 3.4 Graphical symbol
x yx

y

These logic blocks are the major elements for all modern computing devices,
where irreversible computation is carried out using series of irreversible logic units
those work on a few bits at any moment.

3.3 Irreversible Parameters

Classical logic gates are analyzed and compared using various parameters such as
fan-out, power dissipation, and propagation delay.

3.3.1 Fan-Out

The fan-out, generally known as loading of an irreversible gate, indicates the number
of inputs that are driven by the gate without compromising its normal operation.
When the gate output is generally associated with other gates inputs, the driving
gate can supply limited amount of current. This is expressed by a number which
provides information about the amount of current accessible at the gate output and
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the current required by the individual input of gates. Therefore, those circuits which
are not following this rule may not work correctly as the circuits unable to supply
the demanded power [1].

3.3.2 Power Dissipation

All electronic circuits need some amount of power to do the operations. The power
dissipation of a gate is the power required by the gate for its operation and is expressed
in milliwatts (mW). This shows the power supplied to each individual gate from
power source, rather than the power delivered from other gates. Power dissipation
in a circuit is directly related to the heat produced by that circuit. Excessive heat
dissipation can raise working temperature, and the corresponding gates start shift
out from its normal operating range by generating erroneous outputs. Hence, power
dissipation of each gate realization should maintain at low possible value [1].

3.3.3 Propagation Delay

Propagation delay of a logic gate is the time required for the signal to travel from
input of logic gate to output. Generally, signal through the gate takes certain time
for the effect of change in input to be visible at the output. This time interval is well
known as the propagation delay of the gate. The time between the input and output
transitions is not a suitable measure to calculate the delay time of a gate for two
reasons: First, the input and the output signals considered for the gates are not the
ideal waveforms studied in theory. The non-ideal input and output signals to a NOT
gate are depicted in Fig. 3.5, where the transitions between high level and low level
take finite time. Secondly, the input to a gate has to reach the threshold level before
the gate starts to change state. Therefore, the delay time of a gate is calculated at
50% point of input–output switching, defined as reference voltage level V ref.

3.4 Reversible Logic

Nanotechnology offers new ways of computing in emerging nanoelectronics and
possible solution for electronics industry at the end of roadmap. Power manage-
ment plays a vital role in the advancement of recent computational systems. For
nanotechnology-based system, the total heat dissipation is relay upon the number
of bits erasure when some computation is performed. Authors in [2] reported that
for any technology, the conventional logic-based circuits dissipate heat in factor of
kT ln2 joules (k is Boltzmann’s constant and T is the temperature during operating
condition) for each bit erasures. In this direction, lossless computing may be used as



3.4 Reversible Logic 37

Vin Vout
Vout

Vin

0

Time

Time
tpHL tpLH

0

Vref

Vref

Fig. 3.5 Propagation delays for a NOT gate, measured at the midpoints of transitions (tpHL: delay,
when output switches from high to low, after input switches from low to high. tpLH: when output
switches from low to high, after input switches from high to low)

possible solution which allows a logical operation without employing information
loss, known as Reversible operation. For reversible computing, there must exist a
bijective mapping among input and output pattern, i.e., output set can be used to
restore the status of input set. Thus, circuit based on reversible logic possibly can
work in nanoscale, providing lossless computation due to information lost.

There are two different ways to attain reversibility: (i) logical reversibility and (ii)
physical reversibility. Logical reversibility means if there exist input set and output
set, then each element of input is paired with only one element of output, i.e., all the
elements are paired one-to-one. In addition, inputs are reconstructed from the output
information. Physical reversible is attainable for system, which enables computation
in reversible order. Generally, logical reversibility can be obtained in two ways.
First, the intermediate values in the forward direction must be stored for later usage.
So that during backward computation, these stored values can be used. Once the
information are used, the stored values are erased. This requires a dynamic structure
to retain all intermediate states, where Bennett clocking [3] can be used. Second, all
computations are done without keeping intermediate values, i.e., by using dedicated
reversible logic blocks such as Toffoli gate. Researchers in [4, 5] demonstrate the
generic relationship between logical reversibility and physical reversibility. Table 3.4
lists some primitive reversible gates.

3.4.1 Reversible Function

An n-input, n-output function f (x1, x2, . . . , xn) of n variable is a reversible function
if it maps distinct input to distinct output, i.e., a n ∗ n bijective function mapping
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Table 3.4 Primitive
reversible gates

Gate name Size Input ←→ output

Toffoli [6] 3 × 3 A ←→ P = A

B ←→ Q = B

C ←→ R = AB ⊕ C

Fredkin [7] 3 × 3 A ←→ P = A

B ←→ Q = A′B + AC

C ←→ R = A′C + AB

Peres [8] 3 × 3 A ←→ P = A

B ←→ Q = A ⊕ B

C ←→ R = AB ⊕ C

Feynman (CNOT) [9] 2 × 2 A ←→ P = A

B ←→ Q = A ⊕ B

between input and output. In general, a truth table or a permutation can be used to
represent a reversible function. Let us define reversible function f : I → O, where I
is the input set and O is the output set, which can be expressed as a set of decimal
number (0, 1, . . . , 2n − 1) for each n-bit binary pattern. So the reversible function
f = (O0, . . . , ON ) can be expressed as permutation of input set (I0, . . . , IN ), where
N = 2n −1. An identity function f I = [0, 1, . . . , N ] is a special reversible function,
which reproduces input binary patterns at the output.

If a given objective function (permutation of inputs) can be realized by cascade
of reversible gates {G1,G2, . . .Gm} starting from identity function, then cascade of
same gates in reverse order, i.e., {Gm,Gm−1, . . .G1} transform the given function
into identity function, i.e., computation can be done in both directions.

3.5 Reversible Gate

A reversible gate realizes a reversible function. If a reversible gate has k inputs, and
therefore k outputs, then we call it a k∗k reversible gate. In reversible gates, the num-
ber of inputs is equal to the number of outputs and any input pattern maps to a unique
output pattern. Different gate libraries are available, among which NCT, NCTSF, and
NCTSFP (NOT,CNOT, TOFFOLI, SWAP, FREDKIN, PERES) libraries are adopted
for synthesizing a reversible function.

3.5.1 NOT Gate

A NOT gate is a 1 × 1 gate as drawn in Fig. 3.6a. This gate shows quantum cost of
1, as it comprises one 1 × 1 gate.
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1x 1x

(a)

1        2x    x⊕

1x 1x

2x 3x 321 xxx ⊕

1x 1x

2x 2x

(b)   (c)

Fig. 3.6 Logic symbol for a NOT gate, b Feynman gate, and c Toffoli gate

3.5.2 Feynman Gate (CNOT Gate)

The Feynman gate (FG) or CNOT is a 2 × 2 reversible gate which pairs inputs (x1,
x2) to outputs (1, x1 ⊕ x2). The quantum cost of this gate is 1, as it consists of a 2 ×
2 gate. Figure 3.6b shows symbolic representation of the Feynman gate along with
the relations that govern it. The Feynman gate can be used to provide more fan-out
in reversible logic.

3.5.3 Toffoli Gate

The Toffoli gate is another most widely used universal reversible gate represented
as TOF(C; T ) or CnNOT(x1, x2, . . . , xn+1), where C = (xi1 , . . . , xik ) ⊂ X a set of
control lines, and a single target line T = {x j }, C ∩ T = �, X = {x1, x2, . . . , xn+1}
input variables. It pairs a Boolean set (x01 , x

0
2 , . . . , x

0
n+1) to (x01 , x

0
2 , . . . , x

0
j−1, x

0
j ⊕

x0i1x
0
i2

. . . x0ik , x
0
j+1, . . . , x

0
n+1). For n = 0, a generalized Toffoli gate is noted as NOT

gate without any control lines. For n = 1, the CNOT gate commonly known as
Feynman gate has one control line [9]. For n = 2, the C2NOT gate also known as
Toffoli gate having two control lines [6], as depicted in Fig. 3.6c. These three gates
constitute the universal NCT library, which is redrawn in Fig. 3.6.

3.5.4 Fredkin Gate

For the set of input variables X = {x1, x2, . . . , xn}, the generalized Fred-
kin gate can be represented as Fred Fred(C; T ) or Fred(x1, x2, . . . , xn),
where C = {xi1 , . . . , xik } ⊂ X a set of control lines, and target line
T {x j , xl} and C ∩ T = � It maps a Boolean pattern (x01 , x

0
2 , . . . , x

0
n ) to

(x01 , x
0
2 , . . . , x

0
j−1, x

0
l x

0
j+1, . . . , x

0
l−1x

0
j , x

0
l+1, . . . , x

0
n ) iff x

0
i1
x0i2 . . . x0ik = 1.Otherwise

the passed input will not be interchanged. For n = 0, a gate with no control signal
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Fig. 3.7 a Fredkin gate and
b SWAP gate

31 2 1xx x x⊕

1x 1x

2x 31 2 1xx x x⊕

3x

(a)

1x
1x 2x

2x

(b)

Fig. 3.8 Peres gate

3x 321 xxx ⊕

1x 1x

2x 21 xx ⊕

Fred(x1, x2) is called SWAP, as it exchanges the values on signal x1, x2. For n = 1,
a gate with one control signal Fred(x1; x2, x3) is commonly known as Fredkin gate
[7]. NCTSF library forms by adding these gates to the NCT library. Figure 3.7 shows
SWAP and Fredkin gates.

3.5.5 Peres Gate

Peres gate [8] P(x1; x2, x3) has one control line x1 and two target lines x2 and x3.
It represents a cascade of a C2NOT(x1; x2, x3) and a CNOT(x1, x2). It maps input
(x1, x2, x3) to (x1, x1⊕ x2, x2 ⊕ x3). The general structure of Peres gate is illustrated
in Fig. 3.8.

3.5.6 Quantum Gate

Quantumbit, or qubit, in quantum system is analogous to bit in classical computation.
It can be described asmathematical objects. Authors in [10] showphysical realization
and connection with abstract mathematical objects. Classical bit has a state either 0
or 1, whereas a qubit has two possible states |0〉 and |1〉 (Notation ‘|〉 ’ is called the
Dirac notation [11]). The difference between bits and qubits is that a qubit can be in
state other than |0〉 and |1〉. There is also the possibility of storing information as a
superposition of states may be written as:



3.5 Reversible Gate 41

Fig. 3.9 a Controlled-V gate
and b controlled-V+ gate
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|ψ〉 = α|0〉 + β|1〉 (23)

where α and β are complex numbers such that |α|2 + |β|2 = 1.
A matrix describing the single qubit gate is unitary if UU † = I where U † is

the conjugate transpose of U and I is the identity matrix. An n-qubit quantum gate
is a device which performs a 2n × 2n unitary operation U on n qubits in a specific
period of time. The popular elementary gates are the NOT, CNOT, controlled-V,
and controlled-V+ (NCV) gates [9, 12]. Reversible logic synthesis can be realized
with a combination of elementary quantum gates [10]. Figure 3.9 shows elementary
controlled-V and controlled-V+ gates. The realization of Toffoli, Peres, SWAP, and
Fredkin gates using elementary gates are illustrated in Fig. 3.10.

3.6 Reversible and Quantum Logic Design Metrics

3.6.1 Quantum Cost (QC)

Classical reversible logic circuits can be realized using elementary quantum gates
(1 × 1, and 2 × 2 gates); moreover, the quantum technology is one of the best ways
for implementation of reversible logic circuits. Quantum cost of a logic circuit is
defined as the number of elementary quantum gates that need to realize a reversible
or quantum logic circuit [13]. Each quantum gate (1 × 1, and 2 × 2 gates) adds a
QC of �. A 3 × 3 Toffoli gate can be implemented using five primitive gates, thus
QC of 5. The well-known 3 × 3 Fredkin, Peres, and SWAP gates have QC of 5, 4,
and 3, respectively. QC can be calculated either implementing new gate using only
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Fig. 3.10 a Toffoli gate
quantum realization, b Peres
gate quantum realization,
c SWAP gate quantum
realization, and d Fredkin
gate quantum realization V +VV
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1 × 1, and 2 × 2 gates, or synthesize the new gate using the well-known gates and
add up QC of each known gate to result the total QC. The QC, size, and delay of
well-known reversible and quantum gates are illustrated in Table 3.5.

Toffoli gate is one of the widely used universal gates in many literatures. Table 3.6
showcases quantum cost of a generalized Toffoli gate. The number of circuit lines
and control lines is denoted by n and c, respectively.

Table 3.5 Common
reversible, quantum gates and
corresponding quantum cost,
size, and delay

Name Size QC Delay �

Toffoli 3 × 3 5 4

Fredkin 3 × 3 5 5

SWAP 2 × 2 3 2

Peres 3 × 3 4 3

CNOT 2 × 2 1 1

NOT 1 × 1 1 1

Controlled-V 1 × 1 1 1

Controlled-V+ 1 × 1 1 1
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Table 3.6 Quantum cost of
generalized Toffoli gates

c (n − c + 1) ≥a Cost

0 0 1

1 0 1

2 0 5

3 0 13

4 2 26

4 0 29

5 3 38

5 1 52

5 0 61

6 4 50

6 1 80

6 0 125

7 5 62

7 1 100

7 0 253

8 6 74

8 1 128

8 0 509

9 7 86

9 1 152

9 0 1021

>9 c − 2 12(c + 1) − 34

>9 1 24(c + 1) − 88

>9 0 2c+1 − 3

aLines neither taken as control or target line

3.6.2 Gate Count (GC)

The number of reversible or quantum gates that are required to realize a circuit is
known as the GC of that circuit. GC is used to compare the designs where all the gates
are similar in size and type. For instance, reversible logic circuits are implemented
using one Toffoli gate (QC = 5), and if there is a possibility that same circuit can be
implemented by two primitive gates (QC = 2), then just looking at number of gates
one cannot select the former one.
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3.6.3 Ancilla Input, Garbage Output

For n variable, there exist 2n! unique reversible functions and maximum 2n
2n

multi-
ple output irreversible functions. In order to get reversible specification out of irre-
versible specification, additional input (source) and/or auxiliary output (sink) need
to be added. The remaining inputs called argument, and the remaining outputs called
result [6]. For example, AND gate in Fig. 3.11 can be inferred that to obtain desired
specification, the source lines must be initialized with constant values (0, 1) also
known as ancilla (constant) inputs. There are possibilities where values on sink line
are independent of argument, thus cannot be utilized as constant inputs in the next
level called the garbage lines (see Fig. 3.12).

The following formulas hold good for total outputs and inputs in a reversible
circuit.

Fig. 3.11 Reversible AND
gate implementation

c 1x 2x y 1g 2g

0 0 0 0 0 0
0 0 1 0 0 1
0 1 0 0 1 0
0 1 1 1 1 1
1 0 0 1 0 0
1 0 1 1 0 1
1 1 0 1 1 0
1 1 1 0 1 1

Fig. 3.12 a An irreversible
function, b reversible
function having source
(constant) input and sink
(garbage) output, and
c reversible circuit having
inputs and outputs

Irreversible
function

argument result

(a)

Reversible
function

argument result

sinksource

(b) 

Reversible
circuit

outputs
Primary 

outputs
Garbage

inputs
Primary 

inputs
Constant

(c)
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Argument + auxiliary inputs = result + auxiliary outputs.

Argument + source = result + sink.

Primary i/p + constant = primary o/p + garbage.

For an irreversible function, if one output pattern repeats M number of times in
function table, then

⌈
log2 M

⌉
number of garbage bits need to be added to design a

reversible logic circuit [14]. Addition of constant inputs is equally important for con-
verting irreversible module to reversible module. More often, these constant values
are taken as “don’t care”, which further used to optimize a reversible logic func-
tion. Similarly, addition of garbage outputs can be considered for efficient design, as
information loss reduces with reductions in number of garbage outputs.

3.6.4 Delay

Delay measures logical depth of reversible logic circuits. The delay of each primitive
gate (1 * 1, 2 * 2 gates) is considered a unit delay �. For forming a 3 * 3 or larger
new gate, these primitive gates are utilized. Hence, effective delay for new gate is
estimated by considering logical depth of individual 1 * 1 and 2 * 2 reversible units.
Table 3.5 indicates the delay for other reversible or quantum gates with respect to
the unit delay.

Example 1 Figure 3.13 shows a 2-bit binary adder, which has QC of 41. This circuit
is composed of several gates in a cascade manner. Analysis shows that the delay in
the critical path of this circuit is 32 and GC of 12. Figure 3.13 also depicts that to
implement this reversible specification, we need one ancilla input and two garbage
outputs.
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Fig. 3.13 Reversible realization of binary adder of size 2
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3.7 Summary

This chapter discusses the theory of reversible and irreversible computing, corre-
sponding logic gates, and circuits along with the performance metrics which are
used for evaluation.
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Chapter 4
Design of Reversible Gates in QCA

In this chapter, we explore the QCA implementation of primitive reversible logic
gates. We also consider the advantages of using proposed reversible structures to
realize complex and efficient QCA circuits. For QCA layout of the proposed struc-
tures, we have employed QCADesigner, and corresponding simulation results are
analyzed.

4.1 Fundamental Gates Using QCA

Reversible gates are fundamental blocks of reversible logic circuits. These gates
result unique mapping between the input and the output sets allowing the number of
inputs equal to the number of outputs. Figure 4.1 illustrates the block diagrams of
primitive reversible gates.

Several investigations have been conducted to realize reversible logic circuits on
QCA during last decade [6–11]. Authors in [6] have shown QCA architecture for
various reversible gates using majority gates as the fundamental unit. It is observed
that some of these gates are not suitable as the output cells are not highly polarized
signals. In particular, the Peres and Fredkin gates’ output P is found to be 5.80e−001
and 8.63e−001, respectively. This leads to 14% reduction in strength of output signal
compared to input signal, which sets limit for the drivability of the designs. Moham-
madi et al. [7] developed a QCA-based reversible circuit for Feynman, Toffoli, and
Fredkin gates considering both rotated and regular cells. The presented structures
are focused on majority gate structure, but the key issues in the designs are high
complexity (in terms of delay and area) and need additional majority logic synthesis
algorithm for an efficient QCA design. In other works [8–10], QCA implementable
majority gate-based Feynman and Peres gates are explored. Their designs are less
optimized and require further reduction in majority and inverter gates. Authors in
[11] proposed optimal reversible gate structure in QCA using 5-input majority gates.
However, these layouts have common drawbacks that require more constant inputs

© Springer Nature Singapore Pte Ltd. 2020
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Feynman
gateB

P=A

Q=A ⊕ B

A

ToffoliB

C

P=A

Q=B

R=AB ⊕ C

A

(a) (b)

FredkinB

C
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R=AB+ A'C

A
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A

(c)     (d) 
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Feynman

gate
B

C

P=A

Q=A ⊕ B

R=A ⊕ C

A

(e)

Fig. 4.1 Block diagram of reversible gates—a Feynman [1], b Toffoli [2], c Fredkin [3], d Peres
[4], and e double Feynman [5]

(garbage/ancilla inputs). The designs presented by Sing et al. [11] cannot be realized
without employing any wire crossover in cascade designs. In addition, outputs of
Fredkin gate are not highly polarized signals. In particular, the output loses at least
11.4% of the input signal, which may affect signal integrity.

4.2 Novel QCA Structure for Reversible Logic Gates

Designs of different reversible gates using QCA have been examined in [6–11]. The
fundamental unit in most primitive reversible gates is a XOR gate. It is observed that
the complexity of the XOR gate not only affects the complexity but also the delay of
the reversible gate layout. The conventional design of XOR requires three majority
gates and two inverters. In particular, for given inputs A and B, the output function
XOR2 is denoted by Eq. 4.1.

XOR2 = A ⊕ B = A′B ′ + AB (4.1)



4.2 Novel QCA Structure for Reversible Logic Gates 49

Fig. 4.2 Layout of XOR
gate [12]

Contrary to existing designs that follow Eq. 4.1 for realization of reversible gates,
the presented reversible structures utilize an optimized design for the 2-input XOR
gate that uses explicit interactions between QCA cells, as shown in Fig. 4.2 [12].

4.2.1 Design of Feynman Gate

The logic diagram of the presented Feynman gate is depicted in Fig. 4.3a. This
relates inputs (A, B) to outputs (P = A, Q = A ⊕ B). Figure 4.3b represents the
corresponding QCA layout that involves one 2-input XOR gate. It is worth noting
that output P connected to input A using array of cells to provide necessary wire

Fig. 4.3 a Feynman gate
block diagram and b layout
for Feynman gate

(b)

XOR gate

A

B

P =A

Q = A Β⊕

(a)
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delay, whereas output Q requires the optimal XOR gate which has lower complexity
than the existing XOR designs with 3-input majority gates.

4.2.2 Design of Double Feynman Gate

The schematic of the proposed Double Feynman gate is shown in Fig. 4.4a, which
maps inputs (A, B, C) to outputs (P = A, Q = A ⊕ B, R = A ⊕ C). The presented
layout for the Double Feynman gate uses the novel XOR gate to produce an area-
efficient design. Figure 4.4b shows the proposed layout for the gate with two 2-input

Fig. 4.4 a Double Feynman
gate block diagram and
b layout for double Feynman
gate

XOR gate

A

B

C
XOR gate

P =A

Q = A Β⊕

R = A ⊕ C

(a)

(b)
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XOR gates. Note the input A is passed to P using array of cells to provide necessary
wire delay, whereas for the realization of outputs Q and R, two 2-input XOR gates
are required.

4.2.3 Design of Toffoli Gate

The block diagram for the proposed Toffoli gate is shown in Fig. 4.5a, which relates
inputs (A, B, C) to outputs (P = A, Q = B, R = AB ⊕ C). An efficient QCADesigner
layout for the gate is shown in Fig. 4.5b. It involves one 3-input majority gate and
one 2-input XOR gate. The 3-input majority gate results an AND (setting third input
as ‘0’) operation between inputs A and B. It can be observed that outputs P andQ are
obtained directly from inputs A and B, respectively, using array of cells to provide
necessary wire delay. The resulting intermediate output is given by

I1 = MV (A, B, 0) = AB (4.2)

Fig. 4.5 a Toffoli gate block
diagram and b layout for
Toffoli gate A

B

C
XOR gate

P =A

Q =  Β

R = AB ⊕ C

MV0

(a) 

(b) 
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A 2-input XOR gate takes input C, and the intermediate result I1 for computation
of output R is given by

R = I1 XOR C (4.3)

4.2.4 Design of Fredkin Gate

The schematic of the proposedFredkin gate is depicted inFig. 4.6a,which links inputs
(A, B, C) to outputs (P = A, Q = A′B + AC, R = AB + A′C). For implementation,
it uses an inverter, two 2-input XOR gates along with two 3-input majority gates.
The QCADesigner layout of the presented Fredkin gate is shown in Fig. 4.6b. It can
be observed that the layout involves proper wire crossing using clock zone-based
coplanar crossover. Further, it is worth noting that output P connected to input A
using array of cells to provide necessary wire delay, while outputs Q and R are
realized using 2:1 multiplexer units.

The output Q is given as follows:

Q = MV (A ⊕ B, B,C)

= MV (A′B + AB ′, B,C)

= (A′B + AB ′)B + BC + C(A′B + AB ′)
= A′B + A′BC + AB ′C + BC = Σ(2, 3, 3, 5, 3, 7)

= Σ(2, 3, 5, 7) = A′B + AC (4.4)

The output R is defined by

R = MV (A′ ⊕ B, B,C)

= MV (AB + A′B ′, B,C)

= (AB + A′B ′)B + BC + C(AB + A′B ′)
= AB + A′B ′C + BC + ABC = Σ(1, 3, 6, 7) = AB + A′C (4.5)

4.2.5 Design of Peres Gate

The schematic of the proposed QCA Peres gate is depicted in Fig. 4.7a, which relates
inputs (A, B, C) to outputs (P = A, Q = A ⊕ B, R = AB ⊕ C). The circuit consists



4.2 Novel QCA Structure for Reversible Logic Gates 53

(b)

A

B

C

P =A

R = AB + A' C 

MV

XOR gate

Q = A' B + AC

MVXOR gate

(a) 

Fig. 4.6 a Fredkin gate block diagram of and b layout for Fredkin gate

of one 3-input majority gate and two 2-input XOR gates. The majority gate realizes
AND gate (making one input to ‘0’), denoted by AB = M(A, B, 0). Figure 4.7b
shows the QCADesigner layout for the proposed Peres gate. It can be observed that
the layout facilitates proper wire crossing using clock zone-based coplanar crossover.
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A

B

C
XOR gate

P =A

R = AB ⊕ C

MV

XOR gate Q = A Β⊕

0

(a) 

(b) 

Fig. 4.7 a Peres gate block diagram and b layout for Peres gate

4.3 Simulation Results and Discussion

The QCA layouts of the proposed structures are done using QCADesigner [13],
and coherence vector simulation engine is being considered to simulate the layouts
using default settings. Figure 4.8a shows the simulation results for the proposed
Feynman gate. It can be observed that the gate performs correctly for all possible
input combinations . There is a delay of two clock phases for the gate to generate
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the correct outputs. The QCA realization of Feynman gate requires 26 cells and
spans 0.03 µm2 QCA area. Figure 4.8b illustrates the simulation waveforms for the
proposed Fredkin gate. According to the waveform, the circuit performs correctly
and produces correct outputs in three clock phases. The Fredkin design needs 68
cells for the layout and the spans over an area of 0.06µm2. The QCADesigner-based
simulation waveform for the Toffoli gate is given in Fig. 4.9a. It shows the proper
functioning of the gate, and correct outputs are resulted in three clock phases as
indicated by red boxes. Corresponding QCA implementation takes 59 cells and the
area equal to 0.034 µm2.

Figure 4.9b represents the simulation waveforms of the Peres gate. It is noted
that the correct outputs are generated after a delay of three clock phases. The gate is
synthesized using 88 cells in an area of 0.097µm2. Figure 4.10 depicts the simulation
waveform of the Double Feynman gate. This simulation result indicates that the
circuit works correctly for all input vectors, and the outputs are generated after two
clock phases identified by red boxes. For implementation, it needs 53 cells in an

A B P Q
0 0 0 0
0 0 0 1
1 0 1 1
1 1 1 0

(a)

Fig. 4.8 Result of simulating the proposed gate in QCADesigner a Feynman gate and b Fredkin
gate



56 4 Design of Reversible Gates in QCA

A B C P Q R
0 0 0 0 0 0
0 0 1 0 0 1
0 1 0 0 1 0
0 1 1 0 1 1
1 0 0 1 0 0
1 0 1 1 1 0
1 1 0 1 0 1
1 1 1 1 1 1

(b)

Fig. 4.8 (continued)

area of 0.058 µm2. From the results, we can see that the proposed gates outputs are
highly polarized signals represented by the purple boxes. Consequently, the proposed
reversible structures establish signal integrity with a high drivability attribute and can
be used as building blocks in complex QCA-based designs.

The post-implementation of the proposed structures is summarized in Tables 4.1,
4.2, 4.3, 4.4 and 4.5. Various QCA parameters such as total number of cells, types
of crossover, area, and delay have been considered for comparison with existing
designs. From Table 4.1, it is observed that the proposed Feynman gate achieves
18.7, 33% reduction in cell count and delay when compared with the best design in
[11]. For implementation of Toffoli and Fredkin gates, we consider coplanar wire
crossing to encourage cascade designs unlike the previous designs [6, 11, 14]. From
Tables 4.2 and 4.3, we can see that designs reported in [11] considered being best
among all existing design, but the designs require additional cells and area for any
types of wire crossing. It is worth noting that the proposed Toffoli and Fredkin
gates are more suitable for cascade design, and performance metrics are close to
the best design in [11]. In particular, the Fredkin and Toffoli gates require delay of
0.75 clocks, which is equal to the delay of the designs presented in [11]. Table 4.4
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demonstrates comparison of proposed Peres gate and the previous designs in [6, 10].
The proposed Peres gate shows 9.3 and 25% reduction in cell count and delay than
the designs in [10]. Table 4.5 reveals that the proposed Double Feynman structure
achieves performances close to the structure in [14].

4.3.1 Summary

In this chapter, we have examined QCA realization of various reversible logic gates.
We analyzed the performance of the proposed gates and the existing gates using con-
ventional parameters. Results show that the proposed structures outperform previous
reversible gate designs and thus suitable for application toward complex nanoscale
architectures in QCA.

(a)

A B C   P   Q R 

0 0 0 0 0 0
0 0 1 0 0 1
0 1 0 0 1 0
0 1 1 0 1 1
1 0 0 1 0 0
1 0 1 1 0 1
1 1 0 1 1 1

1 1 1 1 1 0

Fig. 4.9 Result of simulating the proposed gate in QCADesigner a Toffoli gate and b Peres gate
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(b)

A B C P Q R
0 0 0 0 0 0
0 0 1 0 0 1
0 1 0 0 1 0
0 1 1 0 1 1
1 0 0 1 1 0
1 0 1 1 1 1
1 1 0 1 0 1
1 1 1 1 0 0

Fig. 4.9 (continued)
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A B C P Q R
0 0 0 0 0 0
0 0 1 0 0 1
0 1 0 0 1 0
0 1 1 0 1 1
1 0 0 1 1 1
1 0 1 1 1 0
1 1 0 1 0 1
1 1 1 1 0 0

Fig. 4.10 Result of simulating the proposed Double Feynman gate in QCADesigner

Table 4.1 Comparison of proposed Feynman gate with existing works

Feynman gate design Cell count Area (µm2) Delay (clocks) Types of wire crossing
in cascade design

[7] 78 0.09 1 Coplanar

[8] 54 0.038 0.75 Multilayer

[6] 53 0.07 0.75 –

[9] 37 0.023 0.75 –

[11] 32 0.03 0.75 Not required

[14] 34 0.036 0.5 –

Proposed 26 0.03 0.5 Not required
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Table 4.2 Comparison of proposed Toffoli gates with existing works

Toffoli gate design Cell count Area (µm2) Delay (clocks) Types of wire crossing
in cascade design

[7] 170 0.23 1 Coplanar

[6] 57 0.06 0.75 –

[11] 45 0.045 0.75 –

Proposed 59 0.06 0.75 Coplanar

Table 4.3 Comparison of proposed Fredkin gate with existing works

Fredkin gate design Cell count Area (µm2) Delay (clock cycles) Types of wire
crossing in cascade
design

[7] 178 0.21 1 Coplanar

[14] 100 0.092 0.75 –

[6] 97 0.10 0.75 –

[11] 73 0.065 0.75 –

Proposed 75 0.08 0.75 Coplanar

Table 4.4 Comparison of proposed Peres gate with existing works

Peres gate design Cell count Area (µm2) Delay (clocks) Types of wire crossing
in cascade design

[6] 117 0.18 0.75 –

[10] 97 0.075 1 Multilayer

Proposed 88 0.097 0.75 Coplanar

Table 4.5 Comparison of proposed Double Feynman gate with existing works

Double Feynman gate
design

Cell count Area (µm2) Delay (clocks) Types of wire crossing
in cascade design

[6] 93 0.19 0.75 Coplanar/multilayer

[14] 51 0.06 0.5 –

Proposed 53 0.058 0.5 Not required

‘–’ not available
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Chapter 5
Designs of Adder Circuit in QCA

In this chapter, we discuss two different designs of QCA Ripple Carry Adders by
customizing the fundamental block, i.e., the full adder circuit.We start the discussion
with designingRCAusing 5-inputmajority gate-based full adder. Further, designs are
evolved considering a compact form full adder that relied on a novel XOR structure.
Parts of the analysis presented in this chapter have been discussed in [1, 2].

5.1 Introduction

Adders are the rudimental components of an arithmetic circuit in any computer archi-
tecture. So studies of optimal multibit adders have received great deal of attention
in QCA. Among all adders, Ripple Carry Adder is the simplest form of adder with
more computational time. Other improved forms of RCA are CFA (carry-flow adder)
and CSA (carry-skip adder) reducing delay factor. A CLA (carry-lookahead adder)
allows faster addition but at the cost of higher complexity. Similarly, other fast adders
derived from CLA are Brent–Kung adder (BKA) and Kogge–Stone adder (KSA);
use prefix operation.

5.2 Adder Designs

Several designs of QCA adders have been reported by the researchers, which include
both single-layer and multilayer designs [2–8]. Such designs employ 3-input major-
ity voter (MV3) gate and inverters (INV) as the basic units. The first coplanar QCA
full adder (FA) demonstrated in [3] named as Tougaw adder. For implementation,
this design incorporates five MV3 gates, three INVs, and nine crossovers. RCA can
be designed by cascade of 1-bit Tougaw adders.Wang et al. [4] proposed a simplified
version of 1-bit FA using a reduction in number of majority gates.Wang adder allows

© Springer Nature Singapore Pte Ltd. 2020
T. N. Sasamal et al., Quantum-Dot Cellular Automata Based Digital Logic Circuits:
A Design Perspective, Studies in Computational Intelligence 879,
https://doi.org/10.1007/978-981-15-1823-2_5
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three MV3 gates, two INVs, and six coplanar wire crossovers. An efficient design
shown in Hanninen and Takala [5] was mainly an improved version of Wang adder.
This robust design achieves significant reduction in number of crossovers. The 1-bit
Takala adder contains three MV3 gates, two INVs, and three wire crossovers. Zhang
et al. [6] presented a multilayer implementation of Wang adders. This revised 1-bit
adder is formed by three MV3 gates and two INVs, but the number of crossovers and
delay is reduced to three and one clock cycles, respectively. In spite of reduction in
design complexity, the multilayer crossover imposes design constraint due to fabri-
cation difficulty. Moreover, coplanar and multilayer crossovers carry different cost.
RCA architectures realized by various topologies for 1-bit FA were analyzed, and it
is inferred that one-bit addition is performed within the four clock phases. A delay
optimizedQCACFA is demonstrated in [7]which contributes only one clocking zone
delay per bit. Apart from lower computation delay, a 1-bit Cho adder is associated
with two multilayer crossovers. Several parallel-prefix adders are discussed in [8].
Among these, the BKA provides most optimal delay and area as compared to other
adders, particularly for operands of large size. In addition, two other faster adders
were also proposed, namely CLA and CFA, by the same authors. Recent works in
[9–11] showcase different adders incorporating 5-input majority gates. Results indi-
cate significant improvement in area occupation and latency over some of adders
mentioned above.

5.3 Full Adder Design with 5-Input Majority Gate

Existing 5-input majority gate designs have been studied in this section. Analyses
are being carried out to find the best optimal and power-efficient design for 5-input
majority voter gate (MV5), which can be used as an essential block of a full adder.

We have examined a novel adder circuit to evaluate the suitability of the most
optimal MV5 gate. Figure 5.1 presents gate-level illustration of a full adder using
3-input majority voter (MV3), MV5 gates, and inverters. Given three inputs A, B,

Fig. 5.1 Gate-level diagram
for full adder

MV 3

MV 5 sum

C

Cout

A B
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and C for a MV3 gate, Output Carry is presented by:

Cout = MV 3(A, B,C) (5.1)

The Sum for the full adder employs a MV5 gate and is expressed using Eq. 5.2.

Sum = MV 5
(
C̄out, C̄out,Cin, A, B

)
(5.2)

5.3.1 5-Input Majority Gates

A 5-input majority gate is basic building block in QCA which relies on majority
function that results 1 only if 3 or more of its inputs are 1. Its concise truth table
is depicted in Table 5.1 (taking summation of inputs), where output is shown ‘1’
for input combination which contains at least three ‘1’s. The Boolean expression is
governed by Eq. 5.3:

MV 5(A, B,C, D, E) = ABC + ABD + ABE + ACD + ACE

+ ADE + BCD + BCE + BDE + CDE (5.3)

5.3.1.1 Structural Analysis

A novel symmetric structure for MV5 gate is reported in [1]. Its QCA cells’ arrange-
ment is shown in Fig. 5.2. For correct operation, this gate needs ten cells—six input
and output cells along with four middle cells. It is observed that the presented layout
is utilizing only single layer, which turns out more flexible in terms of cell accessi-
bility. Further analysis reveals that one of the five inputs and output can be relocated
in different ways, making the design more dynamic and flexible. Note that unlike
some of the existing designs, the input and output cells are not surrounded by other
cells, so input cells are easily connected in cascade designs.

Table 5.1 Concise truth table
of MV5

SUM (A, B, C, D, E) Majority (A, B, C, D, E)

0 0

1 0

2 0

3 1

4 1

5 1
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Fig. 5.2 Symmetric
structure of MV5 [1]

A D

B

C E

out
1 2

34

L2

L3

L1 L4

QCA implementation for the MV5 is depicted in Fig. 5.3a. Figure 5.3b demon-
strates the precise operation of the presented MV5 gate with input and output wave-
forms. Results show that presented circuit is 0.25 clock cycle to generate correct
outputs while achieving better output polarization. TheMV5 gate can be customized
to a 3-input AND or a 3-input OR. By setting two inputs ofMV5 gate to logic-0 leads
to AND gate while logic-1 leads to OR gate (Fig. 5.4). Simulation results of the AND
and OR gate are given in Fig. 5.5a, b. Table 5.2 compares several designs of 5-input
majority gates considering common QCA metrics. The most commonly discussed
metrics in the literature are a number of QCA cells, consumed area, polarization, and
delay. According to Table 5.2, the presented design [1] is also good that achieved
equal performance with respect to existing designs. Although the structures in [9]
and [12] have better QCA area utilization, these designs are not suitable for coplanar
design as some of the cells limit accessibility. Further, the single-layer design in
[1] offers better accessibility to all input and output cells. From Table 5.2, we can
figure out that the novel structure in [1] has lower cells and area requirement when
compared to prior designs [10, 13–18].

5.3.1.2 Power Analysis

To calculate power dissipation of the designs, QCAPro has been used as a power esti-
mator tool [19]. Estimation of power dissipation is carried out taking three tunneling
energy values: 0.5 Ek , 1.0 Ek , and 1.5 Ek at 2 K temperature. Besides, the thermal
layouts of different MV5 gates have been shown in Fig. 5.6 for estimation of energy
dissipation at tunneling energy of 0.5 Ek. Here cells those dissipate more average
energy dissipation are indicated by dark color. Table 5.3 depicts energy dissipation
results out of different designs [9, 10, 12–15, 18]. It can be shown that design in [1]
exhibits lower energy dissipation when compared with previous designs. For ease of
understanding, graphs showing average leakage energy, average switching energy,
and total energy dissipation are demonstrated in Figs. 5.7, 5.8, and 5.9. This com-
parative analysis indicates that the MV5 by [1] offers better energy-efficient layout
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Fig. 5.3 a QCA layout for
MV5 [1] and b simulation
waveforms

(b)

(a) 
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Fig. 5.4 QCA layouts a 3-input AND logic and b 3-input OR logic

Fig. 5.5 QCADesigner simulations a for AND logic and b for OR logic

as compared to the best designs. This leads to realize ultra-low-power and complex
QCA structures.

5.3.2 Full Adder Design

The full adder design described in [1] exploits the simplest module for a full adder
that composes one MV3, one MV5 gate, and two inverters, as drawn in Fig. 5.1.
The layout for the FA is redrawn in Fig. 5.10 using coplanar QCA technology. The
Sum output computation needs four clock phases that include two levels of majority
gates. This FA layout exploits coplanar crossing of wire with non-adjacent clock
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Table 5.2 Comparison of different 5-input majority gates

5-input majority gate
designs

Cell count Polarization
(e−001)

QCA area (nm2) Accessibility to the input
and output cells using single
layer

Angizi et al. [13] 23 9.52 24,564 Yes

Hashemi et al. [14] 20 – 19,044 Yes

Akeela et al. [15] 18 9.53 16,284 Yes

Hashemi et al. [16] 18 9.5 16,284 Yes

17 9.5 18,644 Yes

Roohi et al. [10] 13 8.24 9604 Yes

Sen et al. [17] 13 9.54 9604 No

Sheikhfaal et al. [18] 11 9.48 9604 Yes

Navi et al. [12] 10 9.96 4524 Output cell is surrounded by
the other cells; no
single-layer accessibility to
the output cell needs
multilayer layout

Navi et al. [9] 10 9.5 7644 No

Sasamal et al. [1] 10 9.49 9604 Yes

zones, i.e., wires with 180° phase changes. Same has been presented in Fig. 5.10
using boxes. The carry output exhibited a delay of three clock phases and employs
one rotated MV3 gate. QCA realization needs 55 cells with active area of 0.04 µm2.
Such module achieves superior results compared to other designs and can be used
for more basic arithmetic logic like RCA to reduce the worst-case delay.

This QCA structure follows a generic strategy that counts lower clock phases for
the coplanar wire crossing. It must be noted that the largest clock zone dimension
comprises thirteen cells and has at least two cells. The simulation result for full adder
is shown in Fig. 5.11. Results indicate polarization values of two outputs sum and
carry as 9.540e−001, 9.520e−001, respectively. There is degradation in strength of
polarization of 4.6%, within the allowed noise margin for inputs A, B, and Cin of
polarization 1.00e+000 to retain signal integrity. Further, it is inferred that the first
correct output is generated for both the outputs after four phases maximum denoted
by black boxes.

5.4 Ripple Carry Adder Design

Let Ai, Bi, and Ci be inputs to a full adder. Then, the computation for carry (Ci+1)
and sum (Si) outputs is given by the following equations:

Ci+1 = MV 3(Ai , Bi ,Ci ) = Ai · Bi + Bi · Ci + Ci · Ai (5.4)

Si = MV 5
(
C̄i+1,Ci+1,Ci , Ai , Bi

)
(5.5)
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Fig. 5.6 Power dissipationmaps for 5-input majority gates at 2 K temperature and tunneling energy
of 0.5Ek a design in [12], b design in [9], c design in [15], d design in [10], e design in [13], f design
in [14], g design in [18], and h design in [1]
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Fig. 5.7 Average leakage
energy dissipation for
different MV5 gates at
different tunneling energies
(T = 2.0 K)

Fig. 5.8 Average switching
energy dissipation for
different MV5 gates at
different tunneling energies
(T = 2.0 K)

Fig. 5.9 Total energy
dissipation for different MV5
gates at different tunneling
energies (T = 2.0 K)

A n-bit RCA is realized through a number of cascaded n FAs. This means a
carry path is formed out of the FA units as presented in Fig. 5.12a. Consider a QCA
structure as reported in [1], where FA outputs the carry after three clock phases.
That contributes total delay of ((n/2) + 0.5) for n-bit adder. Note this expression
includes extra one clock phase required to generate final Sum output. One can notice
that correctly designed RCA depends on addition of proper delay to the next stage
operand and the Sum output. So once the subsequent stage produces the carry output,
the next stage is ready to accept the inputs. The presented n-bit RCA is used to add n-
bits in parallel once initial latency ((n/2)+ 0.5) is over. One 4-bit layout incorporates
the novel FA layout in [1] is shown in Fig. 5.12b. For implementation, this design
needs 311 cells and outputted final results after clock phases of 10 cycles. For design,
this adder introduces four rotated MV3 and MV5 gates, and eight inverters. To make
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Fig. 5.10 QCA layout for
FA

Rotated 
MV3 gate

MV5 gate

more reliable model for n-bit RCA, authors have consideredmaximum 13 cells along
with QCA zone for a kink-free operation.

In order to verify the presented structures, exhaustive testing is done by consider-
ing all possible sequences of the input vectors. Figure 5.13 shows the correct behav-
ior of the proposed 4-bit RCA using the input/output values. Herein, the output is
obtained after 10 clock phases delay. The two, three, four, and eight-bit designs were
undergone exhaustive vector set for simulation, and larger designs were analyzed
using various operand sizes.

5.5 Results and Discussion

This section contains a brief analysis of various structures of adders in the literature
followedbypower analysis of FAmodules. Table 5.4 illustrates different performance
figures of FA designs. This indicates that FA layout in [1] offers excellent result in
terms of QCA metrics as compared to most existing designs, except design in [10].
Particularly, the adder examined here [1] achieves superior performance with all
coplanar designs [4, 5, 11, 14, 20], while overall delay is same as of [4, 6, 8, 10,
20]. It can be also noted that this coplanar design exhibits reduction in cells and area
compared with [6–9, 12, 21–23] and close to [10, 24] those follow multilayer layout.

Next, we have evaluated performance of n-bit RCA which exists in literature
by using conventional QCA parameters. It is observed that the architecture in [1]
has achieved better solution for multibit adder with respect to delay, area, and cell
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Fig. 5.11 Simulation results obtained for the full adder

counts when compared with both coplanar and multilayer designs. Table 5.5 shows
the details of QCA based metrics for various multi-bit adders particularly for n e [4,
8, 16]. Results reveal that the adder in [1] offers 44% cell count reduction for 4-bit
and 50% for 16-bit in comparison to best RCA architecture [5]. Further results show
that RCA design in [1] consumes lesser area with respect to design [5] by 38, 58,
and 47% for 4-, 8-, and 16 bits, respectively. This confirms the efficient layout of
FA that leads to logic advantage of RCA. Note that the multibit adder by authors [1]
faces considerable speed loss than other multilayer designs [8, 21, 26] while offers
advantages with respect to area and cell count.

Our novel architecture for RCAs attains a constant throughput, since operations
are done in pipelined fashion and executing a number of additions in parallel. This
modularity helps designer to construct more practical layout by considering realistic
clock distribution like two-dimensional wave clocking method [28]. Table 5.6 gives
a comparison among different RCA designs in terms of delay and throughput. The
pipeline structure enables the proposed structure in [1] to maintain throughput of 2,
as two Sum outputs resulted after each 0.5 clock cycle.
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(a)

(b)

Fig. 5.12 A 4-bit RCA a logic diagram and b QCA layout

5.5.1 Power Analysis

To calculate power dissipation of the designs, QCAPro has been used as a power
estimator tool [19]. For estimation of power dissipation, three tunneling energy values
are considered (0.5 Ek , 1.0 Ek , and 1.5 Ek) at 2 K temperature. The thermal layout
for the presented FA is shown in Fig. 5.14 for estimation of energy dissipation at
tunneling energy of 0.5Ek . Here cells those dissipatemore average energy dissipation
are indicated bydark color. Table 5.7 depicts energy dissipation results out of different
FA designs [1, 4, 5, 11, 14, 29] in terms of average leakage and switching energy
dissipation. Result indicates that design in [1] offers better power efficiency when
compared with previous designs. The power dissipation profile for RCA of size 4 is
depicted in Fig. 5.15 with tunneling energy of 0.5 Ek at 2 K temperature, and the
presented RCA dissipates energy due to switching and leakage around 0.417 and
0.105 eV at 0.5 Ek energy level. So it can be concluded that the use of novel design
by [1] not only delivers best area-delay trade-off but also equally energy-efficient
design.
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Fig. 5.13 Simulation waveforms of the 4-bit RCA

5.6 XOR Gate Design: A Novel Structure

In previous discussion, we have considered a full adder with MV5 gate for deriving
‘Sum’ output. Generally, a QCA-based 3-input XOR gate can be designed by com-
bining 2-input XOR gates. Since there is more than one gate level in this design, the
design complexity and latency increase, leading to circuit performance reduction.
Several researches have been made in this direction to determine optimal cell layout.
This section discusses a compact view of full adder that considers a novel XOR
structure for its realization. The novel three-input XOR structure is based on explicit
interactions between QCA cells ignoring the conventional designing methods [30].
The layout and simulation results for the structure are illustrated in Fig. 5.16. It is
observed that this design requires two clock phases to deliver correct output, shown
by solid box in Fig. 5.16b.
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Table 5.4 Comparison of full adders

Full adder designs Cell count Area (µm)2 Delay (clock cycles) Crossover type

[21] 135 0.14 1.25 Multilayer

[6] 93 0.087 1 Multilayer

[22] 82 0.09 0.75 Multilayer

[8] 79 0.064 1 Multilayer

[7] 73 0.080 0.75 Multilayer

[9] 73 0.04 0.75 Multilayer

[12] 61 0.03 0.75 Multilayer

[23] 60 >0.07 0.5 Multilayer

[24] 58 0.03 0.75 Multilayer

[10] 52 0.04 1 Multilayer

[25] 220 0.36 3 Coplanar (rotated cells)

[20] 145 0.16 1 Coplanar (rotated cells)

[4] 105 0.17 1 Coplanar (rotated cells)

[5] 102 0.097 2 Coplanar (rotated cells)

[11] 95 0.09 1.25 Coplanar (rotated cells)

[14] 71 0.06 1.5 Coplanar (rotated cells)

[1] 55 0.04 1 Coplanar (clock zone based)

5.6.1 Full Adder Using New XOR Structure

Let consider a FA using MV3 gate has three inputs A, B, and Cin (Input Carry); then
Output Carry is denoted as:

Cout = MV 3(A, B,Cin) = A · B + B · Cin + Cin · A (5.6)

The Sum for FA is given as follows:

Sum = A ⊕ B ⊕ Cin (5.7)

TheQCAdesign for an efficient FA is illustrated in Fig. 5.17. This FA is composed
of one of the most compact XOR gates that based on new cell arrangement (NG),
ignoring use of MV3 modules as indicated by red box in Fig. 5.17b.

This QCA structure follows a generic strategy that counts lower clock phases
for the coplanar wire crossing. The largest clock zone dimension comprises thirteen
cells and has at least two cells. Figure 5.18 shows the simulation results for 1-bit FA.
It is inferred that the first correct output is generated for both the outputs after two
phases denoted by black boxes. This can be easily verified that there is degradation
in strength of polarization of 11.4% for Sum output when inputs A, B, and Cin of
polarization 1.00e+000. This means the design needs further improvement toward
the signal integrity and robustness.
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Table 5.5 Comparison results

Adders n-bits Cell count Area (µm)2 Delay (clock phases) Crossover type

[27] CLA 16 4489 3.65 17 Coplanar (rotated cells)

[27] BKA 8 1462 1.06 10 Coplanar (rotated cells)

[5] RCA 4 558 0.85 20 Coplanar (rotated cells)

8 1528 2.93 36 Coplanar (rotated cells)

16 4652 10.85 68 Coplanar (rotated cells)

[8] BKA 4 680 0.645 7 Multilayer

8 1782 1.49 10 Multilayer

16 4350 3.55 16 Multilayer

[8] RCA 4 339 0.25 7 Multilayer

8 712 0.745 11 Multilayer

16 1602 1.996 19 Multilayer

[26] CLA 4 – – – Multilayer

8 1785 1.456 9 Multilayer

16 4114 3.672 15 Multilayer

[26] CFA 4 – – – Multilayer

8 1143 1.018 9 Multilayer

16 2817 2.453 13 Multilayer

[21] RCA 4 651 1.2 17 Multilayer

8 1499 3.56 33 Multilayer

16 3771 11.77 65 Multilayer

[21] CLA 4 1575 1.89 14 Multilayer

8 3988 5.53 26 Multilayer

16 10,217 15.51 41 Multilayer

[1] RCA 4 311 0.52 10 Coplanar (clock zone based)

8 807 1.23 18 Coplanar (clock zone based)

16 2358 5.71 34 Coplanar (clock zone based)

Table 5.6 Performance of
n-bit adders

Design Latency (clock cycles) Throughput

RCA [25] 3n 1

RCA [5] n + 1 1

RCA [4, 20] n 1

RCA [1] (n/2) + 0.5 2

5.7 New Results on Ripple Carry Adder

Let Ai, Bi, and Ci be inputs to a FA. Then, the computation for carry (Ci+1) and sum
(Si) outputs is given by the following equations:

Ci+1 = MV 3(Ai, Bi,Ci) = Ai · Bi + Bi · Ci + Ci · Ai (5.8)
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Fig. 5.14 Power dissipation map for full adder gate at 2 K temperature and tunneling energy of
0.5 Ek

Si = (Ai ⊕ Bi ⊕ Ci ) (5.9)

A n-bit RCA is constructed of n FA modules placed in cascade manner. This
establishes a carry path in RCA as FAs are placed in a series fashion as shown in
Fig. 5.19a. The QCA implementation shows each FA delivers carry output after eight
clock phases, so total delay is found to be ((n + 1/4)). For correct circuit operation,
the Sum output of one stage must be fed to the next stage in two clock phases. In
addition, the inputs in subsequent stage delayed accordingly, i.e., as long as the carry
is not received from the previous stage, the new operand will not appear. A 4-bit
RCA structure is illustrated in Fig. 5.19b considering one of the most compact FA
modules in the literature, which leads to area-efficient layout. This design needs 195
cells for its realization and provides the final result after latency of five clock phases.
It comprises four rotated MV3 and four new XOR gates [30]. The first set of inputs
for simulation given in Fig. 5.20 corresponds to X[3:0] = 2; Y [3:0] = 0 (since the
initial carry is set to 0). The output S [4:0] = 2 is available after 5 clock phases.

To show practical realizability of the presented architectures, we have drawnQCA
layout for a RCA of size n = 32. Figure 5.21 depicts the QCA layout for the 32-bit
adder which utilizes 2969 QCA cells, the delay of 33 clock cycles, and active area
of 0.043 µm2. Note the spiral paths were considered for reduce effective wire area
for the 32-bit architecture.
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Fig. 5.15 Power dissipation map for 4-bit RCA at 2 K temperature and tunneling energy of 0.5 Ek

5.7.1 Power Analysis

To evaluate power dissipation in FA designs, QCAPro has been used as a power
estimator tool [19], where total energy dissipation in a QCA circuit is calculated
as summation of dissipation due to both leakage and switching. For estimation of
power dissipation, three tunneling energy values are considered (0.5 Ek , 1.0 Ek , and
1.5 Ek) at 2 K temperature. The thermal layout profile for the examined FA is shown
in Fig. 5.22 for estimation of energy dissipation at tunneling energy of 0.5 Ek . Here
cells those dissipate more average energy dissipation are indicated by dark color.
Table 5.8 depicts energy dissipation results out of different FA designs [4, 5, 11, 29,
31] in terms of average leakage and switching energy dissipation. From Table 5.8,
we noted that FA in [30] receives at least 27% less average energy dissipation at 2 K
temperature and energy level of 1.0 Ek when compared with all other competitors.

5.8 Performance Evaluation and Comparisons

In order to identify the efficacy of the presented architecture, a detailed analysis and
comparison with available designs are given here. For performance evaluation of
adders, we consider the general QCA parameters, i.e., complexity, latency, area, and
the newly suggested parameters in [32]. Table 5.9 summarizes FA designs in QCA.

This shows that the FA in [2] attains superior results in all QCA design param-
eters as compared to the most optimal design in [31]. Further, this design exhibits
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Fig. 5.16 XOR gate (a) QCA layout and (b) simulation waveforms [30]

significantly reduced complexity and QCA area when compared to previous mul-
tilayer structures except in [34], while its latency is lower than that for all designs
reported in the literature. Table 5.10 lists area of n-bit version of most of the relevant
adders. However, for those adders a generalized expression of area for n-bit versions
is not obtained; they are marked with ‘–’. Figure 5.23 depictes the area metric of all
representative designs. The adder in [2] has smallest area among all single and mul-
tilayer adders, which appears to be mainly due to the usage of new QCA full adder
structure. Table 5.11 describes comparison of n-bit adders with respect to number
of MVs, INVs, delay, and layer type. Those information that are not available are
marked as ‘-’. Liu et al. [32] mentioned that the fabrication complication in QCA
circuit is directly related to the number of wire crossing. To find the cost of multi-
layer crossover, authors have taken a multiplication factor of three with respect to a
coplanar crossover. The overall complexity of QCA layout depends upon the MVs
(M), INVs (I), and crossover (C). Authors in [32] describe this complexity metric
as Eq. 5.10.
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Fig. 5.17 FA (a) Schematic and (b) QCA layout

Complexity = M + I + C (5.10)

Authors in [2] introduced a multiplication factor of two to find equivalent number
of 3-input majority gate for a 5-input majority gate. Comparison of the complexity
of n-bit adder is presented in Fig. 5.24. From this figure, we can observe that adder in
[2] needs lesser number of MVs, INVs, and crossovers with respect to best existing
adders. However, BK multilayer adder proved to be least efficient in terms of overall
complexity. Figure 5.25 depicts the cost of crossing for various n-bit adders. It is
worth noting that design in [2] achieves lower cost of crossing, while adders by [3,
9, 10] offer higher cost of crossings. Delay of a QCA design plays a major role in all
conventional design parameters. Figure 5.26 gives the comparison of multibit adders
with respect to delay. It has been noted that the adders in [2, 31, 33, 34] possess
smaller delay when compared with the existing best designs except BK adder, while
Takala adder [5] found to be least preferable.
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Fig. 5.18 Simulation results obtained for the FA

One aspect of power dissipation in logic gates is due to information loss during
computation. Gates like 3-input majority gate is inherently irreversible as the inputs
and outputs are not mapped one to one. This unbalancedmapping results information
loss. As suggested in [35] and recently validated in [36], heat generated out of the
system is because of reduction in entropy due to information lost. A generalized
function for power dissipation inQCAcircuit is devised by Sasamal et al. [2] utilizing
majority gates and inverters as in Eq. 5.11.

Pd = (M · X) + (I · Y ) (5.11)

where X defines the maximum power consumption by a MV3 gate (e.g., 42.9 meV
when input switching from ‘000’ to ‘111’ at 1.0 Ek , T = 2 K) and Y represents
maximum power consumption by an inverter (e.g., 30.2 meV when input switching
from 0 to 1 or vice versa at 1.0 Ek , T = 2 K) [37]. A MV5 gate has higher degree of
imbalanced with respect to MV3 gate. In general, MV5 has at least twice the degree
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Fig. 5.19 A 4-bit RCA (a) schematic and (b) QCA layout

Fig. 5.20 Simulation waveforms of the 4-bit RCA
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Fig. 5.21 Implementation of 32-bit RCA with QCA cells

Fig. 5.22 Power dissipation map for one-bit FA gate at 2 K temperature and tunneling energy of
0.5 Ek

of imbalance compared to a MV3 gate. For calculation of power dissipation in a
QCA layout utilizing MV5 gates, above assumption has been taken. Besides this,
power dissipation due to QCA wire is neglected as no information is lost in a wire
[38].

Figure 5.27 presents comparison of irreversible power dissipation for n-bit adders.
It is observed that adder designed in [2] focuses toward more power-efficient QCA
layout among all existing designs, and KSA is the least power-efficient one. Very
recently, authors in [32] devised a new cost function more related to QCA circuits.
This function focuses on power dissipation, complexity, and latency, as expressed in
Eq. 5.12.

QCAcost = (
Mk + I + Cl

) ∗ T p, 1 ≤ k, l, p (5.12)

where M, I, C, and T stand for number of MVs, INVs, crossovers, and delay (clock
cycles), respectively. Coefficients k, l, and p are to be suitably changed to emphasize
power dissipation, complexity, and latency respectively based on the requirement
specified by a specific application. It can be observed that a family of cost functions
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Table 5.9 Comparison of QCA FAs

Full adder designs Cell count Area (µm2) Delay (clock cycles) Crossover type

[3] 192 0.20 NA –

[21] 135 0.14 1.25 Multilayer

[6] 93 0.087 1 Multilayer

[22] 86 0.10 0.75 Multilayer

[8] 79 0.064 1 Multilayer

[9] 73 0.04 0.75 Multilayer

[23] 60 >0.07 0.75 Multilayer

[10] 52 0.04 1 Multilayer

[33] 38 0.02 0.75 Multilayer

[34] 23 0.01 0.75 Multilayer

[29] 292 0.62 3.5 Coplanar (rotated cells)

[25] 220 0.36 3 Coplanar (rotated cells)

[20] 145 0.16 1.25 Coplanar (rotated cells)

[4] 105 0.17 1 Coplanar (rotated cells)

[5] 102 0.097 2 Coplanar (rotated cells)

[11] 95 0.09 1.25 Coplanar (clocking based)

[31] 59 0.043 1 Coplanar (clocking based)

[2] 36 0.02 0.5 Coplanar (rotated cells)

may be determined by opting different values of k, l, and p. According to [32], the
authors opted k = l = 2, p= 1 for the most general form of cost function, i.e., cost =
(M2 + I +C2) *T.We examined all previous adder designs considering cost function
described above as given in Fig. 5.28. This clearly shows that the architecture in [2]
has achieved lower cost function too. It is further concluded that use of the new FA
layout in [2] can be used to develop multibit RCA circuits with substantial energy
savings.

5.9 Summary

In this chapter, an efficient layout of 5-input majority gate is examined using single-
layer QCA technology. To show the advantages of this gate, QCA-based adders of
various lengths are demonstrated. The comparison results show that the presented
designs have significant improvements over existing designs. Further, a compact
structure for 3-input XOR gate is presented based on explicit interaction of cells,
which utilize a new arrangement of cells. The efficacy of compact XOR gate is
verified by designing RCAs as specific application.
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Fig. 5.23 Comparison of various adders with respect to area

Table 5.11 Summary of n-bit QCA adders

Adder No. of
MVs

No. of
INVs

Layer type No. of crossing Delay (clock
cycles)

[10] 2n 2n Multilayer 3n 2n+1
4

[31] 3n 2n Coplanar 2n n+3
4

[33] 3n n Multilayer 2n n+2
4

[23] 3n 2n Multilayer 2n n+2
4

[21] 3n 2n Multilayer 2n n + 1
4

[22] 3n 2n Multilayer 2n n+2
4

[11] 3n n Coplanar 2n n + 1
4

[20] 3n 2n Coplanar 5n n + 1
4

[3] 5n 3n Coplanar 9n n + 1
4

[6] 3n 2n Multilayer 3n n

[8] (Brent–Kung) 8n −
3log2n
– 4

n Multilayer n(log2n − 3) + log2n + 3n
+ 3

2 log2 n+3
4 +

n
(
log2 n−2

)

32

[8]
(Kogge–Stone)

n(3 log2n
− 1) + 5

n Multilayer
[
log2 n

]
∑

i

(
n − 2i

)
·
(
2i − 1

)
+

3n

–

[4] 3n 2n Coplanar 6n n + 1
4

[5] 3n 2n Coplanar 3n n + 1

[9] 2n 2n Multilayer 3n 2n+1
4

[34] 2n 6n Multilayer 3n n+2
4

Proposed [2] 3n 0 Coplanar N n + 1
4

‘–’ entry in table indicates where standard expression is not obtained
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Fig. 5.24 Comparison of various adders with respect to complexity

Fig. 5.25 Comparison of various adders with respect to cost of crossing
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Fig. 5.26 Comparison of various adders with respect to delay

Fig. 5.27 Comparison of various adders with respect to irreversible power dissipation
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Fig. 5.28 Comparison of various adders with respect to QCA cost function = (M2 + I + C2) * T
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Chapter 6
Array Dividers in QCA

In this chapter, we present design and implementation of iterative computational unit
such as binary divider using QCA. Different types of dividers are introduced. Specif-
ically, non-restoring divider is discussed that realized by iterative cellular arrays for
parallel divisions. Performance metrics of different existing dividers are analyzed.
Some of the works in this chapter have been reported in [1].

6.1 Introduction

Different QCA-based arithmetic logic circuits have been reported in several works
[1–14]. Among these, the design of dividers is the major concern as it plays a pivotal
role in evaluating the overall performance of a processing unit.

Division algorithms can be grouped into two classes, according to their iterative
operator. The first one, where subtraction is the iterative operator, contains many
familiar algorithms such as restoring and non-restoring division. These divisions are
based on shift, subtraction, and addition operations which are relatively slow, as their
execution time is proportional to the operand size.

The second class of algorithm relates to a higher speed class, where multiplication
is the iterative operator. These algorithms converge quadratically where execution
time is preoperational to log2 of the divisor size. Thus, the main difficulty is the
evaluation of a reciprocal.

In this work, we examine the design and structure of the iterative cellular arrays
for parallel divisions using non-restoring division algorithm. In these array dividers,
iterative units are utilized to form the parallel divider structure.

© Springer Nature Singapore Pte Ltd. 2020
T. N. Sasamal et al., Quantum-Dot Cellular Automata Based Digital Logic Circuits:
A Design Perspective, Studies in Computational Intelligence 879,
https://doi.org/10.1007/978-981-15-1823-2_6
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6.2 Non-restoring Binary Array Divider (NRD)

In binary NRD, the partial remainder is measured out of an addition or subtraction
of the dividend and the divisor with right shifted. The quotient bit is calculated
by the sign of partial remainder which also decides whether to add or subtract the
shifted divisor in the next cycle. ‘Non-restoring divider’ (NRD) algorithm has more
advantages over ‘restoring Divider’ (RD) algorithm because it overcomes problems
like delay due to the restoration process, realizing control logic, and unnecessary
power dissipation.

The iterative unit in the NRD is the complement adder/subtractor (CAS) block.
Each block has four inputs: Ai, Bi, P, and Ci, and two outputs: Si and C0 as depicted
in Fig. 6.1.

Let n represents the number of bits for the algorithm, i is the iteration value, Ri

defines partial remainder, q represents quotient set, Y and r define the divisor and
the final remainder, respectively. Then the non-restoring division is determined by
equations [8]:

qi+1 =
{
1, if Ri > 0
0, if Ri < 0

}
(6.1)

Ri+1 =
{
2Ri − Y, if Ri > 0
2Ri + Y, if Ri < 0

}
(6.2)

r =
{

2−n · Rn, if Ri > 0
2−n · (2Rn + Y ), if Ri < 0

}
(6.3)

To construct an n-bit NRD, a 2D array of CAS blocks is required, and such struc-
ture needsN2 CAS blocks. A 5× 5NRD block diagram is illustrated in Fig. 6.2. This
divider divides an 8-bit number (x1x2x3x4x5x6x7x8) by a 4-bit number (y1y2y3y4)
and generates a 5-bit quotient (q0q1q2q3q4) at the left side of the structure; remainder
(r4r5r6r7r8) is produced at the bottom of the structure.

Fig. 6.1 A CAS block
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Fig. 6.2 Structure of a 5 × 5 non-restoring array divider

6.3 Non-restoring Divider (NRD) in QCA

As discussed in Chap. 2, majority function is the basic building block of any QCA
circuit. So, QCA designs are realized by simply converting the Boolean equation
to its corresponding majority logic-based circuit. Although various synthesis algo-
rithms are devised to convert Boolean function into its equivalent majority-based
circuit, the majority expressions by these methods do not guarantee a simplified
majority expression for all the circuits. For some cases, the majority-based circuit
requires more gates and levels when compared with the original Boolean function.
The complexity and latency of the individual gates have an influential role in the
performance of overall system. So, the overall performance of the circuit can be
reduced by reducing number of gate levels.

The presented coplanarNRD is based on an efficient XORgatewhere the numbers
of gates and levels are reduced compared to the existing designs for 3-input XOR that
use majority gates (3-input and 5-input majority gates). In addition, multilayer QCA
designs face challenges to fabricate as well as feasibility of many designs leaves
them unfavorable. Therefore, most of the designers restrict themselves by opting for
single layer QCA designs.

The coplanarQCAdivider is based on the non-restoring algorithm,which requires
arrays of ‘complement adder/subtractor cells’ (CAS cells). Each cell is composed of
a 2-input XOR function and a 1-bit full adder. The analysis shows the divider not
only better than the prior single layer QCA designs, but also exhibit considerable
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superiority over the existing multilayer designs. QCADesigner has been considered
to validate the functional correctness of all the designs.

6.3.1 Design of CAS Cell

The block diagram of the CAS cell is depicted in Fig. 6.3a, where the exclusive-OR
gate takes two inputs, Bi and P (control signal), and results in XOR_OUT. The full
adder operates on three inputs, Ai, XOR_OUT, and Ci (Input Carry). The carry (Co)
and sum (Si) of the full adder are determined by:

Co = Ai · XOR_OUT + XOR_OUT · Ci + Ci · Ai (6.4)

Si = Ai ⊕ XOR_OUT ⊕ Ci (6.5)

Fig. 6.3 CAS cell. a Block
diagram, b QCADesigner
layout

1-bit 
full adder

XOR

Ai Bi

Co

P

Ci

BiSi

P

(a)

(b)
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The QCA design of the CAS block is presented in Fig. 6.4b. The CAS cell uses
a compact structure for 3-input XOR gate that depend on QCA cells interactions
(shown in the red box) without considering the majority function [1]. A 2-input
XOR design can be designed by making third input to 0. The XOR function is
illustrated in solid square, which requires only 13 quantum cells and requires an area
of 0.02 µm2, and its delay is 0.5 clock cycles (Fig. 3.35b).

The 1-bit adder is shown in dashed square that comprises only 38 cells and an area
occupation of 0.03 µm2 with 0.5 clock cycles delay (Fig. 6.3b). Our proposed XOR
gate and non-restoring divider have better performance than the prior best designs
as shown in Tables 6.1 and 6.2.

Fig. 6.4 QCA implementation of 3 × 3 non-restoring binary divider
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Table 6.1 Comparison of 2-input XOR gates

Designs Cell count Latency (clock cycle) Area (µm2) Layer type

[9] 60 1.5 0.09 Coplanar

[10] 67 1.25 0.06 Coplanar

[11] 29 0.75 0.03 Not needed

[1] 14 0.5 0.02 Not needed

Table 6.2 Comparison of non-restoring basic cell

Designs Cell count Latency (clocks) Area (µm2) layer type

[12] 235 1.75 0.35 Multilayer

[13] 147 2.25 0.27 Coplanar

[1] 60 0.75 0.08 Coplanar

For the purpose of illustration, we have presented the layout of the 3 × 3 NRD
in Fig. 6.4, which can be extended up to n × n divider. It comprises a 2-D array of
adders that help to propagate the carry. A control signal P manages the operation
of the CAS cell as a subtractor or an adder. The divisor, dividend, and quotient are
represented by (y0.y1y2), (x0.x1x2x3x4), and (q0.q1q2), respectively. The leftmost bit
y0 and x0 are used for the signs. Due to the compact CAS cells, the proposed divider
layout achieves minimal latency and area. The QCA implementation of the 3 × 3
NRD requires 1686 cells covering an area of 3.40µm2 with 6.75 clock cycles’ delay.

6.4 Simulation Results

QCADesigner [15] with default settings has been used for layout and simulation of
NRD divider. Figures 6.5 and 6.6 depict the simulation results for the CAS cell and
the 3 × 3 non-restoring binary divider, respectively.

6.5 Comparison and Discussion of Results

The comparison results of existing and presented QCA dividers are shown in
Table 6.3. It can be perceived that the presented structure excels at all the best-reported
designs reported in [7, 12, 13]. Particularly, the 4 × 4 divider in [1] achieves 38 and
63% improvements in latency, and area occupation, respectively, when compared to
the best results.

Plot of latency versus different operand size for NRD, RD, and presented NRD
is shown in Fig. 6.7. For an n-bit operand size NRD and RD, the latency is given by
3n2 − 0.75 and 4n2 − 1, respectively. In the presented coplanar n-bit divider, some
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Fig. 6.5 Simulation results
of QCA CAS cell

of the wire crossings are done by Clock zone-based crossover approach [16] and the
rest are implemented by wires of 45° and 90° cells. Hence, the presented divider
achieves an overall latency of 3n2/4 [1].

6.6 Summary

In this chapter, we have examined QCA-based non-restoring binary array divider.
The presented divider design is based on a compact structure for 3-input XOR gate
which utilizes a new configuration of cells. It has been shown that the divider is
offered significant improvement over all existing coplanar and multilayer dividers.
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Fig. 6.6 Simulation diagram of 3 × 3 non-restoring binary divider

Table 6.3 Comparison of dividers

Dividers Cell count Latency (clock cycle) Area (µm2) Layer type

3 × 3 RD [7] 6451 37 86.22 Coplanar

3 × 3 NRD [13] 3742 26.25 6.22 Coplanar

3 × 3 NRD [1] 1686 6.75 3.40 Coplanar

4 × 4 NRD [13] 6865 47.25 10.95 Coplanar

4 × 4 NRD [12] 5351 16.5 15.51 Multilayer

4 × 4 NRD [1] 3180 12 6.5 Coplanar
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Fig. 6.7 Latency of QCA dividers for different operand sizes
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Chapter 7
Design of Arithmetic Logic Unit in QCA

7.1 Introduction

In this chapter, we examined the reversible arithmetic logic unit (ALU) and its imple-
mentation in QCA framework. ALU is one of the fundamental components as it
defines the performance of any processing systems. This chapter is structured in
four sections. First section discusses different ALU structures in QCA. In Sect. 7.2,
we analyze and validate one of the reversible ALU designs in QCA framework.
Section 7.3 inspects the complexity of different reversible and non-reversible ALU
structureswith comparative analysis. Section7.4 presents the summaryof the chapter.

In recent years, numerous designs have reported, showing the efficiency of QCA
technology toward high-density device. Meanwhile, designing circuits that enable
lossless computationwithout information lost, i.e., reversible computing also gaining
equal prominence. The energy dissipation of a QCA-based design is notably lower
compared to kBT ln2 as a result of clocked information preserving methodology [1].
These energy-saving attributes introduce scope for reversible logic implementation
using QCA framework.

An ALU is the basis of many processing units to execute both arithmetic and log-
ical operations. So, from the processing point of view the ALU design must possess
high-density device with higher computing speed and energy-efficient architecture.
Moreover, the overall complexity can be reduced by the proper selection of combina-
tionalmodules like full adder andmultiplexer. Traditional ALUcarries out arithmetic
operations like addition, subtraction, and logical operations like AND, OR, XOR, or
NOT taking two operands in parallel, and final output is computed by the usage of a
multiplexer. Figure 7.1 presents one logic diagram for an ALU. Generally, there exist
two design perspectives for an ALU construction: (1) multiplexer-based approach
and (2) controller structure-based approach. Syamala et al. [2] reported multiplexer-
based reversible ALU that enables four arithmetic and logical functions. Authors
also demonstrated controller structure-based ALU that provides five arithmetic and
logical operations. The multiplexer-based ALU realization is preferred as it turns

© Springer Nature Singapore Pte Ltd. 2020
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A Design Perspective, Studies in Computational Intelligence 879,
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Fig. 7.1 Block diagram for
an ALU [3]

out an efficient method in terms of speed and computation. We have categories all
QCA-based ALUs into reversible and non-reversible design. In these contexts, vari-
ous ALUdesigns inQCA are analyzed by different researchers [3–15]. For reversible
ALU (RALU) design, the basic components must follow reversibility. Moreover, to
realize RALU reversible gates can be used as the basic constituent.

Authors in [4] proposed reversible ALU and validated using QCA technology.
This ALU incorporates four new reversible gates to design separate arithmetic and
logical units. Result indicates the proposed design achieves superior performance
with respect to other designs. But, the application-specific reversible gates limit the
versatility of the design. Sen et al. [5] suggested a reversible ALU, considering a
2:1 multiplexer as the building block. Results confirm the effectiveness of the design
in terms of complexity where an optimal layout for 2:1 multiplexer is used with 19
QCA cells. The proposed design delivers total 16 logical and arithmetic operations.
But, the garbage and constant lines are relatively high. The complete QCA layout for
the proposed RALU was not given. Authors in [6] devised a QCA-based reversible
ALU. This design utilizes a compact 2:1 multiplexer using new RM gate. Authors
also introduced fault-tolerant and attributed to the multiplexer which preferably tol-
erant to single missing fault only. In [7], authors analyzed the ALU proposed in [8]
and implemented the same design using QCA. This design offers only four logical
operations. For implementation, it needs 1096 cells, quantum cost of 13, and delay
of 15 phases. Waje and Dakhole [9] proposed a 4-bit ALU utilizing QCA cells. For
ADD operation, three logic depths required while one level required for XOR, AND,
OR operations. The proposed 1-bit ALU incorporates two control lines and employs
2:1 multiplexer as the primary blocks. Authors also simulated 4-bit ALU. According
to the authors, the proposed ALU has lesser number of components in comparison
with CMOS counterpart and achieved better energy-efficient computation. A simple
12 ALU is presented by Ghosh et al. [10]. The proposed structure is good enough to
provide total 12 operations based on the control inputs. This multilayer QCA-based
ALU tried to minimize the QCA metrics, but suffers from low-strength polarized
output which makes the design unsuitable for cascading connections. Teja et al.
[11] investigated an ALU with extended functions. This ALU employs an arithmetic
and logical function generator (ALFG) that generates 16 different functions using
4-bit patterns. The proposed architecture enables additional functions like shift, par-
ity, rotate. Gadim et al. [12] presented multilayer ALU on QCA considering fault
tolerance aspect. This ALU structure exploits a fault-tolerant rotated majority gate
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Table 7.1 Existing ALU designs with QCA

ALU design Implementation Building block Select line

[3] Reversible NHG 16

[4] Reversible RG1, RG2, RG3, RG4 12

[5] Reversible Multiplexer 16

[6] Reversible RM gate 16

[7] Reversible Gupta ALU 8

[9] Non-reversible Full adder, multiplexer 5

[10] Non-reversible Full adder, multiplexer 12

[11] Non-reversible ALFG 16

[12] Non-reversible Full adder, multiplexer 4

[13] Reversible Testable (t) adder 14

[14] Non-reversible Full adder, multiplexer 12

[15] Reversible RUG 19

full adder and multiplexer. Results confirm that the proposed design is tolerant to
stuck-at faults. The authors in [13] have reported 1-bit ALU that exploits a testable
(t) adder. Further, this structure is implemented on QCA. Comparison results sug-
gest that this design needs more enhancements in area optimization. Babaie et al.
[14] reported a multilayer QCA-based 1-bit ALU. This design uses a new full adder
and ALU specific 4:1 multiplexer. It enables 12 different operations—4 logical and
8 arithmetic. Authors also examined the energy efficiency of the proposed struc-
tures. Naghibzadeh and Houshmand [3] proposed a reversible ALU exploring a new
reversible 4× 4 gate known as NHG. The circuit was synthesized and realized using
QCA framework. This structure provides 16 functions with less number of garbage
and constant lines. Comparison result indicates superiority of the proposed design
in terms of design parameters. Sasamal et al. [15] discussed an efficient reversible
ALU and implemented on QCA. The fundamental block used for the design was a
3 × 3 universal reversible gate. Authors proposed a HLDQ model for the 3 × 3 gate
to showcase the fault tolerance capability. In the next section, we have analyzed the
ALU reported by Sasamal et al. [15]. Table 7.1 shows existing ALU design in QCA
framework.

7.2 Design of Arithmetic Unit and Logic Unit

Reversible ALUusing emerging technology likeQCA allows computing toward zero
power dissipation. This module can be used for many high-end processing units.
In this section, we have analyzed RALU by Sasamal et al. [15], which combine
two separate blocks of reversible arithmetic and reversible logic unit. Authors have
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Fig. 7.2 a Reversible
universal gate and b logic
diagram of RUG
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considered a universal gate; RUG for the synthesis of RALU. Figure 7.2b depicts
logic diagram of RUG, and all associated relations between input and output are
presented in Fig. 7.2a.

For synthesis of RUG, two 2:1 multiplexers, one MV3 and two inverters, are
required. The QCA layout for the RUG is given in Fig. 7.3, where it composes
7 MV3 gates, 2 inverters. This single-layer structure needs 211 QCA cells with an
effective area of 0.27µm2 and delay of 4 clock phases. A programmable RALU takes
less power in respect of traditional ALU that can be configured by putting suitable
logic on the selection lines. This helps in selecting which values to be send to the
output terminal. The proposed RALU is based upon the instruction set instruction
set architecture which insures maximum operations with minimum selection lines
and enhances programmability. Moreover, this architecture follows modularity that
encourages flexibility in the design process. Figure 7.4 completes the block diagram
for RALU and comprises two main modules: (a) RLU and (b) RAU. It can be seen
that the RUG has been used as the basis of all modules in addition to FG to facilitate
fan-in at the input end. In order to select one of the module outputs, one additional
RUG is used at the output.
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Fig. 7.3 QCA layout for
RUG [15]

7.2.1 Reversible Arithmetic Unit

The reversible arithmetic unit (RAU) is shown in Fig. 7.5. It employs one Toffoli
gate and two RUGs to provide operations such as increment, decrement, 2’s com-
plement subtraction. The presented RAU includes five inputs and five outputs out of
which three are garbage outputs. This structure follows the instruction summarized
in Table 7.2. It can be observed from the table that if control inputs vary from 000 to
111, different arithmetic functions can be realized. The cell layout for RAU design
is shown in Fig. 7.6. For implementation, it needs 18 MV3 gates and clock phases
of 16. Note, signal C1 is interpreted as Carry_input.
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Table 7.2 Reversible arithmetic unit functionality

C0 C1 C2 F Operation

0 0 0 B Transfer

0 0 1 A + B Addition

0 1 0 B + 1 Increment B

0 1 1 A + B + 1 Addition with carry

1 0 0 B + 1 Increment B

1 0 1 A + B 1’s complement subtraction

1 1 0 B – 1 Decrement B

1 1 1 A + B + 1 2’s complement subtraction
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Toffoli Gate
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Fig. 7.6 Reversible arithmetic unit implemented in QCA

7.2.2 Reversible Logic Unit

The reversible logic unit (RLU) is shown in Fig. 7.7. It employs one Feynman gate
and three RUGs to provide operations such as NOT, AND, NAND, OR. The pre-
sented RAU includes seven inputs and seven outputs out of which six are garbage
outputs. This structure follows the instruction that summarized in Table 7.3. It can
be observed from the table that if control inputs vary from 0000 to 1111, different
logical functions can be realized. The cell layout for RLU design is shown in Fig. 7.8.
For implementation, it needs 24 MV3 gates and clock phases of 12.
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Table 7.3 Reversible logic unit functionality

C0 C1 C2 C3 F Operation

0 0 0 0 A′ NOT

0 0 1 0 (A · B)′ NAND

0 0 1 1 (A ⊕ B) XOR

0 1 0 0 (A + B)′ NOR

0 1 0 1 0 –

0 1 1 0 B′ NOT

1 0 0 1 B COPY

1 0 1 0 1 Constant

1 0 1 1 (A + B) OR

1 1 0 0 (A ⊕ B)′ XNOR

1 1 0 1 A · B AND

1 1 1 1 A COPY

7.3 Simulation and Discussion

All the designs are simulated and validated using QCADesigner-2.0.3 [16]. A sum-
mary of non-reversible and reversibleALU is cited in Tables 7.4 and 7.5, respectively.
For comparison of RALU designs, we have considered QCA post layout parameters
like delay, number of cells, effective area. Besides, we also examined reversible logic
design parameters like garbage output and constant inputs. Table 7.4 lists the detailed
comparison of non-reversible ALU designs with QCA technology. From Table 7.4,
it is noted that the proposed design in [14] offers considerable advantages in terms
of all QCA metrics. Particularly, this multilayer design has 17% improvements in
cell counts and 25% improvement in delay and can performmore operations in com-
parison to the best design [9]. Table 7.5 lists the detailed comparison of reversible
ALU designs with QCA technology. From Table 7.5, it is worth noting that the
design in [15] offers more of number of operations; but at the cost of QCA area, we
observed that the proposed design in [3] is suitable for reversible QCA implemen-
tation considering area, speed, and number of instructions in comparison with other
best designs.

7.4 Summary

In this chapter, we first discussed different aspects of ALU in QCA. Further, we
demonstrated an area-efficient reversible ALU which comprises two sub-modules,
i.e., RLU and RAU. Both the sub-modules are synthesized using an existing gate
(RUG). QCADesigner tool has been considered for design and simulation purposes.
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Fig. 7.8 Reversible logic unit implemented in QCA

Table 7.4 Comparison of non-reversible ALU designs with QCA technology

ALU designs No. of
operations

Cell counts Area µm2 Delay (clocks) Crossover type

[10] 12 – 0.79 5 Multilayer

[9] 5 393 0.85 3 Coplanar

[11] 16 35596 11.37 9 Coplanar

[12] 4 430 0.78 3 Multilayer

[14] 12 324 0.245 2.25 Multilayer
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Table 7.5 Comparison of reversible ALU designs with QCA technology

ALU
designs

No. of
operations

Cell
counts

Area Delay
(clocks)

No. of
garbage
outputs

No. of
constant
inputs

Crossover
type

[4] 12 647 0.624 3 20 3 Coplanar

[7] 4 1096 – 15 4 0 Multilayer

[15] 19 >2000 >5 5.25 11 6 Coplanar

[5] 16 2370 4.01 6 16 10 Coplanar

[6] 16 2370 4.44 6 11 10 Coplanar

[13] 14 – 2.34 2.25 8 0 Coplanar

[3] 16 670 – 4 2 1 Multilayer
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Chapter 8
Design of Registers and Memory in QCA

In this chapter, we consider the design of sequential circuits in QCA. In particular,
we presented the design of different D flip-flops and RAM cell with set and reset
ability in QCA. The analysis for the proposed designs is carried out using rotated
majority gate (MV3) and an efficient 5-input majority gate (MV5).

8.1 Introduction

Designing an efficient set of QCA-based flip-flops and memory cells at the logic and
layout levels is one of the important aspects of implementingmodern digital systems.
Flip-flops are the primary circuit elements for realizing large-scale sequential circuits.
In QCA, the functioning of the flip-flops is designed by triggering methods, the type
of cells, and clocking schemes. Further, these flip-flops are used to demonstrate
memory circuits, such as registers and random-access memories. The performance
of all these elements is varied upon the complexity and input-to-output delay, which
directly correlated to the performance of registers andmemories.Hence, optimization
can be done at their initial stages of development which is based on the selection
of suitable basic building blocks. Herein, efficient set of majority gates are used to
designoptimized structures of register andRAMwithproper clocking zone. Proposed
designs utilize a modified 3-input and previously presented 5-input majority gate [1]
to achieve a reduction in cell count and delay with least area occupancy.

8.2 Design of Registers

A register is formed by cascading flip-flops. This section presents different types
of D flip-flops that determine the performance of registers. Various research works
explore in this direction [1–12]. Level-triggered D flip-flop utilized both regular and

© Springer Nature Singapore Pte Ltd. 2020
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rotated QCA cells, while facing more delay in [2]. In [3], authors examined QCA
layouts of differentD flip-flops using less efficient 2:1 multiplexer. The overall delay
of these designs can be reduced further by incorporating an optimal multiplexer. The
authors in [4] presented a dual-edge-triggered D flip-flop that employs both regular
and rotated cells. The design reported in [4] contains one-cell clocking zone, which
may lead to incorrect results. Moreover, this design needs further improvement in
input-to-output clock synchronization.

8.2.1 Design of D Flip-Flops

Wepresent a new level- and edge-triggeredQCADflip-flops in this section. TheQCA
implementations of these designs are based on a 2:1 multiplexer which combines the
benefits of MV3 and MV5 gates. The description of the presented structures is as
follows.

Two compact schematics for a 2:1 multiplexer are presented in Fig. 8.1. The
former one based onMV3 gates, while the later one uses MV5 andMV3 gates. QCA
implementations of 2:1 multiplexer are depicted in Fig. 8.2a incorporate rotated and
conventional 3-input majority gates. These designs deliver correct outputs in clock
zone 1, i.e., after delay of 2 clock phases. In addition, these designs use 18 cells and
QCA area of 0.016 µm2. All inputs are in clock zone 0. The majority gates are kept
in clock zone 0 and those implement A. Sel and B. Sel′. There is a change in zone for
output majority gate that implements OR logic function. Thus, the resulted output is
obtained in clock zone 1. The proposed 2:1 multiplexer is shown in Fig. 8.2b. This
requires one MV3, an inverter at the input end and one MV5 gate [1] to generate the

Fig. 8.1 Schematics of 2:1
multiplexer a MV3
gate-based, bMV3 gate-,
MV5 gate-based

MV

MV

MVSel

0

1

0

A

B

out

(a)

MV 3

MV 5 MUX

0Sel A

1

B

(b)
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(a)

(b)
5-input 

Majority 

Fig. 8.2 QCA layouts of 2:1 multiplexer a MV3-based [12], b proposed

output. QCA layout of the proposed design has delay of 0.75 clock cycles, requires
32 cells, and resulted area of 0.04 µm2.

QCADesigner-2.0.3 tool [13] is used for the simulation of the proposed layout.
Corresponding simulationwaveform is presented in Fig. 8.3. Result shows the correct
operation of the 2:1 multiplexer and final output generated in clock 2. For instance in
case of sel= ‘1’, the layout outputs S.A, i.e., output follows input ‘A’. For simplicity,
we have shown clock 2, which drives the output cell of themultiplexer, i.e., the output
of the MV5 gate. Table 8.1 illustrates different QCA metrics of existing designs and
presents layout. It is observed that themultiplexers are built uponMV3 offeringmore
superiority than the design with MV5.

8.2.2 Design of Level-Triggered D Flip-Flop

A D flip-flop is one of the rudimental elements in the serial circuit design, which is
used to store one bit of data and one of the fundamental structures that are suitable
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Fig. 8.3 Simulation diagram for proposed 2:1 multiplexer using MV3 and MV5

Table 8.1 Comparison results of QCA multiplexers

2:1 multiplexer Area (µm2) Cell count Delay (clock cycles) Crossover type

[5] 0.14 88 1 Coplanar

[6] 0.14 66 1 Coplanar

[7] 0.08 46 1 Multilayer

[8] 0.07 56 1 Coplanar

[9] 0.06 36 1 Multilayer

[10] 0.03 27 0.75 Coplanar

[11] 0.02 26 0.5 Coplanar

[12] 0.016 18 0.5 Coplanar

Proposed 0.04 32 0.75 Coplanar
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Fig. 8.4 Schematic of 2:1
multiplexer-based
level-triggered D flip-flop

out
2: 1 

MUX21

0

D

clk

Table 8.2 Operation of
QCA-based level-triggered D
flip-flop

Clock (clk) D Q(output)

0 X Q(t − 1)

0 X Q(t − 1)

1 0 0(input)

1 1 1(input)

for use in shift registers. A level-triggered D flip-flop has two inputs (D and CLK),
an output (out) where output depends both on the current input ‘D’ in addition to
the past output. The block diagram of D flip-flop is shown in Fig. 8.4 using 2:1
multiplexer. The level-triggeredD flip-flop is governed by equation CLK.D+CLK′
out, where ‘out’ represents the present state ofD flip-flop. Based on Table 8.2, when
the ‘clk’ = ‘1’, the input ‘D’ will propagate to output ‘Qt’; otherwise, the output is
not altered (Qt−1). QCA implementation for level-triggered QCA D flip-flop using
rotated MV3 is shown in Fig. 8.5a [12]. Cellular representation of the proposed
structure is depicted in Fig. 8.5b and requires a MV5, rotated MV3, and an inverter.
According to this figure, the proposed implementation has coplanar design using
regular QCA cells without any wire crossing, which involves two levels of majority
gates. First-level MV3 gate enables one AND gate that is driven by clock zone 0,
whereas the second-level MV5 gate receives inputs as ‘clk’ and intermediate output
of the first stage majority gate. The final output of the design, i.e., output cell of
MV5, is assigned to clock zone 2. A chain of QCA cells is added at the output that
creates a feedback path with four consecutive clocking zones. This helps in storing
1-bit of data until clk= ‘0’. The number of cells which are used in this structure is 36
cells in 0.044µm2 area. The signal delay of the presented design is 3 clock phases to
deliver correct outputs. The simulation result of the presented structure is illustrated
in Fig. 8.6. Results indicate that the proposed QCA layout for level-triggered D flip-
flop performs correctly. Output waveform is obtained accurately after 0.75 clock
cycle delay. This figure also demonstrates when the clock is active, the output will
be equivalent to D input, and otherwise, the output is equal to the stored value in the
loop.
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(a)

(b)

Fig. 8.5 Proposed level-triggered D flip-flops in QCA a using 3-input majority gate [12], b using
5-input majority gate

8.2.3 Design of Positive Edge-Triggered D Flip-Flop

Yang et al. [4] reported a structure for edge-sensitive flip-flop which is depicted by
a rectangular box in Fig. 8.7. According to authors, this unit employs one MV3 gate
and an inverter. The MV3 gate takes a clock input, delay version of clock input and
implements a 2-input AND gate.

The operation of the presented positive edge-triggered D flip-flop is illustrated
in Table 8.3. According to the table, input is transferred to the output when the
intermediate signal becomes ‘1’ that represents rising edge of the clock signal. QCA
layout for the proposed structure is shown in Fig. 8.7b, and utilizes a MV5 and two
rotated MV3 gates with an inverter. The design has single-layer QCA regular cells
which involve three layers of majority gates. First layer enables positive edge clock
signal, while the second and third layers constitute aD flip-flop. The number of cells
which are used is 59 cells, and the area occupied is 0.06 µm2. The signal delay of
the presented design is 2 clock cycles to deliver correct outputs.

Figure 8.8 demonstrates the precise operation of the presented rising edge-
sensitive D flip-flop with input and output waveforms. Result indicates when rising
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Fig. 8.6 Simulation results of the proposed level-triggered D flip-flops

edge of clock is active, the output will be equivalent to D input, and otherwise, the
output is equal to the stored value in the loop.Outputwaveform is obtained accurately
after 2 clock cycles’ delay.

8.2.4 Design of Negative Edge-Triggered D Flip-Flop

QCA layout for presented falling edgeD flip-flop structure is depicted in Fig. 8.9b. It
comprises a MV5 and two rotated MV3 gates with an inverter three. The design has
QCA regular cells which involves three layers of majority gates. First layer enables
positive edge clock signal, while second and third layers constitute a D flip-flop.
This structure has a clock input (clk), a data input ‘D’, and an output from the last
stage. The operation of the presented falling edge-triggered D flip-flop is illustrated
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(b)

(a)

Fig. 8.7 QCA implementation of positive edge-triggered D flip-flops a [12], b proposed

Table 8.3 Operation of QCA-based positive edge-triggered D flip-flop

clk (t) clk (t − 1) clk(t − 1) I Output (Q(t))

0 0 1 0 Q(t − 1)

0 1 0 0 Q(t − 1)

1 0 1 1 D(input)

1 1 0 0 Q(t − 1)

in Table 8.4. According to Table 8.4, ‘I’ is the intermediate output of the first level
of MV3 gate implementing an AND gate which takes clk(t) and clk(t − 1). When
the intermediate signal becomes ‘1’ that represents rising edge of the clock signal,
the value of input data (D) will be sent to output. The number of used cells in the
presented structure is 59 cells with a total area of 0.06 µm2 and latency of 2 clock
cycles. Proposed falling edge D flip-flop has been implemented at a single layer.
Also, it is worth noting that all the signals are properly synchronized with at least
two cells in one clock zone.

Figure 8.10 demonstrates the correct operation of the presented falling edge-
triggered D flip-flop with input and output waveforms. Different binary values are
considered at input ‘D’. When the clock is active, i.e., during falling edge, the output
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Fig. 8.8 Simulation results of the proposed positive edge-triggered D flip-flops

will be equivalent to D input, and otherwise, the output is equal to the stored value
in the loop. Output waveform accurately is obtained after 2 clock cycles’ delay.

8.2.5 Design of Dual-Edge-Triggered D Flip-Flop

QCA layout for the proposed structure is given in Fig. 8.11b. The design employs two
edge-sensitive blocks for both rising and falling edge. The operation of the newdesign
is specified in Table 8.5. It constitutes four levels of majority operations. MV3’s at
level one has a clock input (clk), inverted clock input, and clock input with one
clock cycle delay (Fig. 8.11). The negative edge-triggered unit results intermediate
signal I1, while negative edge trigger unit results output I2. The second-level MV3
gate is dedicated for the OR gate to output I3 = I1 + I2 and decides the kind of
edge-triggered. When I3 = ‘1’, rising or falling edge of the clock is achieved and
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(a)

(b)

Fig. 8.9 QCA implementation of the negative edge-triggered D flip-flops a in [12], b proposed

Table 8.4 Operation of QCA-based negative edge-triggered D flip-flop

clk (t) clk(t) clk (t − 1) I Output (Q(t))

0 1 1 1 D(input)

0 1 0 0 Q(t − 1)

1 0 1 0 Q(t − 1)

1 0 0 0 Q(t − 1)

corresponding input ‘D’ can be transferred to output using third- and fourth-level
majority gates those constitute a level-triggered D flip-flop.

The presented design utilizes four rotated MV3 gates and one MV5 and requires
91 cells. The QCA area of the layout is 0.11 µm2 and delay of 9 clock zones.
Figure 8.12 depicts QCADesigner waveform of the proposed D flip-flop. Result
verifies the operations listed in Table 8.5. It also indicates that both the edges of clk
signal are considered for transmitting the input ‘D’, and the output ‘Q’ is achieved
after 9 clock zones.
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Fig. 8.10 Simulation results of the proposed negative edge-triggered D flip-flops

8.2.6 Comparison Results

The simulations were used to study structural complexity between proposed designs
and existing designs. Table 8.6 compares the proposed QCA-based D flip-flops and
the previously reported flip-flops designs. The most commonly discussed metrics in
the literature are the cell count, consumed area, and input-to-output delay. Accord-
ing to Table 8.6, the proposed QCA-based D flip-flops have better performance
than existing ones [3, 14]. However, the D flip-flop circuits in [12] provide better
performance in terms of area, cell count, and delay.
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(a)

(b)

I1

I2

I3

I1 

I2 

I3 

Fig. 8.11 QCA implementation of the proposed dual-edge-triggered D flip-flops a in [12],
b proposed

Table 8.5 Dual-edge-triggered D flip-flop operational table

clk (t) clk(t − 1) I1 clk(t) clk (t − 1) I2 I3 = (MV(I1,
I2, 1)

Q(t) (output)

0 0 0 1 1 1 1 D (input)

0 1 0 1 0 0 0 Q(t − 1)

1 0 0 0 1 0 0 Q(t − 1)

1 1 1 0 0 0 1 D (input)

8.3 Design of Memory in QCA

A random-access memory (RAM) is one of the basic forms of memories designed to
store and retrieve the data from any internal locations. So, constructing an efficient,
dense, and simple QCAmemory structure is of great importance where performance
is varied upon the selection of majority gates and proper clocking zone.
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Fig. 8.12 Simulation waveforms of the dual-edge-triggered D flip-flop

QCA-based RAM cell is structurally differentiated by two mechanisms: (1) line-
based; (2) loop-based. A line-based RAM structures need three consecutive clocking
zones as shown in Fig. 8.13a, such that one of the three zones is in hold phase. It
enables to retain one memory state at a given time. In the former structure, a loop
with four consecutive clock zones is considered to store 1-bit of data, as depicted
in Fig. 8.13b. Here, QCA cells x; y; z; c; o constitute a majority gate with inputs x;
y; z, center cell c and output o. To retain the data in the memory cell, the inputs A,
B to respective cells x; y are assigned 0; 1 or 1; 0, which allows the majority gate
to compute the stored data bit. Loop-based RAM cell has received high attention
from many designers because it requires fewer number of clock phases, whereas
line-based RAM cell uses additional clock zones with increase in complexity.
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Table 8.6 Comparison of QCA D flip-flops structure

Area
(µm2)

Cell
count

Clock
delay
phases

Crossover
type

Majority
gate types

QCA D
flip-flop
(level-triggered)

[15] 0.08 66 1.5 Coplanarc OMGa

[3] 0.05 48 1 Coplanarc OMGa

[12] 0.02 23 0.5 Coplanarc RMGb

Proposed 0.044 36 0.75 Coplanarc RMGb,
New
5-input
majority
gate

Positive
edge-triggered
QCA D
flip-flop

[3] 0.09 84 2.75 Coplanarc OMGa

[12] 0.04 47 1.75 Coplanarc RMGb

Proposed 0.077 63 2 Coplanarc RMGb,
New
5-input
majority
gate

negative
edge-triggered
QCA D
flip-flop

[3] 0.09 84 2.75 Coplanarc OMGa

[12] 0.04 47 1.75 Coplanarc RMGb

Proposed 0.077 64 2 Coplanarc RMGb,
New
5-input
majority
gate

QCA dual-edge
D flip-flop

[4] 0.16 116 3 Coplanarc OMGa

[3] 0.14 120 3.25 Coplanarc OMGa

[12] 0.1 81 2.25 Coplanarc RMGb

Proposed 0.119 91 2.25 Coplanarc RMGb,
New
5-input
majority
gate

aOMG: Original 3-Input Majority Gate
bRMG: Rotated Majority Gate
cDesigns can be constructed using 90° and 45° QCA cells

Fig. 8.13 Memory cell
a line-based, b loop-based
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The two types of QCA-based RAM cell designs can be found in [3, 4, 14–18],
respectively. In [14], authors presented a RAM cell lacking set/reset signal. Their
design requires both regular and rotated cells for the implementation.

The RAM structure in [16] is not well-optimized in terms of area utilization and
delay. A multiplexer-based RAM cell is constructed in [2], but this design requires
more optimal multiplexer to reduce the overall complexity. Vankamamidi et al.
reported a memory cell that employs larger number of cells and a higher latency [17].
Authors in [18] proposed a multilayer implementation of RAM cell but multilayer
design offers high cost, for instance, due to fabrication issue.

8.3.1 Novel RAM Cell Design

Novel designs of QCA-based random-access memory (RAM) cell are examined
in this section which offers a modest reduction in the cell count, area usage, and
computation delay. The proposed RAMunit structure is illustrated in Fig. 8.14 which
combines the benefits of 2:1 multiplexer, with set/reset attribute. Corresponding
layout is drawn in Fig. 8.15. For implementation, this employs two MV5 gates and
two rotated MV3 gates. First level of multiplexer (Mux1) is used to select ‘input’

Fig. 8.14 Schematic design
of the memory cell

Sel

R/W

Input

Set/Reset out2: 1 
MUX1

2: 1 
MUX20 1

0

1

Fig. 8.15 QCA implementation of the proposed memory cell with set/reset signal
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Table 8.7 Function table of QCA-based memory cell with set/reset ability

Read/Write(R/W) Select(Sel) Set/Reset Output (out(t))

1 1 X Input

1 0 0 0(reset)

1 0 1 1(set)

0 X X out(t − 1)

or ‘set/reset’ by placing appropriate value on ‘Sel’ line. Second level of multiplexer
(Mux2) is used to select previous output or Mux1 output by setting ‘R/W ’ line. The
functionality of RAM cell is summarized in Table 8.7. In particular, when the ‘R/W ’
is set to ‘1’, the value of inputs (input or set/reset) will be sent to output (out), and if
it is deactivated, the output is not changed, i.e., out(t) = out(t − 1). Further, setting
R/W = ‘1’ and Sel= ‘1’ result write mode and the new input data transferred to the
output. If the select (Sel) signal is set to ‘0’, the output of the circuit changes with
respect to ‘set/reset’ signal. For the design, the output cell is assigned to clock zone
1 and a correct output is obtained after 6 clock zones.

8.3.2 Results and Discussion

The output result of the proposed RAM cell with set/reset ability is demonstrated in
Fig. 8.16 that provides input and output waveforms due to different clock zones. This
indicates in normal mode that the inputs are transferred to the output after 1.25 clock
delays by setting both ‘Sel’ and ‘R/W ’ signals to ‘1’. Further, by making ‘set/reset’
signal to ‘0’ or ‘1’, the corresponding output is set or reset respectively with delay of
6 clock zones. Furthermore, Fig. 8.16 confirms that the design for RAM cell operates
correctly and provides expected outputs after 1.5 clock cycle delay.

Table 8.8 compares the proposed QCA-based RAM cell and the prior reported
RAMdesigns. Themost commonly discussedmetrics in the literature are a number of
QCA cells, area usage, number of control cells, area delay product (ADP), and input-
to-output latency. FromTable 8.8, we can refer that proposedRAMcell has the lowest
delay among all existing designs which can be attributed due to the optimization of
the majority gate. It is worth noting that the presented structure provides better
performance in terms of area and cell count than the design in [3] with set/reset
attribute. In particular, our design achieves 14 and 32% improvement in latency and
cell count than the design in [3]. It is also observed that the RAM structure requires
only 4 control cells, which is the same as reported in the literature [14, 18]. All
designs are based on coplanar structures that provide good chances to increase the
performance particularly for designing complex QCA circuits or even may be used
as a basic building block for nanoscale registers and counters.
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R/W=1

Sel=0Sel=1

Fig. 8.16 Simulation waveforms of the proposed memory cell with set/reset ability

8.4 Summary

In this chapter, new QCA layouts for D flip-flops and memory cell are explored.
We began with a novel 2:1 multiplexer which is used as the fundamental block
of all proposed structures. Analysis of 2:1 Multiplexer has been made considering
a compact MV5 and rotated MV3 gates. Results indicate that the offered designs
outperform previous designs in respect of QCA parameters.
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Chapter 9
Clocking Schemes for QCA

One aspect that is important for QCA circuits is clocking schemes. For the advance-
ment of QCA technology, it is necessary to enable the specification of standard cells,
the development of placement and routing algorithms. This chapter discusses the
different arrangements of underlying clocking circuit onto which a QCA circuit is
overlaid.

9.1 Introduction

QCA clocking is used for information synchronization and also to provide necessary
power during computation. It generally constitutes multiphase. In QCA architecture,
an individual cell is not clocked separately, rather group of cells as an array are
clocked simultaneously by a clock zone. Different arrays are timed in pipelining
manner such that an array performs certain computation and act an input to the
succeeding array. Multiphase clocking plays an important role in logic computation.
It controls the height of interdot barrier of a cell which allows an array of cell to hold
the logic value when the successor array of cells during computation. In addition,
when an array performs computation, the successor array must be in release state
so that it will not interfere with ongoing computation. The next section discusses
various clocking schemes.

9.2 Clocking Schemes

Several clocking mechanisms for QCA circuits have been discussed in [1–5]. The
simplest form of clock arrangement is discussed in [1]. Where, the information
propagation in QCA designs is done along one direction as a 1-D technique, as
shown in Fig. 9.1. For clocking the QCA cells in 1-D fashion four phases (adiabatic
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Fig. 9.1 1-D clocking [1]

switching) are required. This technique partitions a design into different zones only
along the x-axis where the clock zones are vertical and non-uniform width. The data
runs horizontally and there exist no feedback paths through the QCA clock zones.
The height of a clock zone depends on the complexity of the design, whereas the
lengths of horizontal lines are limited by the width of zones. As the width of the
clocking zone decides the clock rate, the clock rate for a narrow clock zone is faster
than a larger width clock zone.

Janez et al. framed a design rule and floorplan that consider uniform and regular
clocking zones; simplifying manufacturability [2]. Their work employs a unidimen-
sional arrangement of clock zones for only combinational circuits. However, authors
were not adopted any clocking scheme.

Following these limitations, authors in [3] introduced two clocking schemes:
“trapezoidal clocking” and universal clocking cell as depicted in Fig. 9.2a, b. Though
the logic propagates in one direction from one zone to another, this clocking scheme
allows QCAwires to form a feedback loop. It is worth noting that a signal is traveled



9.2 Clocking Schemes 141

Fig. 9.2 a Trapezoidal clocking, b universal clocking cell, and c universal clocking floorplan [3]

properly with a feedback path. This floorplan also reduces wasted area. Further-
more, a universal clocking floorplan is designed for complicated QCA architecture
that allows multiple loops and feedback paths through the QCA clocking phases as
illustrated in Fig. 9.2c. However, no proper clocking circuitry is defined for both
the clocking mechanisms. In addition, both models fall short since the sizes of the
clocking zones are not uniform.

Vankamamidi et al. [4] devised two new schemes to overcome the shortcomings
with 1-D clocking techniques. A given QCA design is partitioned along y-axis and
x-axis, which restricts long vertical lines. The first scheme was based on a 2-D
partitioning of the design into a grid of zones. The QCA designs under 2-D schemes
are robust to thermal fluctuations and can be operated at higher temperatures, mostly
independent of size. In general, for the proper functioning of QCA design, all the
signals in a driving zoneneed to be available in the switchphase of the next subsequent
zone. Figure 9.3 depicts the concept of 2-D clocking scheme that permits a signal
runs both x-axis and y-axis. If a zone change from hold phase to release phase when
the adjacent zone in the same column ends its switch phase, then signals from that
zone are not available in the switch phase of the adjacent zone in the next column.
This prevents signal flow to the right which leads to an erroneous result of the QCA
devices. Thus, all zones in a column must keep in the hold phase until the adjacent
zones in the next column are in the switch state.

This clocking mechanism ensures minimum changes to the 1-D clocking scheme.
The presented 2-D clocking mechanism in [4] is close to the existing 1-D clocking
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Fig. 9.3 2-D clocking [4]

case as a zone is in release state as soon as the zones located along both axes are
in switch state. The computation time for the 2-D mechanism is (Zx × Zy), which
shows quadratic relation with the number of zones along both the dimensions. It is
worth noticing that the effective computation time is the sum of the clock periods
of all columns in a QCA design; which is nearly the same for both the 1- and 2-D
schemes. Even though the 2-D scheme finds a solution for long vertical lines, it does
not provide performance improvements in terms of throughput over 1-D scheme.
Moreover, the required clocking circuit for 2-D mechanism is quite challenging than
the 1-D clocking mechanism.

One of the major concerns in the clocking techniques for QCA is the inability to
create the feedback paths, which is a downside specially for sequential elements. In
both 1-D and 2-D clocking mechanisms, information flow is inherently one direc-
tional. As reported in [4], the second scheme was based on a 2-D wave propagation
of signals within a grid of zone. This scheme defines blocks of square zones with
uniform size and orthogonal interconnections. Figure 9.4 depicts a schematic for
the 2-D diagonal wave scheme (2DDWave), where the diagonally located zones are
switched in parallel manner. This schematic enables low computation time while
showing modest implementation complexity. To maintain analogy to the 2-D sys-
tolic array, individual zone receive information only from two adjacent zones (left
and top) and allows its outputs to the other two zones (right and bottom). This permits
equal number of zones in each column that results same outputs as the 1- and 2-D
techniques. However, it is revealed that 2DDWave scheme does better with respect
to computation speed than 1- and 2-D clocking techniques, which increases linearly
along both the axes determined by (Zx+ Zy). To allow feedback paths in a 2DD
clocking-based layout authors adopted the “trapezoidal clocking” mechanism [3].
Authors in [4] also presented a clocking circuitry.

Campos et al. [5] have proposed and implemented a new universal, scalable,
and efficient (USE) clocking scheme, flexibility to create feedback paths of any
length, and a well-defined clocking circuitry. It eliminates most of the problems in
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Fig. 9.4 2DD wave clocking
[4]

the existing clock schemes discussed above such as to ensure feedback paths and easy
routing of QCA circuit layouts. This clocking scheme is based on the principle of
neighborhood zones. Clock zones with adjacent numbers are always placed close to
each other, while zones with non-adjacent numbers are distant. Figure 9.5 illustrates
the structure of USE mechanism. Here, each block represents a single zone that
contains cells, and the arrows show the direction of a logic value flow between QCA
cells positioned in adjacent zones. USE allows the designer to implement long wires
as well as feedback loops of any length. For large QCA circuits, the unit structure can
be repeated as desired, as depicted in Fig. 9.5. Usually, all the zones in a row/column
have a fixed direction of logic propagation, while corresponding neighboring zones
in a row/column always retain opposite direction. This implies that there exist a
number of possible routing paths, thus permits the most compact QCA structures.

Fig. 9.5 USE clocking a unit structure, b extended version of USE [5]
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Note that USE scheme facilitates both the coplanar and multilayer wire crossings
QCA layout.

Authors also developed a clocking circuitry that generates required electric
fields for each clock zones with low complexity. Note the current integrated circuit
fabrication technologies are feasible in order to realize its clocking circuitry.

9.3 Comparative Analysis

Performance comparison of various clocking schemes is presented in Table 9.1. Dif-
ferent metrics specific to QCA clocking such as feedback path and design flexibility
have been considered as evaluation purpose. Following observations are made:

• In 1-D scheme, the data runs horizontally and there exist no feedback paths through
the QCA clock zones.

• There is no proper clocking circuitry is defined for the trapezoidal clocking mech-
anisms. In addition, this model falls short since the sizes of the clocking zones are
not uniform.

• 2-D scheme finds a solution for long vertical lines, but no feedback path through
different clock zones. The required clocking circuit for 2-D mechanism is quite
challenging than the 1-D clocking mechanism.

• 2DD wave scheme allows feedback loop and low computation time. In addition,
this scheme proves less flexible due to medium area overhead.

• Implementation using USE was better in terms of all metrics in comparison when
compared with all previous clocking schemes.

Table 9.1 Comparison of different clocking schemes

Attributes 1-D [1] Trapezoidal
clocking [3]

2-D [4] 2DDWave [4] USE [5]

Feedback path No Yes No Yes Yes

Clocking
circuitry

Modest – Complex Modest Simple

Zone size Non-uniform Non-uniform Non-uniform Uniform Uniform

Design
flexibility

Low Low Low Medium High

Area overhead High Medium High medium Low

Computation
time

High Medium High Low Low
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9.4 Summary

In this chapter, we have discussed briefly different clocking schemes. This study
can help to develop new routing algorithms, and design of an arbitrary large fea-
sible QCA circuit toward the advancement of QCA technology. Comparisons of
different schemes are also given. Different metrics specific to QCA clocking such
as feedback path, design flexibility have been considered as evaluation purpose. The
next chapter summarizes the work presented in this book and explores directions for
further research.
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Chapter 10
Conclusion and Possible Future Direction

10.1 Summary of This Research

The QCA paradigm encodes bit information by charge configuration within a cell
instead of current switches of transistors in conventional CMOS circuits. This revo-
lutionary approach provides an alternate way for transistor-less computation at the
nanoscale. This research has provided designs and simulation results for new nano-
electronics computing architecture-based digital design on the Quantum-dot Cellular
Automata (QCA) paradigm. In this work, several new designs have been developed
and analyzed for reversible and non-reversible logic circuits using QCA technology,
which will help in improving the logic computation and information flow, provide
features for easy physical implementation.

First, we explored the QCA implementation of primitive reversible logic gates.
Second, we have presented a compact 5-input majority gate using single layer QCA
technology. We have put forth this gate to design few efficient QCA circuits, which
are more efficient compared to the existing designs. In addition, we have examined
a new design for the implementation of 3-input XOR that uses explicit interactions
between QCA cells to produce the expected results. In order to show the efficacy of
this XOR gate, adder and divider are constructed based on it. Further, we discussed
the architecture of an efficient 1-bit reversible ALU using an existing reversible gate
in QCA, which utilizes a minimum number of QCA cells and clock delay. The pro-
posed designs are evaluated in terms of metrics such as the QCA cells, delay, and
garbage outputs. NewQCA structures for D flip-flops, shift register, andmemory cell
are proposed, simulated, and evaluated. The basic component of sequential designs
is an efficient set of multiplexer circuits. All the QCA layouts are validated and sim-
ulated using the QCADesigner. Finally, we have discussed briefly different clocking
schemes. This study can help to develop new routing algorithms, and design of an
arbitrary large feasible QCA circuit toward the advancement of QCA technology.
We have discussed the observations from the results at the end of each chapter.
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10.2 Future Direction

Some of the extensions of this work are listed below:

• In addition to dot displacement, investigations need to be performed on cell
displacement, missing dots, and missing cells.

• Clocking would need to be explored as well, for both the four and five dot QCA
models. But even with no defect, the current model is only functional at very low
temperatures.

• Additional work needs to be done to improve the strength of the crossover. One
possible solution is to move away from the traditional planar scheme and utilize
vertical inputs. Moving QCA from a planar system to a multilevel scheme would
allow for much more intricate circuitry with fewer cells.

• To improve the temperature sensitivity, the model would need to be reduced to the
molecular scale. As confinement is increased to the molecular scale, the energy
states raise well above room temperature.

• Investigation of design of fault-tolerant nanocircuits based on reversible logic and
conservative logic.

• Development of a comprehensive synthesis tool for reversible arithmetic circuits
in the QCA framework.



Appendix A
Tutorial on QCADesigner 2.0.3

This tutorial provides quick and handy information that will help designer understand
how to create a simple QCA-based design, perform simulation and store the outputs.

A.1 Layout of QCA Basic Elements

This section explains the layouts of basic components such as wire, 3-input majority
gate, and inverter (see Fig. A.1). Figure A.1a shows cascade of QCA cells which
represents a QCA wire. In a coplanar design only one layer allowed and the default
layer is “main cell layer” (see the box above design area). The single cell can be
created by clicking “Cell” followed by left click on the design window. Note a left
click in the design area only append one cell. So we can get desired number of cells
by left clicking as many times as we need. An array of cells can be obtained by
clicking “Array” and dragging the mouse in the design area to a require length. To
delete one or more cells click “Select” followed by selecting unwanted cell/cells
and pressing delete button. Figure A.1b shows layout of a 3-input majority gate as
described by M(A, B, C) = MV3 = AB + BC + AC. The input/output mode of
a cell can be identified by double clicking corresponding cell which pop up “Cell
Function” window. All the cells in a QCA circuit are clocked appropriately using
“Clock Box” above design area and choosing correct clock zone from the drop list.
The layout design for an inverter is obtained in similar a manner. QCA structure of
an inverter is illustrated in Fig. A.1c.
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Fig. A.1 QCA primitives
a wire, b majority gate
(MV3), and c inverter
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A.2 Way to Simulate

QCADesigner 2.0.3 enables user to specify type of simulation engines: Coherence
vector and bistable approximation are depicted in Fig.A.2. In addition to this, it allows
user to specify the way in which the input is to be provided. To select simulation
engine, click Simulation and select SimulationEngineSetup, as shown inFig.A.2a.
The default engine appears for simulation is “bistable approximation” (seeFig.A.2b).
In bistable approximation engine, designer can change number of samples,maximum
iteration per sample, etc. Figure A.3 shows, the coherence vector engine where
designer gets the opportunity to set temperature, relaxation time, total simulation
time, etc. In general, bistable approximation engine is preferably used for simulations
of basic circuits, whereas coherence vector type is appropriate for studying thermal
robustness of designs.

To select different formats of input, click Simulation and select Simulation Type
Setup, as shown in Fig. A.4a. The vector table simulation type allows designer to
define the input vectors (see Fig.A.4b).User can easily insert a newvector by clicking
on the “+” button. In exhaustive simulation type, considers all possible combinations
of the input vectors to simulate the circuit. After the desired input type is specified,
click “Start Simulation” to initiate the simulation.
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Fig. A.2 Type of simulation engines

A.3 Clocking a Device

In QCA, all the cells are clocked to controls the data flow and to supply power for the
cells. Different parts of the QCA layout are assigned with appropriate clock zones
for correct functionality of the circuit. For illustration purpose, a 2-input XOR QCA
layout is considered given by OUT = I0 ⊕ I1, where I0, I1 are inputs (see Fig. A.5).
Both the inputs are assigned to clock zone 0. In addition, clock zone 0 also drives
two inverters that yield I ′

0and I ′
1. Thereafter, clock zone 1 is assigned to two majority

gates that realize two main terms I0·I ′
1 and I1·I ′

0. Final output needs one majority
gate that implement OR gate is assigned to clock zone 2. Note that one of the inputs
of AND gate and OR gate is indicated by polarization −1 and +1, respectively.
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Fig. A.3 Coherence vector
engine

A.4 QCA Layout Evaluation Parameters

Once the layout of the circuit is completed, one can extract parameters like cell
occupied area, number of cells, and delay for the corresponding design. Figure A.6
shows selection of all the cells of the design by making a box. Thereafter, the total
cell count and cell area display at the bottom of the window. Total delay of the circuit
is calculated from the number of clock zones, for instance, the delay for the given
circuit in Fig. A.5 is 0.75 clocks or 3 clock phases. Note designer can increment a
clock zone of an array of cells or whole layout via “Tools → Increment cell clocks.”
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Fig. A.4 Coherence vector
a simulation type setup and
b input vectors setup

A.5 Different Types of Crossover

As discussed earlier, there are two different types of crossover methods commonly
used, coplanar and multilayer. In coplanar crossover strategy is shown in Fig. A.7a,
wire crossing is done by two different cells. The default wire consists of cells of
90° orientations while for 45° orientation cells select the required cell/cells fol-
lowed by clicking “Rotate” button. Another coplanar crossover strategy is shown in
Fig. A.7b, which takes advantage of two zones of the four-phase zone-based clock-
ing scheme. Therefore, signals A and B pass through with coplanar crossover if the
horizontal cells are assigned clock 0 (clock 1) and the vertical cells are assigned
clock 2 (clock 3) or vice versa.

The multilayer design steps are illustrated in Figs. A.8, A.9, A.10, A.11, A.12,
A.13, A.14, A.15 and A.16. A multilayer crossover requires three layers: Main cell
Layer, middle Layer, and Upper Layer. QCADesigner provides options for alternate
drawing style which can be used to link different layers in a multilayer design. This
is accomplished by clicking on “Alt Style” and selecting one from the drop list, as
shown in Fig.A.8.
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Fig. A.5 Sample XOR_gate

A.6 Storing Layout and Simulation Result

To save the layouts select File → Print → Printer. The window of Fig.A.17 will be
opened. In addition, print option enables setting like margins, scale, and printed
objects. For coplanar layouts, deselect substrate and drawing layer in Printed
Objects. Whereas, multilayer layouts keep all the three layers active. In the file
name field of Fig.A.18, enter the desired circuit layout name. In this case, the file
name used was XOR_sample.eps or XOR_sample.qca (Note: .qca file for QCA
layout and .eps file for print the layout as an image file).

Further, the simulation waveform can be saved by selecting “Simulation → Start
simulation → Save”. While the waveform in Fig. A.19 can be saved as image file
(.eps) by selecting “Simulation → Start simulation → print.”

A.7 Summary

This tutorial briefly describes QCADesigner 2.0.3, a tool for QCA-based circuits.
The steps provided in this section describe different crossover, how to extract

design metrics, how to set up the simulation engine, and how to save the results.
Please refer QCADesigner (http://www.mina.ubc.ca/qcadesigner) for additional
documentation.

http://www.mina.ubc.ca/qcadesigner
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Fig. A.6 Sample layout
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Fig. A.7 Coplanar crossover a with two types of cells and b with different phases
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Fig. A.8 Multilayer crossing-clip 1
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Fig. A.9 Multilayer crossing-clip 2
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Fig. A.10 Multilayer crossing-clip 3
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Fig. A.11 Multilayer crossing-clip 4
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Fig. A.12 Multilayer crossing-clip 5
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Fig. A.13 Multilayer crossing-clip 6
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Fig. A.14 Multilayer crossing-clip 7
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Fig. A.15 Multilayer crossing-clip 8
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Fig. A.16 Multilayer crossing-clip 9
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Fig. A.17 Storing result

Fig. A.18 File rename
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Fig. A.19 Simulation waveform



Appendix B
Tutorial on QCAPro

This appendix serves as a quick reference to (i) how to handle QCAPro, (ii) estimate
of power loss in a QCA circuit, and (iii) measure of output polarization. Addi-
tional information about QCAPro can be fetched from the webpage of the authors
of QCAPro.

B.1 How to run the tool?

Currently the QCAPro ver 1.0 runs in Linux (32/64 bit). The tool reads a .qca file
generated by QCADesigner ver 1.40/1.41 as input. It is not recommended to use
the latest versions of QCADesigner as QCAPro ver 1.0 does not support multilayer
QCA layout.

Input files for the tool:

This tool reads three files as follows:

I. A QCA layout file of the design generated from QCADesigner ver 1.40/1.41
(.qca)

II. An input/output vector file (to check the design accuracy and isolate erroneous
cells).

III. A switching vector file (to estimate average switching power dissipation in the
QCA circuit over all switching vectors).

Outputs generated from the tool:

I. Check the QCA design for all input /output vector combinations listed in the
input/output vector file.

II. Display a layout of the design with approximate error probabilities of each
intermediate cell and the output cells.

© Springer Nature Singapore Pte Ltd. 2020
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III. A layout of the design with approximate average switching power dissipation
of each intermediate cell and the output cells for the input vector sets given in
switching vector.

IV. Data file with maximum/minimum power dissipation and the corresponding
input switching vectors.

V. A .net file generated that gives the Bayesian network of the QCA layout.

B.2 Measuring Power and Polarization of a Circuit

A 3-input XOR gate is considered (part of 1-bit full adder from Sect. 5.5) for illustra-
tion purpose as depicted in Fig. B.1. It takes three data inputs A, B, and C to generate
output XOR_3= A⊕ B⊕C. To measure power dissipation of XOR layout, we need
three files: QCA layout in Fig. B.1, input/output vector set, and switching vector set
(e.g., .txt files) as shown in Figs. B.2a, b, respectively.

Fig. B.1 QCA layout for XOR gate based on explicit interaction of cells

Fig. B.2 Input files to QCAPro a input/output vector set and b switching vector set

https://doi.org/10.1007/978-981-15-1823-2_5
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Fig. B.3 QCAPro main window

Figures B.3 and B.4 show snapshots of QCAPro while performing design check
of QCA XOR circuit. QCAPro main window allows designer to select QCA design,
vector set, and switching vector file from appropriate folder. Different temperature
can be selected, where default temperature is 2 K. For evaluation, three different
tunneling energies can be taken (0.5 Ek , 1.0 Ek , and 1.5 Ek).

Click Check design as shown in Fig. B.5 to perform a quick design check to
test the value of outputs for all possible combinations of inputs. If there is an error
detected, QCAPro generates an error message and also the input vector set for which
the expected output did not match the output obtained. Thereafter, designer can
generate power dissipation map or a map of polarization error for the design.

Click Show power dissipation to generate a power dissipation map that displays
the thermal hotspots. Figure B.6 shows energy dissipation map of the XOR design
with tunneling energy of 0.5 Ek . QCAPro also enables to store result as an image file
(.JPG).

Click Show Polarization to estimate polarization map of QCA circuit for any
particular input vector. Figure B.6 shows a map of polarization error for the QCA
design.

QCAPro generates a text file for thermal layout with average, maximum, and
minimum power dissipation in a QCA circuit, as shown in Fig. B.7.
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Fig. B.4 QCAPro File selection

B.3 Summary

In this appendix, we have briefly described QCAPro to estimate error and power
dissipation in QCA circuit design.
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Fig. B.5 Check design
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Fig. B.6 Energy dissipation map of the XOR
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Fig. B.7 Polarization error map

Fig. B.8 Energy dissipation report
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