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Preface

Background

Renewable energy is one of the pioneer fields nowadays and every person 
is interested in the growth curve of it. It has broad applications in several 
areas ranging from energy, transport, transmission, storage, and even day-
to-day activities. This book provides a perfect blend of all current issues 
related to the latest developments in the field of Renewable Energy utiliza-
tion. The book will be very useful for engineers, scientists, academicians, 
etc. in the field of Mechanical, Electrical, Electronics, Civil, Computers, 
and Artificial Intelligence working in the broader domain of Renewable 
Energy.

Objectives

This book is intended for use as a reference book to look into the latest 
developments in the field of renewable energy, keeping the minimum basic 
knowledge intact. The objectives of this work are:

• To cover the sub-domains of the renewable energy sector in 
which the latest developments have taken place

• To present practical problems that are coming up in under-
standing and implementing the renewable energy sector

• To link the academia with the industries and try to solve 
some of the practical industrial problems

We hope that the careful explanations given in this book with numerous 
figures and tables will help the readers develop important skills and help 
them boost their knowledge and confidence level.



xviii Preface

Philosophy and Goal

The main philosophy is to help the young and budding engineers of tomor-
row to ignite their minds to critically analyse the importance of Renewable 
Energy and its future scope. This book also intends to bring interest and 
enthusiasm in the students and it should not be only thought of as a prob-
lem-solving aid.

The key features of different chapters of this text are as follows. In 
Chapter 1, a two fluid model (TFM) is used to critically analyse the gas-
solid behaviour in bubbling fluidized beds. The simulation of the bed also 
compares the radial and axial contour and vector profile for gas and solid 
phase velocity and contour and vector profiles of solid volume fractions 
according to different fluid solid interaction drag models. Chapter 2 sum-
marizes the status of accessibility of renewable energy sources in India and 
in particular, Rajasthan. This will be helpful for researchers, developers, 
and investors to identify the scope of improvement in technologies for bet-
ter harnessing energy from renewable resources and chart a path to expand 
production of power from renewable energy. Chapter 3 examines the dis-
tributed generation (DG) system for better electricity access in the wake 
of low-cost Renewable Energy (RE) development. This chapter examines 
the legal and policy framework which guides the functioning of a DG sys-
tem. This chapter highlights the challenges experienced in effectuating the 
system and the policy’s attempt to address them. Chapter 4 presents the 
scientific and technical problems of energy use and environmental con-
servation faced as challenges worldwide. This chapter deals with various 
nanomaterials used to solve the energy field (hydrogen evolution reaction 
and supercapacitors) and environmental-related problems (photocataly-
sis) are discussed in detail. Chapter 5 investigates quantum dot sensitized 
solar cells (QDSSCs) owing to their interesting electrical and optical prop-
erties. In this chapter, historical background, working principles, and other 
design aspects of QDSSCs on the basis of practical works has been dis-
cussed. Chapter 6 is mainly focussed on the use of desalination technology 
in a justifiable manner. In this chapter, the various procedures of improv-
ing the yield of solar stills are elaborately discussed with their respective 
enhancements in efficiency. This chapter paves the path for researchers 
working in solar still to choose an appropriate method for enhancement 
of the productivity that makes the desalination process more viable and 
sustainable than conventional solar stills. In Chapter 7, the main focus is 
to analyse power oscillations due to SSR on grid connected Wind Energy 
Conversion Systems (WECS) with Doubly Fed Induction Generator 



Preface xix

(DFIG) machines due to the series compensation of the line. The chapter 
discusses the mathematical modelling of the grid connected DFIG based 
WECS and the SSR analysis under varying conditions of wind speed and 
capacitor compensation levels. 

Chapter 8 deals with a comprehensive review of biomass and waste to 
energy conversion technologies auspicious for sustainable environments. 
Incineration and anaerobic digestion have been identified as central in 
handling municipal solid waste for heat and power generation. Up-and-
coming technologies, like microbial fuel cells that generate electric-
ity whilst treating wastewater, are promising innovations in sustainable 
wastewater treatment. In Chapter 9, is a detailed description of the import-
ant policies and regulations pertaining to RE, energy storage, and EVs. 
Certain landmark legislations and electricity market related recent devel-
opments have been covered. A case-study of a state electricity regulator 
encouraging use of advanced technologies like Blockchain for managing 
rooftop solar energy has also been provided. Finally, a direction towards 
the national standard development efforts in RE grid integration, energy 
storage, and EVs has been provided. Chapter 10 takes a tour of an alter-
native and durable co-catalyst and catalyst support used in PEFC systems 
for automobile and stationary applications. This chapter also focuses on 
the modified forms of Titania nanostructures-based catalysts and catalyst 
frameworks and provides an overview of data in-depth for these materi-
als. Chapter 11 discusses the mechanism of Unitised regenerative fuel cells 
(URFC), their classification, materials aspects, and applications. Chapter 
12 includes general concepts on various energy storage devices and their 
advancement for renewable energy resources. The chapter discusses the 
applications and future challenges of energy storage devices in the mod-
ern era. Chapter 13 elaborates on DC-μG as a critical solution to address 
conventional electrification issues while maintaining continuity of power, 
cost-effectiveness, resiliency, reduced complex structure, and ease of con-
trol over AC-microgrids (AC-μG) and possible alternate replacement 
for distributed generation. Chapter 14 discusses the overview of solar air 
heaters (SAHs) which are simple in design and can be fabricated using 
locally available resources.  A case study has been presented in which 
characteristics of net-effective efficiency of conical protrusions rib rough-
ened surface of SAH have been evaluated and compared with those of a 
smooth absorber. The focus of Chapter 15 is to enhance system stability 
by effective tuning of secondary Proportional Integral Derivative (PID) 
controllers in the LFC system with a swarm intelligent algorithm called 
a Bacterial Foraging Optimization Algorithm (BFOA). The robustness 



xx Preface

analysis and the convergence analysis on the proposed Micro Grid system 
with an intelligent controller also assures the suitability of the proposed 
approach in practical implementation. In Chapter 16, the authors demon-
strate a Brushless Doubly Fed Induction Machine, which originated from 
the technology of cascade induction machines and can work as a motor 
or as a generator and has gained importance as a wind electric generator 
because of its comparative advantages over other wind electric generators 
in practice today. Experimental analysis on the torque-speed character-
istics of the improved BDFIM in motor mode using a prototype is also 
done. Chapter 17 depicts a systematic survey of the inverters fed by these 
sources, connected in parallel, controlled by the droop control method. 
The purpose of Chapter 18 is to determine the effects of the Southern Pine 
Beetle (SPB) outbreak in the Honduran energy sector, taking into consid-
eration the amount of forest area cleared, the volume of wood affected, and 
the amount of energy generated by biomass. It was concluded that by 2021, 
the energy demand will not be able to be secured with the current biomass 
stock.
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Abstract
In this chapter, a two fluid model (TFM) is used to critically analyze the gas-solid 
behavior in a bubbling fluidized bed. To study the hydrodynamics of a bubbling 
fluidized bed, different gas-solid interaction drag models are used to understand 
the difference between these drag models. For this, axial distributions of solid vol-
ume fraction profiles based on different drag models are compared with the exper-
imental values. 2D and 3D simulations were carried out on commercial ANSYS 
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The simulation of the bed also compares the radial and axial contour and vector 
profile for gas and solid phase velocity and the contour and vector profile of solid 
volume fractions according to different fluid solid interaction drag models.

Keywords: Fluidization, two-fluid model, hydrodynamics, Syamlal O’Brien, 
Gidaspow, EMMS

*Corresponding author: prabhansu.nitp@gmail.com

mailto:prabhansu.nitp@gmail.com


2 Renewable Energy Technologies

Abbreviations

αg Volume Fraction of Gas (air)

αs Volume Fraction of Sand

ρg Density of Gas (air)

ρs Density of Sand

vg Superficial Gas Velocity

vs Superficial Sand Velocity

Kgs Interphase Exchange Coefficient

τ i Phase Stress-Strain Tensor

CD Coefficient of Drag

Re Reynolds Number

HD Heterogeneous Index

ds Particle Diameter of Sand

1.1 Introduction

Fluidized bed technology is a widely used technology for various chemi-
cal and physical processes and industrial applications for synthesis of fuel 
and manufacturing of chemicals like polypropylene and polythene [1]. The 
reason is, fluidized bed offers a higher reaction rate as the fuel particles are 
small so it is suspending and mixed thoroughly for good air-solid parti-
cle contact, controllable handling of solids, and high heat flow. Nowadays, 
Computational Fluid Dynamics (CFD) has become an effective tool for 
understanding the hydrodynamics of the gas-solid fluidized bed system 
[2]. However, the situation is complex if multiphase flows are involved 
because transport equations for mass and momentum need to be solved 
for each phase. Generally, two kinds of CFD modeling approaches are 
used to understand the hydrodynamics of a fluidized bed system. The first 
approach is the Eulerian-Eulerian approach or Two Fluid Method (TFM), 
which is used in most studies assuming gas and solid phases as continuous 
and fully interpenetrating within each control volume [3]. The main advan-
tage of the Eulerian-Eulerian approach is that it is less computationally 
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exhaustive in comparison to other models. The Eulerian approach is basi-
cally an extension of governing equations of fluid dynamics from a single 
phase to multiphase.

The second approach is the Eulerian-Lagrangian approach or Discrete 
Element Method (DEM) where the gas phase is continuous, but the 
solid phase is in discrete form. The trajectories of individual particles are 
tracked in space and time by integrating Newton’s Law of Motion [4]. The 
Eulerian-Lagrangian approach or Discrete Element Method for fluidized 
bed systems was initiated by Tsuji et al. [5]. For DEM model, particle- 
particle collisions are described by a hard sphere approach [6] and soft 
sphere approach [7]. As the DEM model gives results of various particle 
properties in fluid motion, it requires high computational time and cost for 
simulation. As the Eulerian-Eulerian approach requires less computational 
time for simulation, it is generally preferred.

Fluid-solid interaction force is the key thing for a fluidization phenom-
enon, which is described by Johnson, Massoudi, and Rajagopal [8]. There 
are various types of forces like drag force, buoyancy force, Saffman lift 
force, Magnus force, etc. which are responsible for fluid-solid interaction 
among which buoyancy force, drag force, and momentum transfer due 
to mass transfer are considered as controlling parameters for fluid-solid 
interaction [9]. The fluid-solid interaction drag model is classified into 
two categories: 1) conventional drag models like the Syamlal O’Brien drag 
model [10] and Gidaspow drag model [11] and 2) structure-based drag 
models like the EMMS drag model [12]. These drag models are based on 
various considerations, as the Gidaspow drag model is a combination of 
the Wen-Yu drag model [13] and Ergun [14] equations to cover a whole 
range of volume fraction, but the Syamlal O’Brien drag model has a form 
based on the experimental correlation of terminal or settling velocity [15]. 
Though this conventional fluid-solid interaction drag model predicts good 
results, this conventional drag model’s theoretically assumed particles 
have equal diameter which is experimentally not correct. The EMMS drag 
model, which is a structure-based drag model, is based on an energy min-
imization multi-scale principle [16]. According to this drag model, meso-
scale structure is the key for CFD modeling of a fluidized bed system where 
for bubbling fluidized bed bubbles are considered as meso-scale structures 
similar to clusters for circulating a fluidized bed. According to the EMMS 
model, meso-scale interaction refers to that between bubbles and the 
emulsion phase [12]. According to the EMMS model, the hydrodynamic 
parameters needed for the system are the superficial gas velocity in the 
emulsion phase (Uge), the superficial solid velocity in the emulsion phase 
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(Upe), the volume fraction of bubbles (δb), the rising velocity of bubbles 
(Ub), the diameter of bubbles (db), and the voidage of the emulsion phase 
(Ɛe). The main objective of the present work is to study the performance of 
different fluid-solid interaction drag models on the modeling of a bubbling 
fluidized bed for different air velocities.

1.2 Mathematical Model

The two-dimensional bubbling bed used for the simulation of the gas-solid 
flow has a diameter of 0.14m and a height of 1m. The bed is initially filled 
with sand up to the height of 0.232 m. The mesh of the bed contains 5600 
quadrilateral cells and the cell size is 5 mm.

In this work, a Eulerian-Eulerian approach or Two Fluid Model (TFM) 
approach is used. A set of governing equations like mass and momentum 
conservation equations for both gas and solid phases were numerically 
solved using the commercial software ANSYS-FLUENT. The equations 
of mass and momentum conservation, solid phase stress tensor, etc. were 
mentioned in Table 1.1. In present work for the simulation of the bubbling 
fluidized bed, the sand particles were considered as solid phase and atmo-
spheric air is considered as the gas phase. The gas phase is considered as 
a continuous phase and the solid phase sand is considered as a granular 
solid phase where the Gidaspow model [17] is used for granular viscosity 
of the solid phase. The kinetic fluctuation between particles is considered 
using kinetic theory of granular flow [18] which is given in Table 1.1. The 
expression of Lun et al. [19] is used for granular bulk viscosity and expres-
sion of Schaeffer [20] is used for frictional viscosity of the solid phase. The 
phase coupled SIMPLE algorithm, which is an extension of the SIMPLE 
algorithm, is used for pressure-velocity coupling and the QUICK scheme 
is used for discretization of the momentum equation.

In the present study, conventional drag models like Gidaspow [11] 
and Syamlal O’Brien [10] drag models are used and structure-based drag 
model like the EMMS model is used, which is considered bubble as a 
meso-scale structure and were given in Table 1.1. The properties of gas 
and solid phases which are considered for present study are detailed in 
Table 1.2.
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Table 1.1 Kinetic fluctuation between particles is considered using kinetic 
theory of granular flow.

Conservation of Mass [21]
Gas Phase

 
α ρ α ρ∂

∂
+∇ =

t
v( ) ( ) 0g g g g g


 
(1.1)

Solid Phase

 
α ρ α ρ∂

∂
+∇ =

t
v( ) ( ) 0s s s s s


 
(1.2)

Conservation of Momentum [21]

Gas Phase

∂
∂

α ρ +∇ α ρ = −α ∇ +∇ τ +α ρ + −
t

( v ) .( v v ) p . g K (v v )g g g g g g g g g g g gs s g
     

 
 (1.3)

Solid Phase

∂
∂

α ρ +∇ α ρ = −α ∇ −∇ +∇ τ +α ρ + −
t

( v ) .( v v ) p p . g K (v v )s s s s s s s s s s s s gs g s
     

 
 (1.4)

Phase Stress-Strain Tensor [22]

 
( )τ = α µ ∇ +∇ − α µ ∇v v 2

3
( .v )Ii i i i i

T
i i i

  

 
(1.5)

where i =g for gas phase and i = s for solid phase.

Solid Shear Stress

 µs = µs,col + µs,kin + µs,fr (1.6)

(Continued)
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Table 1.1 Kinetic fluctuation between particles is considered using kinetic 
theory of granular flow. (Continued)

Conservation of Mass [21]
Kinetic Granular Viscosity [17]

 
µ = ρ θ ∏

α +
+ α +





10 d
96 (1 e )g

1 4
5

g (1 e)s,kin
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(1.7)

Granular Bulk Viscosity [19]

 
λ = α ρ + θ
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4
3

d g (1 e )s s s s 0,ss ss
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(1.8)

Frictional Viscosity [20]

 
µ = φp sin

2 Is,fr
s

2D  
(1.9)

Collisional Viscosity [23]
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π






4
5

d g (1 e )s,col s s s 0,ss ss
s

1/2

 
(1.10)

Solids Pressure

 = α ρ θ + ρ + α θp 2 (1 e) gs s s s s s
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Radial Distribution Function
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Fluid Solid Interaction Drag Models
Gidaspow Drag model [11]

=
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(Continued)
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Table 1.1 Kinetic fluctuation between particles is considered using kinetic 
theory of granular flow. (Continued)

Conservation of Mass [21]
where

 
=
α

+ αC 24
Re

[1 0.15( Re ) ]D
g s

g s
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(1.14)

Syamlal O’Brien Drag Model [10]
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(Continued)
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1.3 Results and Discussion
The simulation is run for 30 seconds according to each drag model to study 
the radial and axial distribution of solid volume fraction. The simulation is 
conducted for the three different superficial air velocities of 0.1804, 0.2346, 
and 0.2887 m/s. The radial distribution of solid volume fraction is plot-
ted in Figure 1.1 for three different bed heights and compared with the 

Table 1.2 Properties of gas and solid phase.

Particle Density (Kg/m3) 2640

Gas Density (Kg/m3) 1.225

Mean Particle Diameter (mm) 0.3096

Packing Limit 0.63

Solid Volume Fraction (αs) 0.54

Initial Bed Height (m) 0.232

Specularity Coefficient 0.6

Superficial Gas Velocity (m/s) 0.1804, 0.2346, 0.2887 

Time Step Size (s) 0.001

Iteration per Time Step 20

Table 1.1 Kinetic fluctuation between particles is considered using kinetic 
theory of granular flow. (Continued)

Conservation of Mass [21]

EMMS Drag Model [22]

 
=

ρ ε ε −
ε −K 3

4
C

|u u |
d

Hgs D
g g s g s

p
g

2.65
d

 

 
(1.18)
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C
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D
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experimental results and the axial distribution of solid volume fraction is 
plotted in Figure 1.2 and compared with the experimental results for the 
three superficial air velocities.

1.3.1 Effect of Different Drag Models for Radial Distribution 
of Solid

Figures 1.1 to 1.6 show radial distribution of solid volume fractions for 
three different superficial air velocities 0.1804, 0.2346, and 0.2887 m/s at 
two different heights 0.1 and 0.2 m. As the sand flows with air at the core 
annular region, the volume fraction of sand is low in the core region but 
the concentration of sand is more at the wall region due to friction between 
the wall and solid particles.

Figure 1.1 shows the solid concentration of sand at a bed height of 0.1 m 
for superficial air velocity of 0.1804 m/s. From the figure, it is shown that 
the result obtained for the Gidaspow and EMMS drag models came close 
to the experimental results. The sand volume fraction profile predicted by 
the Syamlal O’Brien drag model is flat throughout the radial position.

It can be easily seen that the solid volume fraction reduces gradually 
with increasing the bed height at the same superficial gas velocity. Figure 
1.2 provides the radial distribution of solid volume fraction at the bed 
height of 0.2 m for the same superficial gas velocity. Here, the solid volume 
fraction profile obtained from the Syamlal O’Brien and EMMS drag model 
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Figure 1.1 Radial distribution of sand at bed height of 0.1m for superficial air velocity of 
0.1804 m/s.
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Figure 1.2 Radial distribution of solid volume fraction at bed height of 0.2 m for 
0.1804 m/s.
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Figure 1.3 Radial distribution of solid volume fraction at bed height of 0.1 m for air 
velocity of 0.2346 m/s.
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Figure 1.4 Radial distribution of solid volume fraction at bed height of 0.2 m for air 
velocity of 0.2346 m/s.
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Figure 1.5 Radial distribution of solid volume fraction at bed height of 0.1 m for 
superficial gas velocity of 0.2887 m/s.
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are almost similar to the experimental result. The Gidaspow drag model 
predicted solid fraction profile differs from the experimental result.

For a superficial air velocity of 0.2346 m/s. the concentration of solid is 
much lower due to increase of air velocity. Figure 1.3 shows radial distri-
bution of solid volume fraction at the bed height of 0.1 m for air velocity of 
0.2346 m/s. The EMMS and Gidaspow drag model successfully predicted 
the radial solid distribution profile, which is similar to experimental data, 
but the Syamlal O’Brien drag model failed to predict the solid volume frac-
tion profile for the present condition. Figure 1.4 shows the same operating 
condition at a bed height of 0.2 m for all three-drag model predicted radial 
profiles of solid volume fraction matches with the experimental results.

For the higher superficial air velocity of 0.2887 m/s due increase of the 
drag force. The solid concentration near the wall decreases and the dif-
ference of solid volume fraction of wall region and core annular region 
decreases, which is shown from the experimental result.

Figure 1.5 shows the radial distribution of solid volume fractions at the bed 
height of 0.1m for a superficial gas velocity of 0.2887 m/s. Here, the result from 
the Gidaspow drag model came to the experimental result. The result obtained 
from the Syamlal O’Brien and EMMS drag model slightly differ from the 
experimental result. Figure 1.6 shows the radial profile of solid volume frac-
tion for the bed height of 0.2 m. Here, the result obtained from Gidaspow and 
Syamlal O’Brien drag model came to the experimental result, but the result 
predicted by the EMMS drag model differs from the experimental results.
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Figure 1.6 Radial profile of solid volume fraction for bed height of 0.2 m for superficial 
gas velocity of 0.2887 m/s.
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1.3.2 Effect of Different Drag Models for Axial Distribution  
of Solid

Figures 1.7 to 1.9 show the axial profile of mean solid volume fraction at three 
different velocities: 0.1804, 0.2346, and 0.2887 m/s. The concentration of solid 
decreases with increases in the bed, but after a certain height, the volume frac-
tion of sand becomes almost zero as the bed expanded up to a certain height.

Figure 1.7 shows the axial distribution of a solid volume fraction for 
the superficial gas velocity of 0.1807 m/s. The result obtained from the 
Gidaspow drag model comes close to the experimental result.

1.3.3 Contours and Vector Plot

Figures 1.10–1.12 show the time averaged solid distribution within the bed 
at a superficial air velocity of 0.1048, 0.2346, and 0.2778 m/s, where a, b, 
and c represent the results obtained using Gidaspow, Syamlal-O’Brien, and 
EMMS drag models, respectively. From the vector plot, it is shown that the 
upward motion of sand along with the air takes place at the core annular 
region and downward motion of sand near the wall due to gravity force. 
Sand particles are uniformly distributed within the bed due to multiple 
vortex cells shown in the figure. The time averaged velocity vector gives a 
symmetric flow pattern about the central axis for a superficial gas velocity 
of 0.1048 m/s. The results using the EMMS model show a symmetric vertex 
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Figure 1.7 Axial distribution of solid volume fraction for superficial gas velocity of 
0.1807 m/s.
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Figure 1.8 Axial distribution of solid volume fraction for superficial gas velocity of 
0.2346 m/s.
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Figure 1.9 Axial distribution of solid volume fraction for superficial gas velocity of 
0.2887 M/s.
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(a) Gidaspow Drag Model (b) Syamlal-O'Brien Drag Model

(c) EMMS Drag Model
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Figure 1.10 Time averaged solid distribution within bed at superficial air velocity of 
0.1048 m/s.
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(c) EMMS Drag Model

Figure 1.11 Time averaged solid distribution within bed at superficial air velocity of 
0.2346 m/s.
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(a) Gidaspow Drag Model (b) Syamlal-O'Brien Drag Model

(c) EMMS Drag Model
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Figure 1.12 Time averaged solid distribution within bed at superficial air velocity of 
0.2778 m/s.



18 Renewable Energy Technologies

pattern for higher velocities where the results using the other drag-models 
show asymmetry for higher gas velocities. As the gas velocity increases, the 
mean solid concentration become dense adjacent to the bed wall region, 
but it decreases gradually towards the inner core portion.

1.4 Conclusion

In present work, hydrodynamics of bubbling fluidized bed for a sand 
particle diameter of 309.6 µm is compared with simulation results of the 
same material under the same external parameters. The Eulerian-Eulerian 
approach along with kinetic theory of granular flow model is incorporated 
in the present simulation to predict behavior of the sand phase. In the 
present work, the BFB bed is considered as a 2D bed which is responsible 
for the difference between the experimental result and simulation result. 
From the present study, it is shown that for lower velocity, the experimental 
result matches precisely with the result obtained from the Gidaspow drag 
model. For higher velocities, errors occurring for results obtained from 
the EMMS and Syamlal O’Brien drag models are minimized considerably. 
The contour of solid volume fraction shows the uniformly mixing of solid 
particles for all drag models.
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Abstract
Today, energy has become an integral component of day to day life and a major 
ingredient for sustainable evolution. Renewable energy sources are considered 
green and clean sources as they produce very little or almost no pollution and get 
replenished by nature. The exponential growth in population, increasing energy 
demand, draining of oil and coal, and climatic consequences has led to strides 
toward non-conventional sources of energy. Looking towards drastic climatic 
changes, India has moved forward to use renewable energy sources for electricity 
generation as the country has plenty of renewable energy sources. This chapter 
summarizes the status of the accessibility of renewable energy sources in India. 
India has announced world’s biggest programs in all states for renewable energy 
development. Rajasthan is one of the major states that harnesses power from 
renewable energies. The present status and estimated possibilities of renewable 
energy sources in India and specifically in Rajasthan, government policies, initia-
tives, and major achievements are summarized in this chapter. This study will be 
helpful for researchers, developers, and investors to identify the scope of improve-
ment in technologies for better harnessing of energy from renewable resources 
and chart a path to expand production of power from renewable energy.
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Abbreviations

UNFCCC United Nation Framework Convention on Climate 
Change

TWh Tera Watt Hour
GDP Gross Domestic Product
IEA International Energy Agency
GW Giga watts
LUT Lappeenranta-Lahti University of Technology
IRENA International Renewable Energy Agency
MW Mega Watts
RPO Renewable purchase obligations
MNRE Ministry of New and Renewable Energy
EPC Engineering, procurement, and construction
RRECL Rajasthan Renewable Energy Corporation Limited
RSPDCL Rajasthan Solar Park Development Company Limited
NTPC National Thermal Power Corporation
SECI Solar Energy Corporation of India
REIL Rajasthan Electronics and Instruments Ltd.
MOU Memorandum of Understanding
NIWE National Institute of Wind Energy
SHP Small hydro powers
DISCOMs Distribution Companies
CFA Central Financial Assistance
TDI Technological developments and innovations
USA United States of America
RES Renewable energy sources
INR Indian Rupee
PGCIL Power Grid Corporation of India
CSP Concentrated Solar Power
FY Financial Year
SHP Small Hydro Power
Pvt. Ltd. Private Limited
CO2 Carbon Dioxide

2.1 Introduction

Globally, most of the energy consumption is through conventional fuels. 
It has been estimated by the World Energy Forum that these fossil fuels 
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will run out over the coming decade [1]. Exponential growth in popula-
tion, increasing per capita consumption of energy and drying up of natural 
resources has forced us to look for alternative sources of energy. Melting 
of the ice caps, overabundance of greenhouse gases, global warming, and 
other drastic climatic changes worldwide have turned attention towards 
environmental issues [2]. Looking towards global environmental prob-
lems, various countries around the world came together with climatic 
negotiations, namely, UNFCCC. India is an active participant of this novel 
drive and has decided to generate clean, green, and carbon free energy [3].

India is the world’s most densely populated country after China. The 
government is making impressive progress to increase electricity genera-
tion as per growing demand, as well as reduce carbon emissions by produc-
ing clean energy for balanced national development. India has put in place 
specific energy policies to open up a market for renewables in line with 
an ambitious vision of energy affordability, safety, and reliability. Climatic 
concerns around the world have also promoted the government to develop 
clean and sustainable energy projects [4].

According to the IRENA report in April 2019, the world has recorded 
a growth of 171 GW of renewable energy in the year 2018. 84% of this 
growth comprised of new solar and wind power. Today, renewable energy 
has become the third most important power in the world. Oceania 
recorded the fastest growth in renewable energy in 2018 (17.7%), while 
Asia recorded growth of 11.4%, and Africa ranked third with a growth of 
8.4% [5].

In the last few years, from 2014, renewable energy generation in India 
has grown significantly, with more than 89.22 GW of renewable energy 
installed in different parts of the country. India is in the process of reach-
ing the 100 GW target by 2022. India now has the third largest renewable 
energy capacity in the world after USA and Brazil [6].

The rise in energy consumption in recent years is frightening. Due to 
consistent growth in India’s GDP, consumer purchase power has increased, 
which resulted in increased use of energy in domestic comfort. Domestic 
energy consumption is 24.6% of total energy consumption in India [7]. 
Table 2.1 illustrates India’s power consumption from 1990 to 2020 and 
projected power consumption between 2020 and 2040. According to an 
IEA report in 2017, one-third of the total energy produced worldwide is 
produced from coal, 40% of which is consumed in electricity generation, 
with the remaining in industrial use. Growing energy demands require 
an increase in generation capacity and generation from coal means an 
increase in carbon emission and harmful gases. Coal has been the main 
source of electricity generation and replacing coal with other natural 
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resources requires infrastructural changes that result in an increase in costs 
and delays [8]. Figure 2.1 shows India’s source-wise electricity generation 
capacity installed in MW.

Solar, wind, geothermal, tidal, and hydroelectricity are natural energy 
sources. These energy sources are carbon free sources which do not last 
on a human timescale and get replenished naturally. When these emis-
sion free sources are used for electricity production, they give clean energy, 
improve air quality, and reduce pollution. They also gives an opportunity 
for employment, research, and technological development [9].

2.2 Renewable Energy in India

There is an abundance of renewable, as well as conventional energy, 
resources in India, but coal has been a major source for electricity gener-
ation because it is readily available, suitable for the need, and inexpensive. 
Even with half of skilled labor in coal generation compared to solar gen-
eration, coal generates more electricity than solar energy due to lack of 
technological development. Since the ancient times, India has understood 
the significance of the sun and wind and their powers for the welfare of 
mankind. Although India has 300 cloudless bright sunny days, many per-
petual rivers and about 7500 Km seacoast, hydropower, wind, and solar 
energy have remained untapped for a long time due to unavailability of 
relevant technologies.

During the period of independence, the major sources of electricity 
generation were coal, hydro, and diesel due to huge availability. The total 

205134.587027.68

45699.22

6780

509.71

24955.6

Thermal

Renewable

Hydro

Nuclear

Gas

Diesel

Figure 2.1 Conventional and renewable energy generation capacity of India in MW (31 
March 2020).



26 Renewable Energy Technologies

power generation at that time was 4073 GWh, but there was no growth 
in renewable energy generation. With the continuous increase in power 
demand, the power generated also increased drastically with the involve-
ment of renewable energy sources. Renewable energy generation began in 
the early 80’s when the Indian government created the Commission for 
Additional Sources of Energy (CASE) in 1981, followed by the Ministry 
of New and Renewable Energy (MNRE) in 2006. Under this ministry, the 
world’s largest and aspiring programs for renewable energy development 
have been launched. The generation of electricity from renewable sources 
began in 1997 and the total installed capacity at that time was 900 MW; 
later it was 7760 MW in 2007, it was raised to 57244 MW in 2017, further 
increased to 69022 in 2018, and reached 87027.68 MW in 2020 [5]. In line 
with the 2005 Paris Climate Agreement, India committed to decrease its 
carbon emission per unit of GDP from 33% to 35% over a 15-year period. 
These are causing a noticeable change in electricity generation from fossil 
fuels to renewable energy sources [10].

As per the Central Electricity Authority in 2013, household energy 
consumption has risen from 80 TWh in 2000 to 186 TWh in 2012 and 
742.56 TWh in 2019. Out of total power consumption by the year 2018, 
48% of consumption is the industrial sector, followed by 24% domestic 
consumption and 18% agricultural consumption. Due to the continuous 
rise in Indian GDP, the real wages of consumer increases, which leads to 
a growing use of domestic appliances, therefore domestic electricity con-
sumption is expected to increase sharply by 2030. India has announced to 
increase the power generation by renewable energy towards a target of 450 
GW at the United Nation’s Climate Summit in 2019 (India 2020 Policy). 
To reach these figures by 2022, India needs to increase its solar generation 
by 100 GW, wind energy by 60 GW, biomass power generation to 10 GW, 
and 5 GW power from small hydropower. From recent reports of MNRE, 
there will be more than 750 GW generation from solar energy and 410 
GW from wind energy by the year 2047 [4, 5]. India is planning to shift its 
40% of the total generation capacity on renewable energy sources by the 
year 2030, as indicated in Intended Nationally Determined Contributions 
(INDCs) [11].

The Ministry of Power claimed that the energy mix in India is advancing 
with fossil fuels to meet 82% of consumer demand in 2018 and coal still has 
a prominent share of 57.9% of total production. Despite this, the contribu-
tion of renewables to the energy mix continues to increase and the share 
of coal is projected to fall to 50% by 2040. Year wise cumulative growth in 
RES in the last decade (till 2019) is shown in Figure 2.2 [12].
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The energy sector in India is progressing towards an enduring develop-
ment. Over the period of 2005-2014, India has reduced its emissions inten-
sity by approximately 20% by taking bold actions and continuing efforts. 
The competitive bidding policy has brought unexpectedly low prices for 
renewable energy. In India, renewable energy sources have become a 
prominent asset for building a feasible future.

According to a study conducted by the University of Technology (LUT) 
in Finland, India can fulfill all its power requirements from renewable 
energy sources by 2050 by optimally leveraging new and advanced technol-
ogies that can harness proactive collaboration with research and develop-
ment with industry and academia. Such a system focuses on green energy 
sources like solar energy, wind energy, and other resources along with new 
storage solutions. There’s a lot to look forward to since approximately 293 
companies worldwide and nationally are dedicated to the production of 
266 GW of energy with renewable energy sources. With the growth of elec-
tric vehicles in India, the cost of storage is expected to reduce and this will 
give robust growth in the renewable energy market [13].

A set of regulations and push mechanisms, observed through unique 
techniques, is expected to support the improvement of renewable electricity 
technologies. For environmental conservation and electricity generation, 
there are a number of methods, such as technological progress, appropri-
ate regulatory regulations, tax policies, and improved research and devel-
opment that can be implemented in a proper and cost effective manner.  

0
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2008 2009 2010-11 2011-12 2012-13 2013-14 2014-15 2015-16 2016-17 2017-18 2018-19 2019-20

20000
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Figure 2.2 Year-wise cumulative growth in RES in the last decade (till September 
2020).
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To do so, the government should integrate training and education ini-
tiatives as well as technology and financial initiatives for the advance-
ment of renewable energy sources in India. With consistent policies and 
 investor-friendly governance, India can play a crucial role in the world’s 
green and clean energy [14, 15].

The estimated solar power in India during 1995 was 5×1015 KWh/pa, 
wind power was 20 GW, bioenergy was 17 GW, bagas was 8 GW, and small 
hydropower was 10GW. In 2006, estimated renewable energy in India 
was 85 GW, with 35 MW solar energy, 4500 MW wind energy, biomass 
25 GW, and small hydro power of 15 GW. In 2018, renewable energy was 
estimated at 1,096.080 GW, based on the 2017-2018 MNRE report [6, 
16, 17]. Estimated renewable energy potential in different states of India 
is shown in Table 2.2 and Table 2.3 illustrates the cumulative capacity of 
grid-connected renewable energy at the end of the year in 2019 and 2020. 
Renewable power capacity increased by about 6GW in 2019-20. Table 2.4 
shows the total renewable producing capacity of India including thermal, 
renewable, hydro power, and nuclear power with their respective sectors.

One-fourth of the total energy demand of India can be met with renew-
able energy sources and this fraction can be raised by one-third by 2030, 
as per an IRENA report. The share of renewable energy sources in total 
energy consumption was 15% in 2014 and 21% in 2018. According to the 
revised order of RPO, this target is set to 40% by 2030 [5].

Table 2.3 Growth in grid connected renewable power.

Sector
Total capacity 

(2019)
Combined capacity 

(November 2020)

Wind Power 37505.18 38433.55

Solar Power- 
Ground 
Mounted

31379.30 33508.31

Solar Power- 
Roof-top

2333.23 3402.18

Small 
Hydropower

4671.55 4740.47

Biopower 9861.31 10145.92

Waste to Power 139.80 168.64

Total 85908.37 90399.07
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Table 2.5 Grid-connected renewable energy capacity in States 
of India.

State
Installed grid interactive 

renewable power (MW)

Andhra Pradesh 7838.58

Arunachal Pradesh 136.50

Assam 56.51

Bihar 334.35

Chhatisgarh 537.85

Goa 3.97

Gujarat 8651.80

Haryana 503.68

Himachal Pradesh 890.49

Jammu & Kashmir 193.86

Jharkhand 43.30

Karnataka 13844.99

Kerala 413.83

Madhya Pradesh 4576.71

Maharashtra 9331.93

(Continued)

Table 2.4 Sector-wise total installed capacity of India (in MW).

Sector Hydro Thermal Nuclear RES Total (31.12.2019) Total (30.11.2020)

State 29878.8 71829.13 0 1990.37 103698.30 104117

Private 3394.0 87000.30 0 70563.99 160958.29 176655

Central 12126.4 64197.91 6780.0 1527.30 84631.63 93427

Total 
(2019)

45399.2 223027.34 6780.0 74081.66 349288.22

Total 
(2020)

45699 231321 6780 90399 3740199
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Table 2.5 Grid-connected renewable energy capacity in States 
of India. (Continued)

State
Installed grid interactive 

renewable power (MW)

Manipur 8.89

Meghalaya 46.45

Mizoram 36.97

Nagaland 31.67

Odisha 518.58

Punjab 1405.52

Rajasthan 7671.66

Sikkim 52.12

Tamil Nadu 12671.13

Telangana 3988.66

Tripura 21.10

Uttar Pradesh 3100.71

Uttarakhand 651.57

West Bengal 494.37

Andaman & Nicobar 16.98

Chandigarh 34.71

Dadar & Nagar Haveli 5.46

Daman & Diu 14.47

Delhi 178.89

Lakshwadeep 0.75

Puducherry 3.14

Others 4.30

Total 78316.44
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Karnataka, Tamil Nadu, Maharashtra, Gujarat, and Rajasthan are India’s 
top five states in installed renewable capacity. Those five states have about 
66.991% of renewable energy capacity. Karnataka ranked 1st at 12,953.24 
MW (17.485%), Tamil Nadu 2nd at 11,934.38 MW (16%), Maharashtra 
3rd at 9,238.78 MW (12.532%), Gujarat 4th at 7,882.5 MW (10.6%), and 
Rajasthan 5th at 7,573.86 MW (10.224%). Alongside these five states, 
Andhra Pradesh, Madhya Pradesh, Telangana, and Uttar Pradesh are the 
other most important Indian states with installed renewable capacity. 
These nine states account for 91.655% of total Indian installed capacity 
[18]. Table 2.5 shows grid interactive capacity of the states of India.

2.3 Renewable Energy in Rajasthan

Rajasthan has a leading role in expanding India’s renewable power capacity 
and transferring the electricity grid to a cost-effective, inexpensive, and envi-
ronmentally friendly electricity system. Rajasthan has the largest geographi-
cal area in the country and it shines brightly on the solar map of the country, 
as there are 300-330 clear sunny days. High radiations, wind speeds, and con-
venience of huge barren land square measure are factors that make Rajasthan 
as an appropriate location for commercial solar parks. Bhadla Solar Park, situ-
ated in Jodhpur district, is the world’s largest solar park (2.25 GW). Rajasthan 
is drawing in the attention of foreign, as well as domestic investors, to dis-
cover openings in renewable power, transmission, and distribution systems 
and related assembling. Rajasthan imports electricity from neighboring states 
during peak daytime hours. It imported 10.9 TWh of electricity in 2019-20. 
If the renewable energy potential of Rajasthan is properly utilized, it can gen-
erate sufficient power to fulfill its need and can transmit surplus powers to 
other states with energy deficits. Rajasthan has 9.8 GW non-conventional 
capacity, which is 45% of total power generation capacity and generates 56.5% 
of total grid-connected generation while 43.5% of installed capacity is from 
renewable energy sources which produce 17.6% of total on-grid generation. 
According to forecasts, Rajasthan can add 22.6 GW of renewable power to the 
ambitious target of 175 GW by 2030. This increase includes 18 GW of new 
solar power and 4 GW new onshore wind energy. With the gradual installa-
tions of renewable energy sources, Rajasthan will retire its outdated coal-fired 
plants and coal capacity will reduce to 0.7GW by 2030 [19].

As per the economic review of Rajasthan in 2019-20, the total installed 
generation capacity is 21,175.90 MW and there is an increase of total of 
736.96 MW during 2018-19. Table 2.6 shows sources of generation and 
installed capacity of Rajasthan [20].
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The renewable energy generation capacity of Rajasthan until the end of the 
year 2019-20 reached 9.8 GW. It added 1.7 GW of solar power in 2019-20, 
which is higher than any of the other states of India. Karnataka added 1.4 GW 
and Tamil Nadu added 1.3 GW, although these states have the highest installed 
solar capacity. 55% of the total generation capacity of renewable energy sources 
in Rajasthan is solar energy, 51% from ground mounted, and 4% from rooftop 
solar plants. Wind energy shares 44% of the total renewable installed capacity, 
whereas biomass holds only 1% of total capacity, as shown in Figure 2.3 [20].

Energy Resources in Rajasthan
Energy resources in Rajasthan are broadly classified as conventional or 
non-renewable sources and non-conventional or renewable energy sources 
as shown in Figure 2.4. Conventional sources are sources of energy which 
have been in use for a long time, like coal, natural gas, oil, or nuclear fuels. 
These sources are finite sources, but are still majorly used.

Table 2.6 Sources of generation and total installed capacity of 

Rajasthan.

Sources Total Capacity (MW) Fraction

Thermal Power 12122.46 57.25%

Hydel Power 1757.95 8.3%

Gas Based 824.6 3.9%

Nuclear Power 456.74 2.16%

Solar Power 2178.10 10.3%

Wind Power 3734.10 17.6%

Biomass Power 101.95 0.5%

Total 21175.90 100%

51% Solar 
energy Ground

4% Rooftop 
Solar Energy

44% Wind 
Energy

1% Biomass

Solar energy ground
Rooftop Solar energy
Wind Energy

Figure 2.3 Total renewable capacity of Rajasthan 2019-20.
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2.3.1 Conventional Energy Sources in Rajasthan

The major conventional sources of electricity in Rajasthan are the Suratgarh 
Super Thermal Power Plant (2200 MW) situated at Suratgarh, Ganganagar, 
Kota Super Thermal Power Plant (1240 MW) situated at Sakatpura Kota, 
Chhabra Thermal Power Plant (2320 MW) sitauted at Chhabra, Baran dis-
trict, Kalisindh Thermal Power Station (1200 MW) in the Jhalawar district, 
Giral Lignite Power Plant (250 MW) in the Barmer district, Barsingsar 
Thermal Power Station (250 MW) situated at Barsingsar, Bikaner district, 
JSW Barmer Station (1100 MW) situated in Bhadresh, Barmer district, Kawai 
Thermal Power Station (1300 MW) situated at Kawai, Baran district, and VS 
Lignite Power Plant situated at Gurha, Bikaner district.

The other sources of generation are oil and natural gas plants at the 
Dholpur and Jaisalmer districts. The hydroelectric power plants in Rajasthan 
are the Mahi Bajaj Sagar hydroelectric power plant, Jawahar Sagar Dam 
hydroelectric power plant at Karondi, Gandhi Sagar hydroelectric power 
plant, Rana, and the Rana Pratap power station, Rawatbhata [21].

2.3.2 Renewable Energy Sources

2.3.2.1 Solar Energy

India has high solar radiation and a very dense population, which is a 
suitable combination of solar power generation. The government of India 
announced the National Solar Mission (NSM) for National Action Plan 
on Climate Change (NAPCC) in November 2009. A target of 20 GW 
grid solar capacity and 2 GW off-grid installations by 2022 was set. It was 
later raised to 100 GW of solar energy by 2022. The solar energy sector is 

Energy Resources

Conventional Sources
                    Or
Non-renewablesources
Examples-
Coal, Nuclear, Natural
Gas etc.

Non-converntional sources
                             or
Renewable sources 
Examples-
Sun, Wind, Tides, 
Hydropower or Biomass 

Figure 2.4 Main energy resources.
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expanding rapidly in India. The growth of installed solar energy in India 
is summarized in Table 2.7. The solar installed potential of India is 34.404 
GW up to February 2020 with minimum capital cost per MW globally. 
The solar generation capacity of the country in 2014 was 2650 MW, added 
3 GW in 2015, 5 GW in 2016, over 10GW in 2017, and 20 GW in 2018, 
with a reduced cost of energy with solar power plants. From 2014 to 2018, 
solar generation capacity has grown 8 times. India has set around 42 solar 
parks to promote solar plants by making land available. India had installed 
82580 MW of renewable energy at the end of September 2019 [22]. The 
components of Indian solar energy are presented in Table 2.8.

The solar installed capacity achieved new heights by the supportive 
initiative of the government with “Made in India” to encourage domestic 
manufacturing of solar panels. Now, India ranks fifth in solar installations 
worldwide. To achieve the remaining targets of 100 GW, MNRE planned 
for bidding of the solar generation capacity. Large sections of land have 
been characterized for solar parks in India and out of that 47 solar parks 
were developed. The solar generation capacity of these 47 parks is around 
26 GW and 2.6 GW projects are already commissioned. Tariffs were also 
determined by a competitive bidding process. This has a reduced solar 
energy tariff from INR 18 per kWh in 2010 to INR 2.44 per kWh in 2018 
[17, 18].

Table 2.7 Growth in installed solar power in India.
Year 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020

Cumulative 

Capacity 

(MW)

161 461 1205 2319 2632 3744 6763 12289 21651 28181 35739

Table 2.8 Constituents of total solar power in India.

Solar power
Capacity till July 

2019 (MW)
Capacity till November 

2020 (MW) 

Ground Mounted Solar 
Power

27930.32 33508.31

Rooftop Solar Power 2141.03 3402.18

Off-Grid Solar Power 919.15 1171.49

Total 30990.50 35739
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Rajasthan has the country’s second largest solar energy generating capac-
ity after Karnataka. Aggregate installed electricity generation of Rajasthan 
in 2020 reached to 22268.27 MW while solar capacity is 4811 MW, which 
is a 21.06% share of the total capacity. India has planned to assist solar 
power projects in many states through solar parks. Andhra Pradesh, 
Gujarat, Madhya Pradesh, Jammu & Kashmir, Karnataka, Telagana, Uttar 
Pradesh, Kerala, Meghalaya, Nagaland, Punjab, and Rajasthan have begun 
solar park installations. Barmer, Bikaner, Jaisalmer, and Jodhpur are the 
core areas of high solar radiations. The high level of solar radiations and 
the large flat, undeveloped area are two vital resources that are available in 
Rajasthan. The assessed capacity of solar energy generation in Rajasthan 
is 142 GW, as per MNRE assessment, 4996.96 MW ground mounted solar 
power plants are operational, and 356.80 MW rooftop plants, which was 
726 MW in 2014 [23].

The solar park is a focused area of solar power projects. For solar park 
development, well characterized land, with required infrastructure like 
connectivity, communication, water and transmission facilities, etc. are 
developed. Solar parks provide well developed infrastructure to the project 
developers and investors with reduced numbers of approval, which mini-
mizes the risk and gestation period of project development [24].

Solar Parks in Rajasthan
a) Bhadla Solar Park
Rajasthan has a high solar irradiation of 5.72 kWh/m2/day and solar poten-
tial of 142 GW with an advantage of available vast and affordable land. 
The Bhadla Solar Park is situated at Phalodi in Jodhpur district, Rajasthan. 
With a spread area of 10000 hectares (40Km2), it is a wide-ranging solar 
park in India. This park was proposed for 2000 MW capacity and construc-
tion started in July 2015. Later, this proposal was raised up to 2250 MW 
(2.25 GW). The project was developed in four stages: Phase I started in 
October 2018, power generation from Phase II started in April 2019, and 
Phase III and Phase IV were auctioned in December 2019 [25, 26].

Phase I: Phase I was developed by Rajasthan Renewable Energy 
Corporation Limited (RRECL) with RSPDCL. It had 7 solar plants with a 
total installed capacity of 75 MW.

Phase II: The second phase of the Bhadla Solar Park was developed by 
RSDCL at Village Bhadla, Jodhpur. It has 10 solar power plants with a total 
installed capacity of 680 MW. This phase was developed under an MNRE 
scheme of solar park development. This scheme provides basic infrastruc-
ture like light, water, office buildings, power evacuation systems, etc. for 
solar parks. Operation and maintenance were arranged by RSDCL.
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Phase III: Surya Urja Company of Rajasthan is developing Phase III of 
the Bhadla Solar Park. It has 10 SPV plants with a combined potential of 
1000 MW. The companies developing solar power plants in Phase III of the 
Bhadla Solar Park are Hero Future Energies (300 MW), Softbank Group 
(200 MW), ACME Solar (200 MW), and SB Energy (300 MW).

Phase IV: Fourth Phase is developed by Adani Renewable Energy Park 
Rajasthan. It has 10 solar power plants of 500 MW capacity. The companies 
developing solar power plants in Phase III of the Bhadla Solar Park are 
Azure Power (200 MW), SB Energy (100 MW), Avaada Power (100 MW), 
ReNew Solar Power (50 MW), and Phelan Energy Group (50 MW) [27].

NTPC and SECI are two organizations that float tender of the solar 
power plants and sign 25 year power purchase agreements with develop-
ers. Power Grid Corporation of India and Rajasthan State Transmission 
Company are responsible for the power evacuation system for the solar 
park. PGCIL will establish 765/400/220kV grid substations and polling 
stations at Bhadla.

b) Sambhar Ultra-Mega Green Solar Power Project
The scheme for the Sambhar Ultra-Mega Green project was prepared 
around 2013. The plan was to prepare 4000 MW solar projects on Sambhar 
Lake near Jaipur Rajasthan. The solar project was finalized to install on 
an area of 9308 hectares of Sambhar Salts Limited. 1000 MW generation 
started with the commissioning of the first phase of the project by the end 
of 2016. The expected generation of the plant is 6000 million units per year 
after full commissioning of 4000 MW. This project will export electricity 
to the neighboring states through the national grid. It has a generation 
capacity of 1800 MW. Phase I of the project was completed through a joint 
venture of Sambhar Salts Limited with REIL and other companies, namely 
BHEL, PGCIL, and SECI [23]. The government plans to fund a portion of 
the project through the sustainability gap. This will be done through the 
National Clean Energy Fund. The balance of the sum would be secured 
through the signing of power purchase agreements with electricity distri-
bution companies.

c) Nokh Solar Park
Nokh Solar Park is the second wide-spread solar park of the Rajasthan. 
Solar park sites have been strategically chosen in light of the high amount 
of sunlight available in the state, which makes them suitable locations for 
solar photovoltaic projects. This solar park is located at Nokh, Jaisalmer 
and spread over an area of 1850 hectares. The Government of Rajasthan 
and NTPC Ltd are committed to generate 925 MW solar power from 
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this solar farm. The estimated capital investment of this project would be 
about Rs 4000 Crore. Renewable Energy Corporation Limited (RRECL) 
will develop Ultra Mega renewable energy parks in a joint venture with 
other leading developers and Power Finance Corporation, Solar Energy 
Corporation of India, and the National Hydroelectric Power Corporation 
for Developing Solar Parks [26]. NTPC signed implementation support 
in February 2020 with RSDCL to develop a 925 MW solar power project 
at Nokh, Jaisalmer. The present installed capacity of this farm is 980 MW.

d) Fatehgarh Solar Parks
The Fatehgarh Solar Farm covers an area of 4040 hectares in Jaisalmer 
and has an installed capacity of 421 MW. This project is developed by a 
joint venture company of Adani Renewable Energy Park Ltd (AREPL) and 
RRECL. Adani group is building the first phase of developing a 1500 MW 
solar park in Fatehgarh, Jaisalmer [28]. The government of Rajasthan will 
create solar farms with a capacity of 1,000 MW in the recognized zones of 
the Jodhpur, Jaisalmer, Bikaner, and Barmer regions. RREC will go about 
as a nodal organization to create solar parks in Rajasthan [29].

Rajasthan is now home to six solar farms in Bikaner and Jodhpur, spread 
over 2,500 hectares. Rajasthan’s total solar capacity stood at 5137.19 MW 
in 2020. The growth of solar power in year 2019-2020 is shown in Table 
2.9. The largest 125 MW Fresnel-type CSP power station in the world is 
located in Rajasthan. Jodhpur ranked first with a capacity of 1500 MW. The 
exclusive tower-type solar thermal power plant with an output of 2.5 MW 
is located in the Bikaner area. It has the lowest energy price in India (2.48/
KWh) [30, 31].

2.3.2.2 Wind Energy

Wind energy is the combined effect of several phenomena like earth’s rota-
tion, solar energy, the ocean’s cooling effects, difference in temperature 

Table 2.9 Growth in installed solar power in Rajasthan.

Year 2014-15 2015-16 2016-17 2017-18 2018-19 2019-20

Capacity 
Added 
(MW)

942.10 327.83 543.00 519.84 894.02 1911.12

Cumulative 
Capacity 
(MW)

942.10 1269.93 1812.93 2332.77 3226.79 5137.19
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gradient of land and sea, etc. It is a broadly dispersed source of energy. 
Wind energy is emerging out as a bright source of energy due to techno-
logical advancements in turbine systems. India stood fourth in introducing 
a wind power limit on the planet with a total installed capacity of 38.124 
GW in 2020 [8].

Electricity production from wind energy started in the 1990’s, yet the 
generation and installation growth has only occurred in the last decade. 
Although India is a latecomer to wind industry compared with other devel-
oped countries, due to government policy support, wind power generation 
has grown significantly in India. Wind power generation has grown by 14% 
during the period of 2007-2016. Later, in 2018, wind power became 10% of 
the country’s total capacity with a capacity of 34,293 MW [32]. Figure 2.5 
shows the increase in wind power production in India. A target of 60GW 
electricity by 2022 from wind power is set by the country and out of that 
38.124 GW has been achieved by 2020 [33]. The leading states in wind 
power are Tamil Nadu (7269.50MW), Maharashtra (4100.40MW), Gujarat 
(3454.30MW), Rajasthan (2784.90MW), Karnataka (2318.20MW), Andhra 
Pradesh (746.20MW), and Madhya Pradesh (423.40MW). Installed wind 
capacity of different states of India as per MNRE 2019 is given in Table 
2.10. MNRE reported another strategy to use the land for wind farms the 
same as solar parks in the “New Wind-Solar Hybrid Policy” in May 2018.

Wind is a discontinuous and site-explicit asset of energy, hence a gen-
eral evaluation of wind resources is required for the selection of poten-
tial locations [34]. The “National Institute of Wind Energy” report gave 
charts of wind potential at 50m, 80m, and 100m over the ground level and 
assessed a gross capacity of 302 GW in the nation at 100 meters. An NIWE 
assessment of offshore wind energy potential found a decent potential at 
the bank of Gujarat and Tamil Nadu. Further assessment done by NIWE 
recommends 36 GW at the coastline of Gujarat and 35 GW at the Tamil 
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Figure 2.5 Year-wise growth of wind energy generation in India.
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Nadu coast. The assessment of wind power capacity in Indian states is pre-
sented in Table 2.11 below [35] and some of the largest wind farms of India 
are shown in Table 2.12.

With a total capacity of 4337.64 MW wind power in the year 2019-20, 
Rajasthan is on the fifth rank in the country. Figure 2.6 shows year-wise 
growth of wind energy in Rajasthan. The Jaisalmer Wind Park, situated 
in Rajasthan is one of the largest operational wind farms in the world and 
the second largest onshore wind park in India with a 1,064 MW capacity 
[36]. The site for the wind farms includes areas near Jaisalmer, Amarsagar 
Badabaug, Tejuva, and Soda Moda. The farm was set up by Suzlon Energy 
and other companies are also involved in various activities of development.

The fantasy of generating electricity through wind energy worked out 
with the establishment of a demo project at Amarsagar. It was a 2 MW 
project with 8 windmills (each of 250 kW capacity) of hub height 40 meters 
[37]. A second demo project has been set up in Devgarh in the district of 
Chittorgarh, with a capacity of 2.25 MW with 3 turbines (each with an out-
put of 750 kW) at 55 meters high. The third demo project with a combined 
capacity of 2.10 MW with 6 Suzlon machines of 350 kW was established in 
the district of Phalodi in Jodhpur [38]. Some large wind projects developed 
by different developers in Rajasthan are shown in Table 2.13.

Table 2.10 Installed wind capacity of States in India.

S. no. State Generation capacity (MW)

1 Tamil Nadu 9304.34

2 Gujarat 7541.52

3 Maharashtra 5000.330

4 Karnataka 4790.60

5 Rajasthan 4299.720

6 Andhra Pradesh 4092.450

7 Madhya Pradesh 2519.890

8 Telangana 128.100

9 Kerala 62.500

10 Others 4.300

Total Installation 
(MW)

37716.75
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Table 2.11 Estimated wind potential in States of India.

States Assessed wind potential (MW)

Tamil Nadu 33799.65

Maharashtra 45394.34

Gujarat 84431.33

Rajasthan 18770.49

Karnataka 55857.36

Andhra Pradesh 44228.60

Madhya Pradesh 10483.88

Others (Kerala, Telangana, Odisha, 
Chattisgarh, West Bengal, Puducherry, 
Lakshadweep, Goa, Andaman & Nicobar)

9285.84

Total 302251.49 (302 GW)

Table 2.12 List of India’s largest wind farms.

S. no. Wind farm State Capacity (MW) Producer

1 Jaisalmer Wind 
Park

Rajasthan 1600 Suzlon 
Energy

2 Muppandal 
Wind Farm

Tamil Nadu 1500 Muppandal 
Wind

3 Brahmanvel 
Wind Farm

Maharashtra 528 Parakh Agro 
Industries

4 Dhalgoan 
Windfarm

Maharashtra 278 Gadre Marine 
Exports

5 Chakala 
Windfarm

Maharashtra 217 Suzlon 
Energy

6 Vankusawade 
Windfarm

Maharashtra 189 Suzlon 
Energy

7 Vaspet 
Windfarm

Maharashtra 144 ReNew Power



44 Renewable Energy Technologies

2.3.2.3 Biomass Energy

India is an agrarian country with a tropical location, bountiful sunshine 
and rains that make ideal conditions for biomass production. The huge 
amount of agrowaste can be used to meet heat energy and power genera-
tion demands. As per an IREDA report, biomass can be used as a substitute 
for coal for approximately 260 million tones, which can save Rs.250 billion 
yearly. Power generation capacity from biomass in India is around 16 GW 
and 3.5 GW from bagasse cogeneration. Agricultural crop residues, forest 
waste, municipal waste, poultry waste, and cowdung are organic waste that 
can be used for power generation. Biogas, biofuel, biodiesel, bio protein, 
and waste to energy are different biomasses that can be used in different 
forms to substitute energy [3, 4].

MNRE amended national policy for biofuels from biomass in May 2018 
to encourage cogeneration projects using biomass in sugar industries. An 
incentive amount as CFA will be given to biomass cogeneration projects at 
the rate of Rs.2.5 million per MW. A target of 10 GW power from biomass 
is set for the year 2022 [39, 40].

India’s total biomass production capacity right now is about 1 GW 
and further planned to increase 10 GW. The major biomass-based gen-
erating states are Andhra Pradesh, Maharashtra, Tamil Nadu, Karnataka, 
and Rajasthan. Some new capacities of biomass are added by Punjab and 
Chhattisgarh too. Table 2.14 shows state-wise installed capacity of biomass 
energy in India. Th requirement of large amounts of land for electricity 
generation for biomass made it a troublesome recommendation. The land 
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requirement for biomass generation is 10 times the land required for the 
same capacity of a solar PV system. Then, even the generation of electricity 
from biomass is beneficial for the country like India as country has crop 
residues, forest waste, and livestock available in large quantities [5, 6].

Table 2.14 State-wise biomass power generation capacity in India 
(31.10.2020).

State Installed capacity (MW)

Andhra Pradesh 483.67

Rajasthan 121.30

Madhya Pradesh 107.347

Maharashtra 2584.40

Tamil-Nadu 1012.65

Jharkhand 4.30

West-Bengal 319.92

Telangana 160.10

Gujarat 77.30

Kerala 2.27

Punjab 473.45

Odisha 59.22

Bihar 124.70

Chattisgarh 244.90

Haryana 210.66

Uttarakhand 130.22

Uttar Pradesh 2117.26

Himachal Pradesh 9.2

Meghalaya 13.80

Assam 2.0

Total 10145.917
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The “National Biogas and Manure Management Programme” was estab-
lished with the aim of providing biogas for household use prepared from 
organic waste. In the year 2014, 47.5 lakh biogas plants were established 
and increased to 49.8 lakh by the end of the year. Biogas is a clean and 
green source for cooking. Under this policy, the cost of filling LPG for 
domestic use was reduced. This project saved tons of wood which is used 
for cooking and other domestic use. The program has given employment to 
several laborers. The “New National Biogas and Organic Manure Program” 
(NNBOMP) was initiated in May 2018 by the MNRE [41, 42].

Biomass is also one of the natural energy sources, which is versatile, 
clean, plentifully accessible in our nation, and by and large liberated from 
carbon dioxide. Different varieties and forms of biomass are available 
across the country, depending upon crop development patterns and site 
of biomass power generation plants. Traditionally, biomass was utilized in 
fulfilling energy requirements in rural areas. With the development of the 
industrial age, coal and petroleum products became dominant and usage 
of biomass reduced gradually. According to an MNRE report, there is 50 
million metric tons of biomass available every year from horticulture and 
timberland deposits and 120-150 million metric tons is surplus every year. 
Therefore, the estimated potential of biomass for electricity generation is 
18 GW. The biomass power sector is growing gradually, the installed capac-
ity in FY 2011-12 was 3135 MW and this capacity reached 10145.91 MW 
in FY 2019-20, as shown in Table 2.14. Despite of the fact that biomass is 
the third important source of energy in India, its utilization is restricted to 
villages for cooking and heating. With technological developments, bio-
mass energy can be utilized for transport and power generation [41, 43].

The Government of Rajasthan has made the implementation of non- 
conventional power projects in Rajasthan a high priority by issuing the 
“Policy for Promoting Generation of Electricity from Non-Conventional 
Energy Sources” in 1999 and “Policy for Promoting for Generation of 
Electricity from Biomass” in 2010 [44].

In India, farmers burn the crop residues in the farm which causes envi-
ronmental pollution. Farmers do so to clean the fields for the next cul-
tivation and also due to lack of availability of labor for such works. This 
crop residue can be used for power generation or development of bio-
fuels. Burning of crop residue also causes scarcity of fodder for animals. 
Generally, residues of wheat, maize, rice, and other cereals are burned 
in the fields. This burning releases harmful smoke that can cause health 
issues, emit greenhouse gases, and cause adverse effects on soil properties 
too. There are several alternatives to use this crop residue in a productive 
and profitable way, like animal food, power generation, biofuel production, 



48 Renewable Energy Technologies

Ta
bl

e 
2.

15
 B

io
m

as
s p

ro
je

ct
s c

om
m

iss
io

ne
d 

in
 R

aj
as

th
an

.

S.
 n

o.
D

ev
el

op
er

C
ap

ac
ity

 
(M

W
)

Lo
ca

tio
n

Bi
om

as
s 

us
ed

Ty
pe

 o
f 

te
ch

no
lo

gy
D

at
e 

of
 

co
m

m
is

si
on

in
g

1
K

al
pa

ta
ru

 P
ow

er
 

Tr
an

sm
iss

io
n 

Lt
d.

7.
8

Pa
da

m
pu

r, 
Sr

i 
G

an
ga

na
ga

r
M

us
ta

rd
 

H
us

k
W

at
er

 C
oo

le
d

15
-0

7-
20

03

2
K

al
pa

ta
ru

 P
ow

er
 

Tr
an

sm
iss

io
n 

Lt
d.

8
K

ha
to

li-
U

nl
ar

a 
To

nk
M

us
ta

rd
 

H
us

k
W

at
er

 C
oo

le
d

10
-1

1-
20

06

3
Su

ry
a 

C
ha

m
ba

l 
Po

w
er

 L
td

.
7.

5
Ra

ng
pu

r-
La

dp
ur

a 
Ko

ta
M

us
ta

rd
 

H
us

k
W

at
er

 C
oo

le
d

31
-0

3-
20

06

4
A

m
rit

 E
nv

i.T
ec

h.
 

(P
) L

td
.

8
Ko

tp
ut

li 
Ja

ip
ur

M
us

ta
rd

 
H

us
k

W
at

er
 C

oo
le

d
01

-1
0-

20
06

5
Bi

rla
 C

or
po

ra
tio

n 
Lt

d.
15

C
ha

nd
er

i
C

hi
tto

rg
ar

h
M

us
ta

rd
 

H
us

k
W

at
er

 C
oo

le
d

24
-1

2-
20

05

6
S.

M
. E

nv
iro

nm
en

t 
Te

ch
no

lo
gi

es
 P

vt
. 

Lt
d.

8
Pa

cc
ha

r-
C

hh
ip

a 
Ba

ro
d,

 B
ar

an
M

us
ta

rd
 

H
us

k
W

at
er

 C
oo

le
d

19
-0

2-
20

10

(C
on

tin
ue

d)



Pathways of RES in Rajasthan for Sustainable Growth 49

Ta
bl

e 
2.

15
 B

io
m

as
s p

ro
je

ct
s c

om
m

iss
io

ne
d 

in
 R

aj
as

th
an

. (
Co

nt
in

ue
d)

S.
 n

o.
D

ev
el

op
er

C
ap

ac
ity

 
(M

W
)

Lo
ca

tio
n

Bi
om

as
s 

us
ed

Ty
pe

 o
f 

te
ch

no
lo

gy
D

at
e 

of
 

co
m

m
is

si
on

in
g

7
Sa

m
bh

av
 E

ne
rg

y 
Lt

d.
20

Ra
m

pu
r, 

Si
ro

hi
Pr

os
op

is 
Ju

lifl
or

a
A

ir 
C

oo
le

d
19

-0
2-

20
10

8
Tr

an
st

ec
h 

G
re

en
 

Po
w

er
12

K
ac

he
la

 B
ag

sa
ri-

Sa
nc

ho
r, 

Ja
lo

re
Pr

os
op

is 
Ju

lifl
or

a
A

ir 
C

oo
le

d
28

-0
7-

20
10

9
Sa

th
ya

m
 P

ow
er

 P
vt

. 
Lt

d.
10

Pu
nj

iy
as

 T
eh

sil
-

M
er

ta
, N

ag
au

r
M

us
ta

rd
 

H
us

k
A

ir 
C

oo
le

d
31

-0
3-

20
11

10
Sa

nj
og

 S
ug

ar
 &

 E
co

 
Po

w
er

 P
vt

 L
td

.
10

Sa
ng

ar
ia

, 
H

an
um

an
ga

rh
M

us
ta

rd
 

H
us

k
A

ir 
C

oo
le

d
07

-1
0-

20
11

11
O

rie
nt

 G
re

en
 C

o.
 

8
Bh

an
w

ar
ga

rh
, 

K
ish

an
ga

nj
, 

Ba
ra

n

M
us

ta
rd

 
H

us
k

A
ir 

C
oo

le
d

06
-1

0-
20

13

To
ta

l
12

0.
45



50 Renewable Energy Technologies

and manure by recycling or composting. The government is promoting 
the cultivation of biomass, which can reduce waste and burning of crop 
residues [45].

Mustard husk and Julie Flora are the main biomass energy sources in 
Rajasthan. The waste and residues of mustard, cotton, gaur, and Prosopis 
Juliflora are used for electricity generation from biomass power plants. The 
fuel can be prepared from the combination of different available residues 
and crop waste. The generation of stalks of mustard, gaur, and cotton are 
quite stable and predictable. Mustard mainly grows in the areas of Rajasthan 
like, the Tonk, Bharatpur, Ganganagar, Alwar, and Modhopur districts. The 
yearly generation of mustard husk in Rajasthan is 61,46,066 tons per annum 
and the excess availability is 2,758, 894 tons per annum. Prosopis Juliflora is 
grown in particular areas of Jaisalmer, Bikaner, Barmer, and Jodhpur. The 
annual generation of Juliflora wood is 29,262,740 tons per annum and out of 
that, 3,632,967 tons per annum is a surplus availability [46].

Rajasthan houses total eleven biomass power plants of total capacity of 
121.3 MW, as shown in Table 2.15. Out of these eleven plants, 9 plants are 
operative and two plants are non-operative since 2012 due to the scarcity 
of fuel and higher fuel prices. Three new biomass projects are in the pipe-
line in Banswara, Jaipur, and Tonk, as shown in Table 2.16.

2.3.2.4 Small Hydropower

India is the world’s fifth country for installed hydroelectric power capacity. 
The total installed utility scale hydroelectric capacity of India is 45699 MW 
and 4380 MW of small hydroelectric power units have been installed [4]. 
SHP accounts for 1.3% of India’s total production capacity.

SHP is the project of generation capacity of 2 to 25 MW capacity. India has 
huge potential for small hydro plants too. The assessed capability of SHP is 20 
GW and MNRE set an objective of 5 GW by 2022 and the out of 4.7 GW was 

Table 2.16 Ongoing biomass power projects in Rajasthan.

S. no. Name of developer Capacity (MW) Location

1 Indeen Biopower 8 Chandli-Devli, Tonk

2 Banswara Biomass 
Energy Pvt. Ltd.

6 Chhinch, Bagidora, 
Banswara

3 Maya Eleodoro Solar Pvt. 
Ltd. New Delhi

4.8 Jwanpura, Jaipur

Total 18.8
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accomplished before the end of the year 2020. Table 2.17 shows installed capac-
ity of different states of India. NITI Aayog’s 3-year activity plan (2018-2019 to 
2019-2020) incorporated a goal to satisfy the development of SHP by giving 
grants for project infrastructure and tariff support. MNRE is also supporting 
public and private sectors to set up small/micro-hydro projects by provid-
ing central financial assistance (CFA). MNRE is searching for new expected 
areas by reviews and complete project reports and giving funds to redesign 
and modernization of old projects [47, 48]. Rajasthan has also installed small 
hydro plants in various parts of the state, as shown in Table 2.18.

Table 2.17 Small hydropower projects installed in States of India.

State Installed capacity (MW) March 2020

Andhra Pradesh 162.11

Arunachal Pradesh 131.105

Assam 34.11

Bihar 70.7

Gujarat 68.95

Haryana 73.5

Himachal Pradesh 911.51

Jammu & Kashmir 180.48

Karnataka 1280.73

Kerala 222.02

Madhya Pradesh 95.91

Maharashtra 379.575

Mizoram 32.53

Nagaland 30.67

Odisha 64.625

Punjab 173.55

Rajasthan 23.85

Tamil Nadu 123.05

Tripura 16.01

Uttar Pradesh 25.10

West Bengal 98.50
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2.4 Government Initiatives

With the goal of advancing solar energy innovations across the country, 
the first ‘National Solar Mission’ (NSM) was dispatched in 2010. The ini-
tial goal set up by this mission was to install 20 GW solar plants by the 
end of the year 2022. The mission employed a reverse bidding mechanism 
to encourage project developers [49]. The government likewise advanced 
solar oriented water radiators and rooftop solar systems in the govern-
ment buildings under the national building code. The central government 
also provides endowments to encourage off-grid and rooftop solar gen-
eration. The ministry had also settled Centers of Excellence to energize 
research and development activities related to renewable energy sources. 
The government has also taken various strategy measures like directions 
for acquirement of solar and wind power, standards for installing solar PV 
systems, the framework of rooftop solar systems, guidelines of smart cities, 
and amendments for the compulsory planning of rooftop solar plants on 
buildings [50].

These initiatives have also given employment opportunities in the last 5 
years. About 36000 Suryamitras and 1450 Varunmitras and engineers were 
given training for rooftop grid connection in 2018-19 [51].

Table 2.18 List of small hydropower plants in Rajasthan.

S. no. Name of power house Capacity (MW)

1 Anoopgarh PH-I 4.50

2 Anoopgarh PH-II 4.50

3 Pugal PH-I 1.50

4 Pugal PH-II 0.65

5 RMC Mahi-I 0.80

6 RMC Mahi-II 0.165

7 Mangrol 6

8 Suratgarh 4

9 Charanwala 1.20

10 Birsalpur 0.535

Total 23.85
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To facilitate reconciliation of renewable generation capacity at a large 
scale, the ‘Cabinet Committee of Economic Affairs’ (CCEA) authorized 
GREEN ENERGY CORRIDOR for intrastate transmission in states 
that are rich in renewable resources. Karnataka, Gujarat, Tamil Nadu 
Himachal Pradesh, Madhya Pradesh, Maharashtra, Rajasthan, and 
Andhra Pradesh are the states included in the green energy corridor 
[12]. Solar streetlights (SSLs) were installed in Assam, Bihar, Jharkhand, 
Odisha, and Uttar Pradesh under Atal Jyoti Yojana (AJAY) Phase I. 
Under Phase II, the scheme is implemented in the North Eastern States of 
India including Sikkim, Jammu & Kashmir, Ladakh, Himachal Pradesh, 
and Uttarakhand. Approximately 3 lakh Solar Street Lights (SSLs) are 
planned to position [13].

Biomass energy generation is encouraged in the country by Central 
Financial Assistance (CFA) by MNRE. Depending on the capacity installed, 
the mode of energy generation, and its utilization, CFA is given selectively 
through a clear and competitive policy [52].

Rajasthan solar policy aims to encourage solar power generation in 
the state. The policy encourages small decentralized solar projects with a 
capacity of 0.5 to 3 MW, located near load centers, roof-top solar generation 
with net-metering, other solar applications like solar water heaters, solar 
pumps, home lighting system, solar projects with storage systems, renew-
able energy based charging infrastructure for electric vehicles, expansion 
of solar parks, and strengthening of the Transmission and Distribution 
system [27]. The benefits of a net-metering scheme will be applicable for 
domestic consumers as well as government offices, buildings, schools, and 
hospitals, as well as banking facilities and payment of surplus power to 
DISCOMs [28].

To encourage farmers to participate in the solar energy sector and raise 
sources of income for farmers, this policy aims to promote farmers to 
develop decentralized solar power projects on uncultivable land and sell 
the energy to DISCOMs.

Manufacturing of solar equipment is encouraged by the government in 
the state with many benefits like easy land allotment in industrial areas, 
relief from stamp duty and electricity duty for 10 years, subsidies on inter-
est, and other benefits according to the Rajasthan Investment Promotion 
Scheme (RIPS).

The Rajasthan state first developed “Bio-fuel Policy” in 2006 to pro-
mote biofuel generation. Baran, Banswara, Bhilwara, Bundi, Chittorgarh, 
Dungarpur, Jhalawar, Kota, Rajsamand, Sirohi, Udaipur, and Pratapgarh 
are the districts found suitable for plantation of Jatropha, which is used as 
the main component for biofuel generation.
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As renewable energy sources are unpredictable and unreliable, usage 
of a hybrid (combination of renewable sources or renewable sources with 
conventional sources) system is the need of changing requirements. To 
promote and encourage electricity generation from the hybrid system, the 
Rajasthan government reviewed Wind Policy in 2012 and developed the 
Wind and Hybrid Policy in 2019. This policy aims to optimize power pro-
curement cost and use of abundant wasteland in productive generation 
of renewable energy. It likewise encourages large grid-connected systems 
to achieve better grid stability. Small solar-wind hybrid systems will also 
be promoted in rural areas to meet day/night power requirements. The 
objective of the policy is to set up 3500 MW projects by the end of the 
year 2024-25, comprising of a 200 MW solar/wind hybrid plant, 2000 MW 
new wind-solar projects, 500 MW wind-solar hybrid system with storage, 
and 800 MW hybridization of existing conventional plants. To promote 
manufacturing of wind and solar equipment, the Rajasthan government is 
providing benefits as per Rajasthan Investment Promotion Scheme (RIPS), 
including concessional land allotment, exemptions on electricity duty and 
stamp duty, etc.

To utilize the knowledge in technological developments, the 
‘Technology Development and Innovation Policy’ was launched in 
October 2017. This policy aims to study resources, growth in technology, 
and commercialization of renewable power generation in the country. It 
also encourages manufacturing of renewable power devices and systems 
domestically. Technology development programs realized the need for 
collaboration of information, sharing expertise and institutional mecha-
nisms. Policymakers, industrial innovators, researchers, scientists, stake-
holders, and related departments are mainly involved in the program 
[53]. As a technological initiative, the Impacting Research Innovation and 
Technology (IMPRINT) program has been conducted. The funds for the 
program were financed by MHRD and MNRE. MNRE and IMPRINT are 
implementing 5 projects for solar thermal systems, storage of SPV, biofu-
els, hydrogen, and fuel cells in FY 2018-19. The MNRE is also providing 
“The New and Renewable Energy Young Scientist’s Award” for exceptional 
work by the researchers/scientists in the field of renewable energy.

2.5 Major Achievements

SECI carried out reverse auctions for interstate solar power transmission 
with the lowest per unit cost in June 2020. Earlier, the lowest tariff recorded 
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was INR 2.44 per unit in 2018 and now it is INR 2.36 per unit, which is 
3.3% lower. Kisan Urja Suraksha evam Utthaan Mahabhiyan’ (KUSUM) 
Yojna was launched in 2019 for farmers to add 25.75 GW of solar pumps 
in farms.

There are three fully functioning solar parks in India located in Kurnool, 
Andhra Pradesh with an installed capacity of 1000 MW, Bhadla-II in 
Rajasthan with an installed capacity of 680 MW and Pavagada in Karnataka 
with a total generation capacity of 2000 MW.

In March 2017, under the solar parks scheme, the capacity of solar parks 
increased from 20000 MW to 40000 MW with an objective to establish 50 
solar parks by 2019-20. The existing mode of selection of private entre-
preneurs in the development of solar parks has been corrected and some 
new methods have been presented to bring more transparency in the sys-
tem. The assessment teams identified 995,000 acres of land for develop-
ment of renewable energy projects in Andhra Pradesh, Karnataka, Madhya 
Pradesh, Tamil Nadu, Rajasthan, and Gujarat [54].

1115 hydropower projects are also set up in various parts of the country 
with a generating capacity of 4593 MW and 116 projects are in the process, 
with a generating capacity of about 650 MW.

Delhi Metro trains are now solar powered as the Delhi Metro Rail 
Corporation will receive solar power from the Rewa Solar Power Project, 
Madhya Pradesh. DMRC also generates 28 MW solar power through roof-
top solar projects installed on stations, residential areas, and depots. The 
solar energy generated from rooftop plants on DMRC premises are used 
for auxiliary purposes. Now, DMRC will receive 27 MW solar power from 
an off-site source, Rewa Solar Power Projects [55].

Mandironwala Bhuddi Village Chakanwala Panchayat, Amroha district, 
Uttar Pradesh has no electricity poles, but is completely solar powered. It is 
totally dependent on solar power for all its needs. As a part of government 
scheme, solar panels have been installed on the rooftop of every house in 
the village and solar energy has become a source of electricity in the village 
for daily household chores. This village is a model of renewable energy 
usage in the country.

Vidya Dairy, Anand University Campus in Gujarat uses a Concentrating 
Solar Thermal System for its pressurized hot water system. There are 19 
modules of solar dish costing around 72 lakh and this system saves 66 liters 
of fuel every day.

Natco Pharma Limited, Nagarjunsagar, Telangana uses Concentrating 
Solar Thermal for process heating applications. This system saves 120 kg of 
fuel/day and the total cost of the system is Rs. 82.19 Lakh [56].
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2.6 Environment Effects

For the last 150 years, human civilization has remained heavily reliant on 
fossil fuels like coal, oil, and petroleum for electricity, transportation, and 
industries, but these fossil fuels emit harmful greenhouse gases that con-
tribute to global warming, the rising sea-level, and increasing tempera-
ture. Also, fossil fuels are on the verge of exhaustion. Renewable energy 
is an abundantly available, self-replenishing, and everlasting source of 
energy which can be utilized in electricity production, for transportation, 
and other applications of energy. India is actively working on harnessing 
energy from renewable energy sources to fulfill its requirements as well as 
to reduce emissions. India has been working for sustainable development. 
Emission intensities of India have been lowered to 20% compared to the 
previous decades. This shows a significant advancement even though CO2 
emissions are rising continuously. Per capita emission of CO2 in India is 
1.6 tonnes, which is less than the global average value. The global share 
of India’s CO2 emissions is 6.4%. While energy-related CO2 outflows kept 
on developing by more than 1 percent every year on average over the last 
five years, emissions would need to decay by 70% underneath their present 
level by 2050 to meet global climate goals. This requires a huge expansion 
in public aspiration and more forceful renewable energy and climate tar-
gets. This scheme mainly relies on industrial and commercial consumers 
for large scale purchase of energy efficient LEDs. The government launched 
the LED program to promote energy efficient products and reduce the 
prices of such products globally, as well as create jobs in the manufacturing 
of energy efficient lighting [4]. Energy demand in India is expected to be 
double by 2040 as a result of growing GDP, domestic comforts, and pur-
chase power. To fulfill the growing energy demands of the country by fossil 
fuel will bring large emissions. Consequently, renewable energy sources 
are the best way to meet energy demands and reduce obnoxious gases in 
nature.

2.7 Conclusion

With the correct investments in green innovations, India is all around situ-
ated to accomplish sustainable power targets. The pursuit towards cleaner 
energy will have an essential function in empowering the nation’s change 
to a completely supportable energy framework. There are estimates that 
suggest that renewable energy installations would reach 860 GW by the 
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year 2030. The estimation is made by an assessment of RES in the country 
and growing energy demand. Advancements in renewable energy in India 
will create jobs for local, rural electrification and promote electric mobility 
too. An effort has been made to summarize the availability of RES in India. 
The main focus is on the estimated potential and installed capacity of RES 
in Rajasthan. The current status, generating capability, government poli-
cies to promote them, major achievements, and subsequent development 
are discussed in this chapter. Although data regarding development and 
installation of renewable energy sources are available on different websites, 
an attempt is made to collect them all in a meaningful way. The data col-
lected in this chapter will enable researchers and developers to identify a 
scope of improving technologies to harness renewable energy and chart 
a path for further expansion of renewable energy production. With this 
review of renewable energy sources in India, some suggestions are marked 
as follows:

 ¾ Due to the fact that renewable energy sources are unpredict-
able, its large-scale integration into the grid is a difficult task. 
It requires up gradation of transmission and distribution 
infrastructure.

 ¾ Hybrid renewable energy sources should be preferred over 
usage of single renewable energy sources as it can increase 
system efficiency and reliability.

 ¾ The government is making efforts to bring renewable energy 
into electricity generation systems, but individual efforts 
and social recognition of renewable energy is necessary for 
overall development. Public awareness about utilization of 
renewable energy sources and its environmental benefits 
should reach society.

 ¾ Advancements in renewable energy are not only good for 
the environment, but also for society as it will create jobs for 
local, rural electrification and promote electric mobility too.
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Abstract
Amid climate change, the mode of electricity access should be environmentally 
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vide the necessary thrust to the sector. This chapter examines the legal and policy 
framework which guides the functioning of a DG system. This chapter highlights 
the challenges experienced in effectuating the system and the policy’s attempt to 
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3.1 Background

Amid the world trends towards renewable energy (RE), global energy 
policy is increasingly focused on sustainability and the environment. 
Developed countries have ensured affordable access to energy and 
stable infrastructure, while developing countries are not seeing the 
same progress. The United Nations Commission (UNC) report on 
Sustainable Development has expressed the above ethos by stating that 
“Access to energy is crucial to economic and social development and 
the eradication of poverty. Improving energy accessibility implies to 
find ways and means by which energy services can deliver reliability 
and affordability, in an economically viable, socially acceptable, and 
environmentally sound manner” [1]. Electricity accessibility has been 
described in a different form by various international institutions and 
countries. As per the World Bank’s electricity access schema, four hours 
of electricity supply per day per household is sufficient to meet their 
lighting and communication appliances, like cell phones. According to 
the International Energy Agency’s energy access models, an electricity 
supply of 250 kWh per year per household defines electricity access for 
rural households. In South Africa, a home having an electricity supply 
of 50 kWh per month per household free of cost describes an electrified 
house. While in India, electricity access definitions are region-based 
rather than for household levels. A village is declared an electrified vil-
lage if public institutions and 10 percent of that village’s households are 
electrified [2]. The definition, as mentioned earlier, of access to electric-
ity achieved more comprehensive coverage after the implementation of 
the Pradhan Mantri Sahaj Bijli Har Ghar Yojna (SAUBHAGYA) scheme 
in September 2017, which aims to the electrification of every house-
hold. Still, India’s access to electricity has a binary definition that talks 
only to having an electricity connection or not having an electricity 
connection [3]. It cannot reflect the ethos of sustainable development 
goal 7 for universal energy access stated by the UNC on Sustainable 
Development. On the contrary, the international institution’s electric-
ity access definition has multidimensional aspects that cover various 
key attributes, such as reliability of supply, the capacity of the connec-
tion, minimum available hours of supply and quality of supply, etc., for 
access to electricity.

The World Energy Council’s (WEC) meaning of energy sustainabil-
ity depends mainly on three dimensions: 1) energy security, 2) energy 
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equity, and 3) environmental sustainability of energy systems. Adjusting 
these three dimensions comprises of a ‘Trilemma,’ and balanced sys-
tems empowers the prosperity and competitiveness of each country. 
According to the WEC report for the 2019 year, India has achieved 
109th rank among 128 countries. India’s position reflects the need for a 
significant improvement in the national energy policy to reach energy 
sustainability. The report, as mentioned earlier, also explains vital chal-
lenges such as reducing the Aggregated Technical and Commercial 
(AT&C) losses of distribution utilities (discoms) and the integration of 
RE capacity. Policy and definition of access to electricity sets the busi-
ness objectives for the concerned discoms and shape the breadth of the 
future course of actions to meet the established objectives. Ultimately, 
electricity is an essential service, so concerned distribution utilities need 
to meet customer service’s minimum standards to increase customer 
satisfaction [2].

In the last few decades, India’s dependence on fossil fuels has dra-
matically increased for advancement of quality of life, giving impetus 
to industrialization in the fastest economic growth and the needs of the 
growing population. In this era of sustainable development, the ideal 
choice of energy generation is the one that has no or a less harmful 
imprint on the environment. Therefore, RE generation plays a criti-
cal role in fulfilling the power sector’s vision and sustainable develop-
ment goals. As part of Nationally Determined Contributions (NDC) to 
mitigate climate change by promoting electricity generation from RE 
resources, India has set an ambitious target of 175 GW or 40 percent of 
RE’s total electricity generation by 2022 [4]. The cost curve of various 
RE technologies is very low as per their maturity in the market and the 
ability to make these resources affordable to everyone. The Electricity 
Act, 2003 (EA, 2003) is a directive to regulate India’s entire electricity 
sector. The EA, 2003 has a few provisions which deal with the RE sector 
and addresses RE-related issues in a discontinuous manner. A dedicated 
legal framework for RE generation, transmission, and distribution is 
astray [5].

The Electricity Act, 2003 has brought reforms to generation, trans-
mission, and energy distribution. The generation sector is reformed by 
de-licensing energy generation; in transmission, reformation has been 
done by providing non-discriminatory open access. Even the distribution 
sector has improved by providing multiple licenses, open access, manda-
tory metering, and adopting multi-year tariff principles. It likewise gives a 
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cross-subsidy surcharge on direct sale to consumers until cross-subsidies 
are eliminated step by step [5].

Overall efficiency and healthiness of the distribution system of the 
electricity sector is reflected in terms of AT&C losses. The total AT&C 
loss is estimated to be comparable to 1.5 percent of India’s Gross 
Domestic Product (GDP) or approximately USD 17 billion with refer-
ence to the 2010 GDP [6]. In the last two decades, there have been many 
policies and schemes designed to reduce these losses. The majority of 
consumers who are affected due to these losses come from the rural sec-
tor. These consumers are unable to have electricity access for more than 
eight hours despite having surplus power. In the Indian power sector sce-
nario, agriculture alone shares 18.08 percent of total consumption, 24.2 
percent by the residential sector, and 2 percent by the transport sector 
[7]. Agriculture remains a crucial part of the entire Indian economy and 
driver of the whole rural economy. The agricultural sector is the highly 
subsidized sector of the Indian power sector and a significant contributor 
to AT&C losses. In order to have low AT&C losses, it is critical to do away 
with unsustainable subsidies in the distribution sector. It is challenging 
to have such kinds of reform in highly organized, high weight, and active 
agriculture consumers who are the primary consumers in the rural areas 
where the highly competitive political arena is always present. In the 
above circumstances, a technological solution and new business model 
may be developed for the high efficiency of the distribution sector. These 
above conditions lead the way for an RE-based distributed generation 
(DG) model.

This book chapter deals with the RE-based DG system model to 
ensure better electricity access and sustainable development and energy 
security. It starts with a broad overview of the electricity access sce-
nario and distribution sector of the Indian electricity market. It tries to 
explain the positive but potential leading role of the RE-based DG sys-
tem to address the long-pending critical issues like AT&C loss, the ful-
fillment of Renewable Purchase Obligation (RPO), universal access to 
electricity, quality and reliable power supply, energy security, etc. Apart 
from these, it primarily focuses on the RE-based DG system’s position in 
India’s electricity sector’s various laws and policies. Finally, it explains the 
corresponding challenges for the development of a robust RE-based DG 
system in India.
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3.2 Electricity Access in India

Prior to looking into India’s electricity access scenario, it is necessary to 
overview India’s power sector. The power sector has its position as the 
world’s fifth-largest in the aspect of installed capacity for power genera-
tion and is the third largest electricity producer. In the fiscal year 2018-19, 
per capita consumption of electricity was 1181 kWh and it was 14th in the 
world in the aspect of per capita consumption [8]. India has a total installed 
capacity of 373.029 GW by 30-09-2020 [9]. With all this, the Indian power  
sector has witnessed significant growth in power generation. After the 
electricity reform and the EA, 2003, it mainly focused on increasing power 
generation to eliminate the power shortage and energy poverty. So far, 
this method has proven successful and India has become a power surplus 
from a power shortage and net exporter from a net importer of electricity. 
India has also achieved the ambitious target of “One Nation, One Grid” 
[10]. According to the recent survey conducted jointly by NITI Aayog 
and the Rockefeller Foundation on the topic of Electricity Access and 
Benchmarking of Distribution Utilities, only 87 percent of Indian house-
holds have access grid-connected electricity. The other 13 percent of Indian 
households either access off-grid electricity and lightings or no electricity 
at all.

The rural sector has an access rate of 84 percent. The rural sector can be 
categorized into four broad consumer categories: households, agricultural, 
commercial, and institutional. The agricultural consumer is the primary 
electricity consumer in the rural sector. Agricultural has only a 52 percent 
access rate of electricity from the grid as a source. The other 48 percent of 
agricultural consumers prefer diesel generators with 48 percent as a pri-
mary electricity source, followed by kerosene with 18 percent, and solar 
panels with only 3 percent. Diesel generators and kerosene have 66 percent 
total contribution as a source of electricity for agricultural consumers [11]. 
It should also be noted that both fuels come in the category of fossil fuels 
and emit high carbon emissions. Although India has surplus power in the 
generation segment and one national grid in the transmission segment, 
still access to electricity is not at par standards. It shows that policymakers 
need to focus on the distribution part of the electricity sector, which is 
solely responsible for access to electricity. In the distribution segment, the 
rural sector of India needs high focus.
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3.2.1 Distribution Sector of India

The distribution sector of the electricity market is the most prominent and 
critical. The distribution sector is a source of cash flow in the entire supply 
chain of the power system. It plays a very crucial role in bringing commer-
cial viability and efficiency to the Indian power sector. A solid and efficient 
distribution sector is a primary necessity to achieve and realize the 24*7 
Power for All, a goal of the EA, 2003. The distribution sector serves vari-
ous critical aspects such as cross-subsidy management, reliable and quality 
electricity supply, subsidy transfer mechanism to end consumer, customer 
service management like metering, billing, collection, and complaint reso-
lution, etc. To achieve the goals mentioned earlier, the major impediment 
for this sector is AT&C losses. Unfortunately, the majority of the time, the 
distribution sector is facing financial predicaments, which reflects in terms 
of AT&C losses. Significant factors which contribute to the AT&C losses 
are the technical losses that happen during transmission and monetary 
losses at the retail end. There are different causes for monetary losses, but 
the principal causes are mentioned below:

• Electricity theft happens at the consumer end through 
unlawful tampering with meter and transmission lines

• Inefficiency in the subsidy delivery mechanism due to faulty 
classification of consumers, namely agricultural consumers

• Corruption in the billing mechanism, due to which discoms 
fails to collect the correct revenue

Currently, the nation-wide AT&C losses are 18.87 percent [12]. The 
AT&C losses were high contrasted to most of the nations, including South 
Korea (4%), Japan (5%), Brazil (17%), China (5%), and Indonesia (10%) in 
2009. The AT&C loss is assessed to be comparable to 1.5 percent of India’s 
GDP or around USD 17 billion as far as 2010 GDP. In recent years, India’s 
transmission and distribution (T&D) loss of India is high contrasted to 
other developing nations like Brazil, South Africa, and China. T&D loss of 
India was 21.04 percent in 2017, which was higher than the world average 
(8.64%), Brazil (16.36%), South Africa (9.59%), and China (5.46%). The 
same is illustrated in Figure 3.1 (T&D losses (in %) of India, different lead-
ing countries, and the world).

The investor community views high losses as a danger subverting busi-
ness viability, frail institutional credibility, and evidence of high regulatory 
uncertainty [6]. To get rid of these losses that emerged due to financial 
and operational inefficiency, many policies or schemes were formulated 
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and tried in the last two decades. The Accelerated Power Development 
& Reform Programme (APDRP) was launched in 2001 to reinforce the 
sub-transmission and distribution network and to lessen the AT&C 
losses to 15 percent in 5 years. Without reaching this target, the APDRP 
was re-structured by the MOP after refining as a Restructured APDRP 
(RAPDRP) and re-released in 2008, as one of the essential initiatives of 
the 11th Plan. Focusing on constructing baseline statistics and adopting 
IT applications, it targets to lessen AT&C losses by 3 percent each year 
for utilities which have over 30 percent AT&C losses and by 1.5 percent 
per year for those who have less than 30 percent [14]. In 2011, discoms 
looked for another bailout package from the union government. In 2015, 
the Ujjwal Discom Assurance Yojana (UDAY) scheme was taken off with 
the intention of resuscitation of discoms. Sadly, targets set in the policy 
were missed in the last two decades, as illustrated in Figure 3.2 (Annual 
AT&C losses (in %) of India in the period of 2000-01 to 2018-19). Like 
earlier trends, this scheme also failed to achieve its target and still, average 
nationwide AT&C losses stand at 18.87% [12]. UDAY 2.0 launched in early 
2019 and 35 million smart meters installed by December 2019 is envisaged 
as part of its mandate.

The majority of affected consumers, due to these losses, come in the rural 
sector, which is unable to have electricity access in not more than 8 hours 
despite having surplus power. In the era of generation-focused reform, 
there was very sporadic work done in the rural energy sector. Especially 
in rural areas, artificially depressed pricing structures and the removal of 
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unsustainable subsidies need to be implemented to reform the primary 
distribution sector. It is challenging to have such reform in the highly 
organized, weight, and active agriculture consumers who are the primary 
consumer in rural areas where a highly competitive political arena is always 
present. In addition to all this, to address climate change, a great transition 
started in energy generation technology towards RE resources from con-
ventional energy resources like coal, oil, gas, etc. In the COP21 meeting 
held in Paris in 2015, India launched a target to meet 40 percent of total 
installed electricity generation from RE resources by 2030. As part of this, 
the Government of India (GoI) has launched 175 GW from RE resources. 
The GoI has launched a target of 100 GW by 2022 under the scheme of 
the Jawaharlal National Solar Mission (JNNSM). Out of 100 GW, 40 GW 
covers under solar PV (SPV) rooftop, and 60 GW is covered by ground-
mounted. Solar RPO has risen from 0.25 percent in 2012 to 3 percent by 
2022. The necessary amendment was carried out in the National Tariff 
Policy in January 2011 to enhance solar RPO [16]. The Ministry of New and 
Renewable Energy (MNRE) has already implemented solar RPO and set 
each state’s target by 2022. Grid-connected SPV acquires 41.34 GW and off-
grid/captive power develops 1.005 GW in the RE system by 30th September 
2020. SPV ground-mounted and rooftop achieved 38.124 GW and 3.216 
GW, respectively [4].

It is necessary to get a sustainable solution that brings high efficiency 
in the distribution sector to reduce AT&C losses and achieve quality and 
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reliable 24*7 Power for All using green sources of electricity generation 
to address climate change issues. These conditions lead to a new energy 
generation and distribution model of the DG system based on RE sources.

3.2.2 Distributed Generation

Distributed Generation is a method that uses small-scale technology to 
generate electricity on-site or near to the end-users. The DG system is also 
termed as decentralized generation, embedded generation, decentralized 
distributed generation, etc. A DG system is termed differently from country 
to country. Also, it has no universally defined definition, as it has different- 
different meanings across different nations. In the UK, the DG system is 
defined as the power generation plant directly connected to a distribution 
system rather than a transmission system. In the USA, the DG system is 
defined as the small-scale power generation plant situated near the load. 
According to the American Council for an Energy Efficient Economy for 
Distributed Power Generation, it is defined as any power generation tech-
nology that generates power outside the working periphery of the distri-
bution utility [17]. In India, it is termed as the Decentralized Distributed 
Generation System (DDG) and defined as the electricity generation only 
from RE resources such as wind, solar, biomass, small hydro, geothermal, 
and waste at or near to the end-use customer or load [18]. So in India, DG 
is termed as DDG and they are based on RE resources only.

Distributed Generation systems can improve the entire electricity deliv-
ery system’s operation from generation to distribution to the end con-
sumer. These systems range from less than kW to a few MW system sizes. 
Distributed Generation systems can be based on RE and conventional 
fossil fuel resources. DG can provide less expensive electricity as well as 
higher efficiency and safety of power [19]. RE resources have a distributed 
nature and they are available at every location on the earth. Solar energy 
is available more than enough across India and this reflects in the JNNSM 
target for solar power of 100 GW installations by the year 2022. The highly 
variable nature of solar energy and other RE resources is a major block-
ing stone in integrating their energy generation with the current national 
grid. This problem is making it difficult to achieve the target of JNNSM. 
Simultaneously, the GoI is committed to providing 24*7 Power for All and 
reducing AT&C losses. Amid climate change, 24*7 Power for All and low 
AT&C loss targets, the duo combination of the DG system model and RE 
resources can play a crucial and game-changing role in the Indian electric-
ity sector.
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Merits of DG System
Distributed Generation systems based on RE resources have the following 
merits [20]:

• It can be a better option against the diesel generators used in 
the rural sector.

• It enhances energy diversity and security.
• It can provide access to electricity in remote and inaccessible 

areas in the capacity of a stand-alone or mini-grid type sys-
tem. Remote and inaccessible regions are also not economi-
cally feasible to connect through grid extension. It provides 
better rural electrification.

• It provides a better and quick response for more power 
demands.

• It can provide emergency power to many public utilities 
such as hospitals, airports, military bases, communications 
stations, etc. It can be an effective backup or additional 
power system option during natural calamities and grid fail-
ure conditions.

• DG can help achieve the various mandatory targets designed 
in the RE and the EA, 2003 like a contributor to RPO for 
discoms, last-mile connectivity with a quality and reliable 
power supply, and the fulfillment of universal service obliga-
tion impacting discoms’ financial viability. Ultimately, it can 
play a crucial role in fulfilling set objectives under NDC for 
climate change.

• It enhances and fixes the accountability on quality and reli-
ability of power supply, service to consumers, especially 
by providing power to productive loads to strengthen 
livelihoods and support the rural enterprises. Hence, 
it can provide effective and efficient energy and load  
management.

• It intensifies customer service management through timely 
billing and collection. Ultimately, better customer satisfac-
tion can be provided.

• It shows confidence to have clear and comprehensive cover-
age for all loads in an area inclusive during peak hours and 
resilience to cater to the load likely to emerge in power for 
all situations.

• Simultaneously, due to the absence of a high voltage trans-
mission system, this model of power generation has no or 
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significantly less AT&C loss than the current high AT&C 
loss as low operation and maintenance (O&M) expenditure.

• It helps frame a business framework and viability construct 
built off significantly improved power distribution business 
activity in rural areas.

In addition to all this, extensive use of DG technologies could reduce 
carbon emission as per the latest studies. According to the report of a 
British study in the year 1999, domestic combined heat and power technol-
ogy decreased carbon emissions by the extent of 41 percent. In the period 
of 1998 to 2001, a similar kind of report based on the Danish power system 
showed that extensive use of DG technologies reduced carbon emissions 
by the extent of 30 percent [21].

3.2.3 Recent DG Technologies and their Scenario in India

DG systems can be based on fossil fuel and RE technology. Currently, the 
DG system is based on RE resources as per the policy of GoI. According to 
different RE technology, the DG system classification includes solar, wind, 
small hydro, bio-energy, waste to energy, and geothermal. Geothermal is in 
the development phase among these RE technologies.

• Solar Energy
India is blessed with abundant solar energy resources, with 
5 trillion MWh annually. Solar energy is a prime focus in 
India’s climate mission, with a magnificent target of 100 
GW installation by 2022 under JNNSM. Solar energy is 
highly distributed in nature across India. India achieved 
the 5th rank in solar power installation across the globe. 
Solar energy is installed into two categories which include 
off-grid and grid-connected ones. Off-grid solar PV has a 
target of 2 GW out of 100 GW under the JNNSM. Off-grid 
SPV mainly consists of a solar-based lantern, pump, street 
light, home lighting system, and small SPV plants of kW 
size. Different off-grid SPV applications’ current status are 
illustrated in Table 3.1. The distribution of 7 million study 
lamps is in the planning phase of MNRE, focused on the 
students’ rural areas. The installed capacity of the grid-con-
nected SPV plant is 30 GW as of July 2019 and the current 
total SPV installed capacity is 35 GW as of 31st March 2020. 
Grid-connected SPV is promoted through various schemes: 
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rooftop, canal top, micro-grid, canal bank, floating plant, 
viability gap funding (VGF), etc. [22].

• Wind Energy
Wind energy is also an intermittent energy source like solar, 
but it is site-specific, unlike continuous solar across India. 
The potential of wind energy is 302 GW at 100 meters height. 
The wind energy sector has a strong eco-system through the 
proven indigenous industry. The industry has a strong man-
ufacturing capacity of 10 GW annually. Wind energy has a 
target of 60 GW under the NDC by India to mitigate cli-
mate change. The current installed capacity of wind power 
is 38 GW as of 31st March 2020. Different schemes and 
financial incentives, including generation-based incentives 
(GBI), accelerated depreciation, exemption of customs duty, 
zero interstate transmission charges, have been designed to 
support wind energy development. The government is also 
exploring off-shore wind power capacity with the Global 
Wind Energy Council and the European Union [23].

• Small Hydro Energy
Hydropower is categorized into large and small hydropower 
projects. A project having a capacity of up to 25 MW is con-
sidered a small hydropower project. Small hydro is also cate-
gorized into micro (up to 100 kW), mini (100 kW – 2 MW), 
and small (2-25 MW). Small hydro has an estimated poten-
tial of approximately 21 GW. The government supports 
microhydro projects for the electrification of remote villages 

Table 3.1 Total installed capacity of different off-grid SPV 
applications [22].

Off-grid SPV applications Installed capacity or units 

Solar Lantern 65,17,180

Solar Pump 2,37,120

Solar Street Light 6,71,832

Solar Home Lighting System 17,15,639

Solar PV Plant 212 MWp
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in the hilly region of India. Such projects will be developed 
to help local associations of a water mill, cooperative societ-
ies of the town, and other NGOs. The total installed capacity 
currently achieved a fabulous milestone of 4.7 GW against a 
targeted 5 GW under the NDC of 175 GW RE installations 
by 2022 [24].

• Waste to Energy
Waste is increasing due to rapid industrialization, the life-
style change of communities, and urbanization, becoming a 
big issue. Recently, different technologies have been devel-
oped to utilize various kinds of waste, including agricultural, 
vegetable market yards, slaughterhouses, industrial, munici-
pal wastes, etc., for generating electricity. Different biogas or 
bio-CNG and waste can be used as an asset for energy, simul-
taneously reducing its dumping issue. Waste is also a distrib-
uted energy source like other RE resources due to available 
technologies. MNRE is promoting different technologies 
which can convert waste into energy and provide central 
finance assistance (CFA). The total estimated potential from 
waste to energy is 5.69 MW. The total installed capacity is 
26 MW against the 99.5 MW target. The BIOURJA portal is 
developed to provide a platform for availing the CFA from 
the government [25].

• Bioenergy
Bioenergy consists of biomass-based energy generation, bio-
gas, and heating applications. Bagasse is the primary energy 
source for biomass-based power and co-generation. A pro-
gram for biomass power and co-generation was launched to 
promote bioenergy. The majority of projects under this pro-
gram are grid-connected ones. Sugar mills are playing a piv-
otal role in this program. Another program, Biogas-based 
Power Generation and Thermal Application (BPGTP), are 
launched to tap the bioresources of dairy products, cow 
dung, poultry waste, etc. Projects are small-scale (3 kW – 
250 kW) and off-grid type. The total estimated potential of 
biomass-based power generation and co-generation is 26 
GW. CFA is the promotional measure for the bio-energy 
sector [26]. The cumulative installed capacity of different 
bioenergy technology types is illustrated in Table 3.2.
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3.3 DG System Position in Existing Legal and Policy 
Framework of India

3.3.1 Position of the Electricity Sector in the Constitution  
of India

The matter of electricity covers the concurrent list of the seventh schedule 
of the Constitution of India. The seventh schedule of India’s Constitution 
frames out the different issues on which the Parliament of India and State 
legislature can frame the laws. It consists of three lists: Union, State, and 
Concurrent. The Parliament of India can frame the law on the subjects cov-
ered under the Union list, while state legislature can frame the legislation 
for state list matters. Legislation for the issues under the concurrent list 
can be framed out by both the Parliament of India and the state legislature 
[27]. Legislation passed by India’s Parliament will prevail over the state leg-
islature in a conflict situation over one subject. Hence, the center and state 
have jurisdiction on the subject of electricity.

3.3.2 Overview of the Electricity Act, 2003

The Electricity Act, 2003 governs India’s entire electricity sector and pro-
vides directions to all three segments: generation, transmission, and dis-
tribution. The EA, 2003 provides direction to electricity generation from 
all the energy resources, excluding only nuclear energy. The electricity 
generation from nuclear energy resources is covered under the Atomic 
Energy Act, 1962. The EA, 2003 has brought many significant reforms in 
the electricity sector of India. The EA, 2003 has restricted center, state, 
and regulatory bodies [5]. One of the main objectives of the EA, 2003 is to 
keep regulatory bodies independent from the governments in governing 
all three segments of the electricity sector of India. The Central Electricity 

Table 3.2 Total installed capacity of different bioenergy applications [26].

Biomass IPP (In MW) 1826

Bagasse Cogeneration (In MW) 7547

Non-Bagasse Cogeneration (In MW) 772

Cumulative Installed Capacity As On 31-12-2019 (In MW) 10145

Bio-Gas Power (Off-Grid) As On 31-03-2019 (In MW) 8951.5
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Regulatory Commission (CERC) and State Electricity Regulatory 
Commission (SERC) have come into existence in the place of earlier 
electricity boards. CERC has jurisdiction at the national level and SERC 
has jurisdiction at the respective state level. The generation sector has 
received fundamental reform through the de-licensing of power genera-
tion, excluding power generation from hydro projects. It also recognizes 
the trading of power as a distinct activity and paves the way for Indian 
Energy Exchange Limited formation. It also acknowledges the promotion 
of captive generation. The transmission sector has received key reform by 
providing non-discriminatory access to the transmission network to all 
generators. The distribution sector has reformed through various provi-
sions, including multiple licenses, open access, mandatory metering, and 
multi-year tariff principles. It also asks to provide a cross-subsidy sur-
charge on direct sale to consumers until cross-subsidy is eliminated step 
by step.

3.3.3 DG System Position in the Electricity Act, 2003 [5]

A renewable energy-based DG system can be established and operated 
under captive generation to fulfill self-demand as per section 9 of the EA, 
2003. Such captive capacity needs to have the necessary infrastructure to 
transmit electricity. Solar PV rooftop systems and other DG systems can 
be termed as the captive plant to fulfill the self-demand. The Electricity 
Act, 2003 has provided necessary thrust to DG, especially in the area of 
rural electrification. The Distributed Generation system has provided the 
necessary space for its establishment in the rural areas under section 14 
of the EA, 2003. Any person means an individual or group of individuals 
or communities or NGOs or cooperatives, etc. can establish, operate, and 
maintain the DG system for distribution and supply of electricity service 
in his area. Such a DG system needs to comply with the conditions speci-
fied under section 53 of the EA, 2003 by the competent authority. The Act, 
notwithstanding the grid augmentation model for rural electrification, 
characterizes DG and supply through off-grid energy systems based on 
any kind of energy source. Distribution of electricity is also incorporated 
through different means, including NGOs, local governing systems, com-
munity groups, and franchisees of distribution utilities as alternate modes 
for rural electrification. Any persons, like the Panchayat body, an associ-
ation of individual, cooperative societies, and NGOs are allowed to pur-
chase the power in a bulk amount under section 5 of the EA, 2003. Under 
section 5 only, the local distribution system’s management is also allowed 
by the persons mentioned earlier. Also, Section 4 of the Act enables RE 
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sources’ operation and distribution system based on stand-alone systems 
for rural areas.

Section 42 (2) of the EA, 2003 provides space for open access for the DG 
system. The respective DG system needs to pay the surcharges and wheel-
ing charges set by the appropriate commission to use available distribution 
system infrastructure to supply the generated electricity to the concerned 
consumer. The respective DG system is entitled to have non-discrimina-
tory access to public transmission infrastructure under Section 39 (ii). 
Distributed Generation systems will not be allowed to have any charges 
for the use of transmission infrastructure if the electricity is transmitted to 
its own premises for self-consumption. The Renewable Energy-based DG 
system has a promotion in both urban, as well as rural sectors through the 
setting of RPO to each concerned discoms under section 86 (1) (e) of the 
said Act. The respective DG system may be utilized to fulfill the obligated 
RPO by the concerned discoms.

3.3.4 DG System Position in the Electricity (Amendment) Act 
2018 and Electricity (Amendment) Act, 2020

Both the Electricity (Amendment) Act, 2018 (EA 2018) and Electricity 
(Amendment) Act, 2020 (EA 2020) are bills that are pending to the 
approval of parliament. Both the bills have been drafted mainly to 
address recurring issues like AT&C loss of the distribution sector in 
order to bring sustainability and competition in the power sector. The 
EA 2018 provides enough light on the RE-based DG system market’s 
recurring issues and seeks to develop a better regulatory eco-system for 
its growth. The EA 2018 addresses different issues like defining the DG 
system and its position in all three segments of the electricity sector. 
The DG system is termed as a Decentralized Distributed Generation 
System (DDG). Any DG system which has electricity generation from 
the RE resources can be termed as a DDG system under Section 2 (15A) 
of part 1 of the EA 2018 [28]. With the consultation of state govern-
ments, the union government may notify the National RE Policy for the 
promotion and better vision of the RE-based electricity market under 
Section 3 of the EA 2020. Section 62 (1) (d) of the EA 2020 seeks to set 
the retail supply tariff of electricity without considering the subsidy to 
reflect electricity’s true cost. Through this provision, the EA 2020 aims 
to enhance competition in the distribution sector by enhancing the ease 
of doing business in this sector. It may build a level playing field in the 
distribution segment and enhance the DG system market’s growth. The 
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long-pending issues of a better mechanism to transfer the required sub-
sidy to the targeted beneficiary are tried to resolve through the manda-
tory implementation of Direct Benefit Transfer (DBT) under section 65 
of the EA 2020. An agricultural and retail consumer covers the major 
portion of the subsidy beneficiary, which is also the major consumer 
of the DG system market. Mandatory provision for the minimum per-
centage purchase of RE-based electricity is mentioned under Section 
86 (1) (e) of the EA 2020. The distribution sub-licensees (DSL) concept 
is inserted under Section 2 in the EA 2020 [29]. DSL is defined under 
Section 2 (17A) as

“… a person recognized as such and authorized by the distribution licensee 
to distribute electricity on its behalf in a particular area within its area of 
supply, with the permission of the appropriate state commission. Any ref-
erence to a distribution licensee under the Act shall include a reference to 
a sub- distribution licensee.” For rural areas, DSL is a new concept and the 
franchisee model for distribution and generation of electricity service 
under Section 14 of the EA 2020. Both DSL and franchisee models do not 
require any separate licensee from the respective state commission to pro-
vide service. At prima facie, the DSL, as mentioned earlier, may enhance 
competition in rural areas.

3.3.5 DG System Position in the National Renewable Energy 
Act 2015 [30]

The National Renewable Energy Act 2015 (NREA 2015) envisages devel-
oping a prominent RE-based DG system in fulfilling climate change chal-
lenges, RPO, and quality and reliable electricity access in rural and remote 
areas. The NREA 2015 is in the form of a bill that is yet to get approval from 
the parliament. The NREA 2015 emphasizes the high synergy between the 
DG system and electricity access in rural areas. Clause 30 (1) and Clause 30 
(2) of the NREA 2015 ask about promoting the DG systems for all kinds of 
consumers, including residential, agricultural, commercial, industrial, etc., 
by the union and state governments. In order to have systematic promo-
tion, Clause 31 of the NREA 2015 asks to designate a specific nodal agency 
to assess the regions and various applications for the DG system operation. 
The governments may provide the needful incentives and facilitation to 
promote the DG system’s use as per clause 33 of the NREA 2015. The ben-
efited DG system projects under clause 33 need to have a viable business 
model, reasonable consumer retail tariff, grievance redressal mechanism, 
and the ability to have grid inter-connectivity. According to Clause 35 of 
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the NREA 2015, the respective ministries will coordinate with other minis-
tries and concerned regulators to introduce net-metering, gross-metering, 
and a smart meter set up to promote the grid-connected DG system. The 
DG system may be considered in the RPO fulfillment as per Clause 39 (3) 
of the NREA 2015. It may provide a significant boost to the DG system.

3.3.6 DG System Position in the National Electricity Policy 
2005, National Tariff Policy 2006, Rural Electrification 
Policy 2006, and National Energy Policy 2017

The rural electrification component mentions the DG system in the 
National Electricity Policy 2005 (NEP 2005), which was notified on 12th 
February 2005. A DG system can be based on any energy resource and 
it can be utilized along with available local distribution networks as per 
Section 5.1.2 (d). In the NEP 2005, Section 5.1.2 mentions the DG sys-
tem operations in the remote and grid-connected areas. In the NEP 2005, 
Section 1.7 uses the EA, 2003 and introduces the RPO and preferential 
tariffs to develop RE. There is a need for some light on whether this section 
includes the RE-based DG system for the grid connection case [31]. In the 
National Tariff Policy (NTP) 2006, Section 6.3 mentions the fixation of 
tariff rates by SERCs for the trading of excess power from captive power 
plants [32], but it does not explicitly state such trading for DG systems. 
The Union government prepared the rural electrification policy by exer-
cising its power under Sections 4 and 5 of the EA, 2003. DG is mentioned 
in Section 3 (3.3) of rural electrification policy and it can be based on any 
energy resources, as well as local distribution facilities.

Rural Electrification Policy (REP), 2006 is a repercussion of Section 4 
and Section 5 of the EA, 2003 [33]. This policy tries to address the rural 
electrification problem by integrating the rural electricity distribution, 
village electrification infrastructure, and DG system. This policy asks the 
CERC to set up guidelines to transfer the subsidies to the consumers. To 
date, clarification is missing in grants, whether in terms of GBI, feed-in tar-
iffs (FiT), capital subsidies, or any other form. The policy is also silent on 
the tariff determination on a case to case basis. Implementation, monitor-
ing, and verification mechanisms for the policy are missing in this policy. 
Even Section 6.11 of the National Energy Policy 2017 of NITI Aayog has 
mentioned DG systems [34]. Under Section 6.11 of the policy, it states that:

“The steep rise in the share of Renewable Energy in the electricity mix 
will call for several measures to adapt the grid. The measures listed above 
are expected to integrate this variable and seasonal electricity source by 
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addressing both commercial and technical challenges. Diversified geograph-
ical and distributed generation helps in addressing the above challenges in a 
cost-effective manner. NITI Aayog will offer a platform to bring the Central 
Ministries and State Governments together to solve the inter-agency issues 
related to integration and growth of Renewable Energy in the country as per 
the Renewable Energy Integration Roadmap 2030.”

3.4 Analysis and Challenges in the DG System

3.4.1 National Policy on Renewable Energy Based  
Mini/Micro-Grid

To address climate change issues in the COP21 meeting held in Paris in 
2015, India set a target under NDC to meet 40 percent of total installed 
electricity generation from RE resources by the year 2030. Among vari-
ous measures taken, one of the measures undertaken to meet these tar-
gets includes deploying a DG system like mini-grids and micro-grids. The 
National Policy on RE based Mini/Micro-Grids by the MNRE is framed to 
achieve the following objectives [35]:

• To promote the RE-based micro-grids and mini-grids 
deployment in un-served and under-served regions of the 
nation to serve the 237 million people deprived of electricity 
access

• To place RE-based mini/microgrids in the mainstream 
of power systems in order to enhance the accessibility of 
affordable energy services and improve the local economy

• Develop the Public Distribution Network to distribute the 
energy generated

• Encourage cluster form DG systems by linking all the 
nearby DG systems to better operational efficiency and cost 
reduction

• The preamble of this policy is guided to develop the state-
level policies and regulations that enable a better eco-system 
for its growth

• It is also suggested to frame a detailed policy to boost the 
local economy by meeting various consumers from residen-
tial to commercial

• The ministry aims to install 10,000 projects with a cumula-
tive capacity of 500 MW in the next five years



82 Renewable Energy Technologies

• It targets to fulfill basic needs like lightings, fans, mobile 
charging of every household

• To optimize the mechanism to access the central financial 
assistance, including other incentives

• The policy directs to use only RE sources until some rare 
cases enforce the use of conventional energy resources as a 
backup

The policy as mentioned above has tried to address the installation part 
of the DG system for rural electrification. It asks for the development of 
state-level policies to develop the robust DG facility in the respective state. 
It expects the state government to frame out the decisive plan for mini-
grids. Framing such a decisive plan will provide the necessary confidence 
among the various key stakeholders, including Energy Service Companies 
(ESCOs) and investors interested in this area. The state government can 
categorize the areas based on their electrification priority and mode of 
electrification. It attempts to build the basic out frame for the DG system 
to encourage RE-based electricity generation, which may help the state 
develop additional policies on the DG system. Corresponding challenges 
regarding this policy for developing a robust DG system are described in 
the following sub-section, namely challenges.

3.4.2 Smart Grid Policy of India

Smart grids are attracting the attention of more and more policymakers 
and private investors. India believes that the smart grid has vast advantages 
on the distribution side because smart metering is one of the smart grid 
components. To enhance grid integration in the wake of the DG systems 
market, the union government is increasingly interested in adopting inno-
vative technology, including smart grids. The smart grid is the modern 
grid that has more dynamicity and is digital. It offers real-time monitoring 
and control by incorporating advanced information and communication 
technologies in all dimensions of power systems, including generation, 
transmission, distribution, and electricity consumption. The fundamental 
elements which constitute the smart grid are illustrated in Figure 3.3.

It has a multidirectional information flow and bi-directional electricity 
flow in the power system. It promotes the active participation of consumers 
in the grid operation. It provides a capacity of self-healing and adaptivity, 
high reliability and service, and enhances energy efficiency and resiliency 
to the grid. It enhances the grid integration of RE generation [36]. The 
smart grid’s primary components are smart meter, integrated information 
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and communication technologies, energy storage, RE generation, demand 
response system, DG, data security, etc. The government has been trying to 
modernize the existing grid by incorporating various innovative technolo-
gies of the power sector, IT sector, and communication. In order to achieve 
the same, the government has planned and implemented various policy 
initiatives, which are listed out in this section in a comprehensive manner.

• ISGF and ISGTF
The idea of a smart grid has come up with the modernization 
of the Indian power grid system to reduce AT&C losses. Policy 
level initiatives have started with introducing the RAPDRP 
policy initiative targeted to the distribution sector in 2008, 
then UDAY in 2015 to UDAY 2.0 in 2019 by the Ministry 
of Power (MoP). All these initiatives have been explained 
in the earlier section of the distribution sector. In addition, 
MoP launched the India Smart Grid Forum (ISGF) in 2010 
and subsequently established the Indian Smart Grid Task 
Force (ISGTF) to develop a roadmap for the development 
of smart grids in India. It can reduce the business losses of 
discoms. However, India’s goal goes beyond the level of pro-
liferation. Innovative interactive power systems can reduce 
peak loads, minimize power generation requirements, and 
better integrate RE into the grid. ISGTF is composed of 

Grid

Consumers
(Prosumers)

Service Provider

Di�erent
Utilities

Figure 3.3 Basic elements of Smart grid.
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the Department of Science and Technology (DST), MNRE, 
Ministry of Information and Communication Technology, 
and MoP.

In contrast, ISGF has all critical stakeholders of the power 
sector ranging from utility to industry and academia fellows. 
ISGF provides the necessary platform for public-private 
partnerships. ISGF critically acts as an advisory group to 
the government for the government’s smart grid vision and 
sets up the roadmap for coordination with ISGTF. This advi-
sory group has been divided into a different working groups 
to address various critical issues like an advancement of 
metering infrastructure, modernization of the transmission 
system, modernization of the distribution system, DG and 
renewable energy, control of consumption and load, forma-
tion of policy and regulations, and design and architecture 
of the smart grid. ISGF has proposed the government launch 
a national mission on the smart grid in 2013 [37].

• National Smart Grid Mission
With objectives other than the reduction of AT&C losses 
like the integration of RE-based electricity, development 
of RE-based DG system, Prosumer (where Prosumer is a 
household that is both producer and consumer of electric-
ity) enablement, real-time monitoring, supporting neces-
sary infrastructure for the proliferation of Electric Vehicles 
(EV), etc., in March 2015, the National Smart Grid Mission 
(NSGM) was established by GoI [38]. NSGM developed 
the smart grid’s detailed implementation plan for the short, 
medium, and long term with a vision, mission, with corre-
sponding goals. It assessed the different resource require-
ments, funds, development of a timeline for the smart grid 
projects, identification of main stakeholders who will han-
dle the projects as per the suggested vision, and roadmap by 
ISGF. The vision statement of the NSGM aimed to transform 
the grid into a more secured, adaptive, and sustainable one. 
It also aimed to develop the grid’s digital eco-system to pro-
vide quality and reliable electricity services to all. The mis-
sion statement of NSGM states to enhance the energy mix by 
incorporating RE resources and providing affordable quality 
power to all. In order to achieve the above stated vision and 
mission of NSGM, NSGM objectives have been divided into 
two phases. Phase 1 covers activities like smart meters and 
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advanced metering infrastructure deployment, moderniza-
tion of substations with GIS technology, encouragement to 
microgrids and DG systems, especially SPV rooftop systems, 
and equip the distribution transformer with real-time con-
trol and monitoring mechanisms. The period of Phase 1 is 
2014-2017. The total cost is estimated to 980 crores, includ-
ing the support of 312 crores from the budget. Phase 2 covers 
activities like enabling access to quality power to all, a pro-
liferation of the microgrid systems, prosumer enablement, 
development of demand-side response and management, 
integration of RE-based systems, and development of nec-
essary infrastructure for the EV and energy storage system. 
The total estimated cost for Phase 2 activities is 990 crores, 
including 312 crores from the budget. The period of Phase 2 
is 2017-2020 [38].

The organizational structure developed under the NSGM 
has a three-tier hierarchy. The first tier is the governing 
council chaired by the Minister of Power, followed by an 
empowered committee chaired by the MoP and NSGM 
project management unit secretary. The empowered com-
mittee is supported by a technical committee chaired by the 
Chairperson of Central Electricity Authority (CEA). It is to 
be noted that DG has a very critical position in the entire 
NSGM program, whether it is aimed for the proliferation 
of EV, integration of RE-based system, on-demand access of 
power, reliable quality power to all, etc. DG system covers 
almost all the goals and merits of smart grid aiming.

• Smart City and AMRUT
Apart from the above policy for developing smart grids 
across India, other schemes and policies drive the smart grid 
movement to achieve its various objectives. For the urban 
areas, the schemes are smart city mission and AMRUT, i.e., 
Atal Mission for Rejuvenation and Urban Transformation, 
while rural areas use the Saubhagya scheme. The union gov-
ernment launched both the missions in 2015. The smart city 
mission covers 100 cities under its umbrella, while AMRUT 
covers 500 towns under its umbrella. The smart city mission 
aims to advance the city’s basic infrastructure, including 
quality and green electricity supply to all, efficient and envi-
ronmentally friendly urban transport, and digitalization of 
various public services like health, education, and governance 
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by incorporating advanced IT and communication technol-
ogies. Smart city mission features a minimum of 10 percent 
electricity from the SPV system of the city’s total electricity. 
This mandatory feature creates a vast opportunity to develop 
a smart grid to integrate these SPV systems with the grid. 
All these SPV systems are DG in nature and create oppor-
tunities for consumers’ active participation as Prosumers in 
the distribution system. The mission has aimed to develop 
demand side management, e-billing, customer relationship 
management with utility, complete electrification of trans-
port by 2030 under the National Electric Mobility Mission, 
deployment of smart meters, etc. The smart city mission had 
an allocation of 2.05 lakh crore until now [39]. The mission 
statement of AMRUT aims to rejuvenate and transform 
towns across the nation. The primary objectives under this 
mission are pollution reduction by enhancing public trans-
port, which are environment-friendly, green and efficient 
street light systems, assurance of clean drinking water sup-
ply, and geo-tagging of the city’s buildings, societies, streets, 
and other public places. The AMRUT mission has received 
77,640 crores until now [40].

• SAUBHAGYA
Power for All under the Pradhan Mantri Sahaj Bijli Har Ghar 
Yojna (Saubhagya) scheme launched on 10th October 2018. 
An opportunity is there to frame an integrated approach for 
reliable, quality, affordable, and resilient power supply for 
rural areas. Saubhagya aims to have 100 percent household 
electrification through grid connection and other RE-based 
DG systems [3]. Corresponding challenges regarding these 
policies concerning the DG system are described in the fol-
lowing sub-section, namely challenges.

3.4.3 Grid Integration Policy of DG System

Grid integration of the RE-based system is crucial for the prolonged sus-
tainability of the RE sector. Some policy measures like RPO, FiT, GBI, and 
Renewable Energy Certificate (REC) are already in action. These mea-
sures are desirable for large-scale RE-based systems. Smart meters under 
the smart grid program and the development of micro and mini-grids are 
also designed to integrate with the DG system. Apart from these, signif-
icant policy measures for the grid integration of the DG system are Net 
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Metering and Gross Metering. As the DG system comes under the ambit 
of the power sector’s distribution sector, the distribution sector is governed 
and regulated by the SERC. Hence, there are different policy designs for the 
grid integration of the DG system in all 28 states of India. There are two 
tariffs, i.e., feed-in-tariff (FiT) and retail tariff in the gross metering mech-
anism. This consumer will be compensated at fixed FiT for the entire solar 
power units generated and fed into the grid. The consumer will be billed at 
retail tariff for the total electricity units consumed. It is to note that retail 
tariff is higher than FiT. There will be two meters, i.e., gross meter and 
regular electricity meter.

There is only one meter in net metering, i.e., a net meter, which accounts 
for the net consumption of electricity by the consumer. A net meter is a 
bidirectional meter that records both exported and imported electricity by 
the consumer. The consumer will be billed for the net consumption of elec-
tricity and rates for export and import of electricity may differ from state to 
state as per the tariff fixed by the respective SERC. As per the recent policy 
measures laid down by the MoP as the Electricity (Rights of Consumers) 
Rules, 2020 in December 2020, net metering and gross metering get nec-
essary policy support in the DG system market. Net metering is manda-
tory for the DG system up to 10 kW and gross metering is mandatory for 
a DG system capacity of more than 10 kW. These provisions have been 
categorically mentioned under the section, which addresses consumers’ 
rights as prosumers [41]. It also states that prosumers have similar kinds 
of rights as consumers. The policy’s primary components are the policy’s 
scope, system size limit, permissible grid penetration, tariff scheme, and 
eligible consumer type to install the DG system. Many states notified the 
net metering policy, but they lag in the effective implementation of the 
same and become rocky during the execution.

3.4.4 Regulatory Commission on the DG System [42]

The mutually agreed tariff has been exercising in almost all RE-based DG 
systems in rural areas. Every year, CERC is also used to issue RE tariff orders. 
In the CERC RE tariff order 2019-20, the two tariff models are Generic and 
Project Specific tariffs. Regulation Eight covers projects which come under 
Generic tariffs and Regulation Seven covers projects of Project-Specific 
tariffs. In Generic tariffs, uniform tariffs are used to avoid initial tariff costs 
and at the same time ensure a reasonable IRR (Internal Rate of Return) 
for the project. Article 8 of the CERC RE tariff rules include the following 
categories of power plants that use RE: small hydropower projects, biomass 
energy projects using Rankine cycle technology, cogeneration plants for 
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RE, biomass gasification projects, and projects based on biogas. Article 7 
regulations include the following types of power plants with RE technol-
ogies: SPV and solar thermal power generation, wind power (including 
onshore and offshore), if the project developer chooses specific rates are 
based on biomass gasifier projects, biogas projects when developers choose 
prices for specific projects, municipal solid waste and waste-derived fuel 
projects using Rankine cycle technology, hybrid solar thermal power gen-
eration projects, other hybrid projects including RE-RE or RE-fossil fuel 
approved by the MNRE, and all other new technologies that use RE sup-
ported by MNRE. Corresponding challenges regarding this policy for the 
DG system are described in the following sub-section.

3.4.5 Renewable Energy Policy of India

Renewable energy resources are distributed in nature, unlike conven-
tional energy resources. The DG system discussed in this chapter denotes 
an RE-based DG system. Policy measures to promote the RE system have 
been addressed in a detailed manner in the chapter’s earlier sections and 
subsections. This section mainly summarizes the significant policy mea-
sures for the different RE technology. The leading policy initiative which 
brings other national missions for different RE technology is the National 
Action Plan on Climate Change (NAPCC) launched in 2007. NAPCC 
became the platform of significant RE policy formation to address cli-
mate change issues. Under NAPCC, the National Solar Mission (NSM), 
renamed Jawaharlal Nehru National Solar Mission, was launched to pro-
liferate solar energy technology and enhance its share in India [22]. The 
generation-based incentive is declared for wind energy projects in 2009 
[23]. JNNSM has the target of 100 GW of solar plants by 2022. The solar 
PV DG system has 40 GW and the large-scale solar plant has 60 GW in this 
100 GW target. The JNNSM has provided the necessary thrust for nation-
al-level and state-level policy framework. It also introduced the reverse 
bidding mechanism for the low tariff and speedy deployment of the target. 
The Solar Energy Corporation of India Limited (SECI) was established in 
2011 to instrument the JNNSM initiative better and more quickly. VGF 
schemes and the trading of power from solar plants have been introduced 
to enhance solar projects’ implementation [22]. To promote off-shore wind 
power generation, the government framed the National Off-Shore Wind 
Energy Policy in 2015. Significant measures of the policy are International 
Competitive Bidding (ICB) and enabling of a contract with the project 
developers for the establishment of off-shore wind energy projects, espe-
cially in the Exclusive Economic Zone (EEZ) [23].
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To promote bio-fuels usage, a National Policy on Biofuels has been 
framed by the MNRE. The policy provides the necessary platform and guid-
ance to the different biofuel market sections, including processing, market-
ing, supply chain, R&R and R&D, setting of quality standards, knowledge 
building, and other fiscal incentives to promote usage of biofuels. The pol-
icy targets 20 percent of blending in fossil fuels by the end of 2030 [26]. 
National Renewable Energy Act 2015 is dedicated to the RE sector and 
waiting for parliament’s approval. It suggests formulating the national RE 
policy. Primary objectives to cover under the policy are RE system data 
collection and management, mapping of RE resources, framing of vari-
ous necessary technical and safety standards, development of monitoring 
and control center of RE projects, development of “National RE Fund” and 
green funds at the state level, etc. A dedicated national-level RE committee 
and advisory group is proposed for the effective and efficient implemen-
tation of different RE policies [30]. The National Tariff Policy 2016 aimed 
for electricity for all in a sustainable and environment-friendly manner. 
Policy enhances the RPO target to a minimum of 8 percent by March 2022, 
which means 8 percent of total electricity demand needs to be met from 
solar energy sources. Renewable Generation Obligation (RGO) is framed 
for thermal power plants. According to RGO, thermal power plants need 
to purchase REC or establish a new RE system. Zero transmission charges 
for the power from the solar and wind plant in the case of inter-state trans-
mission [43].

3.4.6 Challenges

The draft National Policy on RE-based Mini/Micro-Grid misses the scal-
ing up part, which is critical for the long-term sustainability of projects. 
Typically, the entrepreneurs (or those who will be Renewable Energy 
Service Providers (RESPs)) need training and handholding, which requires 
disproportionate investment, time, and effort than the business’s size. It 
requires cross-sector linkage, but the policy is silent on cross-sector rela-
tions to achieve such objectives. Rural residential and agricultural con-
sumers have heavily subsidized grid power and simultaneously, micro and 
mini-grid power are expensive. It creates a non-level playing field. The pol-
icy is silent on direct financial incentives or subsidies to promote the DG 
system, which may aid in developing a level playing field in this aspect. The 
electricity comes in List III of the Seventh Schedule of India’s Constitution 
[27]. The DG system covers the distribution segments entirely, so the state 
is responsible for designing and planning the regulatory, institutional, tar-
iff structure, interconnection, and financial assistance for any distributed 
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generation system. The state is responsible for developing a better ecosys-
tem for the growth of the DG system. None of the states have implemented 
policy on DG systems in their state. The policy is also silent about the 
timeline in the required dedicated institutional mechanism for distributed 
generation.

Though policy aims to mainstream the RE-based DG system, due to the 
absence of a holistic approach, it cannot provide light on the mechanism 
for Prosumer [44] enablement and incorporation of information and com-
munication technology (ICT) for high efficiency and better monitoring. It 
affects service quality and performance, like minimum hours criteria. In 
2010, the MoP established the ISGF and ISGTF to develop the digital and 
smart electricity sector by incorporating ICT. Almost ten years have passed 
since the rolling out of the ISGF and ISGTF. The progress achieved is not 
on par with the envisioned objectives. In 2015, NSGM was launched as a 
part of various missions to address climate change under the NAPCC of 
the GoI. NSGM seeks to promote the RE-based DG system, especially for 
EVs’ proliferation in India’s transport sector. All these require developing 
additional distribution infrastructure, which involves high capital invest-
ment. The aforementioned objectives seem very far away, especially in the 
light of the stressed condition of discoms due to high AT&C losses and the 
absence of a proactive approach of the concerned state government. Also, 
it is interesting to note that 100 percent household electrification under 
the SAUBHAGYA scheme will enhance the consumer base, especially in 
the rural sector, and it may enhance the current high stressed assets of 
discoms. It is interesting to note that these households have been declared 
electrified only based on the electrical connection. Meaningful electricity 
access with reliable and quality power supply is still a big challenge for the 
concerned discoms.

There are severe challenges during the implementation process of a 
smart grid that may affect the smart grid’s success and other allied schemes 
like the proliferation of EVs and integrating the RE-based DG system. 
There is low confidence among private players to invest due to the absence 
of proven commercial-level large smart grid projects. The major discoms 
are owned by the state and are in very pitiful financial condition due to 
populistic measures like waiving off the electricity bill. Hence, the dis-
coms are significantly less concerned about the new technological devel-
opments in the sector. The discoms are highly unaware of the new smart 
grid system’s impact on the existing business processes. The discoms needs 
to build itself for corresponding significant technological and operational 
challenges. Proper awareness needs to bring about the smart grid system 
to the customer and utility and corresponding change in the role of both. 
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Value addition to each stakeholder ranging from government and utili-
ties to customer needs to be studied thoroughly. The smart grid makes 
the grid highly digital and dynamic and data will be a crucial part of the 
entire power system. The potential threat of data privacy and cybersecurity 
are the primary preliminary concern in the smart grid system. Major DG 
systems are based on the RE resources, especially SPV and wind, which 
are highly intermittent across the day. High energy storage is the prelim-
inary requirement to make the continuous electricity supply from these 
resources necessary for a smooth and stable grid operation. Such large-
scale energy storage projects which are commercially viable are still in the 
development phase.

Amid the highly stressed condition of discoms, in order to achieve the 
fundamental electrification objective in the rural sector and the prolifera-
tion of EVs, especially in the urban transport sector, the RE-based DG sys-
tem can play a crucial role. A sustainable and robust RE-based DG system 
depends on the tariff guidelines for the different RE technologies. CERC 
is the main regulatory body to determine the tariff regulations and poli-
cies for the electricity sector. Detailed tariff design and structure as per the 
capacity, region, technology, etc., have been found for small hydro, bio-
mass, bio-gasifier, and wind in Regulation Seven of the RE tariff document. 
Likewise, tariff details have been found missing for SPV DG. E.g., WWEA 
(World Wind Energy Association) argued to consider SPV project lifetime 
as twenty years. As per the guidelines of CERC, the SPV project lifetime is 
twenty-five years.

Similarly, the degraded SPV panel ranges from 1 to 9 percent. If the 
damage of the item exceeds 20 percent, its service life is considered to be 
at the end of its life. It is recommended by nearly 1 percent for large solar 
farms and 2 percent for rooftop projects. If PV panel degradation is more 
than the defined range, then the policy is silent on those issues. CERC’s 
tariff policy is silent on such kinds of problems. Distributed generation 
like Micro Grid or Micro SmartGrid, which have a smart meter, Internet 
technology, and ICT devices for real-time monitoring and demand-supply 
management, requires having a new tariff model that can address the dyna-
micity of such advanced systems. Still, to date, no such tariff policy is found 
for a dynamic pricing mechanism. Studies show that these components are 
critical for prosumer enablement or Energy Internet or Democratization of 
Energy, high operational efficiency, a proliferation of EVs, and monitoring 
and scaling up any project.

The CERC RE tariff structure contains parameters such as return on 
investment, interest on capital, depreciation, interest on working capital, 
operating costs, and maintenance costs. A carbon tax, savings amount of a 
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grid’s cross-subsidy, project location, quality of local resource availability, 
and annual regression or digression (to avoid overheating problem hap-
pens in Germany) is missing in RE’s tariff model structure based distrib-
uted generation system. These are crucial factors to establish a level playing 
field between grid-based supply and distributed generation supply. Tariff 
calculation for a grid-interactive hybrid microgrid will not be enough if we 
calculate the tariff based on the marginal retail tariffs principle, especially 
for designated low-tier residential connections.

We need to understand the various stages of the DG market devel-
opment and corresponding grid system changes. Local capacity, gover-
nance structure, and other stakeholder involvement in the activity need 
to be studied comprehensively. Based on the analysis, various regulatory 
mechanisms and policy frameworks should be considered to solve the fol-
lowing problems: avoid confusion in the service space, protect investors 
from inconvenience posed by discoms, ensure the quality and reliability 
of services, promote health and safety, and provide appropriate services. 
Consumers are aware of new technologies, data security, data confidential-
ity, transparency and related information flow, and financial sustainability 
through new price structures and new support systems.

3.4.7  Impact of DG System on the Indian Power System

An impact study is necessary to know the full spectrum of the DG sys-
tem in the power system. It explains DG system growth drivers, which are 
the merit aspect of it and forecasts challenges associated with the DG sys-
tem for its sustainable development in the power system. The Distributed 
Generation system has a different power system structure than the exist-
ing centralized power generation system of the grid. In the grid’s existing 
power system, all major key aspects of a system, that includes generation, 
transmission, and distribution, are used to deal individually. The flow of 
power is a radial one, but in the DG system, three critical aspects of a power 
system are integrated and the flow of power in the grid is bi-directional or 
looped. Different challenges arise due to such different orders of power 
system structure and flow of power, as the DG system evolves and inte-
grates into the existing power system. Indeed, the DG system, especially 
the RE-based DG system, and has vast positive impacts on the full spec-
trum of the energy sector in the current era of sustainable development. 
The earlier section, namely distributed generation, has discussed the DG 
system’s positive effects on its merits. Challenges that arise with the inte-
gration of the DG system have been addressed in the challenges section. 
This section merely summarizes the impacts of the DG system.
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The Distributed Generation system has an impact on the power sys-
tem in various dimensions, which includes environmental, market com-
petition, grid stability, energy security, reliability, modernization of the 
power system, AT&C losses, ancillary services, O&M costs, safety, quality 
of power, universal service obligation, etc. The Distributed Generation 
system is critical to meet the NDC target of 175 GW by 2022 to mit-
igate climate change and improve India’s energy security by reducing 
its dependence on fossil fuel imports. Primary objectives like univer-
sal service obligation, high competitive energy market, and affordable 
electricity to all EA, 2003 could be achieved. AT&C losses and O&M 
costs reduction are possible by the DG system, as well as reliable and 
quality power to all could be provided. Human life’s safety enhances due 
to the low voltage transmission and distribution system in the DG sys-
tem. Consumer participation and role change as the consumer becomes 
Prosumer and indirectly role grid stability management. It creates an 
opportunity to study sophisticated consumer behavior flow of power, 
hourly or sub-hourly, forecasting localized RE resources. Grid modern-
ization, which has been continued for the last two decades, is necessary 
to speed up through addressing corresponding challenges to integrate 
such a large-scale RE-based DG system in the future. The optimal size of 
the DG system at an optimal location in the distribution network with 
optimal RE technology is necessary to tap the DG system’s vast benefits 
[45]. To envisage such optimal planning of the DG system needs the sup-
port of policy and regulations related to the DG system.

3.5 Conclusion

The DG system has the necessary potential to improve the efficiency in the 
electricity market in India. It seems promising to reduce high AT&C losses, 
universal electricity access, and to provide the necessary thrust to RE in the 
electricity market. Initially, it can play a complementary role in the cur-
rent grid-connected electricity market. Incrementally, it can play a lead-
ing role in achieving energy security and sustainable development. There 
are various schemes and policies available to support the development of 
the DG system’s basic infrastructure. Some points which pertain to the 
development of the DG system need to be addressed, such as the National 
Policy on RE-based Mini/Micro Grid framed to promote RE-based micro 
and mini-grids deployment for serving 237 million people of our coun-
try, which are either un-served or under-served. Cross-sector linkage 
for the cost reduction is missing. It does not indicate the timeline for the 
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required dedicated institutional mechanism for such a distributed gener-
ation (DG) system. The draft policy talks about the installation of the DG 
system. Simultaneously, it is silent about the system’s scaling up, which is 
critical for the long-term sustainability of projects. The policy is even quiet 
in building a level playing field regarding the DG system’s energy cost and 
current energy cost. The absence of this holistic approach cannot provide 
light on the mechanism for prosumer enablement and incorporation of 
Internet technology with ICT for high efficiency and better monitoring.

The Indian government is increasingly interested in adopting innovative 
technologies, including smart grids launched by the MoP, namely, ISGF, 
ISGTF, NSGM, and power for all, i.e., SAUBHAGYA Scheme supports the 
development of the basic infrastructure of the distributed generation sys-
tem and enhances grid integration in the wake of the distributed genera-
tion systems market. It is also desirable that the regulatory commissions 
devise a tariff plan for solar PV distributed generation systems in order to 
give the confidence to all the stakeholders. The existing components of the 
tariff model structure, carbon tax, savings amount of grid’s cross-subsidy, 
project location, quality of local resource availability, and annual regression 
or digression are also missing. The absence of the same level playing field 
between grid based supply and distributed generation systems is hindering 
the growth of the latter. There is an urgent need to place holistic struc-
tural, regulatory, and institutional mechanisms that are fundamental to the 
sustainable growth of the RE-based distributed generation system in rural 
areas, Prosumer enablement and, democratization of energy sector. To 
enable this, supporting eco-systems need to develop, addressing resources 
assessment, testing facilities, monitoring and verification programs, and 
cross-sector linkage in the implementation and tariff formulations.

References

 1. United Nations Commission on SDG, “Energy - United Nations 
Sustainable Development.” [Online]. Available: https://www.un.org/
sustainabledevelopment/energy/.

 2. “World Energy Trilemma index 2019,” WEC. [Online] Available: https://
www.worldenergy.org/assets/downloads/WETrilemma_2019_Full_Report_
v4_pages.pdf.

 3. Ministry of Power, GoI, “SAUBHAGYA,” 2017. [Online] Available: https://
saubhagya.gov.in/assets//download/OM-SAUBHAGYA (SIGNED COPY).
pdf.



Distributed Generation Policy in India 95

 4. “Physical Progress (Achievements),” Ministry of New and Renewable 
Energy, Government of India, 2019. [Online]. Available: https://mnre.gov.in/
the-ministry/physical-progress.

 5. Ministry of Power, GoI, “THE ELECTRICITY ACT, 2003,” The Gazette of 
India, 2003. [Online]. Available: https://powermin.nic.in/sites/default/files/
uploads/The Electricity Act_2003.pdf.

 6. Sun-JooAhn and Dagmar Graczyk, “Understanding Energy challenges in 
India- Policies, Players and Issues,” International Energy Agency, Partner 
Country Series, 2011. [Online]. Available: https://www.iea.org/publications/
freepublications/publication/India_study_FINAL_WEB.pdf.

 7. “ENERGY STATISTICS 2019 (Twenty-Sixth Issue), Chapter-6 Consumption 
of Energy Resources, Central Statistics Office, Ministry of Statistics And 
Programme Implementation Government of India New Delhi, Accessed at: 
http://mospi.nic.in/sites/default/files/publ,” 2007.

 8. GoI. Central Electricity Authority, Ministry of Power, “Growth of Electricity 
Sector in India from 1947-2019,” [Online] Available: http://www.cea.nic.in/
reports/others/planning/pdm/growth_2019.pdf.

 9. Ministry of Power GoI, “Power Sector at a Glance ALL INDIA” 2020. https://
powermin.nic.in/en/content/power-sector-glance-all-india.

 10. “India Though a Power Surplus Nation Now, is Still Not Out of the Dark 
Completely,” NEWS18 Article, March-2018 [Online]. Available: https://www.
news18.com/news/india/india-though-a-power-surplus-nation-now-is-
still-not-out-of-the-dark-completely-1692123.html.

 11. Nidhi Bali, Sidhartha Vermani, Vaishali Mishra 2020 Electricity Access and 
Benchmarking of distribution utilities in India, New Delhi: Smart Power 
India-powered by The Rockefeller Foundation.

 12. “AT & C LOSS (Aggregate Technical and Commercial Loss), UDAY 
Dashboard,” Ministry of Power, GoI. [Online]. Available: https://www.uday.
gov.in/atc_india.php.

 13. GoI. Central Electricity Authority, Ministry of Power, “Growth of Electricity 
Sector in India from 1947-2020,” [Online] Available: https://cea.nic.in/
wp-content/uploads/pdm/2020/12/growth_2020.pdf.

 14. Ministry of Power GoI, “Re-structured Accelerated Power Development and 
Reforms Programme (APDRP).” India: https://www.ipds.gov.in/Default_
RAPDRP.aspx#, 2008.

 15. GoI. Central Electricity Authority, Ministry of Power, “All India Electricity 
Statistics GENERAL REVIEW 2020,” [Online] Available: https://cea.nic.in/
wp-content/uploads/general/2020/GR_2020.pdf.

 16. “Solar RPO,” Ministry of New and Renewable Resources, Government of India, 
2019. [Online]. Available: https://mnre.gov.in/biomass-powercogen.

 17. S. Mukhopadhyay and B. Singh, “Distributed generation - Basic policy, per-
spective planning, and achievement so far in India,” 2009 IEEE Power Energy 
Soc. Gen. Meet. PES ’09, 2009.



96 Renewable Energy Technologies

 18. Ministry of Power, GoI, “Draft Electricity (Amendment) Act 2018,” 2018. 
[Online] Available: https://powermin.nic.in/sites/default/files/webform/
notices/Proposed_amendment_to_Elelctricity_Act_%202003.pdf.

 19. T. Ackermann, G. Andersson, and L. Söder, “Distributed generation: A defi-
nition,” Electr. Power Syst. Res., vol. 57, no. 3, pp. 195–204, 2001.

 20. G. Pepermans, J. Driesen, D. Haeseldonckx, R. Belmans, and W. D’haeseleer, 
“Distributed generation: Definition, benefits and issues,” Energy Policy, vol. 
33, no. 6, pp. 787–798, 2005.

 21. The National Science Foundation, “Chapter-1 Introduction to Distributed 
Generation, Distributed Generation Educational Module.” [Online]. 
Available: https://www.dg.history.vt.edu/index.html.

 22. “Current Status of Solar Energy,” Ministry of New and Renewable Energy, 
Government of India, 2020. [Online]. Available: https://mnre.gov.in/solar/
current-status/.

 23. “Current Status of Wind Energy,” Ministry of New and Renewable Energy, 
Government of India, 2020. [Online]. Available: https://mnre.gov.in/wind/
current-status/.

 24. “Current Status of Small Hydro,” Ministry of New and Renewable Energy, 
Government of India, 2020. [Online]. Available: https://mnre.gov.in/
small-hydro/current-status.

 25. “Current Status of Waste to Energy,” Ministry of New and Renewable Energy, 
Government of India, 2020. [Online]. Available: https://mnre.gov.in/
waste-to-energy/current-status.

 26. “Current Status of Bio Energy,” Ministry of New and Renewable Energy, 
Government of India, 2020. [Online]. Available: https://mnre.gov.in/
bio-energy/current-status.

 27. “Seventh Schedule, Constitution of India.” [Online] Available: https://www.
mea.gov.in/Images/pdf1/S7.pdf.

 28. Ministry of Power, GoI, “Draft Electricity (Amendment) Act 2018,” 2018. 
[Online] Available: https://powermin.nic.in/sites/default/files/webform/
notices/Proposed_amendment_to_Elelctricity_Act_%202003.pdf.

 29. Ministry of Power, GoI, “Draft Electricity (Amendment) Bill, 2020,” 2020. 
[Online] Available: https://powermin.nic.in/sites/default/files/webform/
notices/Draft_Electricity_Amendment_Bill_2020_for_comments.pdf.

 30. MNRE, GoI, “Draft National Renewable Energy Act 2015,” 2015.[Online] 
Available: https://mnre.gov.in/file-manager/UserFiles/draft-rea-2015.pdf.

 31. Ministry of Power, GoI, “National Electricity Policy, 2005,” The Gazette 
of India, 2005. [Online]. Available: https://powermin.nic.in/en/content/
national-electricity-policy.

 32. Ministry of Power, GoI, “National Tariff Policy, 2006,” The Gazette of India, 
2006. [Online]. Available: https://powermin.nic.in/sites/default/files/
uploads/Tariff_Policy_1.pdf.



Distributed Generation Policy in India 97

 33. Ministry of Power, GoI, “Rural Electrification Policy, 2006,” The Gazette of 
India, 2006. [Online]. Available: https://powermin.nic.in/sites/default/files/
uploads/RE Policy_1.pdf.

 34. NITI Aayog GoI, “Draft National Energy Policy, 2017,” 2017. [Online] 
Available: https://niti.gov.in/writereaddata/files/new_initiatives/ NEP-ID_27. 
06.2017.pdf.

 35. MNRE, GoI, “Draft National Policy for Renewable Energy based Micro 
and Mini Grids,.” [Online]. Available: https://mnre.gov.in/file-manager/
UserFiles/draft-national-Mini_Micro-Grid-Policy.pdf.

 36. IEC, “IEC smart grid standardization roadmap edition 1.0,”. [Online]. Available: 
http://www.itrco.jp/libraries/IEC-SmartgridStandardizationRoadmap.pdf.

 37. S. R. Samantaray, “Letter to the editor: Smart grid initiatives in India,” Electr. 
Power Components Syst., vol. 42, no. 3–4, pp. 262–266, 2014.

 38. Ministry of Power, GoI, “National Smart Grid Mission (NSGM),” 2015. 
[Online]. Available: http://powermin.nic.in/upload/pdf/National_Smart_ 
Grid_Mission_OM.pdf.

 39. Ministry of Housing and Urban Affairs, GoI, “Smart City,”. [Online]. 
Available: https://smartcities.gov.in/.

 40. Ministry of Housing and Urban Affairs, GoI, “Atal Mission For Rejuvenation 
And Urban Transformation,”. [Online]. Available: http://amrut.gov.in/
content/innerpage/the-mission.php.

 41. Ministry of Power, GoI, “Electricity (Rights of consumer) Rules, 2020,” 
[Online]. Available: https://static.pib.gov.in/WriteReadData/userfiles/
final%20-%20Copy%202.pdf.

 42. Central Electricity Regulatory Commission, “CERC RE Tariff Order 2019-
20,” 2019. [Online]. Available: http://www.cercind.gov.in/2019/orders/Draft 
RE Tariff Order for FY 2019-20.pdf.

 43. Ministry of Power, GoI, “National Tariff Policy, 2016,”. [Online]. Available: 
http://www.orierc.org/documents/National Electricity Tariff Policy.pdf.

 44. A. Gautier, J. Jacqmin, and J. C. Poudou, “The prosumers and the grid,” 
J. Regul. Econ., vol. 53, no. 1, pp. 100–126, 2018.

 45. N. K. Roy and H. R. Pota, “Current Status and Issues of Concern for the 
Integration of Distributed Generation into Electricity Networks,” IEEE Syst. 
J., vol. 9, no. 3, pp. 933–944, 2015.



99

Nayan Kumar and Prabhansu (eds.) Renewable Energy Technologies: Advances and Emerging Trends 
for Sustainability, (99–132) © 2022 Scrivener Publishing LLC

4

Sustainable Development of 
Nanomaterials for Energy and 

Environmental Protection Applications
Mohamed Jaffer Sadiq Mohamed1,2

*

1School of Chemical Sciences & Technology, Yunnan University, Kunming, China
2National Center for International Research on Photoelectric and Energy Materials, 

Yunnan Province Engineering Research Center of Photocatalytic Treatment of 
Industrial Wastewater, Yunnan Provincial Collaborative Innovation Center of 

Green Chemistry for Lignite Energy, Yunnan University, Kunming, China

Abstract
The scientific and technical problems of energy use and environmental conserva-
tion are currently facing challenges as a worldwide concern for human society’s 
growth. Most of the energy consumed these days comes from fossil fuels. These 
fossil fuels are running out of energy, so there is a big quest for alternative energy 
sources, mainly green energy, which can be environmentally sustainable. Energy 
production and conservation are key challenges and can be accomplished by fuel 
cells, supercapacitors, and batteries. Furthermore, industrial and agricultural 
activities also lead to severe water contamination, aggravating ecological balance 
and human health. These contaminants must be carefully treated and converted 
into harmless materials before releasing into water. A practical solution for clean-
ing industrial waste is a procedure like the advanced oxidation method assisted by 
a photocatalyst. More specifically, the production of better-performing materials 
that can increase supercapacitors’ working performance, fuel cells, and photoca-
talysis are necessary to resolve energy and environmental concerns. In all these 
applications, nanomaterials’ production is enormous because the nanomaterials 
used in modern science and technologies are peculiar characteristics. This book 
chapter deals with various nanomaterials used to solve the energy field (hydrogen 

*Email: sadiqmsc@gmail.com

mailto:sadiqmsc@gmail.com


100 Renewable Energy Technologies

evolution reaction and supercapacitors) and environmental-related problems 
(photocatalysis) are discussed in detail.

Keywords: Renewable energy, sustainable development, environmental 
protection, nanomaterials, photocatalysis, electrocatalysis, supercapacitors

4.1 Introduction

Nanoscience and nanotechnology are scientific and technological applica-
tions that focus their attention on the architecture, synthesis, characteri-
zation, and application of nanoscale-based materials and device apparatus 
[1]. This information division is a subset of colloid astronomy technologies, 
biology, physics, chemistry, and other scientific fields that include research 
into nanoscale phenomena and material handlings [2]. This results in 
materials and structures that show new physical, chemical, and biological 
properties, varying dramatically because of their scale and composition 
[3]. The enormously increased surface-volume relationship in numerous 
materials at the nanoscale opens up new surface research opportunities 
and a peculiarity of nanotechnology [4].

The distinctive properties of nanomaterials used in science and tech-
nology play a significant role in developing human lifestyles at all times 
[5]. The process condition adjustments can be used to synthesize nano-
materials of specific dimensions such as nano-tubes, nano-fibers, nano- 
composites, nano-islands, nano-spheres, and nano-shells to have partic-
ular properties [6]. Technologies allowed by the nanomaterials have been 
easily incorporated into applications, such as fuel cells, aviation, the auto-
mobile industry, the space industry, solar hydrogen, power generation, 
optics, batteries, manufacturing, consumer electronics, sensors, and ther-
moelectrical equipment [7].

The development of new nanomaterials that can offer the fastest kinetic 
reaction change paths is essential for renewable energy and environmen-
tal applications [8]. To achieve the performance, lifetime, and durability 
required in various technical applications, knowledge of nanomaterials’ 
surface, structural, microstructural, physicochemical, and interface prop-
erties is essential [9]. This chapter deals with the use of nanomaterials 
that can help to solve these two great challenges around the world and 
this includes: (i) Energy (hydrogen evolution reaction (HER) and super-
capacitors) and (ii) Environment (photocatalysis) cleanliness, which are 
discussed in detail.
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4.2 Photocatalysis

A global problem is hazardous organic compounds in water flow and 
wastewater discharge from landfills, power plants, chemical factories, 
and agricultural sources [10–12]. Filtration, chemical treatment, potas-
sium permanganate, chlorine, hydrogen peroxide, catalytic oxidation, 
thermal, ozone, biological treatment, high-energy ultraviolet light, and 
flocculation are the standard methods of wastewater treatment [13–15]. 
All water treatment methods presently in operation have their disad-
vantages and none are economical [16, 17]. Also, because of their low 
efficiencies, far more hazardous intermediates are created. The overall 
cost of treatment is increased if intermediate destruction and complete 
mineralization are to be obtained, particularly for the treatment of light 
sources of wastewater [18].

Heterogeneous photocatalysis is a technique used to treat rapidly grow-
ing water and air [19]. It can be described when a catalyst is present as the 
acceleration of a photoreaction [20]. In 1972, for the first time, Fujishima 
and Honda discovered the photochemical separation of water in oxygen 
and hydrogen with TiO2 [21]. Since then, this new oxidation-reduction 
response with various semiconductors has done considerable work to pro-
duce hydrogen from water [22]. In recent years, emphasis has been placed 
on semiconductor materials as photocatalysts to remove the aqueous or 
gaseous phase from organic and inorganic species [23]. The proposed 
method was designed to protect the ecosystem from oxidizing the organic 
and inorganic substrate [24]. These gains contribute to significant savings 
in water and environmental cleanliness [25].

4.2.1 Mechanism of Photocatalysis

Photocatalysis typically involves the photosensitizing of a chemical species. 
It usually applies to a semiconductor in photochemical reactions caused by 
photonic energy absorption by another species known as photosensitiz-
ers [26–28]. Figure 4.1 shows the mechanism of photocatalysis. The light 
irradiation semiconductor photocatalyst creates an oxidative and reductive 
object with energy equivalent or superior to its control bandgap. In its first 
process, the valence band +(h )VB  and the conduction band −(e )CB  individ-
ually are created by photo-generated holes and electrons (Equation 4.1). 
This process of generating electron-hole pairs is called photoexcitation. 
Subsequently, photoexcited electrons will lead to superoxide radicals ⋅−(O )2  
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with dissolved oxygen (Equation 4.2). The holes can respond straightfor-
wardly with adsorbed water molecules to create hydroxyl radicals (OH•) 
on the photocatalyst’s surface (Equation 4.3). Lastly, all the dynamic spe-
cies produced, OH•, e−, h+, and ⋅−O2  respond with the polluting molecules 
to obtain innocuous yields like CO2 and H2O (Equation 4.4).

 
Photocatalysis h e hCB VB  (4.1)

 e O O ReductionCB 2 2 ( )  (4.2)

 h H O OH H OxidationVB 2 ( )  (4.3)

 OH O Pollutants CO H O2 2 2  (4.4)

4.2.2 Applications of Photocatalysis

A metal-organic framework (MIL-100) incorporated CdS, which is used 
for photocatalytic degradation of nitrite ions, has been prepared by a solu-
tion-thermal process. A model solution containing an aqueous solution 
of NaNO2 (50 mL, 10 ppm), a catalyst (30 mg), and a light source (800 W, 
xenon arc lamp) are used to achieve photocatalytic degradation of nitrite 
ions. The findings demonstrate that photocatalytic degradation of nitrite 
ions could not efficiently be accomplished by the bare MIL-100. Where 
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Figure 4.1 Graphical representation of photocatalysis process.
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variable volumes of CdS have been incorporated into the MIL-100 com-
posites, critical activities have been illustrated. It shows that only a limited 
volume of CdS (5 wt. %) is added, i.e., CdS/MIL-100(5) can dramatically 
raise the degradation yield to 48% and proceed to increase CdS (20 wt. %), 
i.e., CdS/MIL-100(20) reached a high degradation yield at 92%. The pho-
tocatalytic degradation yield decreased due to a further increase in CdS (30 
wt. %), i.e., the CdS/MIL-100(30). Such a drop in CdS sample operation is 
possible due to low dispersion and improperly equipped CdS dimensions 
on the exterior surface of the MIL-100. Also, excessively integrated CdS 
particles may hinder the distribution and utilization of incidental light to 
reduce photocatalytic reactions [29].

A simple sol-gel process for W/TiO2-SiO2 was described and photocat-
alytic methamphetamine degradation was ideally described in caffeine- 
containing samples. A photocatalytic degrading model solution which 
consists of methamphetamine (50 mL, 50 mg/L), photocatalysts (0.02 g), 
and a light source (350 W, Xenon lamp) was observed. The observed results 
indicate that 28.1% of caffeine methamphetamine is photodegraded with 
TiO2 (P25). The incorporation of SiO2 or tungsten doping in TiO2 greatly 
enhances methamphetamine degradation performance (64.2 % over TiO2-
SiO2 aerogels, and 74.1 % over W/TiO2). Note that W/TiO2-SiO2 will almost 
entirely decrease methamphetamine 60 minutes after adding silicone and 
doping tungstate into TiO2 concurrently. The increased W/TiO2-SiO2 pho-
tocatalytic degradation can be due to effective charge separation and mov-
ing the absorption edge to the noticeable light area [30].

A simple single-pot hydrothermal method has been developed to 
generate a regulated S4+/S6+ sulfur-doped TiO2. The model photocat-
alytic degrading solution which consists of ciprofloxacin (50 mL, 10 
mg/L), photocatalysts (30 mg), and a light source (5 W, LED lamp) 
revealed that the removal efficiencies of ciprofloxacin from the sam-
ples of S4+/S6+ doped (S-TiO2(ZnSO4), S-TiO2(Na2SO4), S-TiO2(MnSO4), 
and S-TiO2(Fe2(SO4)3) were 79.7%, 81.7%, 84.1%, and 91.5% individ-
ually. However, the above results have confirmed that S4+/S6+ doped 
S-TiO2(Fe2(SO4)3 is the steady photocatalyst for ciprofloxacin degrada-
tion in the noticeable light area [31].

A simplified bio-template approach for synthesizing TiO2/SiO2 com-
posites with no extra additional Si precursors or chemical templates has 
been introduced. The degrading gentian violet dye of simulated sun-
light radiation was investigated in the occurrence of P25, TiO2/SiO2, and 
TiO2-p (TiO2 particles formed without templates). The degrading solu-
tion contained gentian violet (50 mL, 10 mg/L), a photocatalyst (20 mg), 
and a light source (800 W xenon lamp). The bio-template degradation 
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results for composites D-TiO2/SiO2, WH-TiO2/SiO2, and R-TiO2/SiO2 
after around 5 hours were 11.7%, 61.4%, and 72.0%. In this finding, the 
photocatalytic behaviors of WH-TiO2/SiO2 and R-TiO2/SiO2 have been 
better compared to those of D-TiO2/SiO2, respectively. The results show 
that bio-templates can contribute significantly to the improvement of 
photocatalytic activity [32].

Biphasic nanoparticles of nitrogen-doped anatase/brookite were syn-
thesized using a sol-gel route changed by a hybrid solvothermal route. The 
photocatalytic operations were conducted using methyl orange (50 mL, 
10 mg/L), photocatalysts (50 mg), and light illumination (500 W, Xenon 
lamp with a 420 nm cut-off filter). For contrast, they also analyzed the pho-
tocatalytic behavior of P25 and the other two samples were synthesized 
using a parallel sol-gel process warmed at 165 °C in a resistance-heated 
tube furnace with a nitrogen flow (TF-165) or a muffle furnace with air 
(MF-165). The findings observed reveal that the adsorption rate of dark 
reactions of samples is less than 8%, indicating that the methyl orange 
extracted is mostly due to photocatalytic rather than adsorption degra-
dation. The rates of photocatalytic methyl orange elimination of MF-165, 
TF-165, P25, HA-165, NA-145, NA-165, and NA-185 are 27%, 31%, 49%, 
53%, 83%, 92%, and 95%, individually. However, NA-165 (92%) is nearer 
to that of NA-185 (95%) than NA-145, HA-165, P25, TF-165, and MF-165, 
respectively. The results verified that the temperature of 165°C for the heat 
treatment was selected in visible light to degrade organic dyes [33].

The natural rubber latex templating technology was utilized in meso-
porous TiO2 products and studied phenol and rhodamine B photocata-
lytic degradation under sunlight. A model solution consists of phenol or 
rhodamine B (50 mL, 10 ppm), photocatalyst (25 mg), and sunlight per 
day (solar intensity, 22 µW/cm2). The findings observed are compared to 
Degussa P25 TiO2 and MTiO2/DDA and have improved the phenol and 
rhodamine B degradation ability of the prepared mesoporous TiO2 materi-
als, in particular for phenol degradation. Also, studies found that MTiO2/
RL-ACA photodegradation yield was more significant than MTiO2/RL. 
For instance, for MTiO2/RL-ACA rhodamine B, the photocatalytic degen-
eration yield is over three times the photodegradation yield of MTiO2/RL 
for solar light radiation. The above findings have shown that MTiO2/DDA 
has demonstrated deficient solar radiation activity and P25 has had no 
substantial activity to degrade the solar light of rhodamine B [34].
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In combination with sol-gel science and self-assembly, the gc-MTiO2 
has been prepared. The model solution containing acetaldehyde (200 μL, 
40 %), catalysts (5.0 x 10-7 kg), and a light source (500 W, halogen lamp) 
was used to test the photocatalytic degradation of acetaldehyde. After 30 
minutes of visible-light radiation in gc-MTiO2, deterioration of acetalde-
hyde was detected. The results showed that the photocatalyst gc-MTiO2 
produced in one stage was of substantial photographing activity in visible 
light [35].

4.2.3 Current Trends in Photocatalytic Applications

A brief overview of the recent development of nanomaterials for photocat-
alytic applications, as illustrated in Table 4.1.

Table 4.1 Current trends in photocatalytic applications.

Photocatalysis
Synthesis 

method Observations Achievements References

Ni0.1Co0.9Fe2 
O4/g-C3N4/
biochar

Hydro-
thermal 
Assisted 
Solvo-
thermal 
Method

Light Source: 
500-W xenon 
arc light 
(cut-off filter, 
λ<420 nm);

Catalyst: 25 mg;
Pollutant: 

Methylene 
blue (50 mL, 
20 mg/L).

Degradation: 
Methylene 
blue 
reaches 
96.7 % at 2 
hours;

Rate constant: 
2.833×10-2 
min-1.

[36]

g-C3N4-CDs/ 
Ni0.1Co0.9 
Fe2O4

Hydro-
thermal 
Method

Light Source: 
300-W xenon 
arc light 
(cut-off filter, 
λ<420 nm);

Catalyst: 25 mg;
Pollutant: 

Methylene 
blue (50 mL, 
10 mg/L).

Degradation: 
Methylene 
blue 
reaches 
96.6 % at 1 
hour;

Rate constant: 
0.05127 
min-1.

[37]

(Continued)



106 Renewable Energy Technologies

Table 4.1 Current trends in photocatalytic applications. (Continued)

Photocatalysis
Synthesis 

method Observations Achievements References

ZnO/
Ag3PO4/
AgI

Refluxing 
Method

Light Source: 
Visible LED 
lamp (50-W);

Catalyst: 100 
mg; 

Pollutants: 
Methylene 
blue, Methyl 
orange, and 
Rhodamine B 
(1.0×10-5 M), 
and Fuchsine 
(0.77×10-5 M), 
250 mL of 
each

ZnO/Ag3PO4/
AgI was 
around 19.7, 
45.8, 71.2, 
and 89.6 
folds greater 
than those 
of ZnO for 
evacuations 
of 
Methylene 
blue, 
Fuchsine, 
Rhodamine 
B, and 
Methyl 
orange.

[38]

Fe3O4/CdS/ 
g-C3N4

Chemical 
Liquid 
Phase 
Method

Light Source: 
Visible light 
(250-W, Xenon 
lamp); 

Catalyst: 50 mg; 
Pollutants: 

Ciprofloxacin 
(100 mL, 20 
mg/L), and 
Rhodamine 
B (70 mL, 7 
mg/L).

Degradation: 
Cipro-
floxacin 
reaches 
81% at 330 
minutes;

Rhodamine 
B reaches 
77% at 330 
minutes.

[39]

(Continued)
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Table 4.1 Current trends in photocatalytic applications. (Continued)

Photocatalysis
Synthesis 

method Observations Achievements References

α-Fe2O3/
BiVO4

Hydro-
thermal 
Method

Light Source: 
Visible light 
(300-W, Xe 
light, cut-off 
filter, λ>420 
nm);

Catalyst: 50 mg;
Pollutant: 

Tetracycline 
(100 mL, 20 
mg/L).

Degradation: 
Tetra-
cycline 
reaches 
~75.8 % 
at 120 
minutes;

Rate constant: 
0.012 min-1.

[40]

n-BaTiO3/
Ag/p-AgBr

Hydro-
thermal 
Method

Light Source: 
Sunlight (200-
W, Xe lamp); 

Catalyst: 100 mg;
Pollutant: 

Rhodamine 
B (100 mL, 5 
mg/L).

Degradation: 
Rhodamine 
B reaches 
99.3 % at 12 
minutes;

Rate constant: 
0.40304 
min-1.

[41]

g-C3N4 Heat 
Treatment 
Method

Light Source: 
18-W 
LED light 
(Crompton 
India); 

Catalyst: 100 
mg; 

Pollutant: 
Rhodamine 
B (50 mL, 5 
mg/L);

Catalyst: 50 mg;
Pollutant: 

Tetracycline 
(50 mL, 50 
mg/L).

Degradation: 
Rhodamine 
B reaches 
81 % at 25 
minutes;

Rate constant: 
0.074 min-1;

Tetracycline 
reaches 48 % 
at 270 
minutes;

Rate constant: 
0.0013174 
min-1.

[42]

(Continued)
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Table 4.1 Current trends in photocatalytic applications. (Continued)

Photocatalysis
Synthesis 

method Observations Achievements References

mpg-C3N4/
Ag/ZnO 
nanowires/
Zn

Dip-Coating 
Process

Light Source: 
250-W high-
pressure 
mercury 
light (Osram, 
Germany);

Catalyst: 4 
plates; 

Pollutant: Direct 
orange 26 
(500 mL, 10 
mg/L).

Degradation: 
Direct 
orange 
reaches 94 % 
at 120 
minutes;

Rate constant: 
0.0225 
min-1.

[43]

AgVO3/
ZnIn2S4

Hydro-
thermal 
Method

Light Source: 
250-W Xenon 
light (cut-off 
filter, λ>420 
nm);

Catalyst: 30 mg;
Pollutant: 

K2Cr2O7 (100 
mL, 20 mg/L).

Degradation: 
K2Cr2O7 
completely 
degraded at 
25 minutes;

Rate constant: 
0.19280 
min-1.

[44]

BiOI/CdS In-situ and
Calcining 

Method

Light Source: (1 
kW Xe lamp);

Catalyst: 20 mg; 
Pollutants: 

Rhodamine 
B, and 
Methylene 
blue (50 mL, 
20 mg/L).

Degradation: 
Rhodamine 
B reaches 
93.9 % at 60 
minutes;

Rate constant: 
0.05252 
min-1;

Methylene 
blue reaches 
70 % at 210 
minutes; 

Rate constant: 
0.00607 
min-1.

[45]
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4.3 Electrocatalysis

Sustainable energy inputs (wind and solar) will form an integral function 
in future energy storage and conversion strategies of the electrochemical 
splitting of water into oxygen and hydrogen. They can theoretically solve 
large-scale energy demand in the future [46]. The processing of hydrogen 
by electrolysis absorbs high energy, so fossil fuels also rank for large-scale 
industrial applications as electricity [47]. Effective electrocatalysts are 
needed to facilitate the overall water splitting to mitigate excessive reac-
tions, enhancing the energy-efficient splitting mechanism [48]. While 
platinum- based materials have been described as the chief active catalysts 
for hydrogen evolution reaction, their broad uses are restricted by the high 
price and limited supply of the resources [49]. Therefore, it is highly desir-
able to utilize highly effective and cheap non-precious hydrogen evolution 
reaction catalysts [50]. At present, the hydrogen evolution reaction’s elec-
trical catalysts are nanomaterials with desired nanostructuring and their 
composites because of their comparatively low prices and usability [51]. 
Nanomaterials are well-known for fuel cell technologies and will be the 
main ingredients for the potential demand for renewable energy [52]. 
Enormous studies are available concerning the production of many nano-
materials as strong hydrogen evolution reaction electrodes, which can be 
used for applications in fuel cells [53]. However, much of the way hydrogen 
is generated on a large scale is not very effective [54]. The electrochem-
ical method is the safest way to create hydrogen because it is technically 
straightforward, effective, and inexpensive [55].

4.3.1 Mechanism of Electrocatalysis

The hydrogen evolution reaction (2H+ +2e‾ ⇌ H2) is a multi-step elec-
trochemical interaction that produces gaseous hydrogen on the electrode 
surface [56]. Figure 4.2 describes the electrocatalytic development mecha-
nism of H2 on the electrode surface. The hydrogen evolution reaction route 
in alkaline media can be through the Volmer-Tafel (Equation 4.5 and 4.7) 
and Volmer-Heyrovsky pathways (Equations 4.5 and 4.6).

Electrochemical adsorption of hydrogen (Volmer reaction)

 H2O + E + e‾ ⇌ E-Hads + OH‾ (4.5)
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Electrochemical desorption of hydrogen (Heyrovsky reaction)

 E-Hads + H2O + e‾ ⇌ E + OH‾ + H2↑ (4.6)

Chemical desorption of hydrogen (Tafel reaction)

 2 E-Hads ⇌ 2E + H2↑ (4.7)

where E shows the electrode surface of the catalysts.
Both routes include H2O adsorption, electrochemical reduction of 

adsorbed H2O to the adsorbed OH– and H atoms, OH– desorption, and 
H adsorbed form H2 generation. Therefore, the hydrogen evolution reac-
tion follows various processes based on Tafel slope values corresponding 
to Volmer-Heyrovsky in the region of 66 mV per decade. Volmer-Tafel 
follows in the neighborhood of 118 mV per decade and finally exhibits the 
Tafel mechanism above 200 mV per decade [57, 58].

4.3.2 Applications of Electrocatalysis

The electrocatalytic action occurs in the hydrogen evolution reaction of 
the Sn-Ni alloy coatings. Cyclic voltammetry and chronopotentiometry 
techniques reveal that the highest electrocatalytic action in 1.0 M KOH 
solution for hydrogen and oxygen evolution reaction in the Sn-Ni alloy 
deposited at 1.0 A/dm2 (19.6 wt. % Ni) and 4.0 A/dm2 (37.6 wt. % Ni), 
respectively. Sn-Ni alloy coverings perform extremely well as electrocata-
lytics, as far as their surface morphology, design, and active surface area, 
both for hydrogen and oxygen evolution reactions [59].

Ni-Mo alloy as an electrode material can be used in water splitting. 
Ni-Mo alloys were originally deposited in the 1.0-4.0 A/dm2 range for a 

Voltage

Adsorption
(Volmer Reaction)

Desorption
(Heyrovsky Reaction)

Recombination (Tafel Reaction)

H2

HadsHads Hads

H2O H2O
OH- H2 + OH-

e- e- Catalysts Surface

GC Electrode

Figure 4.2 Schematic depiction of hydrogen evolution reaction mechanism.
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copper substrate. In the 1.0 M KOH solution, the alloy coatings were then 
checked for their deposition properties and electrocatalytic behaviors. The 
above experimental findings found that the maximum electrocatalytic pro-
pensity for hydrogen and oxygen evolution reactions is demonstrated by 
an Ni-Mo alloy deposited at 1.0 A/dm2 (38.3 wt. % Mo) and 4.0 A/dm2 
(33.2 wt. % Mo), respectively. Moreover, by stimulating the magnetic field, 
perpendicular to the deposition phase, the electrocatalytic operation of the 
Ni-Mo alloy for hydrogen evolution reaction was further increased. Ni-Mo 
alloy coatings, formed under various external magnetic fields of 0.1 T-0.4 
T were tested using the same experimental set-up as Ni-Mo alloy electro-
deposition. Coatings of Ni-Mo alloys formed at 1.0 A/dm2 and a magnetic 
field of 0.4T was observed to display the maximum electrocatalytic action 
for a hydrogen evolution reaction [60].

The introduction has influenced the hydrogen evolution reaction kinet-
ics of modified Ni-Mo alloy coatings into their matrix of reduced graphene 
oxide (rGO). Thus, modified Ni-Mo-rGO Nanocomposites have been 
deposited with a current density varying between 1.0 and 4.0 A/dm2 on 
the copper substrate by DC electrodeposition process and their electro-
catalytic activities have been investigated. Also, an increase in carbon per-
centage in the composite coatings of Ni-Mo-rGO is observed to decrease 
the overpotential onset and increase the density of exchange current for 
hydrogen evolution reaction. The better coating showed a maximum cur-
rent density of 0.517 A/cm2, which is nearly three times higher than that of 
the paired Ni-Mo alloy, signifying the optimal achievement for producing 
hydrogen [61].

Quick preparation of novel composite electrodes can be done by inte-
grating graphene through room temperature electrodeposition into the 
Fe-Ni/Co-Ni matrix. The dynamic coatings obtained have been verified as 
electrodes for hydrogen evolution reactions in 6.0 M KOH by cyclic vol-
tammetry and chronopotentiometry methods for their quality and per-
formance. In the case of Fe-Ni-G, which has a maximum current density 
of -800 mA/cm2

, which is right around three times higher than that of the 
binary Fe-Ni alloy, and in the case of Co-Ni-G, which has a maximum 
current density of -850 mA/cm2, is right around four times higher than 
that of the binary Co-Ni alloy, implying an advanced hydrogen production 
activity. The inclusion of graphene in the electrolyte bath contributes to 
robust 3D projections of Fe-Ni nanoscales on graphene’s surface. In con-
trast, in the event of Co-Ni-G, it meritoriously increases the electrochem-
ically active surface area of an epitomized bundle of alloy nano-particles 
inside the graphene network [62, 63].
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4.3.3 Current Trends in Electrocatalytic Applications

A brief overview of the recent development of nanomaterials for electro-
catalytic applications, as illustrated in Table 4.2.

Table 4.2 Current trends in electrocatalytic applications.

Electrocatalysis
Synthesis 

method Observations Achievements References

Ni-Se-Cu Potentio static 
Electro- 
Deposition 
Method

Electrolyte: 1.0 
M KOH;

Catalyst: 0.19 
mg/cm2;

Linear sweep 
voltametry: 
Scan rate at 2 
mV/s

Overpotential: 
136 mV at 
10 mA/cm2;

Tafel slopes: 
117.5 mV/
dec;

Volmer-
Heyrovsky 
mechanism

[64]

Ni48Co48Pt4/ 
G-dot

Co- Reduction 
Method

Electrolyte: 0.5 
M H2SO4;

Catalyst: 0.2 
mg/cm2;

Linear sweep 
voltametry: 
Scan rate at 
10 mV/s 

Overpotential: 
45.54 mV at 
10 mA/cm2;

Tafel slopes: 
33.90 mV/
dec;

Volmer-Tafel 
mechanism

[65]

CoS2/CoSe@C Hydro thermal 
Process

Electrolyte: 0.5 
M H2SO4;

Catalyst: 0.2 
mg/cm2;

Linear sweep 
voltametry: 
Scan rate at 5 
mV/s 

Overpotential: 
164 mV at 
10 mA/cm2;

Tafel slopes: 42 
mV/dec;

Volmer-
Heyrovsky 
mechanism

[66]

(Continued)
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Table 4.2 Current trends in electrocatalytic applications. (Continued)

Electrocatalysis
Synthesis 

method Observations Achievements References

Mo2C/C Carbu rization Electrolyte: 0.5 
M H2SO4;

Catalyst: 5 μL 
in 3 mm 
diameter, 
glassy 
carbon;

Linear sweep 
voltametry: 
Scan rate at 2 
mV/s

Overpotential: 
0.4 V at 
19.04 mA/
cm2;

Tafel slopes: 69 
mV/dec;

Volmer-
Heyrovsky 
mechanism

[67]

Co-Mo-S Hydro thermal 
Method

Electrolyte: 1.0 
M phosphate 
buffer saline;

Catalyst: 0.56 
mg/cm2;

LSV: Scan rate 
at 5 mV/s

Overpotential: 
213 mV at 
10 mA/cm2;

Tafel slopes: 94 
mV/dec;

Volmer-
Heyrovsky 
mechanism

[68]

Pd/MOF Solvo thermal 
Process

Electrolyte: 0.5 
M H2SO4;

Catalyst: 0.19 
mg/cm2;

Linear sweep 
voltametry: 
Scan rate at 5 
mV/s

Overpotential: 
105 mV at 
10 mA/cm2;

Tafel slopes: 85 
mV/dec;

Volmer-
Heyrovsky 
mechanism

[69]

ZnSP/NC Chemical 
Method

Electrolyte: 1.0 
M KOH;

Catalyst: 30 
μL in 5 mm 
diameter, 
glassy 
carbon;

Linear sweep 
voltametry: 
Scan rate at 5 
mV/s

Overpotential: 
171 mV at 
10 mA/cm2;

Tafel slopes: 
54.78 mV/
dec;

Volmer-
Heyrovsky 
mechanism

[70]

(Continued)
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Table 4.2 Current trends in electrocatalytic applications. (Continued)

Electrocatalysis
Synthesis 

method Observations Achievements References

Co, 
Mo2C-CNF

Electro- 
Spinning 
Method

Electrolyte: 1.0 
M KOH;

Catalyst: 1 mg/
cm2;

Linear sweep 
voltametry: 
scan rate at 5 
mV/s;

Electrolyte: 1.0 
M phosphate 
buffer saline

Overpotential: 
128 mV at 
10 mA/cm2;

Tafel slopes: 60 
mV/dec;

Volmer-
Heyrovsky 
mechanism;

Overpotential: 
206 mV at 
10 mA/cm2;

Tafel slopes: 
92.8 mV/dec;

Volmer-
Heyrovsky 
mechanism

[71]

MoP@PC Carbonization Electrolyte: 0.5 
M H2SO4;

Catalyst: 15 
μL in 5 mm 
diameter, 30 
μL in 5 mm 
diameter, 
glassy 
carbon;

Linear sweep 
voltametry: 
Scan rate at 5 
mV/s 

Overpotential: 
69 mV at 10 
mA/cm2;

Tafel slopes: 55 
mV/dec;

Volmer-
Heyrovsky 
mechanism

[72]

FeNiP-S/NF-5 Hydrothermal 
Process

Electrolyte: 1.0 
M KOH;

Catalyst: 0.19 
mg/cm2;

Linear sweep 
voltametry: 
scan rate at 5 
mV/s 

Overpotential: 
183 mV at 
20 mA/cm2;

Tafel slopes: 
104.5 mV/
dec;

Volmer-
Heyrovsky 
mechanism

[73]
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4.4 Supercapacitors

The critical reasons for fossil fuel depletion, emissions, and global warming 
that require the production of sustainable and green energy are the rapid 
economic growth and rising world populations [74]. Modern research 
work is intense in producing new energy storage and conversion technol-
ogies/devices [75]. Supercapacitors have a cell construction like standard 
capacitors with the exception of metal electrodes that are supplanted by 
permeable electrodes but hold much more energy density than typical 
conventional dielectric capacitors [76]. Consequently, the supercapacitors 
are expected to be talented candidates for substitute energy storage instru-
ments because of high rate capacitance, long cycle life, pulse power supply, 
high charging dynamism, and low maintenance cost [77]. To achieve this, 
a customized structure, composition, and morphology should apply to the 
electrode material [78]. Nanomaterials have recently emerged as effective 
materials for energy-related applications with desired nanostructures and 
higher surface areas [79].

Graphene can be used as the most robust electrode substrate in super-
capacitor applications with its special structural features [80]. Graphene, 
a single atomic carbon layer in a narrow-packed two-dimensional hon-
eycomb structure, has been significantly influential in current centuries 
because of its unusual characteristics [81]. Owing to the advantageous 
combination of outstanding electrical, mechanical, and large surface area 
properties, the use of graphene as an electrode material for supercapacitors 
has been the subject of significant study in the field of renewable-friendly 
power frameworks [82].

4.4.1 Mechanism of Supercapacitors

The theory of supercapacitor action is constructed on energy storage 
and the spreading of ions from the electrolyte onto the electrode shal-
low [83–85]. Supercapacitors can be considered as electrochemical 
double-layer capacitors, pseudocapacitors, and hybrid supercapacitors 
dependent on their energy-storage mechanism, as seen in Figures 4.3, 
4.4, and 4.5.

Electrochemical Double-Layer Capacitors
Electrochemical double-layer capacitors are assembled with two carbon- 
based materials as electrodes, one electrolyte, and one separator. This may 
be either electrostatic or non-faradic charging, and it requires no charge 
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move between the electrolyte and the electrode. The dual-layer electro-
chemical storage device is the concept of energy storage used by elec-
trochemical double-layer capacitors. As voltage is applied, the charges 
on the electrode surfaces are collected, which results in ions in electro-
lytes diffusing through the separator and pores of the electrode charged 
opposite, regardless of the difference in potential. A double charge layer 
is created to prevent the recombination of ions in electrodes. The elec-
trochemical double-layer capacitors achieve higher energy density com-
bined with the increase in a particular region and the distance between 
electrodes [83].

It makes for speedy power usage, distribution, and improved efficiency 
with the electrochemical double-layer capacitors storage mechanism; this 
is not a chemical reaction due to the non-faradic phase. It avoids swell-
ing inert material that batteries show during the charging and discharg-
ing process. However, electrochemical double-layer capacitors are subject 
to a small energy density due to their electrostatic surface charging sys-
tem, which is why electrochemical double-layer capacitors are currently 
researching increasing energy efficiency or enhancing temperature ranges 
where batteries are unable to function. Electrochemical double-layer 
capacitors may be modified in compliance with the type of electrolyte used 
[83]. Figure 4.3 shows the supercapacitor mechanism of electrical double- 
layer capacitors.
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Pseudocapacitors
Figure 4.4 shows the supercapacitor mechanism of pseudocapacitors. 
Relative to electrochemical double-layer capacitors, pseudocapacitors store 
charges electrostatically via Faradic processes, including charging between 
the electrolyte and the electrode. As a potential is added to the oxida-
tion and reduction of a pseudocapacitor on the electrode material, which 
requires the charge transfer through the double layer, the ensuing faradic 
current flows through the cell of the supercapacitor. The faradic pseudo-
capacitors method enables them to attain higher capacities and energy 
densities than electrochemical double-layer capacitors. Pseudocapacitors 
are composed of conducting polymers and metal oxides. This adds to the 
curiosity of these compounds, but it is a faradic nature that they have a 
reduction-oxidation reaction, just like batteries, therefore, they lack stabil-
ity and a low density during cycling [84].

Hybrid Supercapacitors
As we saw, electrochemical double-layer capacitors provide good cyclic 
stability and good strength, while offering a greater specific capacity in the 
case of pseudocapacitance. For the hybrid device, the combination of both 
battery-like electrodes provides a power supply for the condenser-like elec-
trode in the same cell. The cell voltage, which results in a boost in energy 
and power densities, can be improved using the proper electrode combina-
tion. In the past, numerous variations were tested in aqueous electrolytes 
with both negative and positive electrodes. Generally speaking, the faradic 
electrode outcomes in an improvement in energy efficiency at the expense 
of cyclic reliability, which is the key downside of hybrid systems relative to 
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electrochemical double-layer capacitors. It is vital to prevent conversion 
of a strong supercapacitor into a regular battery [85]. Figure 4.5 shows the 
mechanism of hybrid supercapacitors.

4.4.2 Applications of Supercapacitors

The microwave synthesis of graphene nanosheets from graphite utiliz-
ing 2,2,6,6,6-tetramethylpiperidine 1-oxyl and hydrogen peroxide, with 
a high surface area of 937.6 m2/g and a high carbon-oxygen ratio of 9.2 
was carried out. Also, graphene nanosheets have brilliant electrochemical 
efficiency with a high specific capacitance (197 F/g), magnificent rates, a 
long life cycle (1000 cycles), high energy density of 76.03 Wh/kg, and high 
power density of 1.12 kW/kg [86].

The one-pot microwave-assisted synthesis of few-layer graphene 
nanosheets from graphite utilized sodium tungstate as catalysts. The 
technique achieves high performance (58 wt. %) bilayered graphene 
nanosheets with a narrower space size of 3.9 nm, accountable for a high 
surface area of 1103.62 m2/g. The few-layer graphene nanosheets also 
display a high carbon-oxygen ratio of 9.6, better developed from green 
chemicals among the graphenes. It exhibits high energy density (83.56 
Wh/kg), high capacitance (219 F/g), and excellent stability (3000 cycles) 
of these few layer graphene nanosheets, rendering it a perfect candidate 
for supercapacitor material [87].
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Table 4.3 Current trends in supercapacitor applications. 

Supercapacitors
Synthesis 

method Achievements References

Co(OH)2/fCNT Chemical 
Reflux 
Method

Two electrode setup;
Electrolyte: 6.0 M KOH;
Cyclic voltammetry: 

Specific capacitance of 
1006.5 F/g at scan rate of 
0.5 mV/s;

Charge-Discharge: Specific 
capacitance of 432.7 F/g 
at current density of 0.4 
A/g;

Energy density: 17 Wh/kg;
Power density: 7000 W/kg;
Asymmetrical 

supercapacitor;
Charge-Discharge: Specific 

capacitance of 62.7 F/g at 
a current density of 0.6 
A/g ;

Retention: 84 % after 5000 
charge-discharge cycles 
at a current density of 
0.6 A/g.

[91]

(MoS2)/
graphene

Ball Milling 
Process

Sandwiched electrodes;
Electrolyte: 1.0 M H2SO4;
Cyclic voltammetry: 

Specific capacitance of 
392 F/g at a scan rate of 
5 mV/s;

2D printed electrodes;
Cyclic voltammetry: 

Specific capacitance of 
76 F/g at a scan rate of 5 
mV/s;

High areal capacitance of 
58.5 mF/cm2 at 0.77 mg/
cm2.

[92]

(Continued)
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Table 4.3 Current trends in supercapacitor applications. (Continued)

Supercapacitors
Synthesis 

method Achievements References

Ni-NiWO4@
NiS/NS-C

Hydrothermal 
Process

Three electrode setup;
Electrolyte: 3.0 M KOH;
Charge-Discharge: Specific 

capacitance of 517 C/g 
at a current density of 1 
A/g;

Two electrode setup;
Charge-Discharge: Specific 

capacitance of 184 C/g 
at a current density of 2 
A/g;

Energy density: 43.68 Wh/kg;
Power density: 0.85 kW/kg;
Retention: 34 % after 20000 

charge-discharge cycles 
at a current density of 
15 A/g.

[93]

MnO2@N-PC Friedel Crafts
Reaction

Three electrode setup;
Electrolyte: 1.0 M Na2SO4;
Charge-Discharge: Specific 

capacitance of 269 F/g at 
a current density of 0.5 
A/g;

Retention: 93.7 % after 
4500 charge-discharge 
cycles at a current 
density of 1 A/g;

Two electrode setup;
Charge-Discharge: Specific 

capacitance of 134.5 F/g 
at a current density of 
0.5 A/g;

Energy density: 42.1 Wh/kg;
Power density: 4500 W/kg;
Retention: 76 % after 40000 

charge-discharge cycles 
at a current density of 3 
A/g.

[94]

(Continued)
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Table 4.3 Current trends in supercapacitor applications. (Continued)

Supercapacitors
Synthesis 

method Achievements References

Ni33/ZIF67/rGO20 Simple One-
Pot Stirring 
Approach

Electrolyte: 1.0 M H2SO4;
Cyclic voltammetry: 

Specific capacitance of 
317.6 F/g at a scan rate of 
1 mV/s;

Charge-Discharge: Specific 
capacitance of 304.2 F/g 
at a current density of 1 
A/g;

Retention: 99 % after 1000 
charge-discharge cycles 
at a current density of 10 
A/g;

Electrolyte: PVP/H2SO4;
Specific capacitance of 155 

F/g at a current density 
of 1 A/g;

Energy density: 21.5 Wh/kg;
Power density: 1 kW/kg;
Retention: 87 % after 4500 

charge-discharge cycles. 

[95]

MnO2@carbon Hydrothermal 
Deposition 
Method

Electrolyte: 1.0 M Na2SO4;
Charge-Discharge: Specific 

capacitance of 137 F/g at 
a current density of 0.5 
A/g;

Energy density: 9.2 Wh/kg;
Power density: 1283.7 W/

kg;
Retention: 82 % after 5000 

charge-discharge cycles 
at a current density of 
0.5 A/g.

[96]

(Continued)
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Table 4.3 Current trends in supercapacitor applications. (Continued)

Supercapacitors
Synthesis 

method Achievements References

La2CoMnO6 Template 
Impreg-
nation 
Method

Electrolyte: 1.0 M Na2SO4;
Cyclic voltammetry: 

Specific capacitance of 
487 F/g at a scan rate of 
1 mV/s;

Charge-Discharge: Specific 
capacitance of 376 F/g 
at a current density of 1 
A/g;

Energy density: 65.8 Wh/
kg;

Power density: 1000 W/kg;
Retention: 89.2 % after 

3000 charge-discharge 
cycles at a current 
density of 3 A/g.

[97]

Cu7Se4-CuxCo1-x 
Se2

Self-Template 
Method

Electrolyte: 3.0 KOH;
Charge-Discharge: Specific 

capacitance of 349.1 F/g 
at a current density of 1 
A/g;

Energy density: 26.84 Wh/
kg;

Power density: 700 W/kg;
Retention: 94.1 % after 

5000 charge-discharge 
cycles at a current 
density of 20 A/g.

[98]

2H-MoS2 Electrolyte: 1.0 M Na2SO4;
Charge-Discharge: Specific 

capacitance of 382 F/g at a 
current density of 1 A/g;

Energy density: 16.4 Wh/kg;
Retention: 97.5 % after 

4000 charge-discharge 
cycles at a current 
density of 0.2 A/g.

[99]

(Continued)
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A useful synthesis of porous graphene from a convenient solvent- 
mediated chemical pathway can be utilized as a supercapacitor electrode 
material. The manufactured symmetrical supercapacitor showed a capac-
itance of 248 F/g from an applied current density of 1 A/g at a scan rate 
of 5 mV/s. At the same time, it achieves a power density of 6405 W/kg 
and an energy density of 7.3 Wh/kg from an applied current density of 8 
A/g. In addition to these values, the supercapacitors can withstand up to 
5000 charge-discharge cycles with a higher current density of 8 A/g, with a 
reasonable rate profile showing 96% of the original capacitance retention. 
Therefore, provided the above facts, this material can be indicated for high 
practical use in the supercapacitor application [88].

A simple and environmentally safe approach for generating porous 
graphene using a solvothermal low-temperature method was used. A few 
layers of porous graphene (~ 4-6 layers) with a 420 m2/g surface area were 
made up of hierarchical pores on top of the sheets. The most noteworthy 
explicit capacitance of 666 F/g was accomplished at a scan rate of 5 mV/s, 
with a retention of 87% after 10000 cycles. The created supercapacitor’s 
power density was 6120 W/kg, and energy density was 26.3 Wh/kg. The 
calculations of density functions theory was also performed to provide 
theoretical insight into porous graphene states’ electronic structure and 
density to facilitate increased ability qualitatively. These findings open up a 
new path for greener porous graphene synthesis with the aid of high-qual-
ity, high-performance porous graphene without using toxic chemicals [89].

Table 4.3 Current trends in supercapacitor applications. (Continued)

Supercapacitors
Synthesis 

method Achievements References

CuO/
NiO/N-rGO

Ultra sonically 
Assisted 
Hydro-
thermal 
Technique

Electrolyte: 5.0 M KOH;
Charge Discharge: Specific 

capacitance of 220 F/g at 
a current density of 0.5 
A/g;

Retention: 97 % after 5000 
charge-discharge cycles 
at a current density of 
0.5 A/g.

[100]
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Reduced graphene oxide was synthesized from graphite precursors 
extracted from the primary cell used via a simple microwave irradiation 
method. The manufactured environmentally safe, industrial, and renew-
able supercapacitor demonstrated a remarkable capacitance of 201 F/g, 
with a retention of 97% over 2000 cycles [90].

4.4.3 Current Trends in Supercapacitor Applications

A brief overview of the recent development of nanomaterials for superca-
pacitor applications is illustrated in Table 4.3.

4.5 Conclusions

This chapter brings you updates on the most critical nanomaterial in pho-
tocatalysis, electrocatalysis, and supercapacitors with their incredible abil-
ity to achieve sustainable growth in energy and environmental protection 
applications. It is well known that the nanomaterials that will be used in 
this chapter can potentially be used as a possible method to degrade harm-
ful contaminants and build new electrode materials for energy storage 
systems. Ideally, the outcome will be a useful synthesis of fundamentals 
for future research into nanomaterials, such as sustainability, recyclability, 
and environmentally sound approaches for highly advanced and applied 
materials.

Acknowledgments

The author would like to thank Yunnan University, Kunming, China, for 
awarding a postdoctoral fellowship.

References

 1. Bayda, S., Adeel, M., Tuccinardi, T., Cordani, M., Rizzolio, F., The history of 
nanoscience and nanotechnology: From chemical-physical applications to 
nanomedicine. Molecules, 25, 112, 2020.

 2. Zibareva, I.V., A review of information resources on nanoscience, nanotech-
nology, and nanomaterials. Sci. Tech. Inf. Process., 42, 93, 2015.

 3. Jeevanandam, J., Barhoum, A., Chan, Y.S., Dufresne, A., Danquah, M.K., 
Review on nanoparticles and nanostructured materials: history, sources, tox-
icity and regulations. Beilstein J. Nanotechnol., 09, 1050, 2018.



Nanomaterials for Sustainable Development 125

 4. Khan, I., Saeed, K., Khan, I., Nanoparticles: Properties, applications and tox-
icities. Arab. J. Chem., 12, 908, 2019.

 5. Dhand, C., Dwivedi, N., Loh, X.J., Ying, A.N.J., Verma, N.K., Beuerman, 
R.W., Lakshminarayanan, R., Ramakrishna, S., Methods and strategies for 
the synthesis of diverse nanoparticles and their applications: a comprehen-
sive overview. RSC Adv., 05, 105003, 2015.

 6. Chen, Y., Fan, Z., Zhang, Z., Niu, W., Li, C., Yang, N., Chen, B., Zhang, H., 
Two-dimensional metal nanomaterials: synthesis, properties, and applica-
tions. Chem. Rev., 118, 6409, 2018.

 7. Wang, H., Liang, X., Wang, J., Jiao, S., Xue, D., Multifunctional inorganic 
nanomaterials for energy applications. Nanoscale, 12, 14, 2020.

 8. Rani, A., Reddy, R., Sharma, U., Mukherjee, P., Mishra, P., Kuila, A., Sim, 
L.C., Saravanan, P., A review on the progress of nanostructure materials for 
energy harnessing and environmental remediation. J. Nanostructure Chem., 
08, 255, 2018.

 9. Ibrahim, R.K., Hayyan, M., AlSaadi, M.A., Hayyan, A., Ibrahim, S., 
Environmental application of nanotechnology: air, soil, and water. Environ. 
Sci. Poll. Res., 23, 13754, 2016.

 10. Mutyala, S., Sadiq, M.M.J., Gurulakshmi, M., Bhat, D.K., Shanthi, K., 
Mathiyarasu, J., Suresh, C., Disintegration of flower like MoS2 to limply allied 
layer grown on spherical nanoporous TiO2: enhanced visible light photocata-
lytic degradation of methylene blue. J. Nanosci. Nanotechnol., 20, 1118, 2020.

 11. Yang, H., Jiang, L., Wang, W., Luo, Z., Li, J., He, Z., Yan, Z., Wang, J., One-pot 
synthesis of CdS/metal-organic framework aerogel composites for efficient 
visible photocatalytic reduction of aqueous Cr (VI). RSC Adv., 09, 37594, 
2019.

 12. Sadiq, M.M.J., Nesaraj, A.S., Soft chemical synthesis and characterization of 
BaWO4 nanoparticles for photocatalytic removal rhodamine B present in 
water sample. J. Nanostructure Chem., 05, 45, 2015.

 13. He, J., Wang, J., Chen, Y., Zhang, J., Duan, D., Wang, Y., Yan, Z., A dye- 
sensitized Pt@UiO-66(Zr) metal-organic framework for visible-light photo-
catalytic hydrogen production. Chem. Commun., 50, 7063, 2014.

 14. Sadiq, M.M.J., Bhat, D.K., Novel RGO-ZnWO4-Fe3O4 nanocomposite as an 
efficient catalyst for rapid reduction of 4-nitrophenol to 4-aminophenol. Ind. 
Eng. Chem. Res., 55, 7267, 2016.

 15. Sadiq, M.M.J., Bhat, D.K., Novel ZnWO4/RGO nanocomposite as high per-
formance photocatalyst. AIMS Mater. Sci., 04, 158, 2017.

 16. Sadiq, M.M.J., Nesaraj, A.S., Reflux condensation synthesis and characteriza-
tion of Co3O4 nanoparticles for photocatalytic applications. Iran. J. Catal., 04, 
219, 2014.

 17. Yang, H., Jiang, L., Li, Y., Li, G., Yang, Y., He, J., Wang, J., Yan, Z., Highly 
efficient red cabbage anthocyanin inserted TiO2 aerogel nanocomposites for 
photocatalytic reduction of Cr (VI) under visible light. Nanomater., 08, 937, 
2018.



126 Renewable Energy Technologies

 18. Sadiq, M.M.J., Shenoy, U.S., Bhat, D.K., Novel RGO-ZnWO4-Fe3O4 nano-
composite as high performance visible light photocatalyst. RSC Adv., 06, 
61821, 2016.

 19. Sadiq, M.M.J., Shenoy, U.S., Bhat, D.K., High performance dual catalytic 
activity of novel zinc tungstate - reduced graphene oxide nanocomposites. 
Adv. Sci. Eng. Med., 09, 115, 2017.

 20. Sadiq, M.M.J., Nesaraj, A.S., Development of NiO-Co3O4 nano-ceramic 
composite materials as novel photocatalysts to degrade organic contami-
nants present in water. Int. J. Environ. Res., 08, 1171, 2014.

 21. He, J., Zi, G., Yan, Z., Li, Y., Xie, J., Duan, D., Chen, Y., Wang, J., Biogenic 
C-doped titania templated by cyanobacteria for visible-light photocatalytic 
degradation of Rhodamine B. J. Environ. Sci., 26, 1195, 2014.

 22. Yan, Z., He, Z., Li, M., Zhang, L., Luo, Y., He, J., Chen, Y., Wang, J., Curcumin 
doped SiO2/TiO2 nanocomposites for enhanced photocatalytic reduction of 
Cr (VI) under visible light. Catal., 10, 942, 2020.

 23. Sadiq, M.M.J., Shenoy, U.S., Bhat, D.K., Synthesis of NRGO/BaWO4/g-C3N4 
nanocomposites with excellent multifunctional catalytic performance via 
microwave approach. Front. Mater. Sci., 12, 247, 2018.

 24. Sadiq, M.M.J., Shenoy, U.S., Bhat, D.K., A facile microwave approach to syn-
thesis of RGO-BaWO4 composites for high performance visible light induced 
photocatalytic degradation of dyes. AIMS Mater. Sci., 04, 487, 2017.

 25. Chen, Y., Luo, X., Luo, Y., Xu, P., He, J., Jiang, L., Li, J., Yan, Z., Wang, J., 
Efficient charge carrier separation in l-alanine acids derived N-TiO2 nano-
spheres: the role of oxygen vacancies in tetrahedral Ti4+ sites. Nanomater., 09, 
698, 2019.

 26. Sadiq, M.M.J., Shenoy, U.S., Bhat, D.K., Bhat, Enhanced photocatalytic per-
formance of N-doped RGO-FeWO4/Fe3O4 ternary nanocomposite in envi-
ronmental applications. Mater. Today Chem., 04, 133, 2017.

 27. Sadiq, M.M.J., Shenoy, U.S., Bhat, D.K., NiWO4-ZnO-NRGO ternary nano-
composite as an efficient photocatalyst for degradation of methylene blue 
and reduction of 4-nitrophenol. J. Phys. Chem. Solids, 109, 124, 2017.

 28. Sadiq, M.M.J., Shenoy, U.S., Bhat, D.K., Novel NRGO-CoWO4-Fe2O3 nano-
composite as an efficient catalyst for dye degradation and reduction of 
4-nitrophenol. Mater. Chem. Phys., 208, 112, 2018.

 29. He, J., Yang, H., Chen, Y., Yan, Z., Zeng, Y., Luo, Z., Gao, W., Wang, J., Solar 
light photocatalytic degradation of nitrite in aqueous solution over CdS 
embedded on metal-organic frameworks. Water Air Soil Pollut., 226, 197, 
2015.

 30. Li, Y., Yang, Y., Yang, P., Jiang, L., Wang, W., He, J., Chen, Y., Wang, J., 
Tungstate doped TiO2-SiO2 aerogels for preferential photocatalytic degra-
dation of methamphetamine in seizure samples containing caffeine under 
simulated sunlight. Catal. Commun., 145, 106121, 2020.



Nanomaterials for Sustainable Development 127

 31. Jiang, L., Luo, Z., Li, Y., Wang, W., Li, J., Li, J., Ao, Y., He, J., Sharma, V.K., 
Wang, J., Morphology- and phase-controlled synthesis of visible-light-acti-
vated S-doped TiO2 with tunable S4+/S6+ ratio. Chem. Eng. J., 402, 125549, 
2020.

 32. Yan, Z., He, J., Guo, L., Li, Y., Duan, D., Chen, Y., Li, J., Yuan, F., Wang, J., 
Biotemplated mesoporous TiO2/SiO2 composite derived from aquatic plant 
leaves for efficient dye degradation. Catal., 07, 82, 2017.

 33. Jiang, L., Li, Y., Yang, H., Yang, Y., Liu, J., Yan, Z., Long, X., He, J., Wang, 
J., Low-temperature sol-gel synthesis of nitrogen-doped anatase/brookite 
biphasic nanoparticles with high surface area and visible-light performance. 
Catal., 07, 376, 2017.

 34. Li, J., Chen, Y., Wang, Y., Yan, Z., Duan, D., Wang, J., Synthesis and photoca-
talysis of mesoporous titania templated by natural rubber latex. RSC Adv., 05, 
21480, 2015.

 35. Wang, J., Ou, E., Li, J., Yang, X., Wang, W., Yan, Z., Li, C., Synthesis of meso-
porous titania-graphite composite template by hypocrellins for visible-light 
photocatalytic degradation of acetaldehyde. Mater. Sci. Semicond. Process., 
31, 397, 2015.

 36. Sun, J., Lin, X., Xie, J., Zhang, Y., Wang, Q., Ying, Z., Facile synthesis of novel 
ternary g-C3N4/ferrite/biochar hybrid photocatalyst for efficient degrada-
tion of methylene blue under visible-light irradiation. Colloids Surf. A, 606, 
125556, 2020.

 37. Sun, J., Hui, S., Lin, X., Xie, J., Wang, Q., Li, Y., Ying, Z., Novel g-C3N4-carbon 
dots-aggregation/ferrite hybrid heterojunction photocatalyst with excellent 
visible-light-driven photodegradation performance toward organic pollut-
ants. Opt. Mater., 109, 110242, 2020.

 38. Zarezadeh, S., Yangjeh, A.H., Mousavi, M., Ghosh, S., Novel ZnO/Ag3PO4/
AgI photocatalysts: Preparation, characterization, and the excellent visi-
ble-light photocatalytic performances. Mater. Sci. Semicond. Process., 119, 
105229, 2020.

 39. Zhang, N., Li, X., Wang, Y., Zhu, B., Yang, J., Fabrication of magnetically 
recoverable Fe3O4/CdS/g-C3N4 photocatalysts for effective degradation of 
ciprofloxacin under visible light. Ceram. Int., 46, 20974, 2020.

 40. Ma, C., Lee, J., Kim, Y., Seo, W.C., Jung, H., Yang, W., Rational design of 
α-Fe2O3 nanocubes supported BiVO4 Z-scheme photocatalyst for photocat-
alytic degradation of antibiotic under visible light. J. Colloid Interface Sci., 
581, 514, 2021.

 41. Wang, Y., Yang, H., Sun, X., Zhang, H., Xian, T., Preparation and photocata-
lytic application of ternary n-BaTiO3/Ag/p-AgBr heterostructured photocat-
alysts for dye degradation. Mater. Res. Bull., 124, 110754, 2020.

 42. Ghosh, U., Pal, A., Defect engineered mesoporous 2D graphitic carbon 
nitride nanosheet photocatalyst for rhodamine B degradation under LED 
light illumination. J. Photochem. Photobiol. A Chem., 397, 112582, 2020.



128 Renewable Energy Technologies

 43. Hassani, A., Faraji, M., Eghbali, P., Facile fabrication of mpg-C3N4/Ag/ZnO 
nanowires/Zn photocatalyst plates for photodegradation of dye pollutant. 
J. Photochem. Photobiol. A Chem., 400, 112665, 2020.

 44. Li, C., Che, H., Yan, Y., Liu, C., Dong, H., Z-scheme AgVO3/ZnIn2S4 photo-
catalysts: “One Stone and Two Birds” strategy to solve photocorrosion and 
improve the photocatalytic activity and stability. Chem. Eng. J., 398, 125523, 
2020.

 45. Zhang, T., Wang, X., Sun, Z., Liang, Q., Zhou, M., Xu, S., Li, Z., Sun, D., 
Constructing Z-scheme based BiOI/CdS heterojunction with efficient visi-
ble-light photocatalytic dye degradation. Solid State Sci., 107, 106350, 2020.

 46. Staffell, I., Scamman, D., Abad, A.V., Balcombe, P., Dodds, P.E., Ekins, P., 
Shah, N., Ward, K.R., The role of hydrogen and fuel cells in the global energy 
system, Energy Environ. Sci., 12, 463, 2019.

 47. Sadiq, M.M.J., Bhat, D.K., Novel RGO/ZnWO4/Fe3O4 nanocomposite as high 
performance electrocatalyst for oxygen evolution reaction in basic medium. 
JOJ Mater. Sci., 02, 01, 2017.

 48. Liu, K., Zhong, H., Meng, F., Zhang, X., Yan, J., Jiang, Q., Recent advances in 
metal-nitrogen-carbon catalysts for electrochemical water splitting. Mater. 
Chem. Front., 01, 2155, 2017.

 49. Chen, Y., He, J., Li, J., Mao, M., Yan, Z., Wang, W., Wang, J., Hydrilla derived 
ZnIn2S4 photocatalyst with hexagonal-cubic phase junctions: A bio-inspired 
approach for H2 evolution. Catal. Commun., 87, 01, 2016.

 50. Ojha, K., Saha, S., Dagar, P., Ganguli, A.K., Nanocatalysts for hydrogen evo-
lution reactions. Phys. Chem. Chem. Phys., 20, 6777, 2018.

 51. Sadiq, M.M.J., Mutyala, S., Mathiyarasu J., Bhat, D.K., RGO/ZnWO4/Fe3O4 
nanocomposite as an efficient electrocatalyst for oxygen reduction reaction. 
J. Electroanal. Chem., 799, 102, 2017.

 52. Ali, A., Shen, P.K., Nonprecious metal’s graphene-supported electrocata-
lysts for hydrogen evolution reaction: Fundamentals to applications. Carbon 
Energy, 02, 99, 2020.

 53. Faraji, M., Yousefi, M., Yousefzadeh, S., Zirak, M., Naseri, N., Jeon, T.H., 
Choi, W., Moshfegh, A.Z., Two-dimensional materials in semiconductor 
photoelectrocatalytic systems for water splitting. Energy Environ. Sci., 12, 59, 
2019.

 54. Kumar, S.S., Himabindu, V., Hydrogen production by PEM water electrolysis -  
A review. Mater. Sci. Energy Technol., 02, 442, 2019.

 55. Shang, X., Liu, Z.Z., Lu, S.S., Dong, B., Chi, J.Q., Qin, J.F., Liu, X.F., Chai, 
Y.M., Liu, C.M., Pt-C Interfaces based on electronegativity-functionalized 
hollow carbon spheres for highly efficient hydrogen evolution. ACS Appl. 
Mater. Interfaces, 10, 43561, 2018.

 56. Chen, Q., Nie, Y., Ming, M., Fan, G., Zhang, Y., Hu, J.S., Sustainable synthesis 
of supported metal nanocatalysts for electrochemical hydrogen evolution. 
Chinese J. Catal., 41, 1791, 2020.



Nanomaterials for Sustainable Development 129

 57. Zhu, J., Hu, L., Zhao, P., Lee, L.Y.S., Wong, K.Y., Recent advances in electro-
catalytic hydrogen evolution using nanoparticles. Chem. Rev., 120, 851, 2020.

 58. Abe, J.O., Popoola, A.P.I., Ajenifuja, E., Popoola, O.M., Hydrogen energy, 
economy and storage: Review and recommendation. Int. J. Hydrogen Energy, 
44, 15072, 2019.

 59. Shetty, S., Hegde, A.C., Electrodeposition of Sn-Ni alloy coatings for 
water-splitting application from alkaline medium. Metall. Mater. Trans. B, 
48, 632, 2017.

 60. Shetty, S., Sadiq, M.M.J., Bhat, D.K., Hegde, A.C., Electrodeposition and 
characterization of Ni-Mo alloy as an electrocatalyst for alkaline water elec-
trolysis. J. Electroanal. Chem., 796, 57, 2017.

 61. Shetty, S., Sadiq, M.M.J., Bhat, D.K., Hegde, A.C., Electrodeposition of 
Ni-Mo-rGO composite electrodes for efficient hydrogen production in an 
alkaline medium. New J. Chem., 42, 4661, 2018.

 62. Subramanya, B., Bhat, D.K., Shenoy, U.S., Ullal, Y., Hegde, A.C., Novel Fe-Ni-
Graphene composite electrode for hydrogen production. Int. J. Hydrogen 
Energy, 40, 10453, 2015.

 63. Subramanya, B., Ullal, Y., Shenoy, U.S., Bhat, D.K., Hegde, A.C., Novel 
Co-Ni-Graphene composite electrodes for hydrogen production. RSC Adv., 
05, 47398, 2015.

 64. Gao, Y., Wu, Y., He, H., Tan, W., Potentiostatic electrodeposition of Ni-Se-Cu 
on nickel foam as an electrocatalyst for hydrogen evolution reaction. 
J. Colloid Interface Sci., 578, 555, 2020.

 65. Nguyen, N.A., Ali, Y., Nguyen, V.T., Omelianovych, O., Larina, L.L., Choi, 
H.S., Data on a highly stable electrocatalyst of NiCoPt/Graphene-dot nano-
sponge for efficient hydrogen evolution reaction. Data Brief, 33, 106332, 
2020.

 66. Karuppasamy, K., Bose, R., Jothi, V.R., Vikraman, D., Jeong, Y.T., Arunkumar, 
P., Velusamy, D.B., Maiyalagan, T., Alfantazi, A., Kim, H.S., High perfor-
mance, 3D-hierarchical CoS2/CoSe@C nanohybrid as an efficient electrocat-
alyst for hydrogen evolution reaction. J. Alloys Compd., 838, 155537, 2020.

 67. Nadar, A., Banerjee, A.M., Pai, M.R., Antony, R.P., Patra, A.K., Sastry, P.U., 
Donthula, H., Tewari, R., Tripathi, A.K., Effect of Mo content on hydro-
gen evolution reaction activity of Mo2C/C electrocatalysts. Int. J. Hydrogen 
Energy, 45, 12691, 2020.

 68. Zhou, L., Han, Z., Li, W., Leng, W., Yu, Z., Zhao, Z., Hierarchical Co-Mo-S 
nanoflowers as efficient electrocatalyst for hydrogen evolution reaction in 
neutral media. J. Alloys Compd., 844, 156108, 2020.

 69. Nie, M., Sun, H., Lei, D., Kang, S., Liao, J., Guo, P., Xue, Z., Xue, F., Novel Pd/
MOF electrocatalyst for hydrogen evolution reaction, Mater. Chem. Phys., 
254, 123481, 2020.

 70. Jing, Y., Yin, H., Zhang, Y., Yu, B., MOF-derived Zn, S, and P co-doped nitro-
gen enriched carbon as an efficient electrocatalyst for hydrogen evolution 
reaction. Int. J. Hydrogen Energy, 45, 19174, 2020.



130 Renewable Energy Technologies

 71. Wang, J., Zhu, R., Cheng, J., Song, Y., Mao, M., Chen, F., Cheng, Y., Co, Mo2C 
encapsulated in N-doped carbon nanofiber as self-supported electrocatalyst 
for hydrogen evolution reaction. Chem. Eng. J., 397, 125481, 2020.

 72. Lei, Y., Jia, M., Guo, P., Liu, J., Zhai, J., MoP nanoparticles encapsulated in 
P-doped carbon as an efficient electrocatalyst for the hydrogen evolution 
reaction, Catal. Commun., 140, 106000, 2020.

 73. Li, H., Du, Y., Pan, L., Wu, C., Xiao, Z., Liu, Y., Sun, X., Wang, L., Ni foil sup-
ported FeNiP nanosheet coupled with NiS as highly efficient electrocatalysts 
for hydrogen evolution reaction. Int. J. Hydrogen Energy, 45, 24818, 2020.

 74. Krishnan, S.K., Singh, E., Singh, P., Meyyappan, M., Nalwa, H.S., A review 
on graphene-based nanocomposites for electrochemical and fluorescent bio-
sensors. RSC Adv., 09, 8778, 2019.

 75. Sethi, M., Bhat, D.K., Facile solvothermal synthesis and high supercapacitor 
performance of NiCo2O4 nanorods. J. Alloys Compd., 781, 1013, 2019.

 76. Emiru, T.F., Ayele, D.W., Controlled synthesis, characterization and reduc-
tion of graphene oxide: A convenient method for large scale production. 
Egypt. J. Basic Appl. Sci., 04, 74, 2017.

 77. Sethi, M., Shenoy, U.S., Bhat, D.K., Porous graphene-NiCo2O4 nanorod 
hybrid composite as high performance supercapacitor electrode material. 
New J. Chem., 44, 4033, 2020.

 78. Prabukumar, C., Sadiq, M.M.J., Bhat, D.K., Bhat, K.U., SnO2 nanoparticles 
functionalized MoS2 nanosheets as the electrode material for supercapacitor 
applications. Mater. Res. Express, 06, 085526, 2019.

 79. Sethi, M., Shenoy, U.S., Bhat, D.K., Porous graphene-NiFe2O4 nanocomposite 
with high electrochemical performance and high cyclic stability for energy 
storage Application. Nanoscale Adv., 02, 4229, 2020.

 80. Lokhande, A.C., Qattan, I.A., Lokhande, C.D., Patole, S.P., Holey graphene: 
an emerging versatile material. J. Mater. Chem. A, 08, 918, 2020.

 81. Li, X., Zhi, L., Graphene hybridization for energy storage applications. Chem. 
Soc. Rev., 47, 3189, 2018.

 82. Zhao, Z., Bai, P., Du, W., Liu, B., Pan, D., Das, R., Liu, C., Guo, Z., An over-
view of graphene and its derivatives reinforced metal matrix composites: 
Preparation, properties and applications. Carbon, 170, 302, 2020.

 83. You, X., Misra, M., Gregori, S., Mohanty, A.K., Preparation of an electric 
double layer capacitor (EDLC) using miscanthus-derived biocarbon. ACS 
Sustainable Chem. Eng., 06, 318, 2018.

 84. Jing, C., Liu, X.D., Li, K., Liu, X., Dong, B., Dong, F., Zhang, Y., The pseudo-
capacitance mechanism of graphene/CoAl LDH and its derivatives: Are all 
the modifications beneficial?. J. Energy Chem., 52, 218, 2021.

 85. Navalpotro, P., Anderson, M., Marcilla, R., Palmaa, J., Insights into the 
energy storage mechanism of hybrid supercapacitors with redox electrolytes 
by Electrochemical Impedance Spectroscopy. Electrochim. Acta, 263, 110, 
2018.



Nanomaterials for Sustainable Development 131

 86. Subramanya, B., Bhat, D.K., Novel eco-friendly synthesis of graphene directly 
from graphite using TEMPO and study of its electrochemical properties. 
J. Power Sources, 275, 90, 2015.

 87. Subramanya, B., Bhat, D.K., Novel one-pot green synthesis of graphene in 
aqueous medium under microwave irradiation using regenerative catalyst 
and study of its electrochemical properties. New J. Chem., 39, 420, 2014.

 88. Sethi, M., Bhat, D.K., Novel porous graphene synthesized through solvother-
mal approach as high performance electrode material for supercapacitors, 
AIP Conf. Proc., 2244, 040002, 2020.

 89 Sethi, M., Bantawal, H., Shenoy, U.S., Bhat, D.K., Eco-friendly synthesis of 
porous graphene and its utilization as high performance supercapacitor elec-
trode material. J. Alloys Compd., 799, 256, 2019.

 90. Sudhakar, Y.N., Selvakumar, M., Bhat, D.K., Kumar, S.S., Reduced graphene 
oxide derived from used cell graphite and its green fabrication as an eco-
friendly supercapacitor. RSC Adv., 04, 60039, 2014.

 91. Ranjithkumar, R., Arasi, S.E., Devendran, P., Nallamuthu, N., Arivarasan, 
A., Lakshmanan, P., Sudhahar, S., Kumar, M.K., Investigations on struc-
tural, morphological and electrochemical properties of Co(OH)2 nanosheets 
embedded carbon nanotubes for supercapacitor applications. Diam. Relat. 
Mater., 110, 108120, 2020.

 92. Wang, H., Tran, D., Moussa, M., Stanley, N., Tung, T.T., Yu, L., Yap, P.L., 
Ding, F., Qian, J., Losic, D., Improved preparation of MoS2/graphene com-
posites and their inks for supercapacitors applications. Mater. Sci. Eng. B, 
262, 114700, 2020.

 93. Mallick, S., Mondal, A., Raj, C.R., Rationally designed mesoporous car-
bon-supported Ni-NiWO4@NiS nanostructure for the fabrication of hybrid 
supercapacitor of long-term cycling stability. J. Power Sources, 477, 229038, 
2020.

 94. Vargheese, S., Muthu, D., Pattappan, D., Kavya, K.V., Kumar, R.T.R., Haldorai, 
Y., Hierarchical flower-like MnO2@nitrogen-doped porous carbon compos-
ite for symmetric supercapacitor: Constructing a 9.0 V symmetric superca-
pacitor cell. Electrochim. Acta, 364, 137291, 2020.

 95. Sundriyal, S., Shrivastav, V., Mishra, S., Deep, A., Enhanced electrochemical 
performance of nickel intercalated ZIF-67/rGO composite electrode for sol-
id-state supercapacitors. Int. J. Hydrogen Energy, 45, 30859, 2020.

 96. Li, M., Yu, J., Wang, X., Yan, Z., 3D porous MnO2@carbon nanosheet syn-
thesized from rambutan peel for high-performing supercapacitor electrodes 
materials, Appl. Surf. Sci., 530, 147230, 2020.

 97. Meng, Z., Xu, J., Yu, P., Hu, X., Wu, Y., Zhang, Q., Li, Y., Qiao, L., Zeng, Y., 
Tian, H., Double perovskite La2CoMnO6 hollow spheres prepared by tem-
plate impregnation for high-performance supercapacitors. Chem. Eng. J., 
400, 125966, 2020.



132 Renewable Energy Technologies

 98. Yang, X., Chen, X., Cao, H., Li, C., Wang, L., Wu, Y., Wang, C., Li, Y., Rational 
synthesis of Cu7Se4-CuxCo1-xSe2 double-shell hollow nanospheres for high 
performance supercapacitors. J. Power Sources, 480, 228741, 2020.

 99. Mishra, S., Maurya, P.K., Mishra, A.K., 2H-MoS2 nanoflowers based high 
energy density solid state supercapacitor. Mater. Chem. Phys., 255, 123551, 
2020.

 100. Kakani, V., Ramesh, S., Yadav, H.M., Ashok Kumar, K., Shinde, S., Sandhu, 
S., Quang, L.N.D., Kim, H.S., Kim, H., Bathula, C., Facile synthesis of CuO/
NiO/nitrogen doped rGO by ultrasonication for high performance superca-
pacitors. J. Alloys Compd., 847, 156411, 2020.



133

Nayan Kumar and Prabhansu (eds.) Renewable Energy Technologies: Advances and Emerging Trends 
for Sustainability, (133–164) © 2022 Scrivener Publishing LLC

5

Semiconductor Quantum Dot 
Solar Cells: Construction, Working 

Principle, and Current Development
Hirendra Das* and Pranayee Datta

Department of Electronics and Communication Technology, Gauhati University, 
Assam, India

Abstract
With the increasing global population and technological and industrial revolution 
of the 21st century, the demand of energy is also increasing rapidly around the 
world. Over the past few decades, quantum dot sensitized solar cells (QDSSCs) 
have attracted significant interests due to their interesting electrical and optical 
properties. With tuneable band-gap and particle size, quantum dots can absorb 
a wide range of solar spectrum with high efficiency. The multiple exciton gener-
ation (MEG) phenomenon could overcome the theoretical single junction power 
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5.1 Introduction

The sun is a large source of energy if we can use it efficiently. Solar energy 
on a single square meter on earth’s surface has enough energy to run a mid-
size computer if we can convert all its energy to electricity. On an average, 
Earth is receiving 3×1024 J/year energy from the sun and 1/10000th part of 
this energy is sufficient to fulfil the energy demands of our planet [1, 2]. 
Solar cells provide an alternative way to harness this enormous energy and 
convert it to electrical energy. In the last decade, solar cells were used com-
mercially worldwide for energy production. However, there is still a long 
way to go in terms of achieving higher efficiency and playing a significant 
role to the global energy market.

A solar cell is an optoelectronic device that converts the energy of light 
directly into electrical energy through the photovoltaic effect [3] which is a 
physical and chemical phenomenon [4, 5]. Solar cells are classified in three 
generations, first, second, and third generation, which are shown in Figure 
5.1. The first generation cells are based on mono-crystalline and poly- 
crystalline silicon which occupies approximately 90% of the photovoltaic 
industry today [6]. The efficiency of these first generation solar cells are 
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limited to a maximum of 33% according to the Shockley-Queisser Limit 
[7] and the production cost is also very high, which makes them unsuitable 
for wide adoption globally. Second generation solar cells are based on thin 
film technology that reduces the manufacturing cost in terms of materials 
saving and low ambient temperature processing [8–15]. The efficiency of 
the second generation solar cell has reached up to 22.6%, reported recently 
in 2017 [16]. Although second generation cells overcome some of the dis-
advantages of the Si based solar cells, they hold a market share of only 15% 
due to the limitations of the module technology and their stability.

The third generation solar cells are based on new emerging technol-
ogies with emphasis on reducing the material cost by the development 
of new materials such as quantum dots, carbon nanotubes, organic and 
chemical dyes, organic polymers, etc., increasing photon conversion effi-
ciency (PCE) by the phenomenon of MEG, solar spectral modification, 
plasmonic enhancement, etc.. The first dye synthesized solar cell (DSSCs) 
was proposed in 1991 by O’Regan and Gratzel [17]. They proposed natu-
ral or synthetic dye as light absorbing material, a liquid electrolyte (I-/I3-) 
redox couple and counter electrode. In the past few decades, DSSCs has 
attracted considerable attention due to its low cost and simple manufac-
turing processes, light weight and flexible design, low toxicity, and good 
performance in diverse light conditions [18–23]. DSSCs achieved efficien-
cies up to 14%-15% till now. A recent study claimed that they have devel-
oped a new organic DSSC with efficiencies ranging from 31.4% to 34% 
[24]. To enhance the PCE and promote photovoltaics as significant energy 
device, quantum dots are used instead of dye to fabricate quantum dot 
sensitized solar cells (QDSSCs) [25–27]. The unique optoelectronic prop-
erties of quantum dots, such as tunable band-gap [28], high extinction co- 
efficient [29], MEG [30], large intrinsic dipole moments [31], and easy fab-
rication process [32], make it a suitable candidate to fabricate low cost and 
highly efficient solar cells. The theoretical PCE of QDSSCs can reach up to 
a maximum of 65% based on the MEG phenomena of quantum dots. With 
constant improvements since the first reported QDSSC’s efficiency of 2.7% 
in 2010, a PCE of 16.6% is reported by Hao et al. in 2020 [33]. Although 
the growth of QDSSCs slowed down after 2015 due to low photovoltaic 
efficiency and cell stability issues along with the compatibility of the tech-
nology with the commercial markets, extensive research is still going on to 
increase the performance and stability of these devices with optimization 
in device structure, quantum dots (QDs) sensitizer, electrolyte, electron 
and hole transport layers, and counter electrodes (CEs).



136 Renewable Energy Technologies

5.2 Solar Cell Operation (Photovoltaic Effect)

Let us consider a pn junction with zero bias applied to the junction, as 
shown in Figure 5.2a. Electron-hole pairs are generated by the incident 
photon illumination in the depletion region, which produces a photocur-
rent (IL) as shown below. As a result, a voltage drop developed across the pn 
junction and forward biases it. The forward bias current IF created by this 
forward bias voltage is shown in Figure 5.2a.

Therefore, we can write net current (I)-
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As the diode becomes forward biased, the magnitude of the electric field 
in the depletion region decreases, but does not go zero or change direction. 
The photocurrent is always in the reverse bias direction and the net current 
is always in the reverse bias direction.

Case I: For R = 0, we have V=0. The current in this case is referred to as 
short circuit current or I = Isc = IL from equation (5.1) putting V = 0.
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Figure 5.2 (a) pn Junction under illumination with resistive load; (b) I-V characteristics 
of pn junction (solar cell) under illumination with no applied bias.
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Case II: For R→α, we have I=0. The voltage produced in this case is the 
open circuit voltage (Voc). Now, from Equation 5.1, we have:
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A plot of the diode current I as a function of the diode voltage V is given 
in Figure 5.2b. The power delivered to the load is
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We may find current (I) and voltage (V) which will deliver the maxi-

mum power to the load by taking =dP
dV
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where Vm is the voltage which produces the maximum power.
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In Figure 5.2b, the dashed area represents the maximum power rectan-
gle where Im is the current when V=Vm. Thus, without applying any external 
bias, we can get a voltage Voc (or V) at the output by photon illumination 
of the pn junction. This effect is called the photovoltaic effect. Voc is called 
photovoltaic potential (or emf as resultant current is zero).

5.2.1 Physical Explanation of Photovoltaic Effect

The I-V characteristics (enlarged near V=0 volt) of a pn junction under 
photon illumination is shown below in Figure 5.3.

An almost constant reverse current due to photo-generated e-h is 
obtained for large reverse bias voltages. If the applied reverse bias is reduced 
in magnitude, the barrier at the junction gets reduced. This decrease in 
potential barrier does not affect the minority current (since these parti-
cles fall down the barrier), but when the hill is reduced sufficiently, some 
majority carriers can also cross the junction. These carriers correspond to 
a forward current and such a flow will reduce the net (reverse) current. It 
is this increase in majority carrier flow which accounts for the drop in the 
reverse current near the zero-voltage axis.
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Figure 5.3 IV characteristics of pn junction solar cell.
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5.3 Quantum Dot Based Solar Cells

Solar cells can be constructed with colloidal QDs using different configu-
rations such as Schottky cell, depleted heterojunction cell, and hybrid bulk 
heterojunction cell. The Schottky cell is a simple design with a thin layer of 
QDs is sandwiched between a transparent electrode such as ITO and a low 
work function metal (Al). Typically, p-type QDs are used on the top of ITO 
which extracts the photogenerated electrons whereas the metal electrode 
collects the holes. The charge transfer between the QDs and the metal elec-
trode creates a Schottky barrier which makes the contact selective. The cell 
offers impressive photocurrents with low open circuit voltage due to fermi 
level pinning at the metal/QDs interface [34].

In a depletion heterojunction cell, a wide band-gap nanostructured 
oxide material (TiO2/ZnO) is deposited on the conducting glass and the 
QD layer is deposited over it. The other electrode is obtained by depositing 
a metal layer over the QD layer. The wide band-gap oxide material works 
as an electron transport layer which helps in selective extraction of charge 
carriers from the QD layer. This configuration offers improved open circuit 
voltages compared to the Schottky cell; however, it produces low photo-
currents [35]. Another configuration which has been investigated for more 
than 15 years is the bulk heterojunction solar cell [36]. These are similar to 
organic cells except the fact that the electron accepting material is replaced 
by QDs in this case which will also act as the light absorber with the poly-
mer. A schematic of different solar cell configurations based on QDs except 
QDSSCs is shown in Figure 5.4.

The QDSSC’s operating principle is different from the above mentioned 
devices as in this case the QDs do not act as the electron transport material. 
The construction of QDSSCs is very similar to DSSCs. The main compo-
nents of QDSSCs is a transparent conducting electrode (usually ITO/FTO), 
a nanostructured wide band-gap oxide material (TiO2, ZnO, SnO2 etc.)  
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Figure 5.4 Different configurations of solar cells based on colloidal quantum dots except 
QDSSCs.



140 Renewable Energy Technologies

such as photoanode, a QD layer as a light absorber (sensitizer), an elec-
trolyte containing a redox couple, and an efficient counter electrode as 
shown in Figure 5.5 [37]. A large wide band-gap transparent oxide layer 
is used as an electron transport layer (ETL) over which the QD layer is 
absorbed. When the solar cell is exposed to light, the photon energy excites 
the valance electrons of the QD and generates electron-hole pairs termed 
as excitons. The electrons are injected to the TiO2 layer and collected at 
the fluoride-doped tin oxide (FTO) electrode. Holes on the other hand 
concomitantly oxidize the polysulfide electrolyte through the following 
reaction:

 + → +− −Hole (QDs) S QDs S2
n
2

The CE is connected to FTO through an external circuit so that the elec-
trons can move to the cathode through the hole transportation of the redox 
couple of the polysulphide electrolyte. Alternatively, a hole transporting 
material (HTM) can be used to transport the holes by connecting a metal 
such as gold as CE which can form an ohmic contact with the hole con-
ducting phase [38]. The performance of a QDSSCs is defined by the short 
circuit current (Isc), open circuit voltage (Voc), field factor (FF), and series 
resistance (Rs). Field factor (FF) determines the maximum power that can 
be obtained from a solar cell in conjunction with Voc and Isc.
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The efficiency of a solar cell can be given by the following equation:

 
η = × × ×Efficiency ( %) I V FF

P
100%SC OC

in  
(5.6)

where Pin is input power of the incident light. With a higher number of 
e-h pair generation, the efficiency of solar cell also increases. For QDSSCs, 
MEG phenomena enhances the e-h pair generation significantly com-
pared to its bulk counterparts. MEG allows it to utilize the extra energy 
(for incident photon energy > 2 band-gap) of the excited carriers to pro-
mote another electron across the band-gap rather than thermalizing. MEG 
occurs in bulk semiconductors and is also called impact ionization (I.I). 
However, the threshold energy required for bulk is much higher than in 
QDs. For example, in bulk PbSe the required threshold energy is 6.5 Eg, 
but for PbSe, quantum dots it is around 3.4 Eg (here Eg is the band-gap of 
PbSe). In bulk semiconductors it is observed that impact ionization pro-
duces extra carriers only when the photon energy reaches the ultraviolet 
region of the solar specters, which is highly unlikely. The increased possibil-
ity of MEG in quantum dots was first reported by Nozik et al. in 2001 with 
the original concept as shown in Figure 5.6 [39]. In bulk semiconductors 
due to the presence of several atoms in total volume, the excited carriers 
relaxed rapidly with low phonon energy. Quantum dots on the other hand 
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Figure 5.6 Multiple exciton generate on (MEG) phenomena in quantum dots [39].
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contain only 10-10,000 atoms in total volume. Due to the quantized energy 
levels in the QDs, several phonons need to be emitted through electron- 
phonon scattering to satisfy the energy conservation needs during the 
relaxation process. This in turn could slow down the relaxation of excited 
electron via phonon scattering and allows processes like MEG to become 
competitive or even dominating in QDs. MEG could be a very import-
ant process in QDs and it can enhance the efficiency of QDSSCs if har-
nessed [40], however, it faces an uphill challenge as the excitation for MEG 
requires relatively high energy photons and a pump light with high power 
density [41].

5.4 Materials for QDSSCs

The performance and efficiency of QDSSCs largely depends on the various 
materials used. From photoanode to electrolyte, everything has its own 
role in the making of the solar cell and its performance. A photoanode is 
constructed by depositing a wide band-gap semiconducting metal oxide 
(TiO2, ZnO, SnO2 etc.) on a transparent glass electrode (ITO or FTO). 
When light falls on the quantum dot and photo excited electrons are gen-
erated, the ETL transfers the electrons to the conducting electrode (FTO). 
The large band-gap ETL should have a high surface area so that it can 
ensure sufficient QDs for efficient light harvesting [42].

5.4.1 Photoanodes for QDSCs

Literature suggests that TiO2 and ZnO films are used extensively in 
QDSSCs as ETL compared to other oxide materials [43–47]. TiO2 is a wide 
band-gap material (Eg = 3.2 eV) most widely used as ETL in QDSSCs due 
to its low cost, low toxicity, market abundance, and biocompatibility. In 
addition to TiO2, ZnO is another wide band-gap (Eg = 3.94 eV) semicon-
ductor which has a large excitation binding energy (60 meV). To reduce 
the recombination rate, inclusion of an insulating oxide buried layer with 
TiO2 was reported by Kim et al. [46]. They have used Al2O3, MgO, and 
BaTiO3 coated TiO2 films to fabricate a double coated buried layer to use 
as ETL. A significant increase in Voc and FF was observed for double coat-
ing TiO2 layers and an efficiency increase of around 51.5% was reported. 
TiO2 compact layers of different thickness are another option to suppress 
recombination at the FTO/electrolyte interface by preventing direct con-
tact between them. Kim et al. reported that efficiency of QDSSCs increases 
with inclusion of TiO2 compact layer with FTO substrate [49]. In another 
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study, Basit et al. reported that addition of SiO2/TiO2 NPs as light scatter-
ing centers in a mesoporous TiO2 photoanode that enhances the PCE of 
PbS QDSSCs [50]. Hossain et al. reported CdSe QDs sensitized TiO2 solar 
cells, incorporating light-scattering layers for achieving efficiencies up to 
~5.21% [51]. Mn-doped CdS/CdSe QDSSCs with TiO2 film as ETL was 
used by Kamat et al. to achieve a power conversion efficiency of 5.42% [26]. 
Lee et al. and his group [52] developed a PbS-Hg QDs sensitized TiO2 solar 
cell with an unprecedentedly high power conversion efficiency of 5.6%. A 
recent study by Du et al. reported solar cells based on Zn:CuInSe2 QDs and 
TiO2 photoanode with a very high PCE of ~9-10% despite a large abun-
dance of native defects [53].

ZnO is a good alternative to TiO2 as it has ~4 times higher electronic 
mobility than TiO2 [54] and it is easy to form anisotropic structures with 
ZnO, such as nanotubes, nanowires, or nanorods. Liu et al. reported use 
of a hierarchical array of ZnO nanocones covered with ZnO nanospikes 
as photoanode for CdS quantum dot sensitized solar cells [55]. In another 
work, Alvarado et al. [56] used vacuum evaporated nanostructured ZnO 
thin films as photoanodes for CdS/CdSe QD sensitized solar cells with 
a maximum PCE of 1.25%. Similar studies were also reported by other 
researchers on ZnO nanostructured photoelectrodes for QDSSCs over the 
last several years [57–60]. However, it can be seen from these findings that 
the light harvesting efficiency of ZnO based QDSSCs is less compared to 
that of a TiO2 based solar cells. The literature also suggested that ZnO has 
high surface charge recombinations due to the presence of defects on its 
surface, which limits the efficiency of the cell [61]. Tian et al. developed a 
facile passivation strategy for ZnO mesoporous photoelectrodes to improve 
the distribution of QDs in the photoelectrodes, increase the specific sur-
face area, and reduce the surface defects of the ZnO photoelectrodes to 
accommodate more QDs. It also suppressed the charge recombination and 
prolonged the electron lifetime by introducing a barrier layer [62]. Apart 
from TiO2 and ZnO, SnO2 was also investigated as ETL [63, 64], however, 
their PCE is much lower compared to the other two oxides.

5.4.2 Sensitizer for QDSSCs

Quantum dots are used as sensitizers in QDSSCs to harvest photon energy 
from sunlight. The band-gap of the QDs should be appropriate for obtain-
ing maximum efficiency and the absorption coefficient should be high. The 
LUMO of the QD should lie above the conduction band of the electron 
acceptor layer (TiO2) so that the energy of the photogenerated electron is 
higher and efficient charge injection occurs. Similarly, HOMO levels of the 
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QD should be below the hole transport material for efficient regeneration 
of the electrolyte.

As far as we know, extensive research has been done on enhancing 
the light harvesting efficiency of QDSSCs using different quantum dots 
[65–72]. Among these sensitizers, Cd based QDs such as CdSe [73], CdS 
[74], and CdTe [75], have been most preferred ones due to their stability 
and suitable band-gap. CdSe QDs are most widely investigated as solar 
cells due to their favorable band-gap (1.74 eV), easy synthesis process, 
and good performance results. Apart from Cd chalcogenide QDs, a few 
works also reported on InAs [76] and InP [77] QD based solar cells. 
An earlier study done by Diguna et al. in 2007 shows CdSe quantum 
dot sensitized TiO2 solar cells modified with ZnS/fluorine ions with an 
efficiency of about 2.7% [78]. Chen et al. reported the use of folic acid 
capped CdSe QDs for solar cell application to achieve a photon to current 
conversion efficiency of 17.5%. They reported a PCE of about 1% with 
the proposed method [79]. Fuke and his group demonstrated the use of 
4-butylamine (BA) as a capping material for CdSe QDs sensitized solar 
cells to achieve internal quantum efficiency up to 100% [80]. In 2012, 
Zang et al. [81] reported a record 5.42% PCE for CdSe QDs/TiO2 solar 
cells prepared by a post synthesis assembly approach which they termed 
as ex situ route. The size effect of CdSe QDs on photovoltaic performance 
was investigated and found that PEC for such devices first increases and 
then decreases with increasing CdSe particle size [82]. Similar to CdSe 
QD solar cells, significant works are reporting on the potential application 
of CdS QDs for solar cell devices due to their good transmittance, high 
photochemical stability, and higher conduction band edge than TiO2, 
which makes them suitable for efficient electron transport from CdS to 
the TiO2 layer. It was also observed in different studies that suitable metal 
doping in CdS QDs enhances the PCE compared to undoped CdS. Liu 
et al. [83] reported Mn-doped CdS QDs based photovoltaic devices with 
SnO2 photoelectrodes with efficiencies of ~ 2.80% which is 53% higher 
compared to an undoped CdS QDs based cell efficiency of ~ 1.83%. This 
enhancement in the PCE is attributed to increased light adsorption by the 
Mn:CdS QDs and the enhancement in electron diffusion lifetime of the 
cell. Enhancement in photocurrent efficiency due to Cu doping in ZnO 
photoanode in CdS quantum dot solar cells is also reported. It was found 
that Cu doping favors the faster charge transfer rates and also reduces 
the recombination of photogenerated electrons resulting in an increase in 
solar cell efficiency [84]. Cu doped CdS QDs sensitized solar cells with a 
TiO2 electron transport layer with impressing ~ 3% PCE was reported by 
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Muthalif et al. in 2016 [85]. In another study, lead (Pb) doped CdS QDs 
sensitized solar cells were developed by Veerathangam and his group with 
an efficiency around ~ 1.19% [86]. In a recent study, Mn-doped CdS QDs 
based photovoltaic cells with a 2.09% efficiency were reported by Ganguly 
et al. [87].

In addition to single QD sensitizers, core/shell nanoparticles are also 
used effectively as active materials in QDSSCs to increase the wavelength 
length of light harvesting and/or improve cell performance [48, 49, 56–58]. 
One of the major challenges of QD synthesized solar cells is the nonradiative 
carrier recombination at the QD-ETL or QD-electrolyte interface resulting 
from the large number of trap and defect states at the quantum dot surface 
which affects the PCE of the cell. Passivating the QD surface with another 
shell material is proved to be effective in reducing the undesirable carrier 
recombination [88, 89]. Dissanayake et al. reported plasmonic silver (Ag) 
nanoparticle incorporated TiO2 photoanode to enhance the efficiency of 
PbS/CdS QDs synthesized solar cell [90]. Use of plasmonic nanoparticles 
to increase solar cell efficiency was also reported in other studies such as 
Ag nanoparticle deposited InGaAs/GaAs QD solar cells [91], gold (Au) 
QDs based organic solar cells [92], etc. A bio-inspired CdS/CdSe core-shell 
nanoparticle synthesized solar cell was reported by Aenishanslins et  al.
where they used bacterial cells for synthesis of the nanoparticles. A PCE of 
2% was reported for such devices [93]. The recent designs of QDSSCs offers 
a tunable material band-gap, high surface to volume ratio of the quan-
tum dot sensitizers, suitable surface chemistry, energetic positions of the 
electronic states, and effective multiple exciton generation. For example, 
CsPbl3 quantum dots with a tunable band-gap between 1.75-2.13 eV was 
used to fabricate multijunction solar cells with a certified PCE of 13.43% 
[94]. This remarkable result was obtained with surface modification of the 
QDs based on A-sitecation halide salt (AX) treatments which produces a 
small VOC deficit, double the film mobility, improved charge transfer, and 
enhanced photocurrent. Another study showed that Cu content in Zn-Cu-
In-Se (ZCISe) quantum dots remarkably influences the photovoltaic per-
formance of the cell. Cu-deficient ZCISe QDs as sensitizers were used to 
achieve a PCE of about 12.57% using a Cu/In molar ratio of 0.7 under 
AM 1.5 G one full sun illumination [95]. In a recent study, mixed caesium 
and formamidinium lead triiodide QDs (Cs1−xFAxPbI3) based perovskite 
solar cells registered a certified record PCE of 16.6% under continuous 
1-sun illumination for 600 h [33]. Considerable works are done by many 
researchers to improve the efficiency and performance of QDSSCs, which 
can be summarized in Table 5.1.
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5.4.3 Electrolytes and CE for QDSCs

Electrolytes are substances that conduct electricity via the movement of 
electrons. For DSSCs, the most commonly used electrolyte is the − −I I/ 3  
redox couple. However, it is not suitable in the case of QDSSCs as the − −I I/ 3  
compound is corrosive to its photoanode and it degrades solar cell perfor-
mance. Basically, three types of electrolytes are used: liquid, solid, and quasi- 
solid, among which liquid polysulfide electrolyte is the most widely used 
for QDSSCs due to its better compatibility and efficient hole extraction 
from the valance band (VB) of the sensitizers. The main disadvantage of 
polysulfide electrolytes is the high carrier regeneration rate of oxidized 
QDs which causes low VOC and poor FF. Lee et al. [96] first proposed use of 

− −S S/ x
2 2  polysulfide electrolytes for efficient CdS QD solar cells. A modified 

polysulfide electrolyte using [(CH3)4 N]2S/[(CH3)4N]2Sn in an organic sol-
vent (3-methoxypropionitrile) was used for a CdS-functionalized solar cell 
to enhance its efficiency up to 3.2% with a VOC of 1.2V [97]. The enhanced 
efficiency and higher open circuit voltage was attributed to the positive 
oxidation potential of the redox couple and more negative CB potential of 
the TiO2 photoanode. In the redox couple − −(S /S ),2

x
2  oxidation occurs at 

the photoanode (TiO2/QDs)-electrolyte interface with the following reac-
tion [98].

 

+ =
+ → = −

− +

−
− −

S h S
S S S x

2
( 2 5)x x

2

1
2 2

During the regeneration process of the electrolyte, the oxidized −Sn
2  is 

reduced back to S2− on the counter electrode as shown below.

 + → +− −
−

− −S S S2x
e

x
2

1
2 2

In this way, the circuit is completed by an electron transport to the QDs 
from the redox couple by oxidation and then reduction by accepting an 
electron through external load. Similar works using sulfide/polysulfide 
electrolyte with different QDs sensitizer could be found in other studies 
[99–106]. It is important that the oxidation potential of the QDs layer 
should be positive with respect to the redox potential of the electrolyte 
and is highly conductive. An effective electrolyte of QDSSCs should have 
high solubility, high ionic mobility, good thermal and electrical stability, 
and rapid electron-transfer kinetics. However, the liquid electrolyte suffers 
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from leakage and volatilization and desorption and photodegradation of 
the attached QDs which is highly undesirable and limits the long-term 
performance of devices. Other electrolytes such as solid state electro-
lytes [107, 108] and quasi-solid state [109] electrolytes could be a good 
alternative to overcome these limitations. Researchers are also focusing 
on optimizing the performance of polysulfide electrolytes by controlling 
the redox mediator concentration, introducing different additives and 
modifying the solvent. Liao et al. reported enhancing the performance of 
QDSSCs by controlling the S, Na2S, and KCL molar ratio of the polysulfide 
electrolyte in a water-methanol solvent [110]. They found that the optimal 
performance is obtained with composition of the polysulfide electrolyte 
containing 5 M of S, 2 M of Na2S, and 0.2M of KCl. Feng et al. reported use 
of a polyelectrolyte gel electrolyte to fabricate quasi-solid-state QDSSCs 
by mixing sodium polyacrylate (PAAS) and polysulfide electrolytes. They 
observed that the PAAS gel electrolyte has better conductivity compared to 
the liquid electrolytes [111]. Due to the high ionic conductivity and perfect 
contact with TiO2 surface, the PAAS gel electrolyte based quasi-solid-state 
QDSSCs solar cells exhibit an impressive PCE of 8.54%, comparable with 
liquid-junction QDSSCs.

The CE is a vital part of QDSSCs because it supplies the free electrons 
to the redox electrolytes from an external circuit to initiate the reduction 
reaction at the electrolyte/CE interface. The CE should have excellent elec-
trochemical conductivity with good electrochemical stability at the CE/
electrolyte interface. Pt is the most preferred CE for DSSCs due to its excel-
lent catalytic activity towards triiodide (I3-) reduction. However, in the case 
of QDSSCs its performance is poor with polysulfide electrolytes. The sulfur 
produces a large charge transfer resistance at the CE/electrolyte interface 
which results from chemisorption of sulfur on the Pt surface. To address 
this limitation, researchers are continuously searching for effective alter-
nate counter electrode for QDSSCs.

CuS is a p-type compound semiconductor with a band gap of 1.1-1.4 
eV which is used as one of the popular alternatives of Pt as a counter elec-
trode for QDSSCs. Varma et al. reported CuS counter electrodes deposited 
on FTO using HCl via CBD to achieve significant enhancement in photo-
voltaic performance compared to Pt electrodes [115]. They observed that 
the CuS deposition time largely affects the photovoltaic performance with 
CuS 60 min results showing better performance compared to CuS 50 min 
and CuS 70 min. In another study, Liu et al. [116] used CuS/FTO counter 
electrodes for CdS/CdSe QDSSCs based on zinc titanium mixed metal 
oxides (MMOs). They reported a higher PEC with CuS CEs for QDSSCs 
based on ZnTi MMOs compared to conventional Pt CEs. They achieved 
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a maximum efficiency of 3.95% with CuS CEs, which is almost twice Pt. 
PbS is a low band gap material which is also used by researchers as efficient 
CEs for QDSSCs. A photoactive p-type PbS film was used for CuInS2/CdS/
ZnS QDSSCs to achieve a PCE of about 4.7%. It was observed that p-type 
PbS outperforms the Pt and CuS as a counter electrode for CuInS2/CdS/
ZnS cell despite the fact that CuS has better catalytic activity in the poly-
sulfide electrolyte compared to PbS [118]. Other materials are also used by 
researchers as counter electrodes, including FeS2 [119], MoS2 [120], NiS2 
[121], NiCo2S4 [122], etc. to replace Pt as CEs and also enhance the perfor-
mance of the QDSSCs. In Table 5.2 we can see the performance of QDSSCs 
based on different electrolytes and CEs.

Table 5.2 Solar cell parameters with different sensitizer, electrolyte, and CEs.

QDs Photoanode Electrolyte CE
PCE 

(%) Ref.

Mn: CdS/
CdSe

TiO2
− −S /S2

x
2 Cu2S/GO 5.40 [26]

CdS TiO2
− −S /S2

x
2 Pt 1.15 [96]

CdS TiO2
− −S /S2

x
2 Pt/FTO 3.20 [97]

CdS/CdSe TiO2
− −S /S2

x
2 Cu2S 5.47 [99]

CdS/CdSe TiO2 MSs − −S /S2
x
2 Pt 4.81 [100]

CdS/CdSe TiO2
− −S /S2

x
2 Au/FTO 3.06 [101]

CdS/CdSe ZnTi MMO − −S /S2
x
2 CuS/FTO 2.85 [102]

CdS/CdSe TiO2
− −S /S2

x
2 CuS 6.80 [103]

CdSe/ZnS TiO2 NPs − −S /S2
x
2 Cu2S 3.84 [104]

CuInSexS2x/
ZnS

TiO2 NPs − −S /S2
x
2 Cu2S 5.51 [105]

PbS/CdS/
ZnS

TiO2 NPs − −S /S2
x
2 Cu2S 7.19 [106]

CdS/CdSe TiO2 [DHexBIm] 
[SCN]

PbSe 4.26 [108]

(Continued)
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Table 5.2 Solar cell parameters with different sensitizer, electrolyte, and CEs. 
(Continued)

QDs Photoanode Electrolyte CE
PCE 

(%) Ref.

CdseTe TiO2 (PAAS) gel Cu2S 8.54 [111]

PbS-CuS TiO2 P3HT Au 8.07 [112]

CdS-CdSe-
ZnS

TiO2
− −S /S2

x
2 CuS/FTO 4.06 [115]

CdS/CdSe ZnTi MMO − −S /S2
x
2 CuS/FTO 3.95 [116]

CdS TiO2
− −S /S2

x
2 CuS-

PEDOT: 
PSS

1.04 [117]

CuInS2/
CdS/ZnS

TiO2
− −S /S2

x
2 p-type PbS 4.70 [118]

ZnSe/CdSe TiO2
− −S /S2

x
2 FeS2 3.90 [119]

CdS/CdSe TiO2
− −S /S2

x
2 MoS2 4.14 [120]

CdS/CdSe TiO2
− −S /S2

x
2 NiS2 2.25 [121]

CdS/CdSe/
ZnS

TiO2
− −S /S2

x
2 NiCo2S4 3.67 [122]

CdSeTe
CdSe

TiO2
TiO2

− −[S /S ]PVP2
x
2

− −[S /S ]PEG2
x
2

Cu2−xS/
FTO

Cu2−xS/
FTO

9.68
6.74

[126]
[127]
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Apart from trying to enhance the photovoltaic performances of the 
QDSSCs with different sensitizers, electrolytes, photoanodes, and CEs, 
it is also very important to discuss the stability of these emerging solar 
cells. The following factors can be considered to determine the stability 
of QDSSCs: (i) chemical stability of QDs in the electrolyte, (ii) chemical 
stability of the CEs, (iii) redox couple stability, and (iv) counter measures 
taken to avoid leakage and volatilization of the liquid electrolyte. It is being 
observed by researchers that various QDs such as PbS, Sb2S3, and CdTe 
show weak performance in traditional polysulfide electrolytes. Pan et al. 
and his group used alloyed CdSexTe1-x QDs for improving the stability of 
QDSSCs with polysulfide electrolytes [123]. It is also observed that doping 
the QD sensitizer also helps to improve the stability. In a study, Gopi et al. 
and his group investigated the effect of Mn-doping on the performance 
of CdS QDSSCs and found that they show better stability compared to 
undoped ones [124]. Another way to improve stability is by coating the 
photoanode with a wide band gap semiconductor which will prevent the 
QDs from having a direct contact with the electrolyte, reducing photocor-
rosion. It will also enhance the chemical stability of the QDs by preventing 
them from coming in contact with oxygen molecules. Zhao et al.  used an 
inorganic ZnS/SiO2 double layer coating on a QD photoanode to reduce 
the interfacial recombination process and enhance the stability of the QDs. 
They observed that the back recombination rate at the TiO2 oxide surface is 
reduced effectively by the ZnS/SiO2 coating. Their reported cell efficiency 
was 8.21%, which was enhanced by 20% with this technique to an ear-
lier 6.8% [125]. Apart from the above mentioned methods, stability of the 
QDSSCs can be improved by modification of the electrolyte used. Some 
studies showed that addition of polymers such as poly (vinyl pyrrolidone) 
(PVP) and poly (ethylene glycol) (PEG) to polysulfide electrolytes can sig-
nificantly enhance cell stability [126, 127].

5.5 Conclusion and Future Prospects

In the past few years, researchers all over the globe have continuously 
worked on QDSSCs to improve their photovoltaic efficiencies and make 
them comparable to DSSCs. However, it is observed that, despite the 
continuous improvement of stability and photovoltaic performance of 
QDSSCs, they are still far from competing with the other emerging solar 
cells in practical and commercial applications. It is remarkable to see that 
the efficiency of QDSSCs has reached an impressive 16.6% to date, but 
long term stability is still one of the main issues regarding their industrial 
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applications. Although works are going on to improve the stability, they 
lack the standard stability measurement conditions defined by the IEC 
61646 protocol for commercial photovoltaic panels. Other efficiency lim-
iting factors such as limited absorption of incident light by the QD sensi-
tizer and recombination loss at the QD/electrolyte interface needs to be 
addressed with further improvement and research. It is also important to 
explore new and efficient non-volatile electrolytes, QDs sensitizers, photo-
anodes, and cheaper and effective CEs to make QDSSCs more compatible 
to the solar cell market and gain more market shares in the near future. For 
further development of QDSSCs, we should also focus on development of 
completely green QDSSCs for practical applications to make them more 
environmentally friendly as QDs containing Pb or Cd and polysulfide 
redox materials are highly toxic and a concern for the environment. Recent 
works on green QDSSCs without Pb or other toxic elements show remark-
able performance, which will open new research prospects in this area.

The fascinating advantages along with the rapid performance advance-
ment of QDSSCs make them a strong and promising candidate for the 
next generation of solar cells. With the extensive work in this field, break-
throughs in different materials exploration and continuous optimization 
in device structure, it is the author’s belief that QDSSCs will soon break 
the 20% efficiency barrier and emerge as a major part of the photovoltaic 
market.

References

 1. Alagarsamy P., Ramaraj R., Rational Design of Solar Cells for Efficient Solar 
Energy Conversion (first ed.), Wiley, ISBN: 978-1-119-43740-6, 2018.

 2. Ichikawa Y., Yoshida T., Hama T., Sakai H., Harashima K., Production tech-
nology for amorphous silicon-based exible solar cells, Sol. Energy Mater. Sol. 
Cells, 66, 107–115, 2001.

 3. Boyle G., Renewable Energy: Power for a Sustainable Future, 2nd ed. Oxford, 
UK: Oxford University Press, 2004.

 4. Hagfeldt A., Boschloo G., Sun L., Kloo L. and Pettersson H., Dye-Sensitized 
Solar Cells, Chem. Rev., 110, 6595–6663, 2010.

 5. Shen T., Bian L., Li B., Zheng K., Pullerits T. and Tian J., A structure of CdS/
Cux, S quantum dots sensitized solar cells, Appl. Phys. Lett., 108, 213901, 
2016.

 6. Hong, S., Bae, J., Koo, B., Chang, I., Cho, G. Y., et al., “Nanostructuring 
Methods for Enhancing Light Absorption Rate of Si-Based Photovoltaic 
Devices: A Review,” Int. J. Precis, Eng. Manuf.-Green Tech., 1, 1, 67-74, 2014.



Semiconductor QDSSCs: An Overview 155

 7. Shockley W. and Queisser H., Detailed Balance Limit of Efficiency of p‐n 
Junction Solar Cells, J. Appl. Phys., 32, 510–519, 1961.

 8. Jackson P., Hariskos D., Lotter E., Paetel S., Wuerz R., Menner R., Wischmann 
W. and Powalla M., New world record efficiency for Cu(In,Ga)Se2 thin‐film 
solar cells beyond 20%, Prog. Photovoltaics, 19, 894–897, 2011.

 9. Uda H. et al., All screen printed CdS/CdTe solar cell, in Proc. 16th IEEE 
PVSC, 801 –804, 1982.

 10. Britt C. Ferekides , Thin film CdS/CdTe solar cell with 15.8% efficiency, 
J. Appl. Phys., 62, 22, 2851 –2852, 1993.

 11. Kosyachenko L. A., Grushko E. V., Mathew X., Quantitative assessment of 
optical losses in thin film CdS/CdTe solar cells, Sol. Energy Materials Sol. 
Cells, 96, 231 –237, 2012.

 12. Gloeckler M., Sankin I., Zhao Z., CdTe solar cells at the threshold to 20% 
efficiency, IEEE J. Photovolt., 3, 4, 1389 –1393.

 13. Theelena M. and Daume F., Stability of Cu(In,Ga)Se2 solar cells: A literature 
review, Sol. Energy, 133, 586–627, 2016.

 14. Theelena M., Polmana K., Tomassini M., Barreau N., Steijvers H., Berkumd 
J. van, Vroon Z. and Zeman M., Influence of deposition pressure and seleni-
sation on damp heat degradation of the Cu(In,Ga)Se2 back contact molybde-
num, Surf. Coat. Technol., 252, 157–167, 2014.

 15. Kapur V. K., Bansal A. and Roth S., Roadmap for manufacturing cost com-
petitive CIGS modules, 38th IEEE Photovoltaic Specialists Conference, 38, 
3343–3348, 2012.

 16. Powalla M., Paetel S., Hariskos D., Wuerz R., Kessler F., Lechner P., 
Wischmann W., Friedlmeier T. M., Advances in Cost-Efficient Thin-Film 
Photovoltaics Based on Cu(In,Ga)Se2, Engineering, 3, 445–451, 2017.

 17. ORegan B. and Gratzel M., A low-cost, high-efficiency solar cell based on 
dye-sensitized colloidal TiO2 films, Nature, 335, 737, 1991.

 18. Mathew S., Yella A., Gao P., Humphry-Baker R., Curchod B.F., Ashari-
Astani N., Dye-sensitized solar cells with 13% efficiency achieved through 
the molecular engineering of porphyrin sensitizers, Nature Chem., 6, 242–7, 
2014.

 19. Joshi P., Korfiatis D., Potamianou S., Thoma K-AT., Optimum oxide thickness 
for dye-sensitized solar cells-effect of porosity and porous size. A numerical 
approach, Ionics 19, 571–6, 2013.

 20. Nithyanandam K., Pitchumani R., Analysis and design of dye-sensitized 
solar cell, Sol Energy, 86, 351–368, 2012.

 21. Chitambar M., Wang Z., Liu Y., Rockett A., Maldonado S., Dye-sensitized 
photocathode’s: efficient light-stimulated hole injection into p-GaP under 
depletion conditions, J Am Chem Soc., 134, 10670–81, 2012.

 22. Huaulmé Q., et al., Photochromic dye-sensitized solar cells with light-driven 
adjustable optical transmission and power conversion efficiency, Nature 
Energy,  5, 468–477, 2020.



156 Renewable Energy Technologies

 23. Wang D., Wei W. and Hu Y. H., Highly Efficient Dye-Sensitized Solar Cells 
with Composited Food Dyes, Ind. Eng. Chem. Res, 59, 22, 10457–10463, 
2020.

 24. Michaels H., Rinderle M., Freitag R., Benesperi I. et al., Dye-sensitized 
Solar Cells under Ambient Light Powering Machine Learning: Towards 
Autonomous Smart Sensors for the Internet of Things, Chem. Sci., 11, 2895-
2906, 2020.

 25. Tada H., Fujishima M., Kobayashi H., Photodeposition of metal sulfide 
quantum dots on titanium (IV) dioxide and the applications to solar energy 
conversion. Chem Soc Rev, 40, 423243, 2011.

 26. Santra P. K., Kamat P. V., Mn-doped quantum dot sensitized solar cells: a 
strategy to boost efficiency over 5%, J Am Chem Soc,134, 250811, 2012.

 27. Sugaya T., Numakami O., Oshima R., Furue S., Komaki H., Amano T., Ultra-
high stacks of InGaAs/GaAs quantum dots for high efficiency solar cells, 
Energy Environ Sci 5, 62337, 2012.

 28. Kongkanand A., Tvrdy K., Takechi K., Kuno M. and Kamat P. V., Quantum 
Dot Solar Cells. Tuning Photoresponse through Size and Shape Control of 
CdSe−TiO2 Architecture, J. Am. Chem. Soc., 130, 4007–4015, 2008.

 29. Yu W. W., Qu L., Guo W. and Peng X., Experimental Determination of the 
Extinction Coefficient of CdTe, CdSe, and CdS Nanocrystals, Chem. Mater., 
15, 14, 2854–2860, 2003.

 30. Luther J. M., Beard M. C., Song Q., Law M., Ellingson R. J. and Nozik A. 
J., Multiple Exciton Generation in Films of Electronically Coupled PbSe 
Quantum Dots, Nano Lett., 7, 1779–1784, 2007.

 31. Vogel R., Hoyer P. and Weller H., Quantum-Sized PbS, CdS, Ag2S, Sb2S3, 
and Bi2S3 Particles as Sensitizers for Various Nanoporous Wide-Bandgap 
Semiconductors, J. Phys. Chem., 98, 12, 3183–3188, 1994.

 32. Yang Z., Chen C.Y., Roy P. and Chang H. T., Quantum dot-sensitized solar 
cells incorporating nanomaterials, Chem. Commun., 47, 9561–9571, 2011.

 33. Hao M., Bai Y., Zeiske S., Ren L., Liu J., Yuan Y., et al., Ligand-assisted cat-
ion-exchange engineering for high-efficiency colloidal Cs1−xFAxPbI3 quan-
tum dot solar cells with reduced phase segregation, Nature Energy, 5, 79–88, 
2020.

 34. Luther J.M., Law M., Beard M.C., Song Q., Reese M.O., Ellingson R.J., Nozik 
A.J., Schottky solar cells based on colloidal nanocrystal films. Nano Lett., 8, 
3488–3492 2008.

 35. Abraham P. G. A., Kramer I. J., Barkhouse A. R., Wang X. et al., Depleted-
heterojunction colloidal quantum dot solar cells. ACS Nano, 4, 3374–3380, 
2010.

 36. Greenham N.C., Peng X., Alivisatos A.P., Charge separation and transport 
in conjugated polymer/semiconductor-nanocrystal composites studied by 
photo-luminescence quenching and photoconductivity, Phys. Rev. B, 54, 
17628–17637, 1996.



Semiconductor QDSSCs: An Overview 157

 37. Sun J. K., Jiang Y., Zhong X., Hu J. S., Wan L. J., Three-dimensional 
Nanostructured Electrodes for Efficient Quantum-Dot-Sensitized Solar 
Cells, Nano energy, 32, 130-156, 2017.

 38. Biondi M., Choi M. J., Ouellette O., Baek S. W., Todorovic P., et al., A 
Chemically Orthogonal Hole Transport Layer for Efficient Colloidal 
Quantum Dot Solar Cells, Adv. Mater, 32, 17, 1906199, 2020.

 39. Nozik A. J., Nanoscience and Nanostructures for Photovoltaics and Solar 
Fuels, Nano Lett., 10, 2735–2741, 2010.

 40. Beard M. C., Multiple exciton generation in semiconductor quantum dots, 
J Phys Chem Lett, 2, 12828, 2011.

 41. Zhang Q., Uchaker E., Candelaria S.L., Cao G., Nanomaterials for energy 
conversion and storage, Chem Soc Rev, 42, 312771, 2013.

 42. Kamat P. V., Boosting the Efficiency of Quantum Dot Sensitized Solar Cells 
through Modulation of Interfacial Charge Transfer, Acc. Chem. Res., 45, 11, 
1906–1915, 2012.
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Abstract
The price of one liter of potable water generated from the desalination system 
is justified when it is coupled with renewable energy and proper brine disposal 
practices. Contemplating the abundance of solar energy across the globe, desalina-
tion through solar energy is preferred for desalinating the available saline/brackish 
water. Solar desalination systems are more advantageous than other desalination 
processes where the desalination system can be installed at a required place to 
decrease the cost of potable water transportation. Among the various solar 
energy-driven desalination processes, the solar still is flexible for installation at 
any place and is also affordable for desalinating the available seawater/brackish 
water. However, the freshwater yield of solar stills is comparatively low and many 
approaches are under research to substantiate the productivity of solar stills. In this 
chapter, the various procedures of improving the yield of solar stills are elaborately 
discussed with their respective enhancements in the efficiencies. Also, the authors 
conferred some recommendations for future research on solar stills. This chapter 
paves the path for the researchers working in solar still to choose an appropriate 
method for enhancement of the productivity that makes the desalination process 
more viable and sustainable than the conventional solar stills.
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6.1 Introduction

Water is a significant need in all our daily activities. The existence of liv-
ing beings without water is indescribable. The pure water accessible on the 
earth is around 3% and the remaining 97% is seawater. Among those avail-
able, 3% is freshwater, around 69% is available as ice caps and glaciers, and 
almost a share of 30% is available as groundwater which is also unavailable 
for utilization. Only a meagre percentage (0.25%) is in human reach as 
freshwater that is used for several purposes, as shown in Figure 6.1 [1–3].

The demand for pure and safe drinking water has been continuously 
increased due to rapid socio-economic development across the globe. By 
2050, the demand for drinking water will reach a peak and almost half of 
the population will be under water stress. It is also evident that the cli-
mate of the earth is being continuously changed for various reasons. The 
regional weather changes of a country will alter the availability and quality 
of water for human needs. The disturbance in the water cycle will cause 
severe effects on health, energy production, food security, poverty reduc-
tion, and socio-economic development, which impedes the sustainable 
growth of a country [4, 5]. In this regard, the transformation of accessi-
ble seawater into pure drinking water is considered as the better way to 
overcome the aforementioned glitches. Nevertheless, there are various 
desalination techniques such as Multi-Stage Flash Distillation (MSF), 
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Electrodialysis (ED), Multi-Effect Distillation (MED), Forward Osmosis 
(FO), Freeze Desalination (FD), Reverse Osmosis (RO), Natural Vacuum 
Desalination (NVD), and Vapour Compression (VC). These desalination 
approaches consume an enormous amount of energy for their operation 
to convert seawater into pure water. The energy from the conventional 
sources for operating these desalination approaches will be a burden for 
developing and underdeveloped countries in view of economic develop-
ment. Also, environmental issues such as greenhouse gas emissions are 
greater when using conventional energy sources [6, 7]. Hence, the desali-
nation approaches will be integrated with non-conventional energy sources 
for recovery, reuse, and recycling (3R) of both water and energy which 
drives sustainable development of a country that meets the water-energy 
demands [8–10]. Commonly used renewable energy sources for desalinat-
ing sea/brackish water are solar, wind, geothermal, wave, and tidal [10–12]. 
Among these sustainable energy sources, solar energy is abundant and 
viable for the desalination process [13]. After extensive research in solar 
desalination, solar energy powered desalination has been turned into an 
energy-efficient and economically feasible way to address water demands 
across the globe.

6.2 Need for Desalination in India & Other Parts 
of World

India is the second-most populous nation on earth, with almost 16% of 
the global population and the freshwater resources in India are just 4% 
of the global freshwater reserves. Also, the population rise in India raises 
the demand for freshwater day by day. According to population forecast-
ing, India is will surpass China in population within the next decade. 
According to the United Nations, India will have added 41.6 crores of 
urban population by 2050 [14, 15]. Due to less rainfall and temperature 
rise in the country, the groundwater levels are also decreasing and almost 
2/3rds of the reservoirs in India are operating underneath the normal water 
levels according to the Central Water Commission. Because of the factors 
mentioned above, 21 cities are predicted to run out of groundwater by the 
end of 2020, so almost all those cities are facing groundwater problems in 
India [16]. In this regard, the available seawater is to be desalinated into 
pure drinking water to overcome the water stress in India. India adopted 
desalination approaches like reverse osmosis and flash evaporation for 
desalinating the seawater at a huge capacity.



168 Renewable Energy Technologies

However, desalination is widely adopted not only in India but also in 
regions like Asia, Africa, Europe, Australia, and parts of America [13]. The 
Jubail desalination plant produces 370,1045 US gal of drinking water daily 
and it mainly works on basis of the Reverse Osmosis (RO) technique pow-
ered by fossil fuel. This desalination plant is identified as the world’s largest 
desalination plant and the other largest desalination plants in UAE, Saudi 
Arabia, and Israel also work on the basis of the Reverse Osmosis (RO) 
technique, which consumes more energy [17]. However, these desalina-
tion plants are powered with conventional energy sources which are not 
economical or environmentally recommended due to higher carbon emis-
sions. Hence, desalination using solar energy is viable and recommended 
in the current scenario when compared to desalination powered by other 
renewable energy sources [18].

6.3 Significance of Solar Energy – Indian Scenario

Power generation by solar energy is an emerging industry in India. The 
installed solar capacity of India has reached 35.12 GW as of 30 June 2020. 
In this decade (ending by 31 March 2020), India has achieved a solar power 
capacity of 37,627 MW, which is 233 folds higher than the solar power 

Energy Utilization

Solar Energy Wind Power Small Hydro Power Bio Mass Power Co generation - Baggasse Waste to energy

Figure 6.2 Estimated renewable power in India.
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capacity at the beginning of the decade. The government of India achieved 
its target of 20 GW of solar capacity by 2018, which the government ini-
tially planned to achieve that by 2022, raising the target to 100GW by 2022. 
Due to the emerging modern technologies, demand is increasing day by 
day. The available incident solar energy on Indian land is almost 5000 tril-
lion kWh/year which is higher than the possible energy output of all of 
the fossil fuel energy reserves in India. The following Figure 6.2 from the 
Energy Statistics Report 2020 by NSO, MoSPI, India [19] shows that the 
potential of solar energy consumption is high when compared to other 
renewable energy source consumption. In this regard, solar energy can be 
converted into useful applications with the help of solar thermal collectors 
and photovoltaics. With the increasing demand for thermal energy in dif-
ferent sectors, solar thermal energy can be utilized in applications like solar 
drying of food materials and crops, the solar parabolic dish for steam and 
process heat generation, solar seawater desalination for potable water, solar 
water heating, solar power generation, etc. [20–24].

6.4 Desalination Process Powered by Solar Energy

In general, the process of desalination is categorized as (i) Thermal 
Desalination and (ii) Membrane Desalination, as shown in Figure 6.3 
[9]. In the thermal process, seawater is heated and evaporated to produce 
vapors in closed distillation chambers under ambient or reduced pressures. 
The vapors formed are then condensed and the final distillate is used for 
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various potable water applications. In the membrane process, seawater 
is passed through semi-permeable membranes at certain pressures with 
required electrical energy [25].

All these desalination approaches are coupled with renewable energy 
sources for socio-economic development and reduction in environmen-
tal pollution. Qiblawey et al. and Shatat et al. given a brief description of 
the desalination systems driven by renewable energy sources with a dis-
tinct emphasis on solar energy-driven systems and their benefits [26, 27]. 
However, the dominance and abundance of solar energy over other renew-
able energy sources made the solar energy powered desalination process 
viable when compared to others. In this scenario, Zhang et al. and Kalita 
et al. discussed various desalination methods driven by solar energy and 
the difficulties allied with them [28, 29]. Shekarchi et al. discussed the var-
ious solar-driven desalination systems for off-grid greenhouses [30]. The 
desalination approaches powered by solar energy are as shown in Figure 
6.4. From Figure 6.4, it is inferred that solar desalination is categorized as 
direct and in-direct solar desalination. In direct desalination, solar stills 
and the humidification and dehumidification processes are identified 
for producing potable water. Indirect solar desalination is a process of a 
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desalination system equipped with a solar thermal/PV collector to gen-
erate heat or electricity for its operation. The primary focus of the current 
chapter is to discuss the process of solar thermal desalination.

6.4.1 Solar Thermal Desalination

Thermal desalination is a process that works on the principle identical to 
the natural hydrological cycle. The representation of the hydrological cycle 
is shown in Figure 6.5. It is observed from Figure 6.5, that the water from 
the Earth’s surface evaporates by the action of heat energy from the sun. 
The generated vapors rise to the cloud and then condense as tiny drop-
lets in clouds. These clouds start precipitation when they come in contact 
with cold winds and send the water to the earth’s surface as rain [31–33]. 
In solar thermal desalination, the evaporator absorbs the incoming solar 
radiation from the sun and heats the seawater, thereby water vapors are 
formed. The water vapors then rise towards the condenser due to den-
sity differences. These vapors on the condenser slightly condense and the 
condensed water is collected as distillate (potable water). The desalination 
systems that follow the principle of solar thermal desalination are mainly 
direct solar desalination systems and indirect solar desalination systems 
(non – membrane processes) such as MSF, MED, VC, FD, AD, and NVC.

Condensation

Clouds Sun

Precipitation Evaporation
Sun Rays

Figure 6.5 Schematic representation of the hydrological cycle.
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6.5 Solar Still

The solar still is one of the basic thermal desalination approaches with a 
lesser number of components that are easy to design, assemble, and oper-
ate with low investment and maintenance. Also, the environmental effects 
are very low in the solar still compared to other desalination systems. 
However, the productivity of drinking water from solar stills is very low at 
about only 2 to 3 L/d/m2. The yield of a solar still is the primary interest for 
researchers working on solar stills and many approaches, such as geometry 
modification of solar still, the inclusion of energy storage, integrating the 
fins to the absorber basin, attaching reflectors, using wicks, and other nat-
ural fibers in the absorber, are evolving for augmenting the potable water 
generation of solar stills. The schematic and principle of working of the 
solar still are shown in Figure 6.6.

It is observed that from Figure 6.6. that the irradiance falls on the glass 
cover and the maximum thermal energy is transmitted into the solar still. 
The transmitted energy then gets absorbed by the absorber basin consist-
ing of saline water. The heat energy gained by the absorber increases the 
saline water temperature in the basin. The upper surface of the heated water 
tends to evaporate as vapors due to density difference. The vapors reach the 
inner surface of the glass cover and release the heat at the condensing sur-
face. Thus, the vapors on the inner glass surface are condensed at the inner 
glass cover due to temperature difference and the condensed distillate slide 
over the inclined glass surface to the potable water collector [34].
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Evaporation of Water

Absorbent

Figure 6.6 Schematic of solar still with working principle.
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6.5.1 Categorization of Solar Stills

The yield of solar stills is comparatively low and it is further improved by 
extra inclusions to the system and modifications to the design of the solar 
still. There are many modifications in solar stills, but they are mainly clas-
sified into two types: (a) Passive Solar Stills and (b) Active Solar Stills. The 
complete classification is shown in Figure 6.7.
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Figure 6.7 Classification of solar stills.
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6.5.1.1 Passive Solar Still

It is the basic type of solar still with no extra equipment for heating the 
feedwater, e.g., solar still with energy storage, fins, etc.

6.5.1.2 Active Solar Still

It is the type of solar still with integrated equipment for heating the feedwa-
ter before sending the water into the solar still, e.g., solar still with heaters 
or with flat plate collectors, etc.

6.5.2 Pros and Cons of Solar Still

The benefits of passive solar stills are:

1. Low capital cost
2. Easy to design, develop, operate
3. Maintenance is less

The limitations of passive solar stills are:

1. Low efficiency
2. Not suitable for mass production

The benefits of active solar stills are:

1. Low-cost production of water
2. Suitable for huge yield of drinking water
3. Maintenance is less

The limitations of active solar still are:

1. High investment
2. Additional power is required for operation

In the context of productivity enhancement in passive solar still, 
Vishwanath Kumar et al. studied the different types of designs developed 
for solar stills with their pros and cons to select an appropriate design for 
better productivity. Also given are recommendations for the economic sus-
tainability of the solar desalination process [35]. Abujazar et al. and Selvaraj 
et al. discussed the environmental, operational, and design parameters and 
their impact on the yield of solar desalination [36, 37]. Manchanda et al. 
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and Manokar et al. conferred several developments and factors affect-
ing the productivity of passive and active solar desalination systems [34, 
38, 39]. Kabeel et al. reviewed various heat exchange materials and their 
influence on the productivity of the desalination process and suggested 
future developments with some limitations [40]. Manokar et al. reviewed 
the hybrid solar photovoltaic and thermal powered desalination systems 
for better productivity. They also discussed several parameters influencing 
the yield and condensation rate of active solar stills [41, 42]. Shukla et al. 
discussed the various latent heat storage mechanisms that tend to the eco-
nomic sustainability of the system to produce potable water [43]. Kabeel 
et  al. reviewed the developments in inclined solar desalination system 
design that lead to an enhancement of solar still yield and suggested a few 
recommendations for future developments in solar stills [44]. Abdulateef 
et al. [45] reviewed various geometries and designs of fins associated with 
desalination processes to enhance the energy storage that tends to the effi-
cacy of the respective desalination unit. Harris Samuel et al. discussed the 
enhancement of solar still enhancement with respect to increasing surface 
area of water [46]. The above literature survey conveys that there is no 
combined review on the geometric modifications, thermal energy storage 
materials, fins, and wick materials, for extensive heat transfer that leads 
to productivity enhancement in desalination. In this aspect, the current 
chapter discusses the various methods for ameliorating the productivity of 
passive solar stills. Also, the authors elucidated some suggestions for future 
research on solar stills.

6.6 Methods to Augment the Potable Water Yield 
in Passive Solar Still

The freshwater yield of the passive solar still is increased by various 
approaches such as:

a) Incorporating Thermal Energy Storage
b) Integrating fins to the absorber
c) Inclusion of wicks and natural fibres
d) Modifying the geometry of solar still

6.6.1 Incorporating Thermal Energy Storage

The distillate yield of a solar still is augmented by making the system work 
for more operating hours. This can be accomplished by incorporating 
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the energy storage materials that contribute to the system to work in the 
absence or less availability of solar radiation. Thermal energy storage is of 
two types:

1. Sensible Heat
2. Latent Heat

6.6.1.1 Sensible Heat Energy Storage (SHES)

The heat stored in an object due to its temperature without causing a state 
change is called Sensible Heat and the entire system is called Sensible Heat 
Energy Storage.

In the research of solar stills with SHES, Tabrizi and Sharak investigated 
the performance of a solar desalination system with sand. The investigation 
reported that there was a productivity of 12% after sunset due to energy 
storage. Also, the heat reservoir addition in the solar desalination system 
alters the economy by 10% compared to CSS [47]. Murugavel et al. studied 
the two-slope solar desalination system with energy storage systems such 
as quartzite rock, iron scrap, red brick pieces, washed stones, and cement 
concrete pieces with various dimensions for enhancing productivity. The 
results of the investigation reported that ¾-inch quartzite rock had better 
productivity relative to other materials [48]. Patel and Kumar examined 
the performance of three solar stills such as CSS, solar still with thermic oil, 
and solar still with augmented frontal height. It was reported that the rise 
in water - glass temperature lead to enhancement in productivity. The pro-
ductivity at 2 cm water depth was increased by 11.24% and 23% for a solar 
still containing thermic oil and with increased frontal height, respectively, 
relative to CSS [49]. Arjunan et al. examined the influence of pebbles as 
energy storage. It was stated that there was an enhancement of 9.5% in yield 
relative to CSS [50]. Riahi et al. studied the triangular type solar desalina-
tion systems with translucent polythene film as a cover and trough made 
of stainless steel as a basin, as shown in Figure 6.8. One solar still was filled 
with black soil inside the basin and the other was coated with normal black 
paint on the basin for analyzing the performance of each solar still. It was 
perceived that the black-coated basin was more efficient when compared 
to other configurations. The yield of the solar still with a black coated basin 
was about 101% and 20% higher than the CSS and solar desalination sys-
tem with black soil in the basin, respectively [51]. Sellami et al. studied the 
effect of Portland cement in powder and layer forms on the productivity of 
solar stills. It was noted that 150 gm of powdered cement increased pro-
ductivity by about 51.14% in comparison with CSS. However, the layered 
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cement had a good quality of distillate when compared to powder cement 
[52]. Sreekanth and Rajesh studied the effect of aluminum and galvanized 
iron (GI) sheets with sponges as storage materials. The results reported 
that the productivity increased by 33% with Al sheets and productivity 
increased by 30% with the GI sheet [53]. Deshmukh and Thombre assessed 
the influence of Servotherm oil and sand as energy storage components on 
the productivity of solar stills. It was seen that the stills with energy stor-
age gave higher productivity during nights. The productivity is augmented 
with the rise in energy storage material and water mass [54].

Kabeel et al. examined the productivity enhancement of a solar still 
comprising of sand knitted in jute cloth. The results reported that the mass 
of sand and basin water depth influenced productivity. Also, the yield 
of potable water at 0.02 m basin water depth was about 5.9 kg/m2 for a 
modified desalination system, whereas the yield was only 5.5 kg/m2 for 
CSS [55]. Dumka et al. assessed the impact of jute covered plastic balls 
on the freshwater generation of solar stills. The outcomes of the investiga-
tion conferred that the jute covered plastic balls enhanced productivity by 
64% [56]. Dhivagar and Sundararaj investigated the solar still with coarse 
aggregate for enhanced productivity. The results stated that the solar still 
with coarse aggregate achieved productivity of 6.23 kg/m2 and the CSS 
attained productivity of 2.41 kg/m2 [57]. The experimental investigation 
by Sathyamurthy et al. found that the solar still with the Fresnel lens and 
SHES increased freshwater production when compared to CSS. There was 
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Figure 6.8 Triangular solar still with energy storage [51].
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a significant increase in productivity of 27% for a still with lenses and about 
35% for a still with lenses and black stones as thermal energy storage [58]. 
Sakthivel and Arjunan investigated the working of a solar still with a cotton 
cloth for improved yield. It was reported that productivity was enhanced 
by 24.1% with cotton cloth [59]. Mohamed et al. assessed the impact of 
basalt stones as porous absorbers on freshwater productivity. It was noticed 
that the yield was enhanced by 19.81%, 27.86%, and 33.37% for a stone size 
of 1 cm, 1.5 cm, and 2 cm, respectively [60]. Balachandran et al. analyzed 
the working of a solar still with Gallus gallus domesticus cascara (Ggdc) for 
enhancing productivity. It was found that the solar still with Ggdc attained 
2.46 L/m2 distillate yield, whereas the CSS achieved only 2.07 L/m2 yield 
[61]. Panchal et al. inspected the effect of evacuated tubes and calcium 
stones on the freshwater yield. The results of the investigation stated that 
the yield of a solar still with evacuated tubes alone and a solar still with 
evacuated tubes as well as calcium stones were increased by 113.52 % and 
104.68% when compared with CSS [62].

6.6.1.2 Latent Heat Energy Storage (LHES)

The heat released or absorbed by a system during the constant temperature 
process and heat recovery with a small temperature drop is called Latent 
Heat and the entire energy storage system is called Latent Heat Energy 
Storage.

In the investigations of LHES integrated solar stills, Radhwan observed 
the operation of a five-stepped solar still with a coating of paraffin wax. 
The outcomes conferred that the efficiency of a new solar still was 61%, 
whereas the CSS had 57% efficacy. At the same time, the productivity 
obtained was about 4.9 L/m2 where the CSS had a freshwater yield of 4.6 L/
m2 [63]. The numerical studies by El-Sebaii et al. [64] on the single basin 
solar desalination system with stearic acid (PCM) as thermal energy stor-
age depicted that the increased mass of stearic acid leads to a decrease in 
performance during hours of daylight as well as an increase in the hours 
of nocturnal performance. On a particular summer day, the yield obtained 
from the solar desalination system with 3.3 cm stearic acid as PCM is 9.005 
kg/m2 day, whereas the yield obtained from the CSS is of 4.998 kg/m2 day 
[64]. Dasthban et al. evaluated the cascade solar desalination system with 
paraffin wax (PCM) as an energy storage system for its better productiv-
ity. The investigation showed that the desalination system with PCM had 
31% greater productivity compared to the desalination system without 
PCM. The overall efficacy of the desalination system with phase change 
material was 61%, whereas the overall efficacy of the desalination system 
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without phase change material was 47% [65]. The experimental analysis 
by Arun Kumar et al. [66] on the hemispherical basin solar still (as shown 
in Figure 6.9) integrated with paraffin wax enclosed in the specially made 
28 mm diameter and 1.2 mm thickness black coated copper balls, resulted 
in potable water productivity of 4460 ml/m2/day, whereas the CSS had a 
productivity of 3520 ml/m2/day. The experimental analysis by Gugulothu 
et al. examined a solar still with several LHES materials and the outcomes 
reported that the solar still with Sodium Sulphate and Magnesium Sulphate 
Heptahydrate had better productivity compared to other materials [67, 
68]. The experimental investigation by Sathyamurthy et al. [69] on the 
modified solar desalination system with integrated PCM that separates the 
evaporation chamber and condensation chamber gave a 52% greater yield 
than the CSS. Shalaby et al. experimented and investigated the impact of 
a V-Shaped corrugated absorber plate (as shown in Figure 6.10) on a solar 
desalination system with and without PCM and a combination of PCM 
with a wick. The potable water productivity of a solar desalination system 
with PCM was 12% and 11.7% greater than that of the CSS and desalina-
tion system having phase change material and a wick [70].

The experimental analysis by Kabeel et al. on the improved pyramid 
solar desalination system with a V-type corrugated absorber and PCM 
showed that the potable water yielded from the modified desalination 
system was 6.6 L/m2 per day, whereas the productivity of CSS was 3.5 
L/m2day. The efficacy of a modified solar desalination system increased 
by 87.4% [71]. The comparative study between nanoparticles integrated 
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Figure 6.9 Hemispherical basin solar still with PCM loaded balls [66].
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PCM and normal PCM in the solar desalination system inferred that the 
desalination system with CuO nanoparticles integrated into PCM had a 
better productivity of about 35% compared to the desalination system 
with PCM. The yield obtained from the former desalination system is 2.64 
kg/0.5 m2, whereas the yield from the latter desalination system is 1.96 
kg/0.5 m2 [72]. The experimental investigation on the CSS modified with 
the incorporation of flake graphite nanoparticles (FGN), paraffin wax, 
and film cooling resulted that the solar desalination system with FGN, 
paraffin wax, and film cooling had the better efficacy. The increase in the 
productivity of the desalination system with FGN, desalination system 
with paraffin wax and FGN, desalination system with film cooling and 
FGN, and desalination system with FGN, paraffin wax, and film cooling 
were about 50.28%, 65%, 56.15%, 73.8%, respectively, when compared to 
CSS. The higher productivity rates are due to higher water temperatures, 
high saturated vapour pressure, and maximum water-glass temperatures 
caused by the action of FGN and paraffin wax, FGN, and film cooling, 
respectively [73]. The theoretical research by Kabeel et al. on the different 
phase change materials on CSS resulted that the organic phase change 
material A48 with a melting temperature of 48°C had the highest pro-
ductivity with a 92% increase compared to CSS with less environmental 
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Figure 6.10 Solar desalination system with V-shaped corrugated absorber plate and 
energy storage [70].
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impact. Also, it was found that the thickness of PCM does not impact the 
yield of a solar still [74]. The experimental study by Kabeel et al. on the 
modified solar desalination system integrated with hybrid PCM (paraffin 
wax and graphite nanoparticles) resulted in productivity improvement. 
The productivity of a modified solar desalination system was about 7.123 
l/m2 for 0%, 7.475 l/m2 for 5%, 7.937 l/m2 for 10%, 8.249 l/m2 for 15%, and 
8.52 l/m2day for 20% graphite nanoparticles mass composition in PCM, 
whereas the CSS had only 4.38 l/m2. The efficacy of a new solar still was 
about 51.41% for 0%, 54.94% for 5%, 59.2% for 10%, 62.38% for 15%, 
and 65.13% for 20% graphite nanoparticles mass compositions, whereas 
the CSS had only 32.257% efficacy [75]. Satish et al. examined the influ-
ence of fins and phase change material (PCM) on the yield. It was noted 
that the efficacy of solar stills with fins and PCM was 44%. Besides, the 
efficiency of CSS and a finned solar still were 23% and 36%, respectively. 
The productivity of the system relies upon the basin water level, hence, 
the productivity of the finned desalination system is 68%, 58%, and 54% 
with 2cm, 3cm, and 4cm basin water levels, respectively [76]. Cheng et al. 
explored the impact of shape stabilized PCM on the performance of a 
solar still. It was observed that productivity was augmented by 43.3% rela-
tive to CSS. The simulated results for the same setup showed an increase of 
42% - 53% when compared with CSS [77]. Yousef and Hassen studied the 
complete working of a solar still with PCM, pin fins (PF), and steel wool 
fibers (SWF) for improved yield. It was noticed that the energy efficacy of 
a solar still with PCM, PCM-PF, PCM-SWF, SWF, and PF was enhanced 
by 5%, 7%, 9%, 28%, and 15%, respectively [78]. Kabeel et al. evaluated 
the impact of composite PCM on the productivity of a desalination sys-
tem. It was noticed that the solar still with black gravel PCM composure 
achieved a 37.55% rise in yield relative to a solar still with only PCM [79]. 
Ghadamgahi et al. observed the influence of PCM in several thicknesses 
such as 0 cm, 2.5 cm, and 5 cm on productivity. The results inferred that 
the solar still with 2.5 cm thickness of PCM had an efficiency of 53%, 
whereas the system with 0 cm and 5 cm PCM thickness had efficiencies of 
38% and 32%, respectively [80]. Dumka and Mishra inspected the work-
ing of solar stills with wax-filled metallic finned cups. It was observed 
that the efficacy of a solar still with PCM was augmented by 24.64% [81]. 
Malik et al. evaluated the impact of paraffin with multi-objective opti-
mization for better performance of a weir type solar still. It was found 
that the optimum mass of PCM was about 1kg and the annual water yield 
increases by 4.35% when compared with the non-optimized system [82].
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6.6.2 Integrating Fins to the Absorber

The productivity of the desalination increased through a rise in the heat 
transfer rate, which was achieved by integrating the fins under the absorb-
ing plate. The following literature on recent research gives an overview of 
the shape, size, configuration, and material of fins used.

Velmurugan and Deenadayalan investigated the process of desali-
nating industrial effluent by using a solar still with fins at the basin, as 
shown in Figure 6.11. It was noted that the yield of finned solar still was 
improved. Initially, a chamber consisting of pebbles, sand, and coal was 
arranged that settles the effluent and removes the microbes from the efflu-
ent before sending it to the solar still. Sand, black rubber, sponges, and 
pebbles were also employed in the basin to augment the potable water 
yield. The analysis showed that the finned solar still with the sand sponge, 
sand, pebbles, sponge, and black rubber improved the distillate yield by 
74%, 66%, 67% 68%, and 56%, respectively, whereas the solar still with 
only fins increased the distillate yield by 52% when compared with CSS 
[83]. Experimental analysis on the solar still with various modifications 
such as a sponge, wick, and fins proved that the freshwater production 
in the desalination system with fins was greater than the other configu-
rations of solar stills. The enhancement in the yield of the solar still with 

Setting tank

Mesh

Tray for raw
effluent
pebble layer

Coal layer

Sand layer

Collecting tray
(for setting
effluent)

Valve
V1

Valve
V2Storage

tank

Hose

Sawdust

Collection
tank

Plastic pipe

Glass cover

Fin

Still basin
Basin
water Glass stoper

Collection
tray

Single basin solar still

Wooden
box

Figure 6.11 Solar still with fins [83].



Augmentation of Yield in Solar Stills 183

fins was about 45.5%, which was greater when compared with the solar 
still with a sponge, wick, and CSS [84].

Srivastava and Agarwal investigated the modified solar desalination 
system with porous fins for better productivity. The porous fins were 
made of a black cotton cloth that partially dipped in the water and the 
rest are extended above the water’s surface. It was found that the modified 
still increased productivity by 56% during day times and increased 48% 
of overall yield when compared with the productivity of CSS in February. 
Besides this, the modified still increased productivity by 23% during day 
times and overall yield was enhanced by 15% when compared with the 
CSS in May [85]. Omara et al. investigated the solar still by integrating 
the fins and the corrugated plate depicted and determined that there was 
an increase in productivity by 40% with fins and 21% with the corrugated 
plate when compared with the productivity of CSS [86]. The experimen-
tal investigation of the modified solar desalination system with pin fins 
adhered to the absorber plate reported that there was an increased pro-
ductivity of 12% compared to CSS without any pin fins [87]. An experi-
mental investigation by El-Sebaii on the influence of fin configuration in 
an improved solar desalination system confers that there was an increase 
in productivity due to fin integration. At an optimal condition with seven 
fins of 0.04m height, 0.001m thickness, and mass of water of about 40kg 
given, the productivity is 5.377kg/m2 day, which is 13.7% greater than 
CSS [88]. The exploratory study of the modified solar desalination system 
with pin fins evidenced that there was a 23% increase in productivity and 
a 55% increase in efficacy compared to CSS. Variations in insolation lim-
ited the enhancement of productivity to 11.53% while using wick surface 
[89]. Rajasreenivasan et al. studied the solar still with round and square 
fins for better yield. It showed that the increase in productivity was 26.3% 
for round and 36.7% for square contoured fins. When the wick materials 
wrapped over the fins, the productivity altered to 36% and 45.8% for round 
and square contoured fins, respectively [90]. El-Sebaii et al. observed the 
influence of finned absorber basins made of various materials such as iron, 
aluminum, glass, copper, mica, and brass on the performance of solar stills. 
It was reported that there was no influence from the fin material on pro-
ductivity. The modified solar still had an improvement in potable water 
productivity by 24% and 19% in the summer and winter seasons, respec-
tively. The cost of water production was less with glass and mica fins when 
compared to copper fins. As there was no significant impact of material on 
productivity, the usage of glass and mica fins was recommended due to a 
reduction in corrosion issues when used in salt water [91]. Jani and Modi 
examined the influence of circular and square hollow fins on productivity. 
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It was found that the solar still with circular fins achieved more yield than 
the setup with square fins [92]. Suraparaju and Natarajan explored the 
impact of a solid and hollow bottom finned absorber inserted PCM bed on 
the yield of potable water. It was observed from the results that the hollow 
finned absorber basin showed better performance when compared to CSS 
and a solid finned absorber basin due to more heat transfer through hollow 
structures [93–95].

6.6.3 Inclusion of Wicks & Natural Fibres

The potable water yield was augmented by increasing the surface area 
for evaporation, which was achieved by the inclusion of fibers and 
wick materials in the absorber basin. The following literature on recent 
research gives an overview of various wicks and natural fibers used in the 
absorber.

An experimental study by Murugavel and Srithar on various wicks such 
as light cotton cloth, cotton pieces, sponge sheet, and coir mat in a basin 
(as represented in Figure 6.12) with minimum water depth reported that 
the light cotton cloth had better productivity compared to other mate-
rials. In further studies, it was noted that the solar still with aluminum 
fins arranged lengthwise and enclosed by black cotton cloth gave much 
better productivity than light cotton cloth [96]. An experimental study by 
Hansen et al. with various wick materials with water coral fleece depicted 
that the modified solar still had better productivity. Further, the water coral 
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fleece fabric with three absorber plates (flat plate, wire mesh, and stepped 
absorber) resulted in a 71.2% and 48.9% increase in productivity in a solar 
still comprising of a stepped wire mesh absorber with a flat absorber and 
stepped absorber compared to CSS. The maximum productivity obtained 
was 4.28 l/day by using a weir mesh–stepped absorber plate with water 
coral fleece [97]. An innovative vertical rotating wick design modifica-
tion for CSS by Haddad et al. increased the productivity of distillate up 
to 14.72% during summer and 51% during winter. Besides, the average 
efficiency of the altered solar still was enhanced by about 19% compared 
to CSS [98]. Sharon et al. observed the influence of wick on the tilted solar 
still for enhancing yield. It was clear that the pure water productivity of a 
tilted solar still with the wick was augmented by 19.76% when compared 
with a normal tilted solar still [99].

Rashidi et al. explored the impact of reticular porous media on freshwa-
ter productivity in a solar desalination system. The results showed that the 
new solar still had a 17.35% improvement in productivity [100]. Modi and 
Modi analyzed the impact of wick materials on the effectiveness of solar 
stills. It was observed that the productivity of a modified solar still was aug-
mented by 18.03% and 21.46% for 1 cm water depth and 2 cm water depth 
relative to CSS [101]. Modi and Modi explored the impact of jute cloth on 
the output of a solar still. It was seen that there was increased output in the 
modified solar still by 1.93%, 21.12%, and 23.71% on 3 respective testing 
days [102]. Suraparaju and Natarajan studied the influence of ridge gourd 
natural fiber on the effective working of the solar still. The outcomes of the 
investigation reported that productivity was decreased due to the inclusion 
of more fibers in the absorber basin [103].

6.6.4 Modifying the Geometry of Solar Still

A different variety of geometric modifications were used for the enhance-
ment of distillate water. The various geometry modifications adopted by 
researchers for enhancing the productivity were as follows:

 i. Weir Type Cascade Solar Still [104]
 ii. Solar Still with Baffles [105]
 iii. Shallow Basin [106]
 iv. Inverted Absorber Still [107]
 v. Hemispherical Solar Still [108]
 vi. Stepped Solar Still [109]
 vii. Tubular Solar Still [110]
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 viii. Pyramid Solar Still [111, 112]
 ix. Conical Solar Still [113]
 x. Multiple Effect Diffusion Solar Still [114]
 xi. Solar Still with Mechanical Tracker [115]
 xii. Multi-Stage Solar Stills [116]
 xiii. Bubble Basin Solar Still [117]
 xiv. Vertical Solar Still [118]

6.7 Factors Affecting the Rate of Productivity

The main factors influencing the productivity of the desalination system 
are categorized into three types:

1. Environmental Factors
2. Design Factors
3. Operational Factors

6.7.1 Environmental Factors

Several environmental factors influencing the productivity of desalination 
were insolation, ambient temperature, and wind speed. Higher solar radi-
ation causes a raise in system temperatures that lead to higher evaporation 
rates. Increased evaporation leads to improved productivity from the solar 
still. The yield rate was adversely affected by an increase in wind speed. 
The solar still performance was decreased by 13% when wind velocity was 
raised from 1 to 9 m/s. The impact of ambient temperature on the perfor-
mance of solar stills was up to 8% [119].

6.7.2 Design Factors

Several design factors impacting the productivity of desalination include 
solar desalination system type and materials in the construction of the 
desalination system, glass cover, the material used for absorber plate and 
its coating, thermal energy storage materials, fins materials, and design 
used to augment the heat transfer rate and insulation thickness and mate-
rial used for insulation. The cover material, thickness, and inclination play 
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a big role in distillate enhancement in the solar still. The cover material 
should be either plastic or glass. However, glass is preferred due to high 
transmittance and the thickness should be a minimum to achieve high 
transmittance. The absorber materials should be highly thermally conduc-
tive and the coating for the absorber should be carefully chosen so that it 
does not mix with water during the process of desalination. Besides this, 
the selection of insulation was also a significant factor. The performance of 
a solar still was increased up to 80% when a proper insulation material was 
selected. Also, design modifications of a solar still, the inclusion of energy 
storage, and use of nanoparticles, wicks, and natural fibers in the system 
would lead to enhanced productivity [119].

6.7.3 Operational Factors

The operational factors influencing the distillate of a solar still were basin 
water depth, water and glass temperatures, glass–atmospheric tempera-
ture difference, and glass-water temperature difference. The surge in the 
water-glass temperature difference leads to improved yield from the solar 
still due to enhanced air mass circulation inside the still. The water mass 
in the basin adversely influences productivity. It was noticed that higher 
water depths lead to decreased yield from a solar still. Nevertheless, it was 
advised to maintain constant and minimum water depth throughout the 
investigation for better results [119].

6.8 Corollary on Productivity Enhancement Methods

The utilization of thermal energy storage (TES), fins, wicks, and other 
geometry to augment the yield in solar stills became predominant in the 
early 2000s. The incorporation of TES with fins had greater productivity 
compared to the productivity of individual integration of thermal energy 
storage and/or fins. Also, the inclusion of natural fibers and wicks made 
the solar still economical with better enhancement in yield. The geometric 
modifications also significantly augment the distillate production in solar 
stills. A summary of the various approaches that are being employed for 
augmenting the distillate yield in solar stills was tabulated in Table 6.1.
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6.9 Conclusions and Future Recommendations

Desalination is the primary necessity in the current scenario to meet fresh-
water demand and inhibit the forthcoming water scarcity jeopardy. The 
researchers are striving hard to develop a novel, feasible, and viable desali-
nation system with low energy consumption. Nevertheless, the process of 
desalination with solar stills is an economic and low energy consuming 
approach among the various thermal desalination processes available. The 
only concern with the solar still is its low efficiency and less yield, which 
was not suitable for large-scale requirements. The technology of solar stills 
is well advanced and many endeavors are being made to make the solar still 
sustainable and efficient. In this chapter, the basics and types of desalina-
tion, the concept of a solar still, and various methods of ameliorating pro-
ductivity have been elucidated elaborately with proper schematic diagrams. 
The concept of solar stills with the incorporation of thermal energy stor-
age, fins, wicks, natural fibers, and several design modifications has been 
the trending research in the past two decades. The main aim of deploying 
the energy storage into the solar still is to increase the operating hours by 
harnessing more energy, which also helps to maintain the system operate 
in cloudy and non-sunshine hours. In the context of energy storage materi-
als, the phase change materials are more capable of energy depositing than 
the sensible heat storage materials. The combination of paraffin wax with 
nanoparticles is the current trend to increase energy storage capabilities, 
which helps in augmenting the productivity of solar stills. Besides energy 
storage, the incorporation of fins to the absorber basin and a combination 
of energy storage and fins could support the enhancement of productivity 
in the solar still. In the research of fins, it has been proven that the hollow 
fins are more effective than the solid fins with more heat transfer capa-
bilities. The mixture of PCM with nanoparticles and incorporation of the 
mixture into hollow fins could take energy harnessing to the next level 
where the productivity will be augmented enormously. The selection of 
materials should be economical and environmentally friendly and should 
not alter the purity of the distillate when the material is mixed in the basin 
water. The design of the desalination system should be in such a way that 
it gives maximum productivity by reducing the effect of all influencing 
parameters. The exclusive research on TES materials could help in achiev-
ing greater efficiencies and more working hours of desalination systems. 
The extensive research on the geometry of fins could help in increasing 
the heat transfer rate that leads to an increase in productivity. The research 
on the wick materials could be the topic of interest in upcoming research. 
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Also, the inclusion of natural fibers in the absorber basin for better evap-
oration could be a better choice for solar stills, which makes the process 
more viable as the natural fibers are available at a very low cost and are 
reusable. The insights of this chapter will give the researchers a thorough 
cognition of passive solar still technologies and enable the readers to do 
detailed and profound research in the field of solar desalination approaches 
which would be helpful for people across the world to access pure drinking 
water at ease.
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Abstract
To sustain the enhanced power flow through the transmission network due to 
grid integrated large wind farms, series capacitors are incorporated with the long 
transmission line, which can introduce power oscillation in the system due to 
Subsynchronous Resonance (SSR). This SSR can largely affect the stability of the 
system, which may result in shaft failure, hence an analysis is required to study the 
development of these unstable oscillations. The main focus of this chapter is to ana-
lyze the power oscillations due to SSR on grid connected Wind Energy Conversion 
Systems (WECS) with Doubly Fed Induction Generator (DFIG) machines due to 
the series compensation of the line. The chapter discusses the mathematical mod-
eling of the grid connected DFIG based WECS and the SSR analysis under vary-
ing conditions of wind speed and capacitor compensation levels. The analysis of 
SSR on the proposed model is carried out in three different methods: Eigenvalue, 
analysis in time domain using MATLAB/SIMULINK, and by implementing a pro-
totype model of WECs in the laboratory. For this purpose, the complete system is 
modeled in state space. To damp the SSR Oscillations (SSRO) and active-reactive 
power control for grid synchronization, a dual purpose converter controller for 
the Rotor side converter (RSC) of DFIG is explained in detail in this chapter.
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7.1 Introduction

The power transmission between the grid and large wind farms (WF) is 
one of the essential factors in the increasing energy demand. The intercon-
nection between the grid and WF faces a lot of stability issues [1]. As the 
WFs are established at distant places from the grid, it is more important to 
install a longer high-powered transmission network for grid connection. 
Erection of a new long transmission line is not advisable for increasing the 
power flow capacity. Hence, the enhancement of an already installed trans-
mission network is a well-known alternative. One of the positive solutions 
for the high transmission capacity is to incorporate series capacitors in the 
line. The addition of series capacitors decreases the inductive reactance 
(Xline) of the lengthier line. Hence, the power in the line that is inversely 
proportional to Xline increases and this supports the system reactive power 
requirement. However, this added capacitor reactance can resonate with 
the line reactance. This results in the occurrence of oscillations in the 
power system, known as SSR fluctuations [2–4]. The resonance frequency 
of the system displayed in Figure 7.1 is given by Equation (7.1).

 
=

+ +
f f X

X X Xer s
c

t L sys  
(7.1)

where fer, fs are electrical resonance and system frequency, XL, Xc are trans-
mission line inductive and series capacitive reactance, respectively, Xt, Xsys 
are transformer inductive reactance and the system reactance, respectively, 
and R is resistance of the line.

The natural frequency or Subsynchronous frequency due to the SSR 
phenomenon is given in Equation (7.2).

 fsub = fs – fer (7.2)

Generator XT XL Xc XsysR

G

Figure 7.1 Grid connected electrical network.
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This SSR phenomenon of resonance may lead to various power sys-
tem issues, such as electrical torque oscillations, power oscillations, sys-
tem instability, turbine-generator shaft fatigue, etc. This is categorized as 
Torsional Interactions (TI) , Induction Generator Effect (IGE), and Torque 
Amplification (TA) [5]. IGE is initiated by the self-excitation of the elec-
trical network of the generator. TI includes both electrical and mechanical 
system dynamics, where the mechanical frequency (fm) given in Equation 
(7.3) coincides with the SSR frequency (fsub).

 π
= =f K

m
f1

2m sub
 

(7.3)

where m is the mass and K is the spring constant of the mechanical system. 
Severe oscillations due to SSR can cause shaft failure, hence this study is 
very important for grid integrated WECs.

Among many WECs topologies, the DFIG based WECs are preferred. 
The advantages of the DFIG include reduced converter size with the use 
of partial rated converter and injection of surplus power under high wind 
speed conditions. This chapter focuses on the analysis of SSR in series com-
pensated DFIG based WECs for varying wind speed and compensation 
levels. The complete system is represented by linear differential equations 
emphasizing on the construction of the precise model of the system along 
with the Rotor Side Converter (RSC) and Grid Side Converter (GSC) 
model for the dynamic analysis. After developing the system model, the 
analysis is carried out in three different methods:

• Eigenvalue Analysis
• Time Domain Analysis
• Deploying Hardware Prototype

Various torsional oscillation modes can be identified by conducting 
modal analysis in the mathematical model of the system and their stability 
can be analyzed using the Eigenvalue method [6]. Under different operat-
ing conditions, some of the oscillating modes become unstable and have to 
be damped out. In conventional control methods, separate SSRO damping 
controllers are implemented along with the already existing controller in 
the WECs. In the case of DFIG based systems, the DFIG is already embed-
ded with their own RSC-GSC controller, which is unavoidable for grid syn-
chronization. In order to accommodate all the system requirements and 
maintain stability, an efficient single controller can be developed for the 
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normal system operations, as well as SSR damping. This chapter explains 
a method to damp the SSRO due to capacitor compensated long trans-
mission lines commonly required in windfarm integration, using the 
existing back to back converters of DFIG. The proposed control method 
eliminates the usage of an additional SSR Damping Controller (SSRDC). 
Conventionally, linear controllers like PI controllers are employed for the 
effective converter control of DFIG. As the operating conditions are chang-
ing drastically, the conventional linear controllers are to be retuned for bet-
ter damping. Therefore, a real time control is essential.

The converter control design on the rotor side is made by using fuzzy 
logic technique, which is capable of damping out the oscillations effectively 
without the use of a separate SSRDC. Also, this control reduces the num-
ber of PI controllers used in RSC control. The chapter explains a laboratory 
hardware prototype model to explore the SSR phenomenon due to series 
compensation in DFIG based windfarms. The prototype model developed 
in the laboratory can demonstrate the stability of SSRO with changes in 
wind speed and line compensation.

7.2 Literature Survey

A brief literature review on various issues in integrating large WFs to the 
grid and their analysis is discussed here. Grid integration of large WFs using 
capacitive compensated long line can cause SSRO in the system. The prob-
lems of SSR are first noticed after the incident at the Mohave Generating 
Station and this initiated the studies on SSR [7]. Basic problems due to SSR 
are reported by a committee deputed by IEEE [8, 9] and found that SSR is 
mainly due to line capacitive compensation. Numerous studies are con-
ducted to analyze the SSR occurrence in grid integrated WECs [10–13]. 
SSR can cause different effects on the system like TI, IGE, and TA. These 
effects are thoroughly studied and reported in [14, 15]. In WECs, the main 
component is a Wind Turbine Generator (WTG) which transforms wind 
energy into electrical energy. Among various wind generators, DFIG is the 
most efficient and effective type because of the requirement of low power 
rated converters, injection of surplus power under high wind speed condi-
tions, etc. [16]. System modelling for SSR analysis was reported in several 
papers [17–19], but they fail to address DFIG’s converter dynamics. The 
converters are kept as a constant voltage source model and ideal assuming 
constant DC link voltage.

The individual components modellings in state space are explained in 
detail in [20]. Different approaches are used to analyze stabilty such as the 
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Eigenvalue method, Frequency Scanning Method (FSM), etc. [21]. The 
FSM is generally adopted for transient SSR [22, 23]. Among all the meth-
ods, the Eigenvalue method is a common approach for the stability study. 
In [20, 24], the stability of different oscillating modes is analyzed by the 
Eigenvalue approach. As the operating conditions changes, some modes of 
frequencies can go to unstable conditions which can cause a shaft failure.

There are different control tactics that are implemented for hindering 
the functions. The various FACTS controllers with advanced control strate-
gies are used for damping out the SSRO [25–27]. These FACTS devices can 
lead to internal resonance in the electrical system and aggregate the SSRO 
[27–29]. The series FACTS controllers require an additional control signal 
to limit the resonant conditions when the percentage of series compensa-
tion level varies. Hence, in [30] a supplementary controller is developed 
for a series FACTS controller for limiting SSRO along with the DFIG’s own 
controllers. This can cause controller interactions, which can cause increas-
ing SSRO due to negative damping. This can be avoided by using a single 
controller to meet both requirements. Commonly used controllers for this 
application are linear controllers [31]. Under drastic changes, the operating 
conditions and the performance of these controllers is poor. The adaptive 
controllers are also suggested for these dynamic changes in the operating 
conditions [32]. In [33, 34], RSC itself is utilized for damping SSRO. The 
damping of SSRO is achieved by introducing a supplementary control 
loop by controlling the capacitor voltage (Vcseries). The signal Vcseries is found 
to be a faraway signal at the RSC side and introduces a delayed response. 
Converters of DFIG itself can be utilized for SSRDC [35].

The main focus of this chapter is to explain a suitable mathematical 
model for the SSR analysis in the grid connected large WFs. The effect of 
variation in wind velocity and the changes in the level of capacitor com-
pensation given to the transmission line on instability of SSR oscillations 
is studied in this chapter. The chapter also explains the novel design of 
an effective controller for SSR damping and the development of a scaled 
down hardware prototype setup of the proposed scheme for the SSR anal-
ysis [36, 37].

7.3 DFIG Based Grid Integrated WECs

The schematic of a grid integrated wind generation scheme using DFIG 
is presented in Figure 7.2. The system consists of a 2MW, 690V DFIG 
based WTG with the long transmission line having a line reactance (XL) 
of 0.5 p.u. The specifications of 2MW WTG are given in Appendix A1. 
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The subsystems of the proposed scheme under consideration are two mass 
models of WT, DFIG, a grid connected compensated line, and RSC-GSC 
with the controller. The controllers of RSC-GSC are tuned for grid syn-
chronization. Table 7.1 denotes the variations of maximum electric power 
with respect to wind speed [20]. Tem is the electromechanical torque devel-
oped in the WTG.

7.4 Modeling of System Components

All the components of the grid integrated wind farm are represented 
by linear differential equations. State space equations are formulated by 

2MW, Type 3, WTGs Series compensated
Transmission line

Gear
Box

DFIG Grid

Tem

Qst

Fuzzy Based
RSC RSC GSC GSC

controller
VDC

Vdc

Vdr, Vgd, Vgq

XL
XC

Vqr

Vst

Pr

Pg

controller

Figure 7.2 Configuration of DFIG based WECs.

Table 7.1 2MW WTG operating conditions for given wind speed.

Wind speed 
m/s

Rotor speed in 
pu (ωg) Power in pu (P)

Tem,ref - in pu  
(P/ωg)

6 0.7 0.2 0.285

7 0.75 0.32 0.426

8 0.85 0.5 0.588

9 0.96 0.7 0.73

10 1.1 0.9 0.82

11 1.17 1.25 1.07

12 1.25 1.75 1.4
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linearizing the equations about the operating conditions of wind speed and 
line compensation. The detailed modelling of individual components are 
given in the following sections.

7.4.1 Mechanical System

The mechanical system equations are linearized and represented in 
state space form. The development of the mathematical model is briefly 
explained in the following sections. The state space equation of the two 
mass models of WT is given in Equation (7.4).

  = +ω ω ω ω ω[X ] [A ][X ] [B ][U ]t t t t t  (7.4)

where Xωt, Uωt, Aωt, and Bωt represent the matrix of state variables, control 
variables, system matrix, and control matrix, respectively, as given below:
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where ωt and ωg are the turbine and rotor speed, respectively. Wind torque 
is represented by Tω and generator torque is represented as Tem. The inertia 
of the WT and generator is represented by Jt, Jg. The damping coefficient of 
the shaft section connecting between WT and the generator is represented 
by Dtg. ktgand δtg are the torsional angle and stiffness coefficient between 
the WT and generator.

7.4.2 DFIG

The state space equation of DFIG is given by Equation (7.5).

  = +[X ] [A ][X ] [B ][U ]DFIG DFIG DFIG DFIG DFIG  (7.5)
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The state and control matrices are specified by:

 XDFIG = [Ids Iqs Idr Iqr]
T

 UDFIG = [ωg Vds Vqs Vdr Vqr]
T

The DFIG’s system and control matrix ADFIG and BDFIG are:
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where Vds, Vqs, Vdr, Vqr, Ids, Iqs, Idr, Iqr, are dq voltage, current of stator, and 
rotor, Rs, Rr, Xs, Xr are parameters of stator and rotor, Xm is stator-rotor 
mutual inductive reactance, and ωs is the synchronous speed.

7.4.3 Transmission Network

State representation of the line is given by Equation (7.6).

  = +[X ] [A ][X ] [B ][U ]tl tl tl tl tl  (7.6)

State variables Xtl and control variables Utl are given by

 Xtl = [Ild Ilq Vcd Vcq]
T & Utl = [Vds Vqs Vbd Vbq]

T
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and system and control matrices are represented by:

 

[ ]A

R
L L
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L L
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where Ild, Ilq, Vbd, Vbq Vcd, Vcq are line current, grid voltage, and series capaci-
tor voltage in dq. Cseries and L series are capacitor value and line inductance.

7.4.4 RSC – GSC Converter

The converters are connected to the remaining subsystems by the variables 
Vds, Vqs, Vdr, and Vqr. The correspo nding state equation is given in Equation 
(7.7).
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(7.7)

where ABBC and BBBC are the system and control matrix of RSC-GSC.

State and control variables of RSC-GSC are as follows:

 XBBC = [Idr Iqr Vdc Idg Iqg]
T & UBBC = [Vdr Vqr 0 Vdg Vqg]

T

where Vdg, Vqg , Idg, Iqg are AC terminals of GSC voltage and current. Mdr, 
Mqr, M di, Mqi are modulation indices of converters, Cdc is a DC link capaci-
tor, and RRSC, RGSC, LRSC, LGSC are resistance and inductance at AC terminals 
of converters.

7.4.5 Integration of the Complete System

After building all individual linearized state space models of the subsys-
tems, they are interconnected together to formulate the entire system 
model. The state model of the entire system is given in Equation (7.8).

 
 = +[X ] [A ][X ] [B ][U ]sys sys sys sys sys  (7.8)

where [Xsys] = [Xshaft XDFIG Xtl XBBC]T

The complete system state variables are given in Equation (7.9).

 [Xsys]= [ωt δtg ωg Ids Iqs Idr Iqr Ild Ilq Vcd Vcq Vdc Idg Iqq]
T 

 (7.9)
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The control variables of the complete model are specified in Equation 
(7.10).

 [Usys] = [Tw Vds Vqs Vdr Vqr Vbd Vbq Vdg Vqg]
T (7.10)

The complete system integration is given in Figure 7.3.
The complete system matrix is given by Equation (7.11).
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ω
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(7.11)

The SSR effect of an entire model is analyzed in the next sections.

7.5 Analysis of Subsynchronous Resonance

The SSR is investigated by a) Eigenvalue approach and b) Time Domain 
Simulation.

7.5.1 Analysis by Eigenvalue Method

This analysis outcomes a set of Eigenvalues through which the stability 
of the system in small signal is analyzed. The system matrix explained in 
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Figure 7.3 Integrated system.
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this chapter (Asys) has a size of 14 x 14, as specified in Equation (7.11), 
which results in 7 pairs of Eigenvalues. Eigenvalues are computed for vary-
ing wind speeds, series capacitor values of the transmission line, and stiff-
ness coefficient (Ktg) of the turbine-generator. By observing the sign of the 
real part of the eigenvalues, the system stability can be analysed. Table 7.2a 
shows the computed Eigenvalues for the varying wind velocities and Ktg. 
The capacitive compensation level is kept constant at 70%.

Table 7.2a indicates that the Eigenvalues λ5,6 are not stable with low fre-
quency of operations and are known as torsional modes. The system moves 
to more unstable conditions with the increase in wind speeds from 7 m/s to 
9 m/s. From Table 2b, it is observed that the percentage compensation level 
increases from 50% to 70%. Torsional modes with low frequency oscilla-
tions such as λ11,12,13,14, are affected with varying compensation levels. λ3,4 
and λ7,8 are considered to be electromechanical modes and non-oscillatory 
modes, respectively. λ1,2 belongs to super-synchronous modes, which are 
stable.

7.5.2 Time Domain Analysis

The individual subsystem models in state space format with RSC-GSC 
controllers are combined together, as indicated in Figure 7.3, using 
SIMULINK. The exhaustive SSR study on the entire system and its damp-
ing through RSC Fuzzy controller for different operating conditions are 
analyzed.

7.5.2.1 DFIG Control Scheme

The main objective of utilizing DFIG’s own RSC-GSC converter controls is 
that it provides active - reactive power compensation and grid synchroni-
zation along with the damping of SSR oscillations. Here, the SSR damping 
is done through the converter control scheme of DFIG. In this chapter, 
the design of two types of controllers is explained such as conventional 
PI based RSC-GSC control and Fuzzy Logic based dynamic controllers 
(FLC) for RSC. Since the system performance is largely dependent on the 
dynamics of the system state variables, the adaptive nature of control is 
required for the system. Hence, fuzzy based control is most suitable under 
fast dynamic operating conditions. Detailed performance analysis with 
these two types of controllers is carried out in the system for damping of 
SSRO. The fuzzy based controller can damp SSR oscillations along with the 
active-reactive power control of DFIG. In addition to that, it is employed 
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for damping the torque fluctuations caused due to the addition of series 
compensation.

7.5.2.2  Control Technique

Conventional controllers employed for RSC and GSC are linear controllers 
like PI. The control using PI is found to be inefficient when the operating 
conditions change quickly in the system because it requires retuning of the 
controller gains. Hence, an FLC for RSC is proposed for effective control 
which can adapt to the variations in the working conditions. The control 
of GSC has a minimum effect on the electromagnetic torque, hence the 
controller explained in this chapter focuses on the control of RSC alone, 
which in turn reduces the conventional usage of more PI controllers. The 
following section explains briefly the design of a controller suitable for SSR 
damping.

7.5.2.3 Design of Dynamic Controller

Four independent PI controllers are employed for the control of RSC - 
GSC. Figure 7.4 shows the basic control loops in which the torque oscil-
lations (Tem) and reactive power (Qst) are controlled by injecting Vdr, Vqr 
into the rotor terminals of the DFIG. The regulation of torque and reactive 
power is done as shown in Figure 7.4. The RSC controller processes the 
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Loop 2

+

+

+

+

-

- -

-PI-I

PI-3 PI-4

PI-2

Tem,act

Idr,ref
Vdr

Vqr

Iqr,ref

Iqr,act

Tdr,act

Tem,ref

QSc,ref

QSc,act

Figure 7.4 RSC controller.
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error signals (between reference and actual values) such as [Tem,ref – Tem,act], 
[Idr,ref – Idr,act], [Qst,ref – Qst,act] k and [Iqr,ref – Iqr,act]. Similarly, Figure 7.5 shows 
the first and second loop of the GSC controller. PI controllers 5 to 8 at GSC 
controls the DC link voltage (Vdc) and stator voltage (Vst) by regulating the 
GSC current (Idg, Iqg) and voltages (Vdg, Vqg).

When the wind speed varies, the wind reference torque (Tem, ref) also var-
ies as per the data of Table 7.1 and all the PI controllers are to be retuned 
manually for the effective damping of torque oscillations.

For the better dynamic control for PI, the fuzzy based controllers FLC B 
and D are implemented instead of conventional controllers 2 and 4, respec-
tively, as in Figure 7.6. Later, the membership function of both FLCs are 
combined and result in a single FLC (SFLC), as shown in Figure 7.7. The 
membership signals of FLC B and D are given in Table 7.3. The input sig-
nals to FLC are the corrections required in rotor dq current. The two FLC 
controllers are then changed to SFLC controllers, as shown in Figure 7.7. 
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Figure 7.5 GSC controller.
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Figure 7.6 RSC controller-PI (2 & 4 are replaced).
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It is inferred from the analysis that the rest of the PI controllers, 1 and 3 
gains are not sensitive to the wind speed variations and damping of torque 
oscillations. Hence, they are not replaced with SFLC.

7.5.3 System Performance with the Proposed Technique

The analysis conducted for different wind velocities between 6 m/s to 12 
m/s and the percentage level of capacitive compensation is varied between 
0 and 90% and the results are discussed. Figure 7.8 illustrates the electro-
magnetic torque variations where the oscillations grow exponentially with-
out any control. With the RSC and GSC control, the torque oscillations 
are reduced. The variation in torque for increasing compensation levels 
at 7 m/s is described in Figure 7.9. It has been noticed that the amplitude 
of torque oscillation rises with increasing capacitive compensation levels. 
Due to the presence of the controller, the oscillations can be controlled. 
The generating mode of DFIG indicates the negative torque. 

Figure 7.10 indicates the comparison of system performance with SFLC 
and PI controllers for a wind velocity change at 5 seconds. As per Table 
7.1, the torque increases for an increase in wind speed. As the PI requires 
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 Figure 7.7 Fuzzy based RSC controller.

Table 7.3 Input and output signals of FLC B and D.

PI
Replaced 

by FLC

Input error signals to 
controllers/input 
membership functions

Output signals/ 
membership 
functions

PI-2 FLC-B X2 = Idr,ref – Idr,act Y2 = Vdr

PI-4 FLC-D X4 = Iqr,ref – Iqr,act Y4 = Vqr
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retuning during the change in wind speed conditions, the response of PI 
is not satisfactory at the initial portions. SFLC adapts the variations in the 
wind velocities and offers a suitable result. Figure 7.11 describes the per-
formance of PI and SFLC controllers when the compensation is changed at 
6 seconds. During fast dynamic conditions, the SFLC expresses improved 
system performance more than the conventional PI controllers.
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7.6 Hardware Implementation

The development of a prototype of a 2 MW WECs with a set up to adjust 
the compensation level and wind speed is discussed in this section. For 
that, a 1.1 kW, 415 V, 800 rpm DFIG coupled with a 3HP DC machine 
setup is used. The specifications of 1.1kW DFIG are given in Appendix A2. 
The DFIG and grid are interconnected through the scaled down model of 
a long distance transmission line. A 100 MVA, 220 kV power transmission 
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line is fabricated with its scaled down model of 400 V at a 5 kVA rated 
line. A prototype model of the long transmission line is fabricated for the 
interconnection between the grid and DFIG. The long distance transmis-
sion line is built by a sequence of 6 choke coils (2.5 mH each) to produce 
4.71 Ω line reactance. The hardware setup of the grid integrated DFIG with 
the scaled down transmission line model is described in Figures 7.12a and 
7.12b. The wind speed variation is emulated by making changes in the DC 
motor speed.

The power oscillations are observed for different line capacitor com-
pensations. The series capacitor is connected to the line using an injection 
transformer rated at 1 kVA, 400/15 V. The transformer is provided with the 
tapings of 0V, 10V, 15V and 20V. The compensation adjustment is done by 
adjusting the tappings of the transformer. For a change of compensation 

(a)

(b)

Transmission Lines

Series capacitor

Rotor Resistances

DSPIC

RSC

Analyzer

DFIG Machine

Figure 7.12 A laboratory setup of a DFIG system with a series capacitor (a) rotor circuit 
with Resistances; (b) RSC.
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from 95% to 25%, the tapings of transformers are changed from 10V to 
20V. Figure 7.13 shows the schematic of a DC machine coupled DFIG inte-
grated with the grid. For the analysis of the SSR effect due to SSR frequency, 
a small voltage with the slip frequency is given though the RSC converter 
to the rotor circuit as shown in Figure 7.14.

For the realization of super synchronous mode, a set of rotor resistances 
are connected at the rotor circuit of the induction machine, which can be 
varied and excess power can be absorbed in the rotor resistance as shown 
in Figure 7.13. For the realization of sub-synchronous operation, the iden-
tified SSR frequencies are generated by the RSC controller and injected 
into the rotor circuit. For the lab model, the variable DC source, as shown 
in Figure 7.14, is connected instead of a GSC converter, assuming that the 
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constant DC voltage is provided by the GSC controller. The variable DC 
source is obtained from the setup comprised of a three phase AC source, 
autotransformer, and rectifier setup. The control signals for RSC are gen-
erated with the help of DSPIC30F4011. The frequency and magnitude of 
slip voltage can be changed by controlling PWM pulses generated from 
DSPIC30F4011. A semikron inverter was used as RSC and six open loop 
pulses are generated for the triggering of the inverter circuit.

Initially, the system is operated without compensation at the constant 
wind speed (i.e., constant DC motor speed) and then the level of com-
pensation is varied. Table 7.4 indicates the active and reactive power flow 
under different line compensations. In this, a compensation of 54% is set 
for the line by connecting a 2µF capacitor through the injection trans-
former at 15V tapping. The variations in the line power with and without 
54% compensation are shown in Figure 7.15. The line power variations 
in Figure 7.15 are obtained by inserting a series capacitor at 2.3 min. and 
disconnecting it at 3 min. The system is functioning with a 54% compensa-
tion level between 2.3 min. and 3 min. It has been observed that the power 
flow increased approximately by 15 % of the actual value. It is noticed that 
active power flow is enhanced through compensation. Similarly, parame-
ters such as kVA, power factor, line current, and kVAR are also observed. 
During compensation, the power factor is enhanced and kVAR demand is 
reduced. Simultaneously, the slip voltages at the rotor terminals for varying 
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rotor resistance are observed. The slip voltage of 19.3 V at 15.55 Hz (fre-
quency of slip) is shown in Figure 7.16.

The effect of different SSR frequencies (fssr) due to the series compensa-
tion levels are emulated in the developed model and the torque oscillations 
are observed.

Figure 7.17 shows the power oscillations due to SSR in the R phase 
under different wind speeds and line compensation.
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7.7 Conclusion

The integration of renewables to the grid can produce lots of stability issues 
in the system and the solution for that is very challenging. SSR is a phenom-
enon that can happen in grid integration through long transmission lines. 
This chapter explained SSR, its effects on system stability, the state space 
modelling, and the analysis techniques in detail. The RSC-GSC dynam-
ics are considered in the system model for accurate analysis. Torsional 
modes of the system are identified and its stability are analysed. It has been 
observed that the capacitor compensation of the lines can influence the 
torsional mode stability under different operating conditions. The chapter 
explained the modal analysis of the system in detail. Time domain analysis 
using MATLAB/SIMULINK and damping analysis of different modes of 
oscillations under various operating conditions are given in detail in this 
chapter. An efficient fuzzy based RSC controller design is proposed in this 
chapter. This controller is capable for the simultaneous control of power 
and the damping of SSRO, hence it is an economical solution for the grid 
integration of WECs. To understand more about the phenomenon of SSR 
and the SSR oscillations due to wind farm, a very simple laboratory model 
of grid synchronized WECS emulator is developed. The analysis has shown 
that the damping of SSRO can be effectively done by the RSC controller 
itself.
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Emerging Trends for Biomass and 
Waste to Energy Conversion

Musademba Downmore*, Chihobo Chido H. and Garahwa Zvikomborero
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Abstract
The increased demand for fossil fuels is a burden to the environment due to their 
protracted emissions. Emerging trends in biomass and waste to energy (WtE) con-
version technologies present opportunities for reducing overreliance on fossil fuels 
and greenhouse gases and improving energy security and access. This chapter pro-
vides a comprehensive review of biomass and WtE conversion technologies aus-
picious for sustainable environments. Biomass is a precious resource that cannot 
only be transformed to energy, but to other valuable forms as well. Hydrothermal 
and anaerobic digestion technologies for biomass processing have been predis-
posed to be conceivable for energy recovery. WtE conversion on the other hand 
yields energy and fuels from the treatment of waste sources. Incineration and 
anaerobic digestion have been identified as central in handling municipal solid 
waste for heat and power generation. Up-and-coming technologies like microbial 
fuel cells that generate electricity whilst treating wastewater are a promising inno-
vation in sustainable wastewater treatment. This work contributes to the knowl-
edge of biomass and waste utilization as having the potential to displace fossil 
fuels. If such knowledge is disseminated, then unused energy potential in biomass 
and waste resources can be tapped to reduce the carbon footprint in the world’s 
energy systems, leading to greater opportunities for synergy.  
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8.1 Introduction

8.1.1 Biomass Resources 

Biomass is regarded as renewable organic matter that is derived from plant 
and animal matter. Biomass resources can be divided into primary and sec-
ondary resources owing to their diversity. The primary group for biomass 
resources is formed through the direct utilization of solar energy during 
photosynthesis, e.g., agricultural and forestry products, energy crops, and 
plant and crop residues. Secondary biomass resources on the other hand 
are produced by conversion or decomposition of organic matter by animals 
and other consumers and these may include food waste, phytomass and 
zoomass, and excrements (e.g., slurry, solid manure, and sewage sludge). 
Biomass resources are depicted in Figure 8.1.

The global energy contribution of biomass resources was noted to be 
14% with 38% of the energy contribution coming from developing coun-
tries [1]. Biomass is pivotal in the sustainable supply of world energy; as 
noted by [2], the world is switching over from fossil fuel-based energy to 
bioenergy use with agricultural and forestry residues being used as the 
main feedstock for biofuels. The utilization of biomass is comprehensively 
acknowledged as a feasible sustainable development strategy [3]. 

Development, as well as utilization, of bioenergy is associated with 
social, economic, and environmental benefits. This is associated with 
improving the carbon balances, climate change mitigation, job creation, 
and improved economic development through reduction in energy cost 
and ensuring energy reliability and security.

8.1.2 Bio-Energy Technologies 

Various bio-energy conversion technologies have been developed to 
account for diversity in the biomass resources and end uses (heat, electric-
ity, or transport biofuels), as depicted in Figure 8.2.

Biomass
Resources

Agricultural Crops
and residues

Forestry Crops
and Residues Industrial Residue Animal waste Sewage Municipal

Solid Waste

Figure 8.1 Biomass resources. 
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The conversion routes vary in their degree of complexity. For example, 
direct combustion of biomass for heat production can be extremely simple 
and highly complex, exemplified by the production of transportation bio-
fuels where the biomass may require pretreatment, upgrading, and conver-
sion through a number of intermediate steps. In this chapter, hydrothermal 
processing and biomethanation as emerging biomass conversion technolo-
gies are reviewed in detail. 

8.2 Hydrothermal Processing 
The thermochemical conversion process of biomass through hydrothermal 
processing (HTP) is an up-and-coming technology for obtaining valuable 
products and biofuel. The hydrothermal process usually involves the degra-
dation of biomass in aqueous solutions at temperature and pressure ranges 
of 250-374°C and 4-22 Mpa, respectively [4]. The feedstock for the process 
is characterized by high moisture and ash content and examples include 
algae, food waste, municipal solid waste, manure and sewage sludge.

Depending on the severity of process and operating parameters, HTP 
can be classified into three broad categories:

1. Hydrothermal Carbonization (HTC)
2. Hydrothermal Liquefaction (HTL)
3. Hydrothermal Gasification (HTG)

Conversion
Technologies

of Biomass into
Energy

Physical Thermochemical Bio-chemical Biotechnology/
Nanotechnology

Other Emerging
Technologies

Crushing/
Grinding
Drying

Pelletization
Briquetting

Bio-gasi�cation
Torrefaction

Pyrolysis
Combustion

Hydrothermal
liqueffaction

Anaerobic Digestion
Fermentation

Enzymatic
Conversion
Hydroysis
Chemical

Esteri�cation

Alage
Production

Carbon
negative

Technologies

Dimethyl ether
Fischer Tropsch

Bio-re�nery -
fuels, chemicals

and other
materials

Figure 8.2 Biomass into energy technological conversion pathways.
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The main advantage of HTP is its capability to treat wet biomass without 
drying to obtain hydrochar, bio-crude oil, and combustible gases which 
can be used as fossil substitutes [3].

8.2.1 Hydrothermal Liquefaction

HTL is also referred to as hydrous pyrolysis or direct liquefaction [5, 6]. 
HTL can be defined as the thermochemical decomposition and/or disinte-
gration of the solid bio-polymeric structure of biomass to produce liquid 
fuels under pressurized aqueous conditions [7].

8.2.2 Operating Conditions for HTL

The reacting parameters that affect the process of HTL of biomass include 
temperature, pressure, residence time, pH, solids content, and the oxygen 
to carbon ratio [8, 15]. The typical operating conditions for HTL are high-
lighted in Table 8.1.

8.2.3 Types of Hydrothermal Liquefaction Systems

Batch and continuous flow reactors are normally used in HTL conversion 
systems. Common HTL conversion systems continue to be at laboratory 
scale and are usually used for research purposes [9].

Table 8.1 Operating conditions of HTL.

Control factors Typical range

Temperature (250-400) °C

Pressure (5-20 ) MPa

Residence Time 0.2-1.5 hours

pH 6.5-7.5

Total Solids Content 20-30%

Source [9].
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(i) Batch Mode Reactors 
A batch reactor is a closed system in which time is the only independent 
variable. During the course of the reaction there is no continuous inflow 
and outflow of the reactants and products respectively. Reactor design 
parameters do not affect the reaction rate during HTL, in fact the reaction 
rate is a function of the reacting biomass material and the operating condi-
tions employed during the HTL process.  Most reactors operated in batch 
mode are stirred tank reactors [10].
(ii) Continuous Flow Reactors
Continuous reactors are open systems and allow for the continuous flow 
of reactants and exiting of products during HTL. The addition of pressure 
pumps and distinct separation vessels can allow a batch reactor to operate 
in continuous mode [9]. Continuous processing equipment is essential for 
the upscale of HTL to commercial scale for economic feasibility. This type 
of production system presents diverse glitches in the practical application, 
the main factor being pressure. In this operational mode, feeding the mate-
rial into the reactor is done against pressure which increases reactor capital 
costs due to safety aspects [11].  

8.2.4 Hydrothermal Liquefaction Steps 

The process of HTL typically involves the following steps:

Step  1: Feedstock Pre-Treatment
During pre-treatment, feedstock is mixed with a solvent, usually water, 
and/or organic solvents in order to produce slurry. Slurring is important in 
continuous reactor systems for ease of pumping the feedstock into the reac-
tor. At high temperature and pressure water simultaneously acts as both a 
reactant and a catalyst for organic reactions. Under these conditions, water 
becomes a good solvent for polar compounds [12]. Organic solvents have 
lower critical points compared to water and comparative studies revealed 
that the use of organic solvents increases yield of bio-crude oil with low 
oxygen content [13]. 
Step 2: Addition of Catalyst 
In this case, the process of hydrothermal liquefaction is referred to as 
catalytic hydrothermal liquefaction. Addition of the catalyst, however, 
can be omitted with a compromise in bio-oil yields to hydrochar. To 
favour production of bio oil and alkali metal hydroxides, formates, car-
bonates, and bicarbonates, a catalyst, e.g. potassium hydroxide, can be 
added to the slurry, i.e., biomass solvent mixture catalysts [14]. The 
report by Chornet suggested that the catalyst essentially facilitates 
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hydrolysis of macromolecules of biomass into smaller molecule frag-
ments [15].
Step 3: Pressurising the Headspace 
Post feeding, the reactor is purged by means of applying appropriate gases 
(e.g., N₂, Ar, etc.) to remove residual air from the reactor. The reactor is 
closed air tight, ensuring complete sealing to do away with potential 
pressure decays. The purging gas will essentially bring about a pressure 
rise within the reactor following closure. Pressure building in the reactor 
allows for the solvent to heat to high temperatures and deprived of altering 
its phase, it remains a sub-critical liquid.
Step 4:  Heating up the Slurry Mixture 
The slurry mixture is heated up to desired temperatures (reaction tem-
perature). Like all other TCC processes, heat is used to decompose com-
plex organic polymers contained in the biomass into lighter fragments. 
However, the major process difference that demarcates HTL from any other 
TCC process is that it is applied on wet biomass and occurs at elevated 
pressures [9]. The temperature rise also increases the pressures within the 
reactor since water tends to expand when heated up. The excess pressure 
can be released to minimise the costs associated with designing reactors 
that can contain pressures above HTL permissible ranges.
Step 5: Maintaining the Reaction Parameters at Set Values 
For the duration of this stage, the applied heat is kept within a predeter-
mined reaction temperature range for a known and specified residence/
retention time. It is during this particular stage that the chemistry of liq-
uefaction occurs.
Step 6: Reactor Quenching
To allow for the recovery of products, the reactor must be cooled for the 
safety of users, literally avoiding exposure to high temperatures. Cooling 
can be achieved through various mediums, including air, water, cooled 
stainless steel, etc., since rapid cooling rates are not a prerequisite as in fast 
pyrolysis [16].
Step 7: Product Recovery Solvent Extraction and Separation
During separation and product recovery, phase separation for fractional 
yields occurs when organic solvent is added to the product mixture [17]. 

8.2.5 Chemistry of Liquefaction 

Production of bio-oil from biomass through HTL involves complex phys-
ical and chemical reactions owing to the intricate structure of biomass 
itself. These reactions are influenced by operating parameters such as pro-
cess conditions, biomass type, solvents, and catalyst. The mechanism of 
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HTL is comprised of three major steps: depolymerization, decomposition, 
and recombination (repolymerization), as illustrated in Figure 8.3.

i) Depolymerization
Depolymerization involves the breaking down of large biomass mole-
cules (macromolecules) to simple hydrocarbon molecules. Operating 
parameters are critical for the manipulation of long chain polymer struc-
tures of the primary organic biomass feedstock to corresponding smaller 
hydrocarbons.
ii) Decomposition
During HTL, sub-critical water provides the heat to decompose the hydro-
gen bonding in macromolecules to monomers. Monomers are made 
through the removal of oxygen molecules from biomass macromolecules 
through, amongst other reactions, deamination, decarboxylation, cleavage, 

Biomass
Macromolecules

Depolymerisation

Decomposition

1

2

3

4

Biomass
Monomers

Small, Unstable and
Active Fragments

Rearrangements

Bio-crude oil, combustible gases,
solid residues

Figure 8.3 HTL pathway.
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and deamination [7]. Oxygen molecules are lost as water and carbon diox-
ide through dehydration and decarboxylation reactions. 
iii) Rearrangement
Rearrangement includes a range of reactions including condensation, 
repolymerization, and recombination. During rearrangement, lighter frag-
ments from other intermediate steps and reaction pathways will recom-
bine to produce oily compounds [18]. Rearrangement is, in essence, the 
reversal of the initial stages of the chemistry of liquefaction. The oily com-
pound produced is a complex combination of alcohols, ketones, aldehydes, 
aromatics, phenols, esters. and other acidic compounds [15].
iv) Cyclization
During Stage 4, as indicated in Figure 8.3, rearrangement reactions dom-
inate. Increasing the reaction temperature and retention time promotes 
repolymerization, decomposition, and condensation reactions leading to 
formation of a new product stream predominated by combustible gases.

8.2.6 Advantages of Hydrothermal Liquefaction 

Hydrothermal liquefaction of biomass fundamentally imitates the nat-
urally existing geological processes for the formation of fossil fuels. 
However, contrary to the geological life span for coalification, HTL occurs 
in a shorter time span, typically minutes to hours [19].

The primary biomass feedstocks are often directly processed without 
the necessity for the energy intensive drying step since water acts both 
as solvent and catalyst [20]. In addition, the reaction of the biomass 
material with water or other hydrogen donor solvents facilitates the 
separation of the oily product stream from the more polar by-product 
stream [16].

In a comparative study, it was observed that the bio-crude oil obtained 
from the hydrothermal liquefaction  process  is less oxygenated than the 
bio-crude oil  from other thermochemical conversion  technologies [21]. 
However, the oxygen content in bio oil from HTL is not within permis-
sible ranges and hydrodeoxygenation (HDO) is required to correct the 
oxygen level to within the acceptable range for fuels. In this regard, good 
performance of the HDO process in removing oxygen from HTL bio-oils 
was reported [22]. The HTL process has been found to use up to 15% of 
the primary energy inherent in the biomass  feedstock,  resulting in  final 
energy efficiency close to 90%, with over  70% of the feedstock carbon 
being utilized in carbon capture procedures [7]. 
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8.2.7 Hydrothermal Carbonization (HTC) 

Hydrothermal carbonization is also known as wet pyrolysis, wet torre-
faction, artificial coalification, or hot compressed water treatment [23]. It 
mimics the natural coalification process, predominantly producing a car-
bon rich compound termed hydrochar, in a hot pressurized water environ-
ment from wet biomass. The major processing difference that demarcates 
HTC from HTL is the rigorousness of the critical operation parameters, 
which are temperature and pressure. Operations at high pressure and 
lower temperatures were found to favor hydrochar production, contrary 
to higher temperature/high pressure which gives rise to bio-oil production 
[23]. The HTC process has successfully used temperatures in the range of 
180°C-250°C and autogenous pressures in the range of 2–10 MPa in the 
presence of water [24].

The HTC process optimizes the carbon-to-oxygen ratio to increase the 
concentration of carbon in the hydrochar. The hydrochar can sustainably 
be used as a carbon neutral complement to conventional coal, as soil nutri-
ent amendment, for synthesis of gas, and for application as an industrial 
chemical [20]. It has been reported that hydrochar compares very well with 
lignite coal (brown coal), showing a higher calorific value (approximately 
32 MJ/kg), thus making it a suitable feed for TCC processes, i.e., combus-
tion, gasification, and pyrolysis [25]. Hydrothermal carbonization prog-
ress occurs with trivial loss of carbon in the solid stream, thus the process 
operates with high carbon efficiency [26]. Moreover, HTC is an exothermic 
reaction, thus the primary energy required for the initial conversion can be 
attained or perchance surpassed [27].

The HTC process is capable of converting wet primary biomass mate-
rial into carbonaceous solids without the need for an energy-demanding 
drying step. Wet manure, algae residues, sewage sludge, municipal solid 
waste (MSW), human waste, and aquaculture are continuously produced 
renewable residual streams that require pre-treatment before disposal as a 
way to protect the environment and can all be processed via HTC without 
pre-processing [28].

It is critical during HTC that the process water is adequate and the 
whole biomass is immersed in water or it does not carbonize. The phys-
icochemical properties of the solvent (water) changes during the reaction 
owing to temperature and pressure increase, which suppresses radical free 
reactions and promotes ion chemistry [25]. Three main product streams 
resembling the basic states of matter are attained during HTC, as repre-
sented by Figure 8.4 below, along with their prospective respective appli-
cations. The process water from the liquid stream is retained together with 
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the dissolved organic and inorganic compounds of the decomposed bio-
mass. The ease with which the solid phase can be separated from the liquid 
stream is one advantage of the HTC process [26].

8.2.8 Process Mechanism of HTC 

The sequence of chemical reactions occurring during the HTC process 
comprises of hydrolysis, dehydration, decarboxylation, polymerization, 
and aromatization, as illustrated in Figure 8.5.

To initiate HTC, biomass decomposes from complex polymers to 
small chain polymer molecules through hydrolysis. A drop in the pH of 
the aqueous biomass slurry that is normally observed during the process 
of carbonization is due to the formation of organic acids which promote 
the hydrolysis and degradation of small chain polymers and monomers into 
much smaller fragments [27].

The basis of HTC process is dehydration, i.e., the splitting of water mol-
ecules from sugars [11]. Since the process is exothermic, dehydration pro-
ceeds according to Equation 8.1:

• Water
  treatment
• Carbon
  absorbent
• Cooking fuel
  catalyst

Biomass

HTC Reactor

Process Water

Gas StreamHydrochar

Soil Improvement

Liquid Stream

Figure 8.4 HTC of biomass product streams.
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 Sugars − − − − − → Hydrochar + Water + Heat (8.1)

In this particular reaction energy is released, but before it can be uti-
lized, a mound of activation energy must be stunned, making it necessary 
to heat the reactor [26]. 

Decarboxylation and dehydration facilitates the removal of oxygen 
through production of carbon dioxide and water, respectively, from bio-
mass monomers and shorter chain polymers [28]. Additional gas stream 
can be produced by the elimination of carboxylic acid functionalities from 
the biomass [29, 30]. The solid product is mainly formed during recon-
densation reactions owing to high reactivity properties by the decomposed 
fragments. Confinement of the gases formed during HTC can upsurge 
the chance of recondensation. Under subcritical conditions, most of the 
decomposed fragments remain in liquid phase and, with low mobility, 
their containment ultimately favors hydrochar production [11]. 

Biomass

Hydrolysis

Biomass Fragments

Dehydration

Water

Hydrochar

Recondensation
Reactions

Carbon
Dioxide

Conversion
Reactions

Decarboxylation

Figure 8.5 HTC reaction mechanism.
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8.2.9 Comparison of Pyrochar and Hydrochar Properties

Hydrochar is a friable solid product from HTC. It is hydrophobic with good 
dewatering properties and possesses fuel characteristics analogous to that 
coal [25, 31]. In general, the properties of the hydrochar are feedstock and 
operating environments dependent and severe temperature that will result 
in increased liquid and gas streams production. Studies by [26] on HTC 
of  dried sugar beet pulp and maize silage revealed that elemental analysis 
and appearance of the product hydrochar was comparable to lignite and its 
porous structure was only visible under high magnification [26].

Hydrochar is associated with spontaneous combustion and dust det-
onations, owing to its low-density post dewatering. Therefore, complete 
drying can be done during combustion for safety purposes. Hydrochar 
has a greater carbon to hydrogen and carbon to oxygen ratio compared to 
pyrochar--this can be attributed to the higher rate of decarboxylation to 
dehydration in HTC over in torrefaction [11]. Hydrochar is not character-
ized by condensed aromatic structure and it has poor biological stability 
when compared to pyrochar [33]. Comparative studies by Shinogi demon-
strated that pyrochar from agro-residues is a good soil reformer compared 
to hydrochar; this is due to its greater pH value, typically 9 compared to 
approximately 5 in hydrochar [11]. The pyrochar structure consists of 
conjugated aromatic carbon arranged in a turbo-static manner, whereas 
hydrochar consists of carbon fields with an aromatic core of interconnected 
furanic structure, having carboxyl and aldehydic functional groups [11].

Table 8.2 below makes a comparative analysis of HTP and AD with 
other existing models. 

8.3 Opportunities and Challenges in Hydrothermal 
Processing (HTP)

Apart from energy production, HTC has a robust prospective to become 
an environmentally friendly conversion technology. This emerging 
energy technology ensures a reduction  in greenhouse gas (GHG) emis-
sions through sequestration of carbon dioxide and  the simultaneous 
improvement of agricultural productivity due to the production and use 
of hydrochar in the soil. HTC can be considered an emerging sustain-
able energy production and environmentally friendly biomass conversion 
route. A carbon neutral environment can be achieved through absorbing 
carbon dioxide in the troposphere introduced through anthropogenic 
factors [5]. Biomass refuses are a nuisance to the environment and HTC 
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offers sustainable waste management and hydrochar production, which 
adds value to the waste. The decomposition of biomass in landfills gener-
ates methane which is released into the environment. Methane has more 
Global Warming Potential (GWP) than most greenhouses gases, including 
carbon dioxide [25]. 

Raw industrial and agricultural by-products have been used as good 
adsorbents for heavy metals in the water industry, however, the disadvan-
tage is that they cause leaching of organic pollutants bestowing additional 
environmental pollution [32]. However, it was noted that when hydrochar 
was used for water treatment, the poisonous heavy metals were success-
fully adsorbed [32]. Upscaling the technology can benefit societies through 
managing their waste resources and promoting economic growth in their 
respective areas. Production of soil amendments through HTC will reduce 
the need for chemical fertilizers and might ultimately improve agricultural 
productivity. The opportunities presented by hydrothermal processing can 
be viewed by assessing the three pillars of sustainability.

8.3.1 Environmental Opportunities 

The combustion of renewable biofuels from HTP does not result in a net 
increase in atmospheric greenhouse  gas concentrations. Atmospheric 
GHG emissions are associated with global warming and climate change. 
Substitution of fossil fuels with renewable biofuels can reduce the carbon 
foot print. HTP can be considered an alternate waste disposal route that 
permits diversion of biodegradable biomass from landfills and/or incin-
erators. Therefore, the diversion of waste biomass to HTP plants can pre-
vent the production and release of harmful carcinogenic compounds and 
hazardous GHG emissions that are produced through incineration and 
landfilling.

The Aqueous Phase (AP) from HTP also provides valuable material and 
resource recovery. The AP contains essential elements like nitrogen, potas-
sium, and phosphorus for crop fertilization. Applying AP as a natural fer-
tilizer on agricultural lands can enrich soils and improve crop productivity.

8.3.2 Social Opportunities 

The development, construction, and operation of HTP plants can increase 
employment opportunities and improve the local economy. 
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8.3.3 Economic Opportunities 

The production of sustainable and renewable HTP technologies can pro-
vide energy security, contributing to greater economic stability.

8.3.4 Challenges in HTP 

The following section outlines some of the current challenges in the HTP 
area.

 i. HTL is a relatively new technology, therefore the exact per-
formance details of the process are unknown. The mech-
anism of HTL has not yet been clearly elucidated. Reactor 
design and process optimization require development of 
quantitative reaction models based on a network of gov-
erning reactions.

 ii. The logistics systems for HTP can be both costly and time 
consuming. 

 iii. The capital and operational expenditure for HTP is gener-
ally higher than most energy conversion technologies due 
to the cost associated with operating the reactors at high 
temperatures and pressure.

 iv. The formation of coke, tar, and water soluble residues 
causes corrosion, fouling, and plugging, of the reactor and 
poisoning of the catalyst. Therefore, frequent regeneration 
and recycling of the catalyst is required.

 v. Deoxygenation and denitrogenation of the bio crude 
obtained from HTP is required before use as a transpor-
tation fuel.

 vi. Hydrothermal treatment is energy intensive because HTP 
occurs at high temperatures and pressure.

 vii. Modelling the degradation kinetics is complex and diffi-
cult because of feedstock diversity.

8.4 Bio-Methanation Process 

Bio-methanation or Anaerobic Digestion (AD) technology has been used 
in the production of biogas [34]. Anaerobic digestion is a process that 
occurs in nature without artificial aid or it can be aided through artificial 
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control in a biogas plant. Biodegradable materials such as sludge from sew-
age or municipal solid waste can be placed in the biogas digester plant. 
The raw material placed in the biogas digester is acted upon by bacteria 
to produce biogas [35]. The anaerobic digestion process provides a sus-
tainable solution to handling huge amounts of biomaterials, which results 
in the value addition of waste [36]. Among the many biofuels it was noted 
that anaerobic digestion is an environmentally and economically friendly 
technology with a net gain of 28.8 MJ of energy when compared to other 
biomass energy technologies [37, 38].

COMPLEX BIOPOLYMER
Carbohydrates/Fats/Proteins

SOLUBLE ORGANIC MOLECULES
Sugars/Fatty acids/Amino acid

Hydroytic Fermentative Bacteria

Acidogenic Fermentative Bacteria

1. Hydrolysis

2. Acidogenesis

3 . Acetogenesis

4 . Methanogenesis

Acetogens

Methanogens

Hydrogen/Acetic acid/Carbon Dioxide

BIOGAS
Methane/Carbon dioxide/Water

Carbonic Acid & Alcohols
Hydrogen/Carbondioxide/Ammonia

Figure 8.6 HAAM stages in production of biogas.
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AD is the breakdown of macrobiotic materials by particular bacteria in 
the absence of oxygen to produce biogas; it chiefly comprises of methane 
mixed with carbon dioxide. The biodegradation of the organic material is 
enhanced by microbes under anaerobic conditions and has been described 
to follow four sequential (HAAM) stages: hydrolysis, acidogenesis, aceto-
genesis, and methanogenesis [39]. The HAAM stages leading to the pro-
duction of biogas are illustrated in Figure 8.6 above. 

Step 1: Hydroylsis
The first step in the bio-methenation process is the conversion of organic 
matter by bacteria to complex biopolymers of the substrate used. The fer-
menting bacteria Bifidobacterium, Bacteriocides, and Clostridia are largely 
responsible for converting the complex biopolymers into matter, as shown 
in Equation 8.2.

 ( ) ( )C H O nH O n C H On
hydrolysis

6 10 5 2 6 12 6+  

 
(8.2)

Step 2: Acidogenesis 
Acidogenic fermentative bacteria degrades the soluble organic compounds 
produced during hydrolysis to acids, alcohols, hydrogen, and carbon diox-
ide. Further digestion by acetogens is produced in the acetogenesis step, as 
shown in Equation 8.3.

 ( )C H O
Acidogenesis/Acetogenesishydrolysis

6 12 6
  n CH COOH( )3  

(8.3)

Step 3: Methanogenesis
The methane forming bacteria convert the intermediary products from aci-
dogenesis into methane, carbon dioxide, and water as shown in Equations 
8.4 and 8.5.

 ( )CH COOH Methaneformingbacteria
3

  CCH CO4 2+  (8.4)

 CO H CH H OReduction
2 2 4 24 2+ + 

 (8.5)

In HAAM stages, the hydrolysis phase is the determining step for the 
formation of complex substrates, whilst methanogenesis is important for 
substrates ready for degradation [40, 41].
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The process yields biogas and its composition varies and depends on the 
characteristics of substrate [42].  Table 8.3 shows the common composition 
of biogas. 

Biogas predominantly contains a higher fraction of methane.  Methane 
is a combustible gas and the average calorific value was found to be 30 MJ/
kg [46]. This implies that the composition of the biogas has influence on 
it calorific value [47]. The presence of carbon dioxide was found to reduce 
the calorific value and increase compression and transportation costs [48]. 
In order to overcome this negative impact, it is important to remove it from 
the mixture. Some technologies which have been developed to-date for the 
removal of CO2 include cryogenic separation, water scrubbing, chemical 
scrubbing, membrane technology, and CO2 adsorption [48–50]. 

8.4.1 Factors that Influence AD

The process is influenced by some critical parameters: pH, hydraulic reten-
tion time (HRT), volumetric organic load (VOL), temperature, and the 
carbon-to-nitrogen (C/N) ratio. 

(i) pH
One parameter which has a considerable influence on the anaerobic diges-
tion process is pH [51, 52]. Survival of microorganisms depends on the 
alkalinity and acidity of the medium; there is a range of pH for which 
hydrogen, methane, or other by-products in the reactor are produced. The 
optimal pH for anaerobic digestion ranges between 6.8 and 7.2, nonethe-
less, tolerance of pH 6.5 to 8.0 has been noted [53]. Outside this range, the 
bacteria’s cellular structure and morphology has been affected, resulting in 
decreased population of the microbial [54].

(ii) Hydraulic Retention Time (HRT)
Hydraulic Retention Time (HRT) is the period when the feedstock resides 
in digester and can also be referred to as the residence time. Residence 
time is controlled by the feedstock flow rate and it varies from a few days to 

Table 8.3 Common composition of biogas.

Gas CH4 CO2 H2 N2 O2 H2O NH3 H2S

Comp % 50-75 25-50 0-1 0-5 0-2 0 -10 0-1 0-1

Source: [43–45].
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tens of days [34]. Low HRT has been found to hinder bacteria growth and 
subsequently favors hydrogen production [55–58].

(iii) Volumetric Organic Load (VOL)
Volumetric organic load refers to the unit volume of volatile solids dis-
charged into the digester per day [39, 59]. Volatile solids correspond to 
the fraction of biodegradable organic solids, while the undigested organic 
solid fraction that remains is referred to as a fixed solid. The rate at which 
the digester is loaded with the volatile solids depends on the type and 
variety of waste [39] and it influences the degree of biochemical activity 
taking place in the digester. Buildup of volatile fatty acids was found to 
inhibit the digestion process [60, 61]. When VOL is high, complete diges-
tion is achieved by increasing the retention time so that microorganisms 
can adequately act upon the organic material. A linear increase in the 
amount of hydrogen generated with VOL was reported [56, 57, 62, 63]. In 
a broad-spectrum, superior biochemical activity and growth rate of micro-
bials can be achieved under thermophilic conditions and increased organic 
loading rates [64]. 

(iv) Temperature
Temperature has a great influence on anaerobic digestion [65, 66]. A 50% 
decrease for every 10°C temperature decline was noted on the growth rate 
and activity of bacteria [67]. Digesters operate under different temperate 
conditions. Psychrophilic digesters were found to operate in a tempera-
ture range of 10-20°C, mesophillic digesters at an optimum tempera-
ture of 35°C, with regular thermophilic digesters operating at 50 to 60°C 
and extremely thermophilic digesters at 65-75°C [54, 68]. Despite these 
high thermophilic temperature ranges, the bacterial activity was noted to 
decrease at increased temperatures above 60°C for clusters of bacteria such 
as acetate and propionate [69]. 

(v) Inoculum Treatment
Acid, alkaline, or thermal treatments with chloroform, among others, are 
used to minimize growth of methanogenic hydrogen consuming micro- 
organisms. If the interest is on increasing methane, prior treatment may be 
necessary [70]. 

(vi) Carbon-to-Nitrogen (C/N) Ratio
This ratio refers to the elemental fraction of carbon and nitrogen found in 
the substrate [39] and it affects the anaerobic process. A higher C/N ratio 
results in nitrogen deficiency and on the contrary, when the ratio is too 
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low, toxic ammonia tends to build-up. An optimal 20 to 30 C/N for anaer-
obic digestion was reported [71–73].

8.4.2 Biogas Use

The utilization of biogas includes, but is not only limited to, the following:

i) It is mostly used as a fuel for cooking and lighting, which 
reduces the demand for firewood 

ii) Used as an alternative fuel for space heating as well as in 
refrigeration equipment

iii) Biogas can be used to generate electricity from modified 
petroleum generators 

iv) Use in equipment such as boilers, heaters, and chillers that 
normally use propane or natural gas can be modified to 
use biogas 

v) It is currently being used to power fuel cells  

Table 8.4 Status of biogas production used for electricity production.

Country Number of biogas plants
Energy production 

(GWh/yr)

Austria 337 570

Brazil 25 613

Denmark 154 1218

France 336 1273

Finland 82 567

Germany 10020 28270

Norway 129 500

Republic of Ireland 30 31.7 

Republic of Korea 82 2578

United Kingdom 634 6637

Source: [74].
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In developed countries, biogas production has become pivotal in the 
generation of electricity. Infusion of biogas technology in electricity gener-
ation will shortly upset the conventional exploitation of fossil fuels. Table 
8.4 shows the status of biogas production used for electricity generation.

8.4.3 Benefits of Biogas Technology

Biogas technology offers a cost-effective and environmentally friendly 
manure management strategy. Biogas technologies anaerobically digest 
manure with the resultant output of a rich energy gas, biogas, and low-odor 
effluent. The effluent, commonly referred to as the slurry, is the remaining 
indigestible material in the digester after production of biogas. This mate-
rial contains nitrogen and potassium nutrients which can be used in soils 
as a fertilizer. There are however many other reasons as to why a farmer 
should consider installing biogas technology. The following are some of 
the principal reasons:

i)  Energy Provision 
 By harnessing biogas from anaerobic digestion, there 

is ready provision of energy. At a farm for instance, the 
energy costs for electricity and gas can be reduced signifi-
cantly with the use of biogas technology.  

ii)  Elimination of Odors 
 Poorly managed manure storage facilities are a source 

of persistent unpleasant odors and attract flies. Odors 
affect the quality of air and this may be an annoyance to 
the surrounding communities. The volatile organic acids 
produced by decaying manure are managed in a biogas 
digester, reducing the offensive odors to the environment 
because the slurry is almost odorless.  

iii)  Reduced Surface and Groundwater Contamination
 Digester effluent, when compared to untreated manure, 

gives a uniform and banal product. Its high ammonium 
content paves the way for its application as a crop fertilizer 
and its physical properties entail an easier land applica-
tion. When properly applied, the possibility of surface or 
groundwater pollution by digester effluent is eliminated.

iv)  Reduced Pathogens 
 The pathogens present in animal waste are dramatically 

reduced when they are confined in a biogas digester. The 
digester assists in the isolation of pathogens and kills them 



266 Renewable Energy Technologies

prior to entering storage for land application. This makes 
handling of the slurry safe as opposed to untreated animal 
waste.

v)  Closed Nutrient Cycle 
 The biogas digester presents a closed carbon and nutrient 

cycle. The methane gas provides for energy utilization and 
the carbon dioxide freed into the atmosphere is used up 
in the process of photosynthesis. The carbon compounds 
which remain in the slurry help to improve the content of 
carbon in the soil when applied as a fertilizer. 

vi)  Reduced Deforestation & GHG Emissions 
 The use of biogas in households helps to reduce pressure 

on the environment by deforestation [75]. Methane, on 
the other hand, contributes immensely to the greenhouse 
effect when not harnessed, as the global warming potential 
of methane is 21 times than that of carbon dioxide [76].  
Hence, use of biogas leads to a reduction in GHG emis-
sions linked to methane which would otherwise be formed 
from the natural process of fermentation in waste dump 
areas. 

vii)  Fuel Substitute 
 Biogas can be used as a substitute for firewood, coal, 

and some liquid petroleum fuels. It has been shown that 
replacing firewood and coal with biogas led to a reduction 
of 4193 thousand tons and 62.0 thousand tons of CO2 and 
SO2 emissions, respectively [77]. Hence, economic, envi-
ronmental, and social benefits can be achieved.

Harnessing biogas from animal or agricultural waste can enhance 
profitability whilst improving the quality of our environment for a sus-
tainable future. Extensive use of biogas technology will help generate 
employment in areas linked to innovation, design, and manufacturing 
of energy recovery components, all of which point to the progression of 
agribusiness. 

8.4.4 Biogas Digester

It is a bio-reactor in which anaerobic digestion of organic materials occurs 
and it comes in the form of batch or continuous reactors [34].
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(i) Batch: In this type, the organic waste materials are charged 
only once into the digester to be digested under anaerobic 
conditions. The digester is then emptied when the diges-
tion process is complete. This type of digester is well suited 
for fibrous materials and the retention period usually fluc-
tuates between 30 to 50 days. The gas production is irreg-
ular and, in most cases, fermented slurry may be added to 
activate the digestion process.  

(ii) Semi Continuous: A programmed amount of feedstock 
soaked in water is fed into the digester at a particular 
interval of time per day. An equivalent volume of digested 
material (slurry) is discharged from the digester by the 
incoming fresh feedstock. 

(iii)  Continuous: The feedstock is charged constantly into the 
digester with simultaneous discharge of the digested mate-
rial (slurry). The advantage of the digester is that there is 
continuous gas production, lesser period for digestion, 
and the digester requires little maintenance.

8.4.5 Types of Biogas Digesters

There are so many factors that influence biogas digester designs and chief 
amongst them are climatic conditions and site locations [78]. In tropical 
countries, it is common to find underground digesters in response to avail-
ability of geothermal energy. A variety of biogas digester types have been 
designed and built: the fixed dome and floating drum digesters developed 
in China and India, respectively, have withstood the test of time and are 
sustained to perform well today. Millions of household biogas digesters 
utilizing simple technologies have been commissioned in China, India, 
and Nepal [79]. Biogas digesters should be enclosed with an air-tight lid 
to capture the generated biogas. The main types of digester technologies 
include: 

i) Fixed Dome Digester
The fixed dome digester, also called the Chinese digester, was developed in 
China. The schematic diagram of a fixed dome digester is shown in Figure 
8.7. The digester consists of an inlet channel (which comprises of a waste 
mixing chamber and inlet pipe) and an underground reactor built from 
bricks or stones with cement. The completed structure has a dome shaped 
roof which is not projected above the ground level but is covered under-
ground. The dome shaped roof is designed with fittings for gas outlet pipes. 
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The effluent from the digester is discharged into the slurry collection cham-
ber through the outlet pipe.

The biomass feedstock is charged into the anaerobic reactor chamber 
through the inlet channel. The digestion then takes place in the reactor 
chamber and the biogas produced accumulates in the space between the 
reactor chamber and dome shaped roof. Pressure builds up inside the col-
lection chamber as more and more gas accumulates. The built up-pressure 
subsequently pushes the slurry into the effluent outlet pipe and eventu-
ally discharges it into the effluent collection chamber. The slurry flows 
back into the digester once biogas is released [80]. This digester model is 
usually built underground and the digester size depends on the available 
quantities of substrate per day. Household to community type digester 
sizes have been found to vary from 5m3 to 150 m3 for digesters installed 
in Asia [81]. [80] reiterates that in locations where households are clus-
tered,  community-type biogas digesters that cater to 10 to 20 households 
are more viable as opposed to individual household digesters. 

ii) Floating Drum Digesters
The floating drum type of digester was developed in India and commis-
sioned in 1962 [79]. The digester consists of a reactor chamber for fermen-
tation and an inverted floating drum where the gas is collected (see Figure 
8.8). The inverted drum is the gas collection chamber and it is designed to 
float above the anaerobic reactor chamber. The height of the drum above 
the digester gives a visual indication of biogas collected. The weight of the 

A

B

E

Ground levelD

C

A. Inlet Channel
B. Anaerobic Reactor Chamber
C. Fixed Dome Gas Collection Chamber
D. Biogas Outlet & Access
E. Effluent Outlet & Collection Chamber

Figure 8.7 Schematic diagram of fixed dome digester.



Emerging Trends for Biomass and Waste to Energy Conversion 269

drum creates pressure that forces the biogas to flow through the outlet pipe 
[82].

The fermented material (slurry) settles as sludge sediment at the base of 
the digester where it is pushed out through the outlet pipe. The level of the 
floating drum equates to the amount of biogas accumulated in the drum. 
Unlike the fixed dome digester, the floating drum requires constant coating 
with paint to avoid rusting. 

iii) Covered Anaerobic Lagoon Digesters 
Anaerobic lagoons with liquid manure can be covered to collect the biogas 
generated. The covers used are HDPE plastic, typically 40- to 60- millimeter, 
however, these are optional materials [83]. Such lagoons are designed to 
keep the odor emission to low levels and at the same time treat the manure 
[84]. There are reduced emissions of atmospheric pollution from methane 
when the biogas is combusted in a covered lagoon, compared to an open 
lagoon.  Methane, as mentioned earlier, is a greenhouse gas (GHG) which 
is more effective than CO2 for trapping heat, implying that GHG or carbon 

Biogas Outlet

Floating Drum
Gas Collection

Chamber

Feedstock Inlet

Anaerobic Reactor
Chamber

Sludge

Sediments

Effluent Outlet

Figure 8.8 Schematic diagram of floating drum digester.
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credits can be obtained through reducing methane emissions. An evolving 
business in buying and selling GHG or carbon credits by companies is now 
an in-thing [83].
iv) Complete Mix Anaerobic Digester 
These are digesters consisting of tanks above or below ground surface and 
they are designed to handle biomass material of 3 to 10 per cent solid con-
centrations [83]. The tank is usually designed with a mechanical, hydraulic, 
or gas mixing system [85]. When compared to lagoons, complex anaerobic 
digesters require less land.
v) Plug Flow Anaerobic Digester 
They comprise of rectangular tanks which are heated and are employed for 
the treatment of scraped dairy manure with total solids ranging between 
11 to 13 per cent [83]. They are primarily used at dairy farms where the 
manure is collected by scrapping and were found to tolerate a broader 
range of solid concentrations [84]. However, it has been reported that 
swine manure which contains very little fibre cannot be treated with plug 
flow digesters [83].

Table 8.5 Anaerobic digester systems and main features.

Digester type Digester properties

Up Flow Anaerobic
Sludge Blanket (UASB)

These are vertical tanks with high reaction rates 
and are above ground and heated. Affluent 
is constantly added into the reactor. They are 
best suited for consistent waste streams and are 
highly efficient.  HRT ≤ 5 days

Anaerobic Sequencing 
Batch Reactors 
(ASBR)

Heated tanks above the ground with impermeable 
roof for gas collection and are best suited for 
treating diluted waste; HRT ≤ 5 days

Anaerobic Fluidized Bed 
Reactors (AFBR)

Good mass transfer as a result of the high flow 
rate around the particles; Less clogging and 
short-circuiting due to the large pore spaces 
formed through bed expansion; They have 
a low capital cost due to reduced reactor 
volumes. HRT ≤ 5 days  

High Solid Fermentation Designed for high solids content and other 
organic substrates in a co-digestion system; 
HRT is 2-3 days

Source: [86].
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vi) Fixed Film Anaerobic Digester 
This consists of a tank containing plastic pellets as a medium on which a 
thin biofilm of anaerobic bacteria attaches and grows. The system does not 
rely on suspended bacteria on the digester feedstock [83, 85]. When the 
substrate (manure) passes through the media, the digestion process occurs 
and biogas is produced. Fixed film digesters have been found to operate 
best with dilute waste streams associated with flush manure handling or pit 
recharge manure collection [83]. Several digesters do exist and a few other 
examples of biogas digesters are listed in Table 8.5.

8.4.6 Factors to Consider when Selecting a Biogas Digester 
Design 

Choosing the design is an essential part of the planning process and hinges 
on familiarisation with basic biogas digester design considerations. The fol-
lowing must be put into consideration when selecting the biogas digester 
design:

(i) Space for Digester Construction: The decision on whether 
the digester should be placed above-ground or under-
ground is determined by the available space. Available space 
also influences decisions on the digester orientation and 
whether an upright or horizontal plant is suitable. 

(ii) Substrate Type & Quantity: The type of substrate and 
amount fed into the digester principally determine 
the size and design of the digester and inlet and outlet 
construction. 

(iii)  Availability of Building Materials: The cost and avail-
ability of the building materials also influences the choice 
of design [87]. The chosen design should be sturdy, 
dependable, strong, water and gas tight, and should be 
adaptable so that it can be built with locally available 
materials, cheap and easy to build, and cost effective for 
the long run.

(iv)  Digester Shape: Physical structures which are round and 
spherically shaped have been found to withstand the most 
dynamic earth pressures on masonry, internal hydrostat-
ics, and gas pressure. 

(v) Structural Form: Masonry structures with sharp edges 
and corners should be avoided by all means necessary 
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since they give rise to peak tensile stresses which can lead 
to structural failure. 

(vi) Provision of Overflow: An overflow into and out of the 
digester provides a failsafe measure for avoidance of over-
filling the plant. The location of the gas outlet on the other 
hand should be projected at least 10cm above the overflow 
level to prevent plugging up of the gas pipe.

(vii) Counter Pressure Consideration: There is a built-up of 
pressure associated with the gas collection chamber, so the 
top of the digester should be located below ground level 
so that it is adequately covered with soil which can help 
provide sufficient counter pressure. In addition to this, the 
manhole/lid must be constructed to weigh at least 100kg 
or the lid can be secured with clamps.

8.5 Integrating AD-HTP 

The integration of processes for biomass resources provide the key for 
maximizing production and at the same time ensuring sustainability of 
bioenergy and bio-products [88]. Hybrids of the anaerobic digestion and 
thermochemical conversion technologies have been proposed as a possible 
route to recover more energy from biomass [89]. Hydrothermal liquefac-
tion studies on anaerobic digestates were conducted [90–92]. Recoveries 
with an encouraging energy balance of 52-83% energy, 76% carbon, and 42 
wt% biocrude were reported when cow manure was anaerobically treated 
[89, 93]. It was also noted by [88] that integration is beneficial to treat-
ment of digestate leading to enhanced biogas yields. There appears to be 
manifold opportunities for integration of hydrothermal processing with 
AD. As noted by [88], the benefits could result in the reduction of biomass 
waste, increased biogas yield, low fugitive emissions, and opportunities for 
nutrient recovery, amongst others. It can therefore be recommended that 
further study towards technical feasibility for integration of hydrothermal 
processing with anaerobic digestion should be explored.

8.6 Waste to Energy Conversion

Waste to Energy (WtE) conversion is a procedure of generating useable 
energy in the form of heat, electricity, or fuels after the primary treatment 
of waste sources. WtE technologies can, in general, be placed in two classes: 
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thermal and biological. Thermal WtE technologies include technologies 
like pyrolysis, incineration, plasma arc gasification, and non-plasma arc 
gasification, as well as thermal depolymerisation. Biological WtE conver-
sion involves the production of energy through anaerobic digestion, fer-
mentation, and hydrolysis of organic waste.

WtE technologies can utilize waste materials ranging from solids to 
gases, e.g., water treatment sludge, municipal sewage, flue gases, or refin-
ery gases.  The selection and adoption of an appropriate WtE technology 
depends on the feedstock characteristics. Likewise, the output and residue 
on or after WtE processes will also vary in accordance with the feedstock 
nature and technologies used. 

A survey of recent literature has shown that municipal solid waste 
(MSW) is the most widespread and sustainable feedstock to most WtE tech-
nologies. MSW has been viewed as a challenge to the environment instead 
of being regarded as a prospect for obtaining some products such as heat 
or energy and recycling materials [94]. The level of economic development 
of a country, its culture on energy sources, and climate all influence the 
composition of the MSW generated [95]. Global MSW generation levels 
are estimated at 1300 million tonnes annually, with the levels anticipated 

MSW

Biological WtE
Options

Thermal WtE
Options

Incineration

Heat and
Gas

Gas Biofuels BiogasLand fill gas

Gasification
Landfill with gas

Recovery
Pyrolysis Anaerobic

Digestion

COMBINED HEAT AND POWER (CHP) PLANT

ELECTRICITY

Figure 8.9 Schematic diagram of electricity generation from MSW using thermal and 
biological WtE options.
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to approximately increase to 2200 million tonnes annually by 2025 [96]. It 
was reported that countries of low-income produce the highest proportion 
of biodegradable MSW, whereas MSW predominately composed of inor-
ganic materials is generated in high income countries [97]. The universal 
characteristic of MSW comprises of its involvement in GHG emissions, 
with particular reference to methane emissions [96]. With the increasing 
global energy demand, emerging WtE technologies based on MSW can 
be viewed as options having immense potential for a sustainable future. 
Figure 8.9 shows the various pathways of producing electricity from MSW.  
A summary of WtE technologies is given in Table 8.6. 

8.6.1 WtE Conversion Case Studies

Uganda is the leading country in Africa and only comes second to India 
in the world ranking of banana production. As such, Uganda experiences 
large quantities of banana waste generated from its marketing and indus-
trial processes. A case study on the valorization of banana waste in Uganda 
revealed that biochemical, thermal, and thermo-chemical processes can be 
employed in WtE conversion. However, the high degree of moisture pres-
ent in the banana waste was found to inhibit the application of thermal and 
thermo-chemical processes except for the gasification process, which is an 
expensive technology for the farmers in Uganda. The AD processes were 
found to be most appropriate for handling banana waste of high moisture 
content in Uganda [100]. 

A case study of waste to energy conversion was conducted in Madinah, 
Saudi Arabia. The purpose was to utilize MSW in anaerobic digestion 
and pyrolysis processes. The study determined that an energy potential of 
1409.63 and 5619.80 TJ can be produced if the entire MSW of Madinah 
City was processed through AD and pyrolysis, respectively. This was found 
to be equivalent to 15.64 and 58.81 MW from Biogas and pyrolytic oil, 
respectively, or a total of 74.45 MW of continuous electricity supply in 
Madinah city throughout the year. The study also noted that an annual 
saving potential of US$63.51 and US$53.45 million from AD and pyroly-
sis, respectively, can be achieved [101]. 

A study conducted in Eluru, India determined the daily quantities 
of MSW. The waste quantity was used to estimate the energy that could 
potentially be generated from the combustion of the municipal solid waste. 
A generation potential of 3MW was found to be possible with the combus-
tion of MSW produced in Eluru Municipal Corporation [102].

A case study for Libya showed that waste to energy conversion can pro-
vide 197 MW based on incineration of an MSW scenario and 57MW from 
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mass burned with a recycling scenario. These values would account for 
0.82% and 0.24% of the expected 2030 peak electricity demand of 24.1 GW 
for Libya [103]. A summary of other waste to energy conversion case stud-
ies is presented in Table 8.7. 

8.6.2 WtE from Municipal Wastewater 

Municipal wastewater treatment requires considerable amounts of energy 
during their operation, however, a net energy gain can be attained through 
harnessing biogas from anaerobic digestion of the derived sewage sludge 
or valorisation as bio-fuels using thermo-chemical processes [106]. Biogas 
recovery from sewage sludge is a proven technological practice and can 
be one important valuable resource that can be obtained from wastewater 
treatment. The successful implementation of biogas generation from sew-
age plants has been in power and heat generation. A few examples include 

Table 8.7 Summary of some waste to energy conversion plants.

Plant location
Description of process 

plant Generation capacity

Shalivahana (MSW) 
Green Energy Ltd, 
Karimnagar, Andhra 
Pradesh

Co-incinerator plant 
that runs on a mixture 
of raw MSW, RDF, 
biomass wastes, and 
coal

12 MW 

Rochem Power Plant, 
Pune

An integrated segregation 
and gasification waste 
to energy plant

Total designed 
capacity of the 
plant is 10 MW

Ecopolis, New Delhi Waste to energy plant 16 MW WtE

Tyseley Energy 
Recovery Facility, 
Birmingham, UK 

Plant processes 960 tpd 
of MSW and has an 
integrated hazardous 
waste incinerator (14 
tpd) that provides 
feedwater heating

27 MW WtE plant

Coventry and Solihull 
Waste Disposal 
Company, UK

MSW processed at the 
plant 

17 MW WtE plant

Source: [105, 106].
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the case of Moscow where biogas is used in boilers for steam production 
[107]. In Philadelphia, USA 100% of biogas from the sewage plant is uti-
lized in CHP engines. It was noted that the plants in Philadelphia managed 
to reduce the amount of purchased electricity by a factor of 26 and at the 
same time achieve an energy neutrality of 54% [108]. In Turkey, the sewage 
plants were reported to have a biogas generating capacity of 32,500 m3/day 
and this gas is utilized in the generation of 70,000 kWh of electric power, 
which meets almost 90% of the plant’s electricity needs [109]. In Chile, 
almost 24 MM Nm³/year of biogas is generated for residential use [110].

Sewage is also slowly finding its way into hydropower generation. It 
has been noted that the concept of installing micro-hydro power plants 
in run-off rivers and irrigation canals can equally be applied in sewage 
pipes/canals for the same purpose [111]. Using sewage flows to generate 
power is a relatively new idea and precedential. However, installation of 
micro-turbines in run-off rivers and irrigation canals has been stalled with 
frequent problems of turbine blockage by foreign bodies, which include 
leaves and other refuse and so, this method cannot be used with sewage for 
power generation [111]. The use of hollow pico-hydraulic turbines is being 
considered for power generation in sewage pipes. A pico-hydraulic turbine 
constructed with a globular hollow around the mid-axis that allows solids 
to flow all the way through without jamming the turbine has been designed 
[112]. A laboratory experimental investigation on the performance of 
such a turbine fixed along a sewage canal was conducted [111]. The study 
indicated positive results for power generation from sewage canals using 
pico-hydraulic turbines [111].

 A microbial fuel cell (MFC) is a device capable of generating electricity 
whilst treating wastewater [113, 114]. They have been envisioned as an up 
and coming technology for achieving sustainable treatment of wastewa-
ter [115]. Traditional wastewater treatment plants have been found to be 
inefficient and costly as they consume a lot of energy [116]. It is estimated 
that, wastewater treatment with MFC would consume, on average, 27% 
of the power that can be used with activated sludge-based aerobic pro-
cesses [115]. In MFC technology, microorganisms are used to convert the 
chemical energy in organic compounds into electricity [117]. The MFC are 
also referred to as bio-electrochemical systems because they use bacteria 
as biocatalysts to oxidize organic and inorganic matter in the process of 
generating electricity from waste [116]. MFC presents the shortest route 
to electricity generation using various sources of wastewater, concurrently 
achieving wastewater treatment. The use of MFC for power generation can 
be regarded as a dependable, efficient, and environmentally clean process 
utilizing renewable energy methods [117].
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An MFC primarily consists of two chambers: the anodic chamber 
which holds the anode and the cathodic chamber containing the cath-
ode. The two chambers are demarcated by a proton exchange mem-
brane [118]. The microorganisms available in the anodic chamber are 
presented with substrate material which is digested under anaerobic 
conditions and this process liberates electrons which are then carried 
away from the anode to cathode through an external circuit and some 
generated protons are selectively transmitted through the exchange 
membrane. The proton exchange membrane inhibits the diffusion of 
oxygen to the anode enabling the protons to react with oxygen at the 
cathode, producing water [119]. An investigation on electricity gen-
eration from MFC treated with bacteria obtained from sewage was 
conducted [120]. It was reported that the MFC are capable of gener-
ating power using sewage whilst presenting an eco-friendly process 
of wastewater treatment over natural or constructed waste treatment 
ponds [120]. It was also reported that MFCs are capable of produc-
ing 0.026 kW h m-3 wastewater or 0.080 kW h kg-1 chemical oxygen 
demand (COD) normalized energy recovery from municipal wastewa-
ter [121, 122]. This implies that a theoretical positive energy balance 
can be achieved with MFC.

8.6.3 Opportunities Arising from WtE Plans

Numerous opportunities can be afforded through WtE inventiveness, these 
include, amongst others:

• Improved energy security and access
• Augmented ways of extracting value from waste
• Reduction in GHG emission and overdependence on fossil 

fuels
• Air quality enhancement through good waste management 

practice 
• Reduction in waste volume and disposal sites, e.g., landfill 

sites 
• Green job creation and enterprise development 
• Redeployment of waste from landfills 
• Reduction of energy costs through fuel substitution 
• Highly efficient solution for urban area with land scarcity 

and high energy demand 
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8.6.4 Potential Challenges to Viability

The emerging WtE technologies have numerous viability challenges which 
cannot be ignored, some of which include the following: 

• Operations of WtE facilities are affected by climate and sea-
sonal variations of feedstock volume and composition

• Most WtE plants generate ash that needs to be disposed of 
safely to prevent environmental pollution

• High initial operation and maintenance costs 
• The accessibility of low-priced natural gas tends to out- 

compete the need for biogas 
• Quite a number of aspects regarding proposal for WtE facil-

ities normally require regulatory approvals and stringent 
emission standards do exist particularly for incinerators 

• Most emerging WtE technological projects have a higher 
risk profile because of their highly specialized plant and 
equipment (with low value as security)

• Lack of knowledge and awareness of the associated benefits 

8.6.5 Future Prospects of WtE Technologies

There is a potential for the WtE market to grow continuously on a global 
scale due to the following reasons: 

• There is an increased generation of waste as a result of rapid 
urbanization 

• There is generally increased support coming from gov-
ernments as indicated by various policies implemented in 
favour of renewable energy technologies

• The share of  renewables is increasing significantly in the 
energy mix 

• There is increased development in new WtE technologies 
• The benefits accrued from WtE facilities in terms of 

employment
• The call to quell environmental pollution and enhance 

energy security has become very strong 
• The call to develop technologies that are adaptable to local 

needs has become a big push factor for many countries
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8.7 Impacts of COVID-19 on Biomass and Waste  
to Energy Conversion 

Since the outbreak of COVID-19, several countries in 2020 instituted 
lockdown regulations meant to restrict mobility, trade, and other socio- 
economic activities. This transformed the world economies and businesses 
with many counting the costs as nations struggled to tackle the spread of 
the virus. A study on how the lockdown affected biomass burning was con-
ducted for Sub-Saharan Africa. The study analyzed the changes in black 
carbon, Aerosol Optical Depth (AOD), carbon monoxide, and burned 
area. It was observed that during the COVID-19 lockdown carbon mon-
oxide emission levels in the region increased by 0.008 mol/m2 and AOD 
increased by 20%. The black carbon emissions and burnt area were also 
found to be higher in 2020 than in 2019. The emissions were attributed 
to the burning of forest cover, shrub-lands, and cultivated lands meant 
for agricultural activities. The limited movements and operations of the 
environmental agencies as a result of the lockdown measures prompted an 
increase in the uncontrolled burning of vegetation [123].

The COVID-19 pandemic and lockdown measures enforced by various 
countries were also found to have hampered the operations of companies 
which were deemed non-essential service providers. A survey on compa-
nies selling clean cook stoves and fuels in Africa was conducted by the 
Clean Cooking Alliance in the April 2020 lockdown period. The results 
indicated that almost one-third of the 111 companies that responded had 
temporarily ceased operations, while two thirds anticipated moderate to 
severe disruptions [124]. Further survey on 613 energy access compa-
nies conducted across 44 countries in July 2020 found out those compa-
nies manufacturing biomass stoves experienced disruptions across most 
of their operations and supply chains [124]. On the same note, the liquid 
biofuels sector was also not spared by the COVID-19 pandemic; there was 
a notably significant drop in transport fuel demand around the world and 
this distressed the biofuels industry, resulting in plant shutdowns or min-
imized production volumes [125]. The results show an imperil inclination 
against SDG 7 which underpins the need to ensure access to affordable, 
reliable, sustainable, and modern energy for all.

Death due to COVID-19 has been linked to excessive smoking and 
air pollution [126]. Research done in China on hospitalized victims of 
COVID-19 highlighted that people who smoked were fourteen times more 
susceptible to death when weighed against non-smokers. A high death 
rate as a result of COVID-19 in Northern Italy was attributed to higher 
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levels of air pollution exposure [127]. Since COVID-19 has been linked 
to smoking and atmospheric pollution, it has been inferred that indoor 
cooking with biomass is positively correlated to COVID-19 [128]. In most 
developing countries, and in particular the Sub-Saharan Africa, the most 
common source of fuel for cooking is biomass. The cooking is done in 
poorly aerated houses with no chimneys that discharge the smoke outside 
[129]. It was reported that when people with under-lying conditions con-
tract COVID-19 and are subjected to prolonged air pollution, they have a 
higher chance of death than those with COVID-19 [126]. A similar study 
also reported that the COVID-19 death rate was accelerated when peo-
ple who would have contracted the infection were exposed to particulate 
matter [125]. It has therefore been predicted that these groups of people 
are very much vulnerable to COVID-19 contagion [130].  The authors fur-
ther recommended the need for epidemiological research that looks at the 
relationship between smoke exposure from biomass and COVID-19 [130]. 
This calls for prioritizing the use of cleaner fuels and improved cooking 
stoves for such marginalized groups. 

The pandemic brought in new challenges in the management of both 
hazardous medical waste and MSW [131]. Different types of hazardous 
medical waste are generated, namely infected gloves, masks, personal pro-
tective equipment, respirators, and syringes to mention a few.  The major 
challenge is that of the increasing waste surge created due to COVID-19 and 
this has seemingly exceeded treatment capacity by a large margin [131]. In 
Politecnico, Italy alone it has been predicted that the need for both masks 
and gloves is anticipated to swell to more than 1 billion [132]. Improper 
management of medical waste poses health risks not only to health workers 
and patients, but to waste handlers as well, consequently escalating COVID-
19 [133]. It is indeed a challenge to manage this unusual waste using the 
currently available waste management practices. Waste to energy conversion 
technologies can thus come in handy for effective management of the extreme 
waste created during the pandemic [134]. Nevertheless, direct incineration 
of the waste with energy utilization has been discouraged because of the high 
toxins involved [135]. On the contrary, the process of pyrolysis and medium 
temperature microwave technique were identified as sound techniques for 
waste to energy conversion [135]. 

8.8 Conclusion

Modern technologies such as thermochemical conversion (TCC) pro-
cesses, especially gasification and pyrolysis, are slowly emerging as 
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trending technologies for biomass processing. Amongst the TCC routes, 
Hydrothermal Processing (HTP) of biomass is one route that has gained 
attention from which it is feasible to treat wet biomass under high pressure 
to obtain a range of biofuels. HTP interests arise from the fact that the 
process can be used to treat wet biomass with no need for drying to obtain 
hydrochar, bio-crude oil, and combustible gases which can all be used as 
fossil substitutes since their characteristics are comparable to convectional 
fossil fuels.

The deployment of renewable energy carriers such as biogas has been 
necessitated by the need to mitigate adverse ecological impacts created by 
the incessant use of fossil fuels. AD as a proven technology has found its 
use in the stabilization of industrial solid waste, sewage sludge, and ani-
mal manure. The established exploit of biogas technology is envisaged 
as a pathway for job creation in areas such as design, construction, and 
manufacture of equipment for energy recovery, all leading to agribusiness 
innovations. 

A review of several recent case studies across several nations revealed 
that it is technically and economically feasible to generate sustainable and 
renewable bioelectricity using WtE technologies like AD, incineration, 
pyrolysis, gasification, and MFC. The use of biomass, MSW, wastewater, 
and sewage as feedstocks for energy generation is supported by the vision 
to augment the share of renewables in the energy mix to improve energy 
security and reduce environmental pollution.

The adoption and commercialization of most emerging WtE technol-
ogies in developing countries is hindered by their high-risk profiles and 
high initial operation and maintenance costs. 
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Abstract
The Indian electricity landscape is undergoing a paradigm shift with a transition 
towards low-carbon pathways. Renewable Energy (RE) and improving energy effi-
ciency are the frontrunners among the technological interventions that the gov-
ernment is taking for facilitating this transition. An enabling policy and regulatory 
regime is critically important to support the technology and engineering aspects. 
Equally important, and often less discussed, are the standards and guidelines 
required to enable and ensure complete adoption of appropriate technologies as per 
the country’s operating environment. RE is finding its role becoming increasingly 
important in the form of both large, centralized plants and as Distributed Energy 
Resources (DERs) that connect to the utility grid at the distribution network-level.  
Other technologies like energy storage, especially in the form of Battery Energy 
Storage Systems (BESSs) and Electric Vehicles (EVs), have an important role to 
play to effectively integrate RE in the power system and to introduce flexibility 
in the entire energy domain. In this context, understanding the important poli-
cies, regulations, and standards supplements the knowledge relating to the appli-
cations of these technological interventions. This chapter provides an account of 
the important policies and regulations pertaining to RE, energy storage, and EVs. 
Certain landmark legislations and electricity market related recent developments 
have been covered. A case-study of a state electricity regulator encouraging use of 
advanced technologies like Blockchain for managing rooftop solar energy has also 
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been provided. Finally, a direction towards the national standard development 
efforts in RE grid integration, energy storage, and EVs has been provided.

Keywords: Renewable energy, policy and standards, energy storage, electric 
vehicles
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AR Assessment Report
BESS Battery Energy Storage Systems
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MoHUA Ministry of Housing and Urban Affairs
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MNRE Ministry of New & Renewable Energy 
UNFCCC United Nations Framework Convention on Climate 

Change
NAPCC National Action Plan for Climate Change 
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NITI National Institute for Transforming India
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PXIL Power Exchange of India Limited 
PPA Power Purchase Agreement 
POSOCO Power System Operation Corporation 
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RPC Regional Power Committee
REC Renewable Energy Certificate 
REMC Renewable Energy Management Centre
RPO Renewable Purchase Obligation 
RTS Rooftop Solar 
SEB State Electricity Board
SECI Solar Energy Corporation of India 
SERC State Electricity Regulatory Commission
SCUC Security-Constrained Unit Commitment
S&L Standards & Labelling 
UT Union Territories
UPERC Uttar Pradesh Electricity Regulatory Commission
WRI World Resources Institute

9.1 Introduction

The entire energy utility industry is associated with environmental implica-
tions attributed to the various activities related to its different components 
at different levels. Since the power generation component of the energy 
industry has a fundamental foundation on usage of fossil-fuels, the whole 
value-chain adds some share of carbon-emissions starting from transmis-
sion and distribution to end-use consumption. As per the latest statistic 
on breakdown of Global Greenhouse Gas (GHG) emissions based on the 
sector, published by Climate Watch & World Resources Institute (WRI), 
the energy sector (electricity, heat, and transport combined) contributed 
to about 72.3% of the GHG emissions in 2016. The Intergovernmental 
Panel on Climate Change (IPCC) showed indistinguishable indicators in 
the 5th Assessment Report (AR) in 2014 [1] as per data published (2010). 
The WRI provides updated information on these figures. Nevertheless, 
on a general footing, it has been found that the electricity or the power 
sector contributes close to more than a quarter of these emissions glob-
ally and comes first among all other sectors. It is therefore imperative that 
the power sector moves towards gradual decarbonization like the other 
economy sectors. Renewable Energy (RE) systems offer a much cleaner 
and near zero-emission (considering biomass) alternative to conventional 
fossil fuels and must be embraced. However, it is essential to discuss the 
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important policy and regulatory issues and challenges related to their 
integration with the bulk power system. This chapter is a novel attempt to 
de-construct the power system structure and operation in India and, in a 
logical sequence, explain the recent policy and regulatory developments 
with a simple and comprehensive understanding. A specific case-study has 
also been provided as part of a first-time account of this subject matter to 
complement technology-related work.

The current section discusses some of the landmark climate change 
announcements relating to the power industry, sets the context for India to 
put things in perspective, and talks in general about India’s thought direc-
tion, leadership, and action towards RE and a cleaner power system.

9.1.1 The Paris Climate Agreements and India’s INDC Targets

At the United Nations Framework Convention on Climate Change 
(UNFCCC) 21st Conference of Parties (COP) in Paris in 2015, the hallmark 
Paris Agreement was signed on the global stage. The agreement aims to 
empower a stronger and collective global response for the climate change 
threat of a 2°C global rise in temperature in this century that is more than 
pre-industrial levels and to contain the increment to 1.5°C in the surface 
temperature. As part of the agreement, the signatory parties are required 
to declare and act upon their “nationally determined contributions” to put 
their best efforts in honoring the commitment towards mitigating climate 
change. India is also a party to the agreement and it ratified the same by 
notifying its own Intended Nationally Determined Contribution (INDC) 
targets. India’s INDC aims to target a 40% increase in non-fossil fuel-based 
power capacity from the current 30% level by 2030. A major portion of 
the same is to be achieved by the country’s progressive installation target, 
i.e., 175 GW out of installed capacity through renewable based systems 
by 2022. Further, as compared to 2005, it aims to commit a reduction of 
33-35% emissions intensity per unit GDP by 2030, resulting in the creation 
of 3 billion tonnes of carbon sink by increasing tree cover. The year 2015 is 
also significant because of exemplary global leadership shown by India in 
the domain of RE. Shri Narendra Modi (Prime Minister of India) and H.E. 
Francois Hollande (President of France) launched the International Solar 
Alliance (ISA) at the Paris Climate Summit on November 30, 2015.

It is a UN like body and a treaty-based organization which is an alliance 
of 121 countries that have a rich solar resource because of their geographic 
location. There are 87 countries that are current signatories to the ISA frame-
work agreement as of July 30, 2020 and 67 of these have ratified the agree-
ment. The ISA is headquartered at Gurugram in India and has been active in 
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developing the solar resource in member countries through technology-de-
velopment trials, technology and trade collaborations, and by also hosting 
training and capacity-building programs. Recently, the ISA was selected 
as the implementation agency of the ‘One Sun, One World, One Grid 
(OSOWOG)’ project, an idea conceptualized by PM Modi and whose offi-
cial Request for Proposal (RfP) documents were released by the Ministry of 
New & Renewable Energy (MNRE) in May 2020. The ambitious project aims 
at a trans-continental electricity grid with utility-scale and distributed solar 
plants connected at various levels of the utility grid, interconnected among 
countries and continents. The initiative is planned to be implemented in 
three phases, as per initial RfP, and is another example of how India is show-
ing the way towards developing a global ecosystem of interconnected renew-
able energy resources, making way for global benefits and sustainability. 

It is also worth noting that before the framing of India’s INDC targets, at 
the national level, eight flagship missions were declared under the National 
Action Plan for Climate Change (NAPCC). One of the missions focused 
exclusively on RE and it was known as the Jawaharlal Nehru National Solar 
Mission (JNNSM) 2010. It provided a target of 20,000 MW of grid-con-
nected RE installation capacity by 2022. The implementation agency was 
the Ministry of New & Renewable Energy (MNRE) and it also focused on 
off-grid, decentralized, roof-top, and other small solar plants. In essence, 
the objective of the mission was to incentivize the installation of 22 GW 
of on and off-grid solar power using both photovoltaic (PV) and solar 
thermal or concentrating solar power (CSP) technologies. Solar lighting, 
water and air-heating, and solar water pumping applications were also 
focused on. After the change of the government in 2014, the National Solar 
Mission was revamped and a new and more aggressive target, i.e., 175 GW 
grid-connected RE based installation by 2022, was announced in 2015. 

9.1.2 India’s Current RE Policy Landscape: A Brief Overview

After the Paris Climate Summit, India’s active efforts towards decarbon-
izing its economy have taken a good shape. The national RE target was 
revamped to 175 GW of grid-connected installed capacity: 100 GW, 60 
GW, 10 GW, and 5 GW for solar, wind power, biomass, and a combina-
tion of small-hydro, waste to energy, etc., respectively. Further, the 100 
GW solar based capacity target is split into 60 GW from ground-mounted 
solar and 40 GW from rooftop solar. Another noteworthy development 
happened at the UN Climate Action Summit in New York in 2019 when 
the Prime Minister announced doubling India’s non-fossil fuel installed 
capacity to 450 GW in due course of time. 
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Also, adequate focus has been given to the rooftop solar segment as a 
separate MNRE scheme for rooftop solar that was launched in 2015. The 
Grid-Connected Rooftop Solar (RTS) Program aimed at supporting instal-
lation of a cumulative figure of 20 GW, mostly through a Central Financial 
Assistance (CFA) funding. The scheme is currently under Phase-II and was 
launched in March 2019 with a very pertinent move of involving power 
Distribution Companies (DISCOMs) as implementing agencies or state 
nodal agencies. Since DISCOMs are responsible for providing connectivity 
to their networks, having them at the helm is prudent to make the imple-
mentation of this program more effective. The investments in the RE sector 
in India have increased to the tune of INR 1.32 lakh crore over the last four 
years, since April 2017 [2]. The removal of tariff caps, consistent regulatory 
policies, and rising RE targets in India have contributed to attracting inves-
tors’ interest. On the other hand, policies encouraging domestic content 
requirements have also pushed the local economy and acted like a shot-in-
the-arm to the RE sector.

The rise in utility-scale solar installations due to increased tendering/
auction of capacities and participation from a wide spectrum of bidders 
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has pushed more competitive tariffs. Consequently, the lowest solar power 
tariff was recorded at INR 2.44/kWh as the winning bid for the Bhadla 
solar park at Rajasthan in May 2017. Furthermore, the discovered price of 
solar-generated electricity for an Inter-State Transmission System (ISTS) 
connectivity auction scheme came out to be INR 2.36/kWh (USD 0.031 
per kWh), which is a record new tariff. The trajectory of falli=ng solar 
prices, as seen in Figure 9.1, signals the shift towards wide-scale adoption 
of solar power in the country. 

The National Solar-Wind hybrid energy policy was released in May 
2018 by MNRE. The complimentary nature of the two RE resources (solar 
and wind) can help in addressing the variability aspect of these two forms 
of generation if they are combined together. This policy provided for opti-
mal utilization of land and power transmission infrastructure to promote 
hybrid wind- solar power plants. For instance, a solar PV plant could be 
installed alongside a wind farm and similarly, some wind power potential 
in the vicinity of solar farms can be explored. There is also a draft National 
Offshore Wind Power Policy, however, apart from a few site-feasibility 
studies, nothing much has progressed in this aspect. 

The promising policy landscape has also been backed by a strong regu-
latory and legal framework. The Electricity Act (2003) was a cornerstone in 
the history of the Indian electricity sector and opened the pathways to grid- 
integration of more RE sources. The act was amended on a timely basis with 
the latest amendment being discussed in 2020. The act empowered electric-
ity regulators at the state and central level to draft a set of rules and standard 
guidelines for interconnecting RE sources to the power grid. To improve 
forecasting of power generation from the RE plants to ensure a smoother 
integration, Renewable Energy Management Centers (REMCs) were created 
in March 2020. Apart from RE, energy storage is also being focused on very 
aggressively and these developments are a natural enabler for the smooth 
integration of more and more RE power with the power system.

With a favorable policy and regulatory framework, the nation looks 
on-course towards meeting its RE targets and fulfilling its INDCs through 
various clean-energy measures. The next section outlines the structure of 
the Indian power system and the way it functions, including the entities 
and the roles that they play.

9.2 Structure of the Indian Power System 

The Indian power system is a vertically-integrated system with the three 
segments for generation, transmission, and distribution, each having their 



RE and Allied Policies & Regulations in India 303

own utilities including some Independent Power Producers (IPPs). This 
transition from the erstwhile centralized regime took shape around the 
early 2000’s and the introduction of the Electricity Act in 2003 opened the 
way for a more federal structure where the center and the states enjoyed in 
harmony. The erstwhile State Electricity Boards (SEBs) also disintegrated 
into independent generation, transmission, and distribution utilities. 

There are five electricity grid-regions in India that operate as a synchro-
nously operating power grid under the motto of ‘one-nation, one-grid’. 
The Northern, Southern, Eastern, Western, and North-Eastern grids are 
synchronously interconnected and there is a specific grid frequency range 
defining the standardized operation of the power grid. This operating fre-
quency range (49.95 Hz – 50.05 Hz) is defined under the Indian Electricity 
Grid Code (2010), which is currently undergoing amendments. These 
regional electricity interconnections are through high voltage AC lines and 
High Voltage DC (HVDC) lines as well for bulk-power transfer through 
large inter-regional distances. The five regional grids and the types of elec-
tricity interconnections are shown in Figure 9.2.

At the central government level, the Ministry of Power (MoP) is the 
nodal ministry which lays out all the plans, programs, and policies. The 
MNRE is the nodal ministry responsible for the RE sector related policies. 
The MoP has a central technical body known as the Central Electricity 
Authority (CEA) which is a statutory body that works for all the electricity 
planning-related work including specifying technical standards related to 
the construction of electricity generation and transmission infrastructure 
and providing guidelines for safety protocols for operation and mainte-
nance of the power system infrastructure. The CEA notifies a national 
Electricity Plan at an interval of five years as per the National Electricity 
Policy (NEP), first notified in 2005. The CEA is also responsible for pro-
moting research activities and for advising state governments, generating 
companies, or the licensees on matters relating to improvement of elec-
tricity system operation. For planning and coordination activities with 
the states, five Regional Power Committees (RPCs) have also been formed 
for the five regions of India constituting the states and Union Territories 
(UTs) lying geographically in those regions: Northern, Eastern, Western, 
Southern and North-Eastern.  The CEA coordinates with all of these RPCs 
for state-level planning activities. Apart from the CEA, the Indian power 
system has dedicated statutory bodies for designated domains such as tariff 
and regulatory matters, power system operation, energy efficiency issues, 
legal matters, and electricity trading/power markets. Figure 9.3 shows the 
statutory bodies of the Indian power system, i.e., center and state-level and 
an attempt to show the structure of the electricity system in the country. 
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The REMCs are the latest entities to enter into the responsibility matrix 
and their role becomes more important with respect to managing the sys-
tem operation with smoother integration of RE.

The National Load Dispatch Centre (NLDC) was renamed as a separate 
entity from the Power System Operation Corporation (POSOCO) and is 
responsible for optimum scheduling and dispatch operations at the coun-
try level. This involves meticulous control and coordination with state and 
regional load dispatch centers. In the past year, the traditional method of 
power scheduling and dispatch has been experimented with by the intro-
duction of market-based elements and the influx of large levels of RE based 
power demanding more flexibility in system operation. Traditional coal-
based power generator scheduling based on least cost of generation is fac-
ing stiff competition from RE sources who have been accorded the status of 
‘must-run’ generators in the merit-order of dispatch. The POSOCO piloted 
Security-Constrained Unit Commitment (SCUC) in 2019, as practiced in 
many countries, and this signifies a new step towards a more agile grid 
operation in-view of rising RE penetration levels. 

Power trading and open-access to electricity (through ISTS and state 
networks) were landmark elements introduced to the Indian electricity 
sector by the Electricity Act (2003). Accordingly, two power exchanges 
currently operate in India: the Indian Energy Exchange (IEX) and Power 
Exchange of India Limited (PXIL), with a third one, Pranurja Solutions, 
also approved by the CERC. Adoption of RE has pushed the envelope for 
power-procurement methods by distribution utilities in India and newer 
forms of retail markets, at the distribution level, are being talked about. 

The electricity tariff determination guidelines, as per the NEP and the 
tariff policy, are provided by Central Electricity Regulatory Commission 
(CERC) and regulation of tariff for all power generating companies under 
the Central Government is controlled. The CERC also issues regulations 
pertaining to grid-connectivity of RE power plants at the transmission and 
distribution voltage-levels. These are important guidelines in the context 
of grid-integration of RE. The State Electricity Regulatory Commissions 
(SERCs) perform similar functions on the state-level. A Joint ERC is pres-
ent for the state of Goa and UTs and a separate JERC for Mizoram and 
Manipur. The Appellate Tribunal for Electricity (APTEL) is a statutory 
body developed for hearing cases in opposition to orders of ERCs and the 
adjudicating officer.

Apart from the statutory bodies, there are state and central generation, 
transmission, and distribution utilities, including franchises. The Power 
Grid Corporation of India (PGCIL) is now a transmission licensee and 
the erstwhile Central Transmission Utility (CTU) is responsible for laying 
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out transmission infrastructure in the form of HVAC and HVDC lines to 
transfer bulk power between regions and create ‘green-energy corridors’.

Energy efficiency at the end-use has been given prime focus by the 
Indian power system. Accordingly, two separate entities under the MoP 
were formed to look after energy efficiency issues in the country. The 
Bureau of Energy Efficiency (BEE) was established as a statutory body as 
per Section 3 of the Energy Conservation Act (2001). The BEE is responsi-
ble for running the Standards & Labeling (S&L) program for benchmark-
ing energy performance of different electrical appliances used by different 
consumer categories: residential, commercial, industrial. It is also respon-
sible for conceptualizing and administering Demand Side Management 
(DSM) programs through various utilities. The BEE also works for energy 
efficiency in buildings and manages the Energy Conservation Building 
Code (ECBC) launched in 2007 in addition to running various consumer 
awareness programs across the country. Since energy efficiency and adop-
tion of RE go hand-in-hand for creating a sustainable electricity frame-
work, the roles of bodies like BEE become all the more important. 

Energy Efficiency Services Limited (EESL) was set-up as an Energy 
Service Company (ESCO) under the MoP in 2009. It offers demand 
aggregation services and solutions in the space of LED bulbs, energy effi-
cient street lighting, smart electricity meters, decentralized solar, Electric 
Vehicles (EVs), and EV charging infrastructure. EESL has introduced many 
innovative business models and its efforts for the LED bulbs program won 
international accolades. EESL primarily works on a solution-driven inno-
vation based on the business model of Pay-As-You-Save (PAYS) and the 
‘deemed’ energy savings incurred due to smart and energy-efficient inter-
ventions pay for the investments. Some of the flagship EESL programs are 
UJALA, SLNP, Electric Vehicles, Building Energy, Smart Meters, Super-
Efficient air-conditioners, etc. The UJALA program was launched in 
January 2015 for distribution of LED bulbs, LED tube lights, and energy 
efficient fans to replace conventional lights and fans at very affordable 
pricing. Around 364.6 million efficient LED bulbs, 7.201 million energy- 
efficient tube lights, and 2.334 million fans have been distributed by EESL 
in the country so far. The economy of scale exhibited by this demand-ag-
gregation model led to the price of bulbs reducing from INR 310 (USD 5) 
a piece in January 2014 to INR 39.90 (USD 0.5) in August 2019. The EESL 
also launched a program on National E-Mobility on 7th March 2018 under 
the MoP guidelines. The mission of this program is to aggregate demand 
for EVs, starting by running fleets in government offices and development 
of charging infrastructure. 
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The next section describes the current status of RE in India vis-à-vis the 
policy targets.

9.3 Status of RE in India

Grid connected capacity by RE for India has been targeted to install 175 
GW by 2022. The breakdown of this target into different RE sources, as 
mentioned in Section 9.1, has been shown in Figure 9.4. This target, as per 
MNRE, is part of the world’s largest RE expansion program.

A significant focus has been given to ground-mounted or utility-scale 
solar power. The developments in tendering of large project capacities 
and the fall in discovered tariffs, as shown in Section 9.1, have boosted 
this segment. Many large-capacity solar power plants in the form of solar 
parks and solar farms have been developed through the Solar Energy 
Corporation of India (SECI), which is a commercial entity of the MNRE 
established to facilitate the implementation of the national solar mission.  
It is a central public sector undertaking that is responsible for installation 
of solar projects for power generation under various schemes of the solar 
mission. It releases RfPs and tender documents inviting participation from 
project developers to bid for the auctioned capacity of various large-scale 
solar based projects for power generation as per the national mission. As a 
result of a spate of recent developments in this segment, a large amount of 
capacity has been installed, on course to meeting the 2022 target as about 
32.834 GW of ground-mounted solar capacity has been installed, as of 
September 30, 2020, as per the MNRE. 

The status of the installed capacity of RE as of September 30, 2020 is 
given in Figure 9.5. Wind power has seen the maximum capacity installed 
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Figure 9.4 Breakdown of 175 GW RE target.
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in the country. In contrast to ground-mounted solar, Rooftop Solar (RTS) 
has not picked up sufficient scale. Only about 3.2 GW of RTS can be 
seen from the figure. However, as was discussed in Section 9.1, a sepa-
rate scheme on RTS is being administered by MNRE, which is currently in 
Phase-II and has taken DISCOMs aboard as official implementation part-
ners. The 40 GW of targeted capacity is expected to be integrated at the 
distribution network-level where the diversity of consumers makes adop-
tion a challenge. The industrial and commercial categories of consumers 
are seen to readily opt for rooftop solar PV, while institutional campuses 
and government buildings are covered under the central and respective 
state government mandates to install such plants. However, the residential 
category is yet to pick up the required pace of adoption. The continua-
tion of central financial assistance to such consumers (Component A) and 
incentivizing power distribution Companies (Component B) are the major 
highlights of Phase II of the MNRE grid-connected rooftop solar plant. 
These are among the pro-active measures that are expected to accelerate 
growth in the RTS sector. On similar lines, to support distributed solar 
and to find other viable applications of decentralized and ground-mounted 
grid-connected solar, an innovative scheme coupling RE with agriculture 
was launched. The Pradhan Mantri Kisan Urja Suraksha evam Utthan 
Mahabhiyan (PM KUSUM) scheme was started in March 2019 by MNRE 
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for installation of renewable energy-based power plants, solar pumps, and 
grid-connected solar plants. The components of this new farmer based 
scheme are as follows: 

 i. Component A: Installation of power plants of capacity 
10,000 MW based on decentralized, ground/ stilt mounted, 
but grid-integrated solar or other RE source

 ii. Component B: Installation of 17.50 lakh standalone 
solar-powered agriculture pumps

 iii. Component C: Solarization of 10 lakh grid-connected 
agricultural pumps

Overall, the scheme aims to add 25.75 GW of more solar capacity by 
2022 through central financial support.

The available figures of installed solar capacity in the country are in 
contrast to the technical potential of solar power estimated around 748.98 
GW as per a study done by the National Institute of Solar Energy (NISE). 
Also, since the availability of the RE resources is not uniform throughout 
the country, a complete decarbonization of the electricity system requires 
a long-term synergy between the RE rich states and the load-centers. The 
PGCIL is setting up a wide transmission infrastructure for evacuating RE 
power under the ‘green corridor’ project, as mentioned in the previous sec-
tion. However, in conjunction with the technical interventions, the policy 
and regulatory environment of the country has also devised strategies to 
ensure that there is a mandate for all the states and UTs to source partial 
electricity through RE.  Specifically, distribution licensees, open-access 
consumers, and captive power producers (obligated entities) have been 
designated and they are required for procurement of certain amounts of 
annual energy from RE resources, also known as the Renewable Purchase 
Obligation (RPO). RPOs are categorized as Solar RPO and Non-Solar RPO. 
The MoP has notified the target RPO trajectory up to the year 2022 and 
all the states and UTs. In order to help the obligated entities for meeting 
RPO targets, EA (2003) empowers CERC to frame regulations allowing the 
sale and purchase of a credit-based instrument that certifies purchase of a 
certain amount of RE based electricity by an obligated entity. This instru-
ment is called a Renewable Energy Certificate (REC) and 1 REC is issued 
to the generator over injection of 1 MWh of RE based electricity into the 
power grid. An obligated entity can buy these RECs from a seller through 
trading in the market and the IEX facilitates this trade. The REC prices are 
determined by supply and demand and are kept between a floor price and 
a ceiling price. There are penalties for non-compliance of the RPO and 
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on many occasions, these are not severe enough to force compliance. The 
status of RPO compliance and the solar RPO compliance by each state and 
UT for the FY 2019-20 is shown in Figure 9.6 and Figure 9.7, respectively.

9.4 Legal Aspects of Electricity and Consumer Rights 
in India

The Electricity Act (EA 2003) underwent amendments in 2014 and 
2018, however, the bills could not be passed to become a law in the par-
liament. The MoP released the Electricity (Amendment) Bill (2020) (the 
“Amendment Bill”) to amend the EA 2003 on April 17, 2020. The exis-
tence of a legally binding framework in regards to the electricity sector is 
of great significance to any country and empowers the democratization of 
electricity supply and access. 

The new amendment bill focuses on solving specific RE issues and is more 
dedicated towards improving the operational efficiency of DISCOMs. For 
the first time, a National RE Policy has been talked of in the bill and this 
will formalize a document that will act as a guiding light to elevate the par-
ticipation of RE in electricity. Furthermore, after hydro power was officially 
recognized as an RE source (excluding small-hydro which was already an 
RE source as per MNRE definition), the bill has talked about the proposal of 
expanding the RPO ambit to include hydro-power sources also. Also, specif-
ically, the new amendments to 86(1) (e) Section of the Electricity Act (2003) 
provide a mandate for SERCs to follow National RE Policy for providing 
guidelines for a minimum percentage purchase of electricity from RE and 
hydro. The EA Amendment Bill (2020) has also stressed more on complying 
with the RPO regulations and the CERC guidelines. An additional per day 
penalty, in case there is continuation of non-compliance at the state and UT 
obligated entity’s end, has been proposed. The APTEL has also been pro-
posed to be empowered more by increasing the number of members from 
three to seven, including the chairperson, to ensure speedy resolution.

Although there are a host of proposed amendments, only those which 
are immediately related to RE and its promotion have been covered here. It 
can be observed, of late, that the widespread adoption of RE based electric-
ity is also being accompanied by the rise of Distributed Energy Resources 
(DERs) that represent energy sources (even sinks, alternatively) that are 
distributed spatially and temporally in availability. The foremost example 
is rooftop solar plants, however, Electric Vehicles (EVs), Battery Energy 
Storage Systems (BESSs), and even Demand Side Management (DSM) and 
Demand Response (DR) are active contributors to maintaining the smooth 
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operation of the local power system. Since these resources are controllable, 
both as loads and dispatchable, now with the coupling of BESSs, they are 
becoming important participants in the emerging ‘smart grid’ paradigm. 
These types of resources are typically connected at the distribution grid 
level, hence the safety and rights of the consumers become important. As 
such, the empowerment of consumers and a level-playing field for all types 
of emerging energy resources has been acknowledged and a new set of 
rules have been drafted by the Government of India in this regard.

The Electricity Draft (Rights of Consumer) (2020) was released by MoP 
on September 9, 2020. The new framework talks about the ease of getting 
a new electricity connection, disconnection, and reconnection. To further 
protect the consumer rights and empower them, the draft rules talk about 
24×7 centralized call centers for common consumer services, a Customer 
Relationship Manager (CRM) system for unification of such consumer ser-
vices, and a Consumer Grievance Redressal Forum (CGRF) to serve the con-
sumers with better reach and more quality. These are mandated to be set up 
by distribution utilities as per the directions of their respective SERCs. There 
is relevant adequate stress on digitization of services, including payment of 
electricity bills through websites/portals, SMS, and smart-phone applica-
tions. Equal focus has been given to creating awareness among consumers 
and the distribution utility staff through multi-media campaigns. The major 
features of the draft rules in relation to consumer rights regarding RE and its 
usage at the consumer premises can be summarized as:

1. The term ‘prosumer’ has been officially used and this recog-
nizes the importance of RE based Distributed Generation 
(DG) at the consumer premises

2. The ‘prosumers’ have been guaranteed the same rights as 
that of consumers, including the right to set up RE systems 
including RTS power plants either by themselves or through 
a service provider

3. The power distribution utilities/licensees have been tasked 
to facilitate the process of RE power plant installation at pro-
sumers’ premises by creating online web-application portals 
documenting standard operating procedures, a single point 
of contact, application documentation, and applicable finan-
cial incentives, among others

4. For fast-tracking the installation of decentralized grid-con-
nected RE plants, a maximum time period of 20 days has 
been allotted for completion of technical feasibility study for 
assessing the feasibility of interconnection
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Promoting more RE, ensuring power system flexibility including dis-
tribution system agility, empowering consumer rights, and augmenting 
quality of supply are some of the major focus areas of the legislations being 
amended and draft rules being introduced in India. Such a legal frame-
work is essential for democratization of universal access to electricity. The 
next section describes policies and regulations relating to two major tech-
nologies that are promoting the growth of RE in power system: Energy 
Storage and EVs.

9.5 Policies, Programs, and Standards Related  
to Energy Storage and EVs

Energy storage will play an important role in shaping up the developments 
towards power systems given the advent of RE systems. The undergoing 
transition in the electricity sector in India is witnessing a steady integration 
of a large quantum of RE, both at the bulk power system level and at the 
distribution network level. The intermittent nature of RE based power gen-
eration will require an adequate amount of flexibility in the power system 
to address these sudden changes in power. The issues are more complex 
at the distribution network level where increasing load growth and newly 
emerging consumption patterns, coupled with the influx of distributed 
energy resources like rooftop solar plants and Electric Vehicles (EVs), pose 
operational challenges. These broad issues have shifted the focus towards 
energy storage, which is seen as an enabling technology for power system 
flexibility and stability. Energy storage, mainly in the form of pumped- 
hydro energy storage and Battery Energy Storage Systems (BESS), is being 
implemented in India based on technological maturity. Other energy 
storage technologies like supercapacitors are being used in stand-alone 
applications. 

Energy storage, especially in the form of BESS, has been taken up very 
aggressively in India in the last 3-4 years. Pumped-hydro storage was 
already being used and new plants are being developed, as well as old-ones 
being upgraded, mainly in the state of West Bengal that already has about 
900 MW of capacity at the Purulia pumped-hydro station. Their cost of 
electricity dispatched is very economical, however, there are land and ges-
tation time related issues with pumped-hydro storage. Therefore, a strong 
policy and regulatory framework and a phased-implementation pro-
gramme are essential for developing the energy storage sector. In January 
2017, the CERC launched a staff paper, ‘Introduction of Electricity Storage 
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System in India’, which discussed the need for energy storage in India 
and listed a few possible applications. It also highlighted the importance 
of market-based mechanisms for enabling a viable integration of energy 
storage in the power grid. Some of the related developments are discussed 
in the next section. To put stress on manufacturing of the major compo-
nents of BESSs, the union government launched the ‘National Mission on 
Transformative Mobility and Battery Storage’ in March 2019. This mission 
envisages a set of Phased Manufacturing Programmes (PMPs) for batteries 
and EV components in order to boost the sectors. As part of the announce-
ments made under the mission, the Union Cabinet approved the following:

1. Setting up of a National Mission on Transformative Mobility 
and Battery Storage to drive clean, connected, shared, sus-
tainable, and holistic mobility initiatives

2. A five-year PMP (valid till 2024) to support setting-up of a 
few large-scale, export-competitive integrated batteries and 
cell-manufacturing Giga plants in India

3. A five-year PMP (valid till 2024) to localize production 
across the entire EV value chain

In view of the rising oil import bills and alarming air-pollution in cit-
ies, electric mobility is among the highest priority issues in India. The 
country currently has a national level mobility program: the National 
Electric Mobility Mission Plan (NEMMP) launched in 2012, which is the 
national vision and roadmap towards faster adoption of EVs in the coun-
try, including their manufacturing. The NEMMP is being administered by 
the Department of Heavy Industry (DHI) as the nodal department. There 
is no national level policy target documented, however, a nationwide pro-
gram called Faster Adoption and Manufacturing of (Hybrid &) Electric 
Vehicles in India (FAME India) (2015) is operational. Implementation of 
the FAME scheme (currently in Phase-II) is the responsibility of the BEE, 
appointed as the Central Nodal Agency. Accordingly, state nodal agencies 
in almost 26 states and UTs have been identified and these entities range 
from DISCOMs to state transmission utilities to municipal corporations. 
At the apex decision making level, there is MoP which has framed the 
guidelines and standards for E-mobility and EV charging infrastructure. 
The CEA has recently amended its safety and grid-connectivity regula-
tions to include EVs and EV charging stations. These, among the Charge 
Point Operators (CPOs), the Bureau of Indian Standards (BIS), SERCs, 
SLDCs, and the various categories of users (passenger and commercial 
including fleet aggregators and freight) are among the major stakeholders 
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in the country as of now. Figure 9.8 shows the current stakeholder map 
for India highlighting the various entities that are responsible for setting 
up, operating, and maintaining the EV charging infrastructure in India. 
Since, for a successful implementation of an E-mobility program adequate 
charging infrastructure is essential, such a stakeholder mapping is useful. 
The National Institute for Transforming India (NITI) Aayog is the national 
government’s policy think-tank that has been tasked to coordinate the 
e-mobility program in India. The involvement of the Ministry of Petroleum 
and Natural Gas (MoPNG) shows the commitment of conventional fuel 
segments towards promoting EVs. The Ministry of Housing and Urban 
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Figure 9.8 Stakeholder map for EV charging infrastructure in India.
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Affairs (MoHUA) amended its Model Building Bylaws (2016) in 2019, pro-
viding reserve space for EV charging stations in residential buildings.  

The FAME program supports both procurement of EVs and installation 
of charging infrastructure. To create demand for EVs, FAME-empaneled 
vendor models of 2Ws, 3Ws including E-rickshaws, 4Ws, and electric 
buses have been listed on the FAME website, including the subsidy avail-
able on them. The subsidies are given on the basis of battery capacities. The 
INR 10,000 crore scheme has a significant portion allotted to installation 
of charging stations and the number of vehicles in each category, including 
buses, have been apportioned to be supported in each phase of the three-
year plan. The incentives according to the vehicle segment and the total 
units of vehicles supported in FAME-II scheme are shown in Table 9.1.

A major emphasis and an underlying objective of the FAME scheme is to 
provide the masses with environment-friendly yet an affordable public trans-
portation options. The scheme is applicable to public transport vehicles or reg-
istered commercial 3Ws, 4Ws, and buses. In order to rationalize the incentives 
across segments and vehicle technologies, it was proposed to extend uniform 
demand incentive to @ INR 10000/- per kWh for all vehicles (including PHEVs 
and strong hybrids) except for buses.  Also, to encourage public transport for 
buses, initially demand incentives @ INR 20000/- per kWh were proposed 
which will be soon reviewed by the committee. The scheme has helped many 
transport operators in various states to procure electric buses and the opera-
tional model has now changed to operational expenses (Opex) model wherein 
INR/km is used to determine the bidding priced for procuring the buses. The 
city-wise allocation of electric buses in the country is shown in Figure 9.9.

Apart from these policy and programme-level initiatives at the central 
level, many states have come up with their own policies that are often inte-
grated with EVs. The map shown in Figure 9.10 shows the number of states 
that have come up with draft or finalized EV policies in India. The map is 
updated till February 2020. 

At the regulatory front, the CEA has made amendments in its two 
important regulations to acknowledge and accommodate energy storage 
and EVs. On February 6, 2019, the Central Electricity Authority (Technical 
Standards for Connectivity of the Distributed Generation Resources) 
Amendment Regulations (2019†

1) were notified. These contained major 
amendments to the regulations of 2013. The new regulation provided 
definitions for ‘charging points’ and ‘charging stations’ as per EV charging 

† 

17 Central Electricity Authority. Notification to Central Electricity Authority (Technical 
Standards for Connectivity to the Grid) (Amendment) Regulations, 2019. February 2019. 
Available at: http://cea.nic.in/reports/others/god/gm/notified_regulations.pdf
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City-wise e-buses allocation under FAME-2
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Figure 9.9 Allocation of e-buses to various cities under FAME-II.
• Promoting public & private EVCI
• 100% waiver on Motor vehicle tex
• No permit fee for E2W, E3W &
  E4W with free tolls.
• EVs: 30% of all vehicle sales by
  2030.

• 1000 E-buses EV by 2030
• 5 cities private E-fleet by 2030
• 3Ws and 4Ws for goods
   transpodtation
• DCFC/Swapping stations every
  50kms
• Focus on Li, hydrogen & solar
  power cells
• Achieve 2,000 MWh battery
  capacity
• Create 10,000 EV jobs

• Concessional land for setting up
  EVCI/BSS at 70 P/kWh revenue-
  sharing model; Rebate of 20 P/kWh
  on RE usage
• Provision of reimbursing 100% net
  SGST on the purchase of DCFCs
  and advanced batteries
• RE plants at EV charging service
  providers premises

• 25% of all new public transport
  vehicles registrations by 2026
• 100% waiver on parking charges
  and vehicle registration fee for 5
  years
• 100% BEV bus fleet by 2028

• 100% E-Public Transport by 2030
• Battery operated shuttle services
• Government switch to EVs by
  2025
• Private taxi services to phased full
  EV
• E-commerce delivery services:
  EVs by 2030
• DCFC/swapping stations every
  50kms
• Free Charging infra at metro
  station parking for 2Ws

• Government vehicles: 100% EV
  by 2024
• 100% E-buses in 4 major cities
  by 2024
• 1,00,000 EVCS by 2024
• INR 30,000 crores: EV
  manufacturing
• Create 60,000 EV jobs

• 500 e-buses within policy period

• 25% of new vehicle registrations
   with BEVs by 2024
•  Implementing available public
   charging/battery swapping facilities
   inside 3 km

• 50% Govt. land at concessional
  rate for 1st 500 RE based EVCS
• 50 Cr. for EVCI
• EVCS at State/Central public
  sector

• Rs. 10,000 subsidies to 2000 2Ws
  for students
• 80,000 2W; 14,000 3W; 4,500 4W
  commercial taxis; and 1,500
  E-buses

• 5,00,000 EV within policy period
• 25000 Cr. INR for manufacturing
•  Create 1,000,000 EV jobs

• E-Private transport & 3Ws/4Ws
  mini-goods vehicles by 2030
• 100 E-buses within policy period
• DCFCs/swapping infra at every
  50kms
• 2W PCS at Metro Station parking
• 5GWh EV battery manufacturing
  capacity “Create 7,500 overall EV
  jobs
• Piloting - ”EV Vaayu Vajra”

• 1,00,000 EV by 2022
• E-fleet of 2,00,000 4Ws, 5000
  3Ws, 1000 goods carrier, 3000
  buses and 100 ferry boats
• 6,000+ E-buses fleet by 2025
• DCFCs/swapping stations

• INR 50,000 croses for EV
  manufacturing
• 1,50,000 EV jobs
• EV based E-commerce delivery

State-level EV Policies in India (till date)

INDIA

Figure 9.10 States having EV policies in India as of February 2020.
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voltage- levels and nature of use, respectively. Also, the CEA recently defined 
a “prosumer” as a user, including energy storage system, which consumes 
electricity from the grid and can also inject it back into the grid, using 
the same interconnection point. On June 28, 2019, the Central Electricity 
Authority (Measures relating to Safety and Electric Supply) (Amendment) 
Regulations‡

2 (2019) were notified. These had amendments on the regula-
tions notified on the subject in 2010. Almost exclusively focused on EVs, the 
amendment introduced provisions of safety for Electric Vehicle Charging 
Stations (EVCS) including general safety requirements and requirements 
for Earth protection and fire-protection. As a part of the amendments in 
the regulations, regular maintenance of records is mandatory while inspec-
tion and periodic assessment of EVCS as well as testing has also been made 
mandatory. Additionally, definitions for ‘electric vehicles’, ‘charging point’ 
and ‘charging stations’, ‘EVSE’, ‘socket outlet’, and ‘supply lead’ are included 
to the amendments made to the 2010 safety regulations, alongside the 
stated new safety provisions. Provisions have been introduced under a 
section which is new and has been entitled “Safety Provisions for Electric 
Vehicle Charging Stations”. These provisions have highlighted the various 
aspects that relate to EV charging stations such as testing, inspection and 
maintenance, and safety and fire protection measures.

The MoP vide their order dated April 13, 2018 clarified that as an activ-
ity, EV battery charging does not need any license as provisioned under 
the Electricity Act (2003). This precisely means that any entity can set up 
a Public Charging Station (PCS) and the end-use tariff to be charged from 
the customers will be decided based on the limits set by the SERCs and the 
CERC. Furthermore, the ministry notified its ‘Charging Infrastructure for 
Electric Vehicles – Guidelines & Standards’ on December 14, 2018, which 
also made it clear that setting up a PCS will be an activity not requiring 
any license. The revised guidelines§

3 were released on 1st October, 2019, 
which allowed for a far more open-minded approach towards adoption of 
all types of commercially available charging standards and a discussion on 
the importance of EV charging standards follows. 

‡

2Central Electricity Authority. Notification. Central Electricity Authority (Measures relat-
ing to Safety and Electric Supply) (Amendment) Regulations, 2019. June 2019. Available 
at: http://www.cea.nic.in/reports/regulation/measures_safety_2019.pdf

§

3Ministry of Power. Charging Infrastructure for Electric Vehicles (EV) - Revised 
Guidelines & Standards. October 1, 2019. Source: https://powermin.nic.in/sites/default/
files/webform/notices/Charging_Infrastructure_for_Electric_Vehicles%20_Revised_
Guidelines_Standards.pdf
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Since the types of electrical systems vary around the world (50 Hz/60 
Hz; different Voltage levels) and the types of supply sockets are different in 
different countries (Pin shapes), the EV charging infrastructure also needs 
to take note of these to ensure inter-operability and compatibility. Due to 
the fact that types of EVs are also of different makes by different global 
manufacturers, the importance of standardization of the EV charging 
infrastructure becomes important. The standards related to EV charging 
and its integration with the distribution grid are generally divided into 
three segments: standards for EV charging components, inter-connectiv-
ity with grid standards, and safety related standards. The electrical safety- 
related standards of the CEA were discussed in the above paragraph. Since 
the grid-connected EVs act as DERs and the charging/discharging with the 
grid takes place as per specific demand, international standards for grid 
inter-connection of DERs like IEEE 1547, UL 1741, and NFPA 70 are also 
applicable to EV charging infrastructure.

However, the EV Charging standards consider all these aspects and 
define:

• Charging voltage and power levels (safety is very important)
• Protocol of communication between the vehicle and EV 

Supply Equipment (EVSE)
• Pin configuration in the connector
• Compatibility with other standards
• Smart-grid features like Vehicle to Grid

EV charging takes place via two types of conductive (non-wireless) tech-
nologies: on-board (AC charging) and off-board charging (DC charging). 
Accordingly, there are two types of charging standards that are followed 
across different regions of the world. A pin-configuration diagram cor-
responding to chargers following different types of AC and DC charging 
standards followed in different parts of the world is given in Figure 9.11. 

The MoP clarification notified in the revised ‘Charging Infrastructure 
for Electric Vehicles – Guidelines & Standards’ on October 1, 2019 allowed 
for use of all standards like CCS and CHAdeMO on all PCS without any 
restrictions and recommended a combination of such charger types to 
cater to more types of EVs. On 8th June 2020, the MoP issued amendments 
in the same guidelines and Battery Swapping Stations (BSS) were officially 
recognized as a form of charging station, among a few other amendments 
including an official definition of a PCS.  

In India, two charging specifications have been developed to aid in 
manufacturing standardized chargers and vehicles compliant to those 
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specifications. These interim specifications are known as the Bharat – 
AC 001 and the Bharat – DC 001 and are based upon the Chinese GB/T 
standards. The Bharat AC001 is an AC slow charging specification which 
comes in a minimum unit size of 3.3 kW, while the Bharat DC001 is a DC 
charging specification which defines the fast charging levels with a min-
imum charger rating of 15 kW. Four-wheeler passenger car manufactur-
ers like Mahindra and TATA and bus manufacturers like Ashok Leyland 
have launched EV models that comply with the Bharat charging specifica-
tions. Apart from these efforts, the Bureau of Indian Standards (BIS) has 
constituted a technical committee under the MoP guidelines to develop 
a national EV charging standard for India. The BIS ETD-51 committee 
on ‘Electrotechnology in Mobility’ consists of stakeholders from various 
spheres, including relevant government ministries, agencies, and under-
takings and other private players like vehicle and charger OEMs, academic 
institutes, DISCOMs, and research institutes. TERI is also a member of 
the committee and is working under the CEA-headed sub-committee on 
‘grid-related impacts of EVs’.

In the space of energy storage, many relevant standards relating to 
safety, environmental handling, and grid-connectivity like those from UL, 
IEEE, and IEC exist. However, India is also working towards a standard for 
specifying the usage, application-level compatibility, safety, and grid-inter-
connection aspects of energy storage systems. The BIS formed a committee 
named “Electrical Energy Storage Systems Sectional Committee, ETD 
52” for working on standardization of performance and safety aspects 
related to energy storage. The committee is constantly providing inputs 
on new standards for Li-Ion cells, Battery Management Systems (BMS), 

N. America Japan ChinaEU
and the rest of markets
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J1772 (Type 1) J1772 (Type 1) Mennekes (Type 2) GB/T

GB/T TeslaCCS2CHAdeMOCCS1

Figure 9.11 Different types of EV charging standard (Source: Enel X).
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storage systems, and charging infrastructure. Standardization presents 
itself with a strategic business impact and has a direct impact on devel-
opment of new products and propagation of existing ones. Leadership in 
standards and in technology must go hand in hand. In regard to an inde-
pendent standard on RE grid-integration, the BIS has also constituted a 
standardization committee BIS ETD-46 sectional committee on ‘grid- 
integration of RE’. The objective of the committee is to prepare standards 
in the field of Grid-Integration of RE comprising of Low Tension (On Grid, 
Off Grid and Hybrid with and without storage), High Tension (HT), and 
Extra High-Tension (EHT) for all capacities.

A glimpse of the major EV charging standards and efforts in India 
towards developing standards on EV, energy storage, and RE was provided 
in this section. Since the development of the market is linked to standard-
ization, the next section focuses on the recent developments in electricity 
markets in India to enable more participation of RE sources and to pro-
mote energy storage. 

9.6 Electricity Market-Related Developments 
for Accommodating More RE 

As discussed in the first section, the enactment of the EA (2003) opened 
up market-based competition in the electricity sector in India. The unbun-
dling of the state electricity boards into independent generation, trans-
mission, and distribution utilities and the introduction of power trading 
and open-access introduced the consumers to quality of service with the 
choice of suppliers. Interestingly, although open-access is still applicable 
to obligated entities having contracted demand above 1 MW, some devel-
opments have been noted in a few states that have encouraged trading of 
electricity from RE based DERs in local energy marketplaces. More details 
on these specific developments have been covered in following paragraphs. 
Many initiatives and policy-level decisions taken by the central govern-
ment and by many states have supported the participation of RE sources 
for inter-regional transmission under open-access. The wheeling charges 
have been waived off for transmission and distribution of solar and wind 
power through ISTS.  As of August 2020, the MoP has waived ISTS charges 
and losses on all solar and wind projects commissioned before June 30, 
2023. States like Madhya Pradesh and Rajasthan are some of the promi-
nent examples who have also notified separate regulations in this regard. 
As a result, the Delhi Metro Rail Corporation (DMRC) has been procuring 
power from the Rewa Ultra-Mega Solar Power project for over a year now. 
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To ensure participation of RE sources in electricity markets, manag-
ing their intermittency becomes critically important. REMCs have been 
set-up for better forecasting of RE power and with talks of running the 
Indian power system in five minute intervals over the current 15-minute 
scheduling operation, the integration of load-scheduling and RE fore-
casting is essential for a market-based scheduling and dispatch. As men-
tioned in Section 9.2, the POSOCO piloted a security-constrained unit 
commitment and dispatch operation in 2019. This ensured an optimi-
zation model that satisfies the system security constraints to determine 
the dispatch set-points in day-ahead electricity markets. However, the 
next highlighting development was the launch of the Real Time Market 
(RTM), which became operational on June 1, 2020 [4]. The RTM intro-
duced the concept of gate-closure which allowed for revision of sched-
ules 4 time-blocks (1 hour) before the actual dispatch of power. This time 
period allowed a more realistic status of RE power and its appropriate 
price in real-time to be reflected in the scheduling and dispatch of elec-
tricity. In the real time power market, there should be opportunity for 
placing a bid for buyers/sellers at an interval of 15 minutes time. An oper-
ational RTM bid will be available at an interval of 30 minutes in the day-
time on the basis of a double-sided closed auction at uniform price. The 
“Gate Closure” concept was established to improve firmness in schedules 
during market operational hours. Power generators can attain benefits 
from real time market with their un-requisitioned capacity. Systems are 
in place for generators with long-term contracts with market participa-
tion for sharing profits with DISCOMS.

Therefore, it is beneficial to all stakeholders: as a platform for generators 
to sell surplus power, RE generation can be managed in better manner, 
transmission systems will be utilized properly, DISCOMS can perform 
power trades in better ways, and last but not the least, consumers receive a 
reliable and quality power supply. A significant amount of trade has taken 
place in the RTM. A ‘market-based economic dispatch’ was also proposed 
by CERC in 2018 which proposed that the scheduling of power should be 
carried out through nationwide cooperation in the day-ahead market by 
both DISCOMs and generators to find the marginal clearing price based 
on the variable tariff plants with the Power Purchase Agreement (PPA) and 
cited tariff of plants selling un-requisitioned surplus power. Although not 
many notable developments were noted in this regard, a separate market 
for renewables was launched in September 2020. The MoP launched Green 
Term Ahead Market (GTAM) in the electricity sector on September 1, 
2020. The objective behind the GTAM platform is to minimise the load on 
states which are well off with RE and provide incentive to expand RE size 
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more than their RPO. This is expected to improve RE capacity and achieve 
RE capacity targets of the nation. GTAM can also provide a plan of action 
to environmentally generous open access users to purchase green power 
and helps the obligated organisation for buying RE power at better prices 
for meeting RPO targets. 

Case-Study: Recent Electricity Regulation of Uttar Pradesh State 
Encouraging New Technology Deployment for Management of Rooftop 
Solar Energy

Following the developments at the wholesale market level, a few notable 
developments took place recently to initiate a new line of thought over 
local energy markets in view of the advent of DERs at the consumer level. 
The Uttar Pradesh state electricity regulator, Uttar Pradesh Electricity 
Regulatory Commission (UPERC), notified the UPERC (Rooftop Solar PV 
Grid Interactive Systems Gross/Net Metering) Regulations (2019), which 
contained a progressive provision on allowing “mutual sale and purchase 
of electricity through peer-to-peer (P2P) transaction” which is a build-
ing block for a local energy marketplace. The commission has allowed for 
piloting the P2P trading of rooftop solar power among consumers and pro-
sumers in a legitimate way using Blockchain technology to ensure a genu-
ine metering and billing system is implemented [5, 6]. It thus becomes the 
only state that has amended its regulatory framework to enable controlled 
P2P energy trading in India, intending to scale up rooftop solar integration 
and utilize it as a flexible resource. Work has already started in the state and 
results of the preliminary exercise were showcased during official launch 
of the project by the India Smart Grid Forum (ISGF) in December 2020. 
A P2P trading platform has been prepared with 12 participants initially 
that comprise of 9 prosumers having rooftop solar and 3 customers with-
out rooftop solar plants. The local distribution utility Madhyanchal Vidyut 
Vitaran Nigam Limited (MVVNL) Lucknow was involved in selecting the 
participants or subscribers to this platform.  A mock-trading platform not 
involving actual currency-based transactions will be tested over a period 
of three months. For creating a Local Energy Market platform, a distribu-
tion utility in Delhi has also undertaken a P2P-based solar power trading 
pilot project in November 2019. This arrangement will allow it to locate 
a cost-effective energy procurement option during peak-demand pricing 
times, driving to improve the efficiency and reliability of the power supply 
and would also provide solutions for group net metering, virtual net meter-
ing, EV charging, and virtual power plant applications soon, regulations 
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for which are already in place in Delhi. Notably, TERI has also developed 
a blockchain-powered prototype to promote solar energy P2P transactions 
to track and aggregate rooftop solar energy [7]. 

Apart from the DER based technology pilot-demonstration related 
developments covered in the above case-study, energy storage plus RE 
coupling attained a major boost. In late 2019, two major tenders were 
issued by SECI that have once again proven the financial viability of RE 
and energy storage as a sustainable energy option. At the generation-level, 
a draft MNRE policy has been proposed to ensure the supply of round-the-
clock (RTC) power through a mix of thermal power-plants and RE plants, 
assisted by energy storage. Under this policy, the generator will supply RE 
power, complemented with thermal power, in a round-the-clock manner, 
keeping at least 80% availability on an annual basis. The recently floated 
tender by SECI in October 2019 (referred to in the opening sentence of this 
section) for providing 400 MW of solar power under the RTC scheme saw 
resounding success with a lowest bid price of INR 2.90/kWh opened in May, 
2020 for the entire 400 MW capacity. This is a game-changing price discov-
ery, signalling financial viability of such power generation projects coupled 
with energy storage. The economic feasibility of RE combined with energy 
storage technologies is also evident from the results of another recent ten-
der floated by SECI (apart from the aforementioned RTC 400 MW tender) 
in August 2019 to supply firm power at defined hours of the day including 
supply of power during evening peak hours. This was the world’s largest 
tender for procurement of power using RE and energy storage. Greenko 
won 900 MW of capacity, while ReNew Power was awarded 300 MW of 
projects. The Greenko bid was won at a tariff of INR 6.12 (~USD 0.086)/
kWh peak power while the ReNew Power bid was awarded at peak power 
rate of INR 6.85 (~$0.096)/kWh. Greenko bid for pumped hydro, while 
Renew bid for BESS. The weighted average tariff discovered for the tar-
geted capacity of 1,200 MW of power (using any RE thermal power; these 
developments clearly show that peaking power, round the clock power, 
and dispatchable RE will require energy storage and create demand for 
technologies like battery storage technology with energy storage) under 
auction was INR 3.96/kWh, of which 900 MW was awarded to projects 
opting for PHS, while the remaining 300 MW of capacity was awarded to 
BESS. Such an average price is competitive with conventional sources of 
generation such as pumped hydro storage. These will be the major drivers 
for cost reduction of various storage options in the coming years which will 
further promote more RE. 
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9.7 Conclusion

This chapter provided a brief account of the major policies and pro-
grammes related to Renewable Energy (RE) in India. The national RE tar-
gets, their revision in-conjunction with the framing of the INDC targets 
and a greater ambition towards phased decarbonization of the electricity 
sector was discussed in a chronological order. Apart from policies and pro-
grammes, regulations and electricity-related legislations including the EA 
(2003) and its 2020 amendments were also highlighted to showcase the 
importance of a legal and regulatory framework to support and promote 
the grid-interconnection of RE sources in the national power grid. The role 
of energy storage and electric vehicles and the major policies, programmes, 
and regulations promoting them to support integration of more RE into 
the electricity system was explained with latest examples of price bid dis-
coveries in RE plus storage tenders in India. Additionally, the relevance of 
technology standards was explained in the context of EV charging and the 
main features of major commercial EV charging standards were discussed. 
Efforts towards creating national standards for EV charging, energy stor-
age, and RE grid-integration in India were also introduced. Finally, the 
importance of electricity markets in accommodating more RE and the lat-
est developments in this regard were discussed. In a unique effort, relevant 
and note-worthy details of a SERC in introducing a new technology like 
Blockchain for managing the generation from rooftop solar were covered 
through a case study of the recent pilot experimentation being done in 
Uttar Pradesh. The chapter presented a pioneering effort in terms of bring-
ing together a holistic picture of the Indian power system’s structure and 
operation, along with the recent developments in RE, energy storage, and 
EVs on all the fronts including policy, regulatory, and legality, including 
standards and technology trials. 
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Abstract
The world’s rapidly emerging demand for energy and the necessity for sustainable 
energy production needs an immediate change in the coming day for the fossil 
fuel-based system. In the recent decade, the anthropogenic release of greenhouse 
gases such as carbon dioxide due to the excessive usage of fossil fuels is a signif-
icant concern. In view of this, alternative renewable energy sources have gained 
attention worldwide. In this way, energy conversion devices such as polymer elec-
trolyte fuel cells (PEFC) serve as the furthermost promising power source for clean 
energy initiatives in various applications. This chapter provides a concise overview 
of an alternative and durable co-catalyst and catalyst support used in PEFC sys-
tems for automobile and stationary application. This chapter also focuses on the 
modified forms of Titania nanostructures based catalysts and catalyst frameworks 
and provides an overview of data in-depth for these materials.

Keywords: Sustainable energy, PEFC, catalyst, support material, durability, stack 
assembly, morphology effect 

10.1 Introduction

Currently, the anthropogenic release of carbon dioxide has dramatically 
risen due to the excessive usage of fossil fuels. According to the latest 
assessment from the intergovernmental panel on climate change report, 

*Corresponding author: dhanascient@gmail.com
†Corresponding author: sdbhat@cecri.res.in

mailto:dhanascient@gmail.com
mailto:sdbhat@cecri.res.in


330 Renewable Energy Technologies

CO2 emission gases will still grow further. To overcome the above prob-
lem, the development and deployment of alternative sustainable renewable 
energy sources has increased globally, using sources like hydropower, geo-
thermal, wind, solar, and biofuels. For efficient energy utilization, fuel cells 
can offer a specific advantage in zero-emission targeting for the stationary 
and automobile sectors.

Energy conversion devices such as PEFC serve as an almost promising 
power source for clean energy initiatives for various applications. PEFCs 
are emerging as prospective alternatives for stationary and automobile 
applications primarily attributed to their low-temperature operation and 
high efficiency and that they are environmentally benign. PEFC can reduce 
the challenges associated with fossil fuels. The PEFC is an electrochemi-
cal device that efficiently performs the conversion of available Gibbs free 
energy of the fuel directly converted into electrical energy with only water 
as a by-product. Additionally, unlike a thermal engine, PEFC is not lim-
ited by the Carnot efficiency and is considered one of the most promising, 
efficient low CO2 emission technologies [1–4]. At the start of the 19th cen-
tury in 1838, Christian F. Schonbein et al. proposed that electricity can be 
generated by connecting electrodes during the reaction of hydrogen and 
oxygen or chlorine and called this the “polarization effect.” In 1839, Sir 
William Robert Grove (1811-1896) observed the current between two Pt 
electrodes, one exposed to hydrogen and the other to oxygen in sulfuric 
acid, and named this the “Gas Voltaic Battery.” Though Grove’s gas voltaic 
battery is widely accepted as the first kind of fuel cell, the coining of the 
term “fuel cell” was by Charles Langer and Ludwig Mong in only 1889. 
They employed natural coal gas as the fuel and air as the oxidant to make 
the first practical PEFC device. At the time, a lack of understanding of fuel 
cell basic principles and unreliable fuel resources, low abundant platinum 
as an electrocatalyst, and expensive fuel cell components were considered 
significant drawbacks for the commercialization of fuel cells. 

Indeed, the exploitation of fossil fuels and the development of inter-
nal combustion engines in the later part of the 19th century were available 
and more economically feasible. Thus, the commercialization of fuel cells 
was always a challenge. In 1932, a fuel cell with an adapted structure of 
alkaline membrane electrolyte and nickel electrodes was first designed by 
Francis Bacon [5]. After several years, in the 1950s General Electric (G.E.) 
began commercializing the first proton exchange fuel cell (PEFC) for the 
National Aeronautics and Space Administration (NASA) for their Apollo 
and Gemini space projects [6]. Again, slow reaction kinetic reactions at 
the cathode side and high acidic electrolyte, operational stability, and cost 
remained a significant challenge that needed to be addressed. 
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10.2 Classification of Fuel Cells and Operating 
Principle 

Fuel cells are labelled into various types depending upon the temperature 
of operation and mobile ion as follows: 

1. Polymer Electrolyte Fuel Cells (PEFC) 
2. Alkaline Fuel Cells (AFC)  
3. Direct Methanol Fuel Cell (DMFC)  
4. Phosphoric Acid Fuel Cells (PAFC) 
5. Solid-Oxide Fuel Cells (SOFC) 
6. Molten Carbonate Fuel Cells (MCFC)

Oxidation and reduction reactions for various fuel cells are represented 
in Figure 10.1. Among these, PEFCs are considered to be ideal energy con-
version power devices for stationary and auto-mobile applications due to 
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their high efficiency with ambient temperature operations and that they 
are benign to the environment [1–4].

The basic physical structure of PEFC comprises of five different layered 
structures including the gas diffusion layer (GDL) coated on porous carbon 
paper, cathode electrocatalyst layer (CCL), proton-conducting membrane, 
anode electrocatalyst layer, and GDL on another electrode together called 
membrane electrode assembly (MEA). A schematic representation of a 
fundamental building block of fuel cell assembly and different layers of the 
electrode are shown in Figure 10.2. A polymer membrane generally sep-
arates the anode and cathode electrodes and acts as a proton-conducting 
electrolyte, acting as an electrical insulator. The most widely used electro-
lyte in the PEFC prototype is Nafion®, which comprises of a polytetraflu-
oroethylene (PTFE) backbone with pendant sulfonic acid groups attached 
to it. The backing layer in GDL contains macroporous carbon paper (Pore 
size > 50 nm diameter), which is hydrophobic in nature by the addition of 
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Teflon® to remove by-product water. Besides, the GDL layer facilitates the 
mechanical integrity of MEA and the accessibility of gaseous reactants to 
the catalyst sites. 

The oxygen reduction activity happens at the catalyst layer, which con-
sists of an electrocatalyst and ionomer binder. In general, the electrocatalyst 
comprises of platinum on carbon and Nafion® as a binder for facilitating 
the electrochemical reaction. The fabricated MEA is sandwiched between 
the graphite plates and flow channels are engraved to the graphite plates 
for gas distribution. Besides, endplates provide improved mechanical sup-
port to fuel cell assembly, which is generally made of aluminium or stain-
less steel. Hydrogen circulated on the anode side is oxidized and produces 
H+-ions/protons and electrons; the proton permeates over to the cathode 
side via a proton-conducting membrane.

Similarly, electron passes through from anode to cathode side via an 
external circuit. On the other hand, oxygen or air passes through the cath-
ode side, which is reduced. Finally, protons combine with oxygen ions and 
electrons to form by-product water at the cathode.

 → + =+ −Anode H H e E vs SHE: 2 4 4 ( 0.0 . )a
o

2  (10.1)

 + + → =+ −Cathode H O e H O E vs SHE: 4 4 2 ( 1.23 . )c
o

2 2  (10.2)

The net cell reaction is represented by

 
+ → =Cell H O H O E vs SHE: 1

2
2 ( 1.23 . )cell

o
2 2 2

 
(10.3)

Oxygen availability is plentiful in the earth’s atmosphere and is readily 
available. The oxygen reduction reaction (ORR) makes a substantial con-
tribution towards electrochemical energy conversion in fuel cells. The ORR 
mechanism is mainly based on multi-electron transfer that involves sev-
eral steps and the possibility of various adsorption intermediates [7−11]. 
During the ORR in an aqueous solution, a direct electron reduction path-
way (4-electron) and 2-electron 2-step pathways are both possible. 

The reaction mechanism for PEFC is as follows:
Equations (10.4) and (10.5) represent different reaction possibilities 

depending on the pH of the formulated electrolyte [12].
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Direct four-electron transfer is given as:

 + + = =+ −O H e O E vs SHE4 4 H ( 1.23 . )c
o

2 2  (10.4)

The in-direct reaction pathway is given as:

 + + = =+ −O H e E vs SHE2 2 2H O ( 0.682 . )c
o

2 2 2  (10.5)

In PEFCs, ORR preferably should take place via the four-electron trans-
fer process. However, H2O2 is formed as an intermediate product during 
the ORR, resulting in decreased cell activity and, finally, the degradation of 
membrane electrolytes [13].

The highly acidic nature of the membrane electrolyte and slow-ORR 
kinetics at the cathode limits the overall fuel cell activity resulting in high 
polarization loss. To substantially increase the fuel cell output, it is imper-
ative to explore a more active catalyst for ORR. Noble platinum metal 
nanoparticles are always preferred for the catalyst, which shows the lowest 
over-potential. In addition, it is also a highly stable catalyst in an acidic 
environment. It is important to note that PEFCs do not achieve the the-
oretical OCV mainly due to H2 gas permeation through the membrane, 
mixed potential, platinum oxidation on the cathode, the formation of per-
oxide intermediates, and reaction impurities [4]. In PEFC, the slow ORR 
kinetics affect the overall performance of the cathode. Even though the 
thermodynamic potential for ORR (Eq. 10.3) is around 1.23 V vs SHE, 
the equilibrium value is not preferably realized since the reaction involves 
several steps, even with the best potential electrocatalyst designed so far. 
The drop in voltage from the value is usually mentioned as over- potential. 
Nevertheless, due to the high degree of irreversibility of ORR in open- 
circuit environments, the overpotential at the cathode is nearby 0.2 V, 
which signifies a loss of ~ 20% from the calculated theoretical efficiency.

A typical PEFC current-voltage curve is shown in Figure 10.3. It com-
prises of three different characteristic regions. Region-I corresponds to 
a sharp loss in voltage observed at the low current density (CD) region, 
which is called the “activation polarization region.” This can be over-
come by employing a suitable and efficient catalyst to circumvent the 
activation polarization (ηact). In Region-II, voltage further drops linearly 
with increased CD and is attributed to the intrinsic Ohmic-resistance of 
an overall cell. It is called an Ohmic-polarization region. Lower Ohmic 
loss (I × R) necessitates small resistance, (R) = L/σA, where ‘L’ is the solid 
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electrolyte thickness, ‘A’ is the overall active area, and ‘σ’ is its conductivity. 
For a low resistance (R), a higher value for σ is observed and it is crucial 
to employ a very thin membrane electrolyte for the same to minimize the 
overall Ohmic resistance (ηOhmic). Region-III indicates a sharp voltage drop 
at a higher CD due to the depletion of reactants at the electrode-electrolyte 
interface and is termed as concentration or mass polarization. In order to 
bring down the mass polarization (ηmass), the electrodes are required to be 
fabricated with optimum structure and properties for improved reactant 
transport and diffusion.

10.3 Direct Methanol Fuel Cells (DMFC)

Despite the fact that PEFC exhibits high-operational efficiencies along 
with relatively high specific and volumetric energy densities, PEFC faces 
significant challenges in terms of hydrogen production, transportation, 
and storage. DMFCs using renewable methanol as a fuel with polymer 
electrolyte membranes have been a suitable alternative option linked to 
uncomplicated fuel storage and utilization. 

The operating principle of a DMFC is analogous to the PEFC except 
that the anode is fed with aqueous methanol, which is electrochemically 
oxidized, resulting in the emission of CO2 and protons (H+ ions). The elec-
trochemical reactions that happen at the anode and cathode of a DMFC 
are as follows:
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Anode: CH OH H O CO H e E V vs SHEa3 2 2
06 6 0 016. .

 (10.6)

 Cathode: / O H e H O E V vs SHEc3 2 6 2 3 1 2292 2
0 . .  

(10.7)

The net cell reaction is as follows:

 Cell: CH OH / O CO H O E V vs SHEo
cell3 2 2 23 2 2 1 213. .  

 (10.8)

Although DMFCs have advanced substantially, they mainly suffer from 
two major issues: methanol permeation across the membrane, which 
causes the mixed potential, and slow kinetics at the anode site [14–17].

The cell activity is severely hindered by methanol crossover, as a portion 
of cathode catalyst may get engaged in the oxidation of crossover methanol 
instead of reduction of oxygen. Such a situation results in the formation of 
mixed potential, effectively causing an overall reduction in the cell voltage, 
affecting performance [18–22]. A way to counter the same is to modify 
the membrane to limit the methanol permeability through the membrane, 
while another strategy is to employ suitable methanol-tolerant catalysts at 
the cathode [23].

At the anode, sluggish methanol electro-oxidation kinetics arise due to 
the complex network of reactions involved in methanol oxidation reaction 
(MOR), along with a chance of formation of several possible side products. 
Pt-based alloy catalysts like Pt-Ru/C that are commonly used as anode cata-
lysts may be poisoned by the surface-adsorbed intermediate species formed 
during methanol oxidation [17, 21]. Thus, in the quest for high performing 
and stable DMFCs, a methanol tolerant catalyst at the cathode and a catalyst 
with higher activity towards methanol at the anode is essential.

10.4 Fuel Cell Performance and Stability

The commercialization of PEFC is mired due to various issues such as high 
cost, long-term durability of electrocatalyst, membrane and external com-
ponents, and practical reliability. However, for electrocatalysts, there are 
specific issues to be addressed before commercialization, i.e., durability, 
efficiency, and cost. The most commonly used catalyst for PEFC is platinum 
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supported on carbon, which shows higher fuel cell activity. Besides, Pt has 
comparatively high corrosion resistance and high work function, due to 
which it is preferred as a catalyst for various applications. Another primary 
concern is the stability of the Pt on Carbon (Pt/C) as an electrocatalyst. 
During prolonged PEFC operation, carbon corrosion occurs, followed by 
the agglomeration and dissolution of Pt metal nanoparticles, leading to 
reduced fuel cell activity [24–28]. Specifically, the degradation of the cath-
ode electrode needs to be addressed. When the cell is worked under vigor-
ous and variable load operations between 0.6 and 1 V, it will slowly reduce 
the Pt active area, and, in turn, structural changes in the Pt on the carbon 
layer results in reduced fuel cell performance. 

The deviation of the cathode’s electrode potential is usually seen and 
will vary depending on the degree of oxide covered on Pt metal, as well as 
carbon surface and hydrophobicity [29–31]. Besides, the unexpected rise 
in cathode potential leads to the dissolution of Pt. According to Patterson 
et al. the electrochemical surface area (ECSA) of Pt rapidly reduced with 
potential cycling [32]. Darling and Meyers subsequently modeled the 
above phenomenon, defining the rates of Pt oxide formation, Pt disso-
lution, and consecutively Pt ions movement through the cathode outlet 
[33, 34]. Komanicky and Wang et al. predicted that even under dynamic 
operating conditions, Pt is relatively stable and rapidly dissolved Pt metal 
nanoparticles shift from low to high potentials [35, 36]. Figure 10.4 rep-
resents carbon corrosion and agglomeration of metal nanoparticles, lead-
ing to the Pt degradation during the long-term operation of PEFC.

To overcome the above issue and reduce the agglomeration and dissolu-
tion of Pt, selection of catalyst support which has a strong interaction with 
metal is essential and could result not only in ameliorated stability of Pt, 
but also improve Pt anchoring sites and actual PEFC performance. In the 
present scenario, the research emphasis is on Pt deposited on metal oxides 
with and without carbon, which may increase the actual PEFC activity and 
stability in low-temperature PEFC. Metal oxides are used in various fields 
because of their abundance and environmentally benign nature. Among 
the various metal oxides explored, Titania (TiO2) is particularly attrac-
tive in terms of excellent chemical and thermal stability along with better 
proton conductivity. Especially, Titania has essential characteristics that 
can be utilized for PEFC, like corrosion resistance in an electrochemical 
environment of PEFC compared to carbon, and it is further challenging to 
lose electrons to get oxidized. Titania also acts as a support in addition to 
co-catalysts, often having strong interaction with Pt particles. The above 
interaction could avoid Pt metal agglomeration and nucleation [37]. The 
highly conducting nature of Pt on Titania could also contribute towards 
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the transfer of electrons from one surface to another. The strong interac-
tion might also ameliorate the Pt active sites as well as catalytic properties. 
Abundant OH- groups on their active surface might even function as a 
co-catalyst along with Pt, progressing towards a bi-functional mechanism 
[38]. Still, Titania has intrinsically low electric conductivity and surface 
area, which are considered shortcomings as far as the catalysis based appli-
cations are considered. In the present chapter, we explain the evaluation 
and improvement of polymer electrolyte fuel cell performance in terms of 
long-term durability by depositing Pt on various modified forms of Titania 
nanostructures along with PEFC stack assembly with the above catalyst, 
as well as present a clear understanding of degradation of cathode catalyst 
layer and performance under stringent operating conditions while altering 
the catalyst in a polymer electrolyte fuel cell.

10.5 Effect of TiO2 Based Catalysts/Supports  
for H2-PEFC and DMFC

Many researchers in the present decade have explored precious metal on 
metal oxide systems as electrocatalysts for H2-PEFC and DMFC. In gen-
eral, transition metal oxides such as TiO2 can act both as catalysts and 

2. Agglomeration

4. Metal dissolution

1. Carbon corrosion

3. Metal detachment

Carbon Pt Pt on carbon

Figure 10.4 Schematic diagram of possibility of electrocatalyst corrosion during stability 
test.
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support for PEFC application. Kim et al. synthesized platinum-free titania 
electrocatalyst for polymer electrolyte fuel cells. The titanium sheet was 
heat-treated from 600 to 1000oC under nitrogen-containing 0.08 % oxy-
gen for 60 min. It was found that TiO2 (rutile phase) obtained by ther-
mal annealing at 900oC for 1h showed a higher onset potential of 0.65 V 
towards ORR. Besides, the work function of electrocatalysts under heat 
treatment is observed to differ between 4.8 and 5.15 eV. The work func-
tion is one of the main factors for the charge transfer process, as it denotes 
easy removal of an electron from the reactant molecule involving a lesser 
amount of energy. The Pt free catalyst of rutile TiO2 with heat treatment at 
900oC ameliorates the catalytic activity attributed mainly to the (110) lat-
tice plane and its work function [39]. According to Gustavsson et al., TiO2 
and Pt directly coated on the membrane by thermal evaporation method 
resulted in improved ORR activity. Bi-layer thin films of 3nm of Pt and Ti 
deposited on the membrane also improve the ORR activity [40].

Similarly, Selvaganesh et al. reported that TiO2 incorporated with Pt on 
carbon prepared by sol-gel method improved the performance as well as 
longevity of the Pt electrocatalyst. Commercially available Pt on carbon 
was mixed with titanium isopropoxide solution and heated at 80oC and the 
above Pt-TiO2/C precipitate was heat-treated at 750oC in 10% H2 and 90% 
N2 gas for 5h. The PEFC with Pt-TiO2/C electrocatalyst ameliorates the 
fuel cell activity and shows a maximum power density (PD) of ~650 mW 
cm-2 with the loading of 0.5 mgPt cm-2. Besides durability studies performed 
by potential cycling, the single-cell between 0.6 and 1 V indicated only 
20% loss even after 10,000 cycles, while Pt/C loses 65% after 6000 potential 
cycles itself. Titania is preventing the Pt aggregation and shielding the elec-
trolyte against peroxide radicals initiating from hydrogen peroxide caused 
during the incomplete reduction of cathode oxygen molecules [41].  

Hung et al. explored that bi-metallic Pt-Ir catalyst impregnated on 
Titania synthesized via reduction significantly increased the ORR activ-
ity in relation to Pt-Ir/C. Pt85Ir15/TiO2 electrocatalyst delivered a fuel cell 
performance of ~ 1.38 mA cm-2 at 0.6 V and a peak P.D. of ~ 930 mW 
cm-2 with a loading of 500 µgPt cm-2, which is observed to be greater than 
 carbon-supported Pt-Ir (0.74 mA cm-2 at 0.6 V). Besides, Pt-Ir supported 
on Titania electrocatalyst was found to retain more than 42% initial PEFC 
performance in relation to 20% for Pt-Ir supported on carbon, while cycled 
between 0.7 and 1.5 V for 36 h [42]. Also, Hepel et al. explained theoret-
ical quantum mechanical calculations for metal and metal-oxide systems 
in PEFC. The improvement in activity is described based on three differ-
ent sets of possibilities with interaction and adsorbed intermediates on bi- 
metallic electrocatalysts [43]. 
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Contreras et al. prepared TiO2 nanoparticles by sol-gel method, followed 
by Pt deposition via microwave-assisted polyol method. Comparatively, 
TiO2 supported Pt with pH-9 remarkably improved the dispersion of Pt on 
the Titania framework. This enhancement in Pt dispersion improved oxygen 
reduction activity [44]. Lee et al. synthesized titanium sub-oxides (TSO) at 
various temperatures, followed by 20% of Pt deposition by NaBH4 reduction. 
TiO2-800CH shows an increased electrical conductivity of 1 X 10-2 S cm-1 in 
relation to other heat-treated titanium oxides. Pt deposited on Titania (TiO2-
800CH) shows the highest half-wave potential of 0.55 V, with a CD of 3.07 
mA cm-2 compared to 1.92 mA cm-2 for carbon/Pt. Pt/TiO2-CH800 was able 
to retain more than 95% of initial oxygen reduction activity compared to 
only 60% for Pt/C while potential holds at 1.4 V [45].

 Huang et al. synthesized mesoporous Titania films supported Pt elec-
trocatalyst by facile electrochemical deposition method for PEFC applica-
tion. The thin film of mesoporous Titania coated over a fluorine-doped tin 
oxide (FTO) plate as substrate through a screen printing process permits 
a higher rate of charge transfer across reactants and product molecules. 
It was observed that a Pt short deposition time of 3s, with a loading of 
10.03 g cm-2 on Titania showed higher mass activity of 34.3 A g-1 compared 
to other electrochemical deposition times [46]. Popov et al. reported the 
preparation of mesoporous Titania nanoparticles prepared via a simple 
template-assisted method and subsequently deposited Pt metal nanopar-
ticles by NaBH4 reduction. PEFC comprising Pt/TiO2 was found to deliver 
a superior PEFC PD of ~ 940 mW cm-2 compared to 840 mW cm-2 for 
TKK-Pt/C. Besides, an ultrathin catalyst layer of 3 μm could be formed 
by Pt deposited on TiO2, which is undoubtedly much less than the Pt/C 
electrocatalyst layer of 11 μm. Besides, the stability of TiO2 supported Pt 
electrocatalysts was higher and no loss was observed by holding the cell at 
1.2 V even after 200 h, whereas for Pt/C, the potential loss of ~100 mV was 
observed after 50 h. The above ultra-stability of the Titania supported Pt 
framework is ascribed to the more vital interaction between Pt and TiO2 
[47].

According to the report by Shanmugam et al. Pt catalyst nanoparticles 
deposited over mesoporous Titania of anatase phase through an ultra-
sonic-assisted reduction exhibit enhanced activity towards ORR better 
than Pt/C electrocatalyst. The enhanced cell performance was surmised 
to be because of better distribution of Pt particles on the TiO2 surface 
and significant proton conduction through the TiO2 surface [48]. Wang 
et al. made an effort to modify the electrocatalytic activity of Pt-Ru/C 
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in methanol oxidation by incorporating TiO2 nanoparticles. Wang et al. 
reported that the incorporation of 10 wt.% of TiO2 nanoparticles enhanced 
the electrochemical activity, as evident from improved onset potential and 
stability of the Pt-Ru catalyst during methanol oxidation. Calculation of 
apparent activation energy values proved that the value for TiO2-Pt-Ru/C 
is lower than Pt-Ru/C, which is attributed to the synergistic effect of Pt-Ru 
and TiO2 nanoparticles [49]. The presence of TiO2 also easily enables CO 
intermediates to be removed from the Pt-Ru surface catalyst. It is proven 
that the Pt electrocatalyst, when deposited over Titania support, expe-
riences a change in its electronic properties, altering and subsequently 
destabilizing the chemical adsorption of CO over the Pt surface. This 
susceptible behaviour of Pt towards CO poisoning is primarily ascribed 
to the synergistic interaction between Pt and TiO2 [50], which indeed 
is believed to simplify the oxidation of the adsorbed CO. TiO2 materials 
have a more significant advantage in the case of PEFC, ascribed to the 
strong interaction between TiO2 and Pt which might minimize the dis-
solution and migration of Pt and further change the electronic properties 
of Pt [50–53]. However, the lower conducting nature of the TiO2 frame-
work limits its application in fuel cells. Hence, further application of TiO2 
relies on modifying its phase composition and conductivity by varying the 
structural properties.

10.6 Variable Phase of TiO2 Supported Pt Towards 
Fuel Cell Application

In order to implement TiO2 as an electrode material in PEFCs, it is essen-
tial to improve the TiO2 conductivity and active sites on TiO2 by the cre-
ation of oxygen defect states. Oxygen vacancies and titanium interstitials 
may decrease bandgap, resulting in increased conductivity. Dhanasekaran 
et al. made an effort to find more stable supporting materials for Pt and 
explored different types of TiO2 phase via simple heat treatment towards 
PEFC application. The cell performance of Pt/TiO2, with TiO2 being pre-
dominantly in the anatase phase, delivered a P.D. maximum of ~ 270 ± 10 
mW cm-2.  Remarkably, the rutile phase support Pt on TiO2 heat-treated 
at 800oC as a cathode catalyst shows a P.D. maximum of ~ 380 ± 10 mW 
cm-2 with a loading of 200 µgPt cm-2. It is envisaged that heat-treatment at 
optimum temperature and phase exhibits higher actual cell activity in rela-
tion to a lower temperature of 600 and 700oC. On the other hand, further 
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increasing annealing temperature (TiO2-1100 oC) leads to dramatic losses 
in mass transfer region and Ohmic resistance, which is attributed to larger 
TiO2 particles and a reduction in reactant sites in comparison with car-
bon support [54]. Besides, Pt/TiO2-800 retained an electrochemical active 
surface area of more than ~ 60% after 20,000 cycles between 0.6 and 1.2 V. 
Similarly, sub-stoichiometric magneli phases of Ti4O7 exhibited a higher 
conductivity of 103 S cm-2 at room temperature, which is as good as graph-
ite. Besides, the advantage of using Ti4O7 is that there is no additional oxi-
dation observed from 0 to 2 V vs. SHE [55, 56]. Ioroi et al. deposited Pt on 
Ti4O7 and employed it as a cathode electrocatalyst in H2:O2 fuel cell oper-
ating condition. There is no voltage loss observed while operating at 300 
mA cm-2 even after 350h [57, 58]. Smith et al. reported improved electronic 
conductivity of TiO2 on Ti metal by the formation of oxygen vacancies. 
Ti on TiO2 itself shows lower bandgap energy and improved conductivity 
[59].

Zhang et al. explored the preparation of Ti4O7 supported Ru-Pt core-
shell structure by pyrolysis followed by microwave route. It is believed that 
the strong bonding between the Pt-Ru core-shell structure and Ti4O7 oxide 
results in improved Ru durability. Pt-Ru supported Ti4O7 exhibited higher 
CO-tolerance at various concentrations in-relation to carbon-supported 
Pt-Ru. Besides, Ti4O7 supported Pt-Ru electrocatalyst exhibits higher 
CO-tolerance and is the most promising material for HOR reaction [60]. 
Ioroi et al. developed the magneli phase of TiOx with a higher surface area 
(20 m2 g-1) by U.V. pulsed laser technique. Pt deposited on magneli phases 
like Pt-Ti/TiOx and Pt/TiOx cathode electrocatalysts enhanced specific 
activities more than two fold compared to Pt/C [61, 62]. Substoichiometric 
TiO2 shows during the long term studies that sub-stoichiometric TiO2 is 
oxidized and finally leads to lower cell performance. Hence, the enhanced 
durability of Pt on sub-stoichiometric Titania still remains a challenge 
for PEFC. Another approach to increase the conductivity of Titania is by 
co-doping with various metals into the Titania structure.

10.7 Influence of Doping in TiO2 Towards ORR 

One of the alternative methods to enhance the electric conductivity and 
O2 absorption process of high surface area TiO2 is by doping with various 
metal or non-metals to form a TiO2 framework. According to literature 
reports, electronic conductivity is increased from 0.2 to 1.5 S cm-2 by Nb 
doping into the TiO2 lattice. There is a charge compensation Ti cation 
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vacancy while substituting Nb5+ into a Ti4+ lattice, which improves the con-
ductivity resulting in enhanced cell performance. Chen et al. attempted 
Nb doping of TiO2 support for a Pt-Ru-Ir electrocatalyst and observed 
that Nb doping leads to higher stability than Pt/Ti4O7, while voltage tran-
sients between 0.4 and 2 V [63]. Garcia et al. prepared Nb substituting it 
into TiO2, which enhanced the BET surface area to 135 m2 g-1 by the sol-
gel method followed by deposition of bi-metal (Pt-Ru) reduction. Ru-Pt 
deposited on Nb-TiO2 electrocatalyst increased specific and mass activity 
in relation to Pt-Ru/C [64]. Dhanasekaran et al. reported that the effect of 
synthesized methodology, dispersion, composition, and structural defect 
of Pt on carbon and nitrogen-doped TiO2 (TiON 1), which influenced 
the fuel cell performance. Interestingly, an optimum level of carbon and 
nitrogen-doped TiO2 supported Pt electrocatalyst shows a higher P.D. 
(450 mW cm-2) in contrast to Pt/TiO2 and other ratios of TiON supported 
Pt [65]. Figures 10.5a and c show that ADT cycles are carried out between 
0.6 and 1.2 V for Pt/C and Pt/TiON. The optimum composition of nitro-
gen and carbon co-doped TiO2 (TiON) is a stable supporting material for 
Pt and retains an initial electrochemical surface area (ECSA) of ~ 60% 
despite subjection to 50,000 cycles in contrast to 15% for Pt/C after 10,000 
cycles from 0.6 to 1.2 V, as shown in Figures 10.5 b and d. It is evident that 
the optimum level of nitrogen and carbon doping with Titania supported 
Pt has higher degradation and corrosion resistance than pure carbon- 
supported Pt. These observations are in good agreement with Brewer’s 
theory, which postulated that the hypo  d- electron characteristic interface 
of Titania with Pt leads to ameliorated PEFC performance during long-
term operation. Park et al. explored Nb doping into a TiO2 lattice pre-
pared by the hydrothermal method. He observed that the average particle 
size of Nb-doped TiO2 is 10 nm and deposited Pt is 3-5 nm. The above 
electrocatalyst exhibits a higher OCV of 1.0 V and overall mass activity of 
201 mA mg-1 at 0.8 V [66]. 

Inset denotes the linear sweep voltammetry after durability at 1600 rpm 
under 0.1 M of O2-saturated HClO4 [65]. 

Similarly, Chevallier et al. synthesized a larger surface area with a crys-
talline microsphere of Nb-doped TiO2, followed by evenly distributed 
Pt particles over its surface. Pt on Nb-TiO2 exhibited higher stability up 
to 1000 cycles and held 85% of Pt in relation to only 47% for Pt/C [67]. 
According to various literature reports, doping of Titania led to the mod-
ification of its structural and surface characteristics, which can improve 
the extent of active sites, increasing the Pt anchoring site leading to 
improved activity. Besides, hetero-atom doping of Titania with iron and 
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nitrogen and subsequently employing this doped framework support for 
Pt electrocatalyst increased catalytic activity and fuel cell performance. 
The synergetic interaction occurs between Pt and Fe-TiON moiety, 
which can lead to enhanced performance and longevity of the PEFC 
against undoped Titania supported Pt. The X-ray diffraction (XRD) 
clearly confirms that the TiON-Fe framework’s prominent peaks have 
slightly shifted compared to the un-doped Titania. Figure 10.6a shows 
the XRD refinement results, which clearly reveal the change in the lat-
tice parameter after doping, i.e., change in c-axis (2.961 Å) in relation to 
un-doped Titania (2.951 Å). In addition, the maximum diffraction peaks 
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at 39.9, 46.4, and 67.8° are attributed to (111), (200), and (220) planes 
that are representative of a Pt metallic nature with an fcc structure of Pt. 
The HR-SEM (Figure 10.6b) clearly shows the spherical morphology of 
TiON-Fe. The SEM micrographs also revealed that the Pt particles were 
evenly distributed over the TiON-Fe framework. Besides, constituent 
elements in Pt on the TiON-Fe framework are revealed from elemental 
analysis mapping.

The Pt/TiON-Fe framework delivers a superior PD (~620 mW cm-2) in 
relation to Pt/C (~560 mW cm-2), as shown in Figure 10.7a. A schematic 
illustration of the presumed surface ORR mechanism at the cathode 
is represented in Figure 10.7b. Pt metal nanoparticles strongly inter-
act with N and Fe moiety and oxygen molecules are easily associated 
with protons and electrons, finally forming water as a by-product on the 
TiON-Fe surface moiety. The Pt/TiON-Fe framework enhanced the fuel 
cell performance in relation to the Pt on TiO2 and TiON framework. This 
improvement is mainly ascribed to the strong interface/affinity that pos-
sibly exists between the supported metal catalyst and TiON-Fe moiety 
[68, 69]. 
Besides, the Pt/TiON-Fe framework retains 50% of cell performance 
and 60% of initial ECSA remarkably up to 200h of potential holding 
at 1.2 V, as represented in Figures 10.8a-d. Similarly, Pt on Mo-doped 
TiO2 is reported to show a higher oxygen reduction reaction in relation 
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to a conventional Pt/C electrocatalyst [70]. With Nb-doped TiO2, an 
improved electrical conductivity is observed mainly due to the formation 
of more Ti vacancies. Similarly, for Mo or Fe doped on TiO2 supported 
Pt, a strong interaction between metal and support is accredited to more 
electron transfer from Mo or Fe to Pt. The above literature reports form 
the basis for the implementation of doped metal-oxide systems towards 
fuel cell application. Incorporation of various suitable dopants into the 
Titania framework may possibly open more titanium vacancies and 
donate electrons to Pt, resulting in improved electronic conductivity and 
PEFC performance. 

10.8 Influence of Morphology Towards Oxygen 
Reduction Reaction

The modification of morphology and electronic structure of the TiO2 
framework tunes its performance and stability. In polycrystalline and 
sub-stoichiometric TiO2, various morphological effects offer direct elec-
tronic transfer and increase the electron mobility in relation to spherical 
morphology. Song et al. described that physically mixed commercial Pt/C 
and TiO2 nanotubes enhanced ethanol oxidation reaction (EOR) activity 
and durability. The increasing EOR is mainly due to structural water in 
Titania, which is surmised to play a vital role in increasing the CO tol-
erance [71, 72]. Likewise, according to He et al., the Pt/TiO2 nanorod 
with the Ti catalyst improved the EOR activity and long-time durabil-
ity in acidic, as well as alkaline, media against Pt/C [73]. Dhanasekaran 
et al. explored the usage of Titania nanowires as support for Pt prepared 
by adopting a hydrothermal method and used a simple NaBH4 reduction 
process to deposit Pt. Titania nanowires support the Pt electrocatalyst in 
PEFC delivered 600 mA cm-2 CD at 0.6 V [74]. The enhancement of PEFC 
power output is attributed to the modified shape and structure of Titania, 
which considerably increased the desirable characteristics that assist in 
rapid charge transfer between the electrolyte-electrode interface. Besides, 
the high electrical conductivity of Pt also provides electron connectivity 
within the catalyst layer.

Similarly, Jiang et al. reported a TiO2 nanotube Pt-Ni on carbon and 
found better catalytic activity towards MOR as against Pt/C. Rettew et al. 
described the high MOR activity and increased Pt surface properties while 
using Pt nanoparticles supported on TiO2 nanotubes as an electrocatalyst. 
The increased MOR activity is attributed to the interaction between the Pt 
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metal and TiO2 nanotubes [75]. Saida et al. prepared nanosheets of TiO2 
modified with Pt-Ru/C, which exhibited increased the electrochemical 
performance in MOR activity [76]. 

According to Dhanasekaran et al., Titania nanorods supported Pt and 
its doping of Cu and N shows higher fuel cell activity and stability. Figures 
10.9a  and b represent SEM images for TiO2 and Cu and N co-doped TiO2 
prepared via the hydrothermal method, followed by annealing at 900oC. 
Both the un-doped and doped Titania framework contains nanorods 
which are arranged in an order that resembles to shape of broccoli. Figures 
10.9c and d show higher magnification micrographs indicating that Pt 
nanocrystallites are evenly dispersed over the Titania surface. The sta-
ble Pt on TiO2 nanorod shows better PEFC performance than spherical 
Titania supported Pt. Besides, a Titania nanorod co-doped with copper 
and nitrogen supported Pt showed superior fuel cell performance over 
un-doped Titania supported Pt. Pt/TiON-Cu nanorods as a cathode elec-
trocatalyst showed superior PEFC performance over that of Pt/C and Pt/
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Figure 10.9 (a & b) FE-SEM of TiO2 and TiON–Cu nanorods, (c & d) Pt impregnated on 
TiO2 and TiON–Cu 2 nanorods [77]. Reproduced with permission from Royal Society of 
Chemistry 2017.
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TiO2 nanorods, as represented in Figure 10.10a. The PEFC comprising of 
Pt on TiON-Cu nanorods delivered a peak P.D. of 600 mW cm-2 in relation 
to 530 mW cm-2 for un-doped Titania supported Pt. Besides, from Figure 
10.10b, it is evident that when the metal loading is increased from 20 µg to 
200 µg cm-2 at the cathode and it results in increased fuel cell performance. 
In addition, Figure 10.10c indicates a variation in PEFC performance, 
employing Pt/TiON-Cu nanorods as a cathode electrocatalyst under dif-
ferent relative humidity (R.H.) from 0 to 100% R.H. at the cathode side. 
The results prove that even in dry gas operation, a Pt/TiON-Cu nanorod 
framework delivers a maximum PEFC power output of 475 mW cm-2 at 
0.5 V. Similarly, increasing the back pressures up to 2 bar further increased 
the PEFC power output to 900 mW cm-2, as represented in Figure 10.10d.
The catalyst durability test is performed by repeatedly taking the voltage 
transients of the PEFC between cycling the potential from 0.6 and 1 V. 
After 10,000 potential cycles during cell mode durability, Pt/C only main-
tains 67% initial ECSA, whereas TiON-Cu supported Pt can preserve more 
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than 75% of ECSA even after 18,000 cycles, as represented in Figure 10.11a. 
Cell polarization at various periods of durability test verified under H2 and 
O2 conditions is represented in Figures 10.11b & c. Carbon supported Pt 
retains 50% of CD at 0.6 V even after 10,000 cycles, whereas TiON-Cu 
nanorod supported Pt framework retains 60% of PEFC power output after 
18,000 cycles. Figure 10.11d indicates the fuel cell performance for a PEFC 
with Pt supported on TiON-Cu nanorods with dry oxygen being passed 
on the cathode side. The fuel cell’s actual stability was studied for 100h, 
the potential hold at 0.6 V shows a stable current density and no loss is 
observed. The above results clearly prove that Pt/TiON-Cu enhanced PEFC 
performance and long-term stability [77]. Besides, introducing defect 
states into Titania structure and tuning morphology shape can influence 
electrical conductivity, stronger electronic structure, charge-carrier prop-
erties, and PEFC performance.
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10.9 Effect of Titania-Carbon Composite Supported 
Pt Electrocatalyst for PEFC

As discussed in the previous section, further improvement and tuning of 
Titania based support catalysts relies on improving their electronic con-
ductivity and surface area, particularly before employing in PEFC stacks 
of various capacities. Literature reports suggest improving the electronic 
conductivity and surface area of Titania by coating with or forming a 
composite with carbon to make it more desirable as Pt support for PEFC 
applications. Researchers also confirm that the Titania of nanowire mor-
phology is increasingly efficient and more catalytically active than spher-
ical morphology towards various electrochemical applications. Song  
et al. prepared Titania nanotubes and observed that they have intriguing 
characteristics over their spherical counterparts. It is envisaged that the 
higher surface to mass ratio, as in the case of the one-dimensional struc-
ture of nanotubes is an essential prerequisite for heterogeneous catalysis 
[78].

Guo et al. prepared anatase TiO2 nanorods which were later found to 
be of higher specific surface area due to their porous structure and were 
employed as prepared TiO2 nanorods as catalyst support Pt catalysts [79]. 
Similarly, Park et al. prepared TiO2 nanowires by a simple hydrothermal 
route, followed by the deposition of binary and Pt-Ru nanowires cata-
lyst towards methanol electro-oxidation in acidic media [80]. According 
to Park et al., the enhanced conductivity of the nanowires helped in the 
overall performance. Around the same time, electrospun TiO2 anatase 
nanofibres were prepared and Pt nanoparticles were deposited and used as 
electrocatalysts for methanol oxidation studies. Long et al. could achieve 
an evenly distributed Pt electrocatalyst over the electrospun TiO2 nanofi-
bers and observed that they brought about enhanced electrochemical and 
stability to the supported Pt possibly owing to the larger surface area of 
TiO2 subsequently [81].

Another interesting nano-form of TiO2 is its nanotubular morphology. 
Of course, the nanotubular morphology TiO2 (TNT) has fascinated the 
research community and also gained substantial attention as an alternative 
material to the existing carbon support for Pt support in view of its intrigu-
ing characteristic properties such as higher surface area and easy access for 
gaseous and liquid phase reactants and products, particularly in the case of 
heterogeneous catalysis. Figure 10.12 represents the facile and linear elec-
tron charge transfer in the nanotubes as opposed to spherical morphology.
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Chen et al. explored Ti on carbon-supported Pt-Ru as an electrocatalyst 
for MOR and reported higher performance for Ti-carbon support com-
pared to its carbon-supported counterpart. The presence of TiO2 dramat-
ically decreases crystalline metal size to lesser than 3 nm and obviously 
improved the intra-particle interaction and dispersion [82]. Muhamad  
et al. prepared modified TiO2 carbon-supported Pt catalysts and observed 
that not only was the catalytic activity enhanced, but so was the susceptibil-
ity of the deposited Pt catalyst towards CO [83]. Selvaganesh et al. synthe-
sized a TiO2-f-MWCNT (TMC) composite support and explored the effect 
of TiO2 on the properties of f-MWCNT towards activity and longevity in 
actual PEFCs. The TiO2-f-MWCNT (TMC) composite supported Pt exhib-
ited an excellent PEFC PD (750 mW cm-2) over Pt/MWCNT. Extensive 
efforts were made to study the long-term susceptibility of a TMC compos-
ite supported Pt electrocatalyst under elevated temperature and simulated 
operating conditions. It was observed that remarkably, Pt supported over 
the TMC composite underwent a performance loss of only 22% against 
50 and 60% for Pt20-f-MWCNT and Pt40-f-MWCNT (Figure 10.13). The 
extensive efforts also performed to retain long-term stability under ele-
vated temperature and simulated operating conditions found TiO2-f-
MWCNT had optimum composition supported Pt found to retain 78% 
initial fuel cell performance in relation to 50% and 38% for Pt20-f-MWCNT 
and Pt40-f-MWCNT (Figure 10.13). In addition, crystallinity, morphol-
ogy, and cross-sectional studies for Pt/TiO2-f-MWCNT (TMC) electro-
catalysts before and after durability were also carried out, which proved 
that Pt/TiO2-f-MWCNT is more stable under stringent PEFC operating 
conditions [84]. According to Neophytides et al., metal (Pt) nanoparticles 
strongly interact with TiO2 structure, attributing to their hyper and hypo 
d-electronic configurations, respectively, which improves the stability of Pt 
and retains Pt nanoparticles on TiO2 surface results, retaining long term 
durability [85].
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Figure 10.12 Charge transfer path in nanoparticles and nanotubes.
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Wang et al. reported improvement of formic acid oxidation reaction 
(FAOR) while incorporating TiO2 on a Pd/C matrix and found that TiO2 
is used to increase Pd FAOR activity and the durability catalyst [86]. 
Akalework et al. prepared a thin layer of Titania coated on MWCNT fol-
lowed by Pt deposition. The as-prepared Pt/TiO2-MWCNT electrocatalyst 
exhibited higher cell performance against Pt supported carbon or CNT 
[87]. Chisaka et al. prepared Pt-free nitrogen-doped Titania via sol-gel 
route, followed by thermal annealing at 1223 K under an N2 atmosphere. 
Smaller than 5 nm-sized TiOxNx were synthesized and supported on car-
bon black. Evidently, the TiOxNx supported carbon cathode electrocatalyst 
showed higher mass activity of 0.35 A g-1 at 0.74 V in relation to the NH3- 
treated TiOxNx-carbon electrocatalyst [88].
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Figure 10.13 (a) Fuel cell mode chronoamperometric plot for Pt20/f-MWCNT, 
Pt40/f-MWCNT, and Pt/TiO2-f-MWCNT cathodes, (b) Polarization data and loss in 
performance for PEFCs comprising of (c) Pt20/f-MWCNT, (c) Pt40/f-MWCNT, (d) Pt/
TMC at regular intervals of durability study [84]. Reproduced with permission from 
Springer nature Ltd 2017.
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Shahgaldi et al. prepared Titania encapsulated carbon core-shell structure 
synthesized via a simple hydrothermal method. In a directive to improve 
carbon functionalization and surface area and to control porosity, KOH 
and NaOH were used. Pt of 10 wt.% supported on a carbon-TiO2 elec-
trocatalyst delivered a maximum PD (~ 411 ± 1 mW cm-2) in relation to 
non-carbon Pt on TiO2(166 ±1 mW cm-2). Besides, activated carbon nano-
spheres supported Pt could hold approximately 20% of the initial surface 
area after 3000 potential cycles, whereas encapsulated carbon on TiO2 core-
shell structure supported Pt electrocatalyst was able to retain more than 
46% of the initial surface area. This enhancement of cell performance and 
stability could be a strong interaction between metal and support, which is 
much higher in a carbon-TiO2 structure than TiO2 [89].

According to a recent study, Park et al. explored nitrogen doping into 
Titania as well as a graphene (NG-TiON) hybrid composite, which showed 
superior fuel cell activity and stability compared to carbon-supported Pt. 
NG-TiON was prepared by a simple hydrothermal method with nitro-
gen sources used as melamine and urea. Further, a Pt nanoparticle was 
impregnated over the NG-TiON surface via a simple colloidal method. Pt/
NG-TiON electrocatalysts exhibit superior CD of 2 A cm-2 at 0.6 V with 
0.76 mgPt cm-2 in relation to Pt/C (1.45 A cm-2). 

Furthermore, the stability test was carried out for 5000 cycles between 
1 and 1.5 V, the Pt/NG-TiON electrocatalyst was found to be higher, and 
it was able to retain more than 75% of initial performance in relation to 
only 20% for Pt/C. The improvement in stability is attributed to N-doped 
graphene-TiO2 composite’s higher corrosion resistance in relation to Pt/C. 
In addition, nitrogen doping not only improves electronic conductivity but 
also contributes towards enhancing the anchoring site of Pt, preventing the 
Pt agglomeration, thereby improving its stability, making it more suitable 
for fuel cell application [90]. Table 10.1 shows a detailed literature review 
of various reported fuel cell performances and durability for Pt deposited 
on carbon, TiO2, and TiO2-carbon composite. The above literature reports 
confirm the co-catalytic activity of TiO2 and incorporation of TiO2 with 
a noble-metal catalyst plays a pivotal role in the enhancement of overall 
PEFC performance. However, considering the long-time study, especially 
in start-up and shut-down cycles, corrosion of carbon takes place, slightly 
reducing the lifetime of PEFC.
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10.10 PEFC Stack Operation and Durability Studies 
with Alternate Catalyst Support

Dhanasekaran et al. reported that an optimal carbon composition semi-
coated over the Titania nanorods-Pt framework enhances long-term 
durability and cell performance in PEFC application [108]. A simple 
hydrothermal method was adopted for the preparation of semi-coated 
carbon on titania nanorods (CCT) followed by Pt deposition through a 
polyol route.

Figure 10.14a illustrates the FE-SEM of the CCT surface. Figure 10.14b 
represents HR-TEM for Pt nanoparticles dispersed on the CCT surface. In 
addition, Figures 10.14c and h are STEM-HAADF micrographs that pro-
vide an overview of the overall and individual elemental distribution. It 
may be observed that carbon particles are semi-covered over the Titania 
nanorods and Pt metal is widely dispersed over the CCT surface setup. 
A single cell with a thin Pt metal nanoparticle of 150 µg cm-2 shows a 
superior CD of 1150 mA cm-2 at 0.6 V with the cell operating tempera-
ture at 65oC. In addition, CCT support has a strong interaction/affinity 
with Pt nanoparticles, subsequently preventing the Pt agglomeration and 

(a) (b) (c) (d)

(e) (f) (g) (h)

200 nm 200 nm 200 nm 200.0 nm

200.0 nm200.0 nm200.0 nm200.0 nm

Figure 10.14 (a) SEM Micrograph for carbon semi-coated on Titania, (b & c) HR-TEM 
and HAADF images for Pt on CCT, (d) STEM elemental mapping, (e) Carbon, (f) Pt, 
(g) Ti, (h) Oxygen [108]. Reproduced with permission from Elsevier 2019.
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dissolution towards stability for more than 100h with an insignificant loss 
of 10 mA cm-2. Figures 10.15 a and b represent the 3D diagram for five 
individual cell fixtures and a photograph of PEFC’s overall assembly. 

Figure 10.15c represents the Pt/CCT five cell stability test performed 
in hydrogen and oxygen conditions. Initially, the cell is stabilized for 71 ± 
1h with open-circuit voltage, followed by a constant current of 3 A.  The 
stack is operated below 60oC for 9h per day with 100% R.H. The actual 
stability test was carried out for 19 h at 5 A and the overall stack volt-
age was 3.75 ± 0.05 V. During start-up and shut-down conditions, the 
minimal stack voltage loss was detected to be 50 mV after 19h. Real-
time steady-state polarization data confirms that only a minimal loss was 
observed even after 19h, which is represented in Figure 10.15d. Pt on a 
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Figure 10.15 (a) 3D Design of five cell modules with active area of 50 cm2,  
(b) Photograph of five cell stack assembly, (c) Durability carried out at 5 A,  
(d) I-V curve for 5 cell stack before and after durability [108]. Reproduced with 
permission from Elsevier 2019.
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CCT electrocatalyst with a five cell stack delivered a maximum power of 
175 W at 2.5 V. These results are clearly highlighting the fact that tun-
ing surface structure and composition of the electrocatalyst resulted in 
enhanced fuel cell performance and durability under even simulated 
automobile application.

10.11 Summary and Way Forward

The present chapter explains the electrochemical reaction, operating prin-
ciple of PEFC, and the various issues affecting the cell activity and real-
time stability. A brief overview of the various electrocatalyst materials used 
in PEFC and their challenges are presented. From the above, it is inferred 
that Titania is a more promising material for improving long-term sta-
bility in PEFC applications. On the other hand, tuning the conductivity, 
corrosion-resistance, doping effect, oxygen and titanium defects, and oxy-
gen adsorption properties may also further aid in the exploration/further 
investigation of active and durable materials for the successful commer-
cialization of polymer electrolyte fuel cells.
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Abstract
The urge to achieve sustainable mobility has paved the way for new technologies. 
As a result, electrochemical energy storage devices get great attention in the sus-
tainable energy sector. Generally, electrochemical energy storage devices, such as 
batteries, are short-term energy devices. Since both conversion and storage are 
coupled in a single battery design, the capital cost will be higher for long term 
energy storage. In this regard, a hydrogen ion battery (regenerative fuel cell), a 
combination of electrolyser and fuel cells, is a better energy storage option. A uni-
tised regenerative fuel cell (URFC) is a single device which can function both as 
an electrolyser and fuel cell. URFC can potentially avoid self-discharge, capital/ 
operational expenses and durability concern at deep charging/discharging com-
pared to secondary battery. URFC acts as an electrolyser while charging and serves 
as a fuel cell while discharging. The URFC with high round trip efficiencies is 
a promising candidate in renewable energy storage since it provides decoupled 
persisting energy storage along with rated power and prominent specific energy. 
Therefore, the URFCs find broad application in fields like renewable energy, grid 
supplement and transportation, aviation and aerospace. This chapter discusses the 
mechanism of URFCs, their classification, materials aspects, and applications.
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11.1 Introduction

Overwhelming energy demands and the current international/national 
priority to reduce the carbon footprint, have necessitated developing new 
technologies which can sustainably provide green energy. The dependence 
on renewable energy sources like solar, wind, and hydro is not reliable as 
their availability is a subject of time and season [1]. For long-term and 
flexible energy demands, it is indeed essential to develop efficient energy 
storage devices. Electrochemical energy storage devices are of the utmost 
interest as they have features like emission-free and flexible operation 
profiles, compactness, and scalability with geological constraints [2]. The 
amount and time scale of energy stored in these devices decides the capital/ 
operational expenses and storage devices such as Li-ion batteries have 
limitation for long term energy storage. Redox flow batteries on the other 
hand are good choices for long-term energy storage, however, low energy 
density, low power density, and charge carrier crossover limit their long-
term usage. For long term use, hydrogen storage has an edge as it can 
decouple with the components of storage systems and energy conversion 
[3]. Hydrogen generation is also easier from a variety of renewable sources, 
including water, and it is a pollution-free high-quality energy carrier.

An electrolyser can quickly produce hydrogen from water using renew-
able energy and the fuel cell converts the produced hydrogen to electric-
ity when the power is required. That is, the combination of fuel cell and 
electrolyser function as a kind of H-ion battery. While charging, H+ ion 
gets converted to H2 and while discharging, H2 is converted back to H+ 
ions. Such a hydrogen ion charging and discharging device can be called 
an H-ion battery or discrete regenerative fuel cell (RFC). It has a storage 
device, electrolyser, and fuel cell for storage, hydrogen production, and 
utilization, respectively [4]. It will lead to higher capital expenses of the 
equipment. When the same components are used for both fuel cell and 
electrolyser purposes, it is termed as a ‘unitized regenerative fuel cell’ 
(URFC) [5]. URFC is a better choice for long-term energy storage. It over-
comes most of the drawbacks associated with Li/Na-ion batteries and 
redox flow batteries. URFC provides a more compact design with different 
cell components and related accessories and offers economical levelized 
cost of energy storage compared to fuel cells and electrolysers. Compared 
to RFC, the URFC shows higher specific energy around 0.4–1.0 kW h kg-1 

and more stable charge-discharge operation [6].
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11.2 Principle of URFC

Charging in a URFC is electrolysis (EC), where hydrogen and oxygen are 
produced from water. During discharge (fuel cell mode), the hydrogen 
produced is utilized to generate electricity and water (Figure 11.1) [7].

11.2.1 Electrolysis Mode (EC)

In electrolysis mode, the conversion of electrical energy into chemical 
energy takes place. At the anode, the evolution of oxygen gas, oxygen 
evolution reaction (OER), occurs and at the cathode, a hydrogen evolu-
tion reaction (HER) takes place in which hydrogen is evolved. On the 
anode and cathode surface, the generated gases appear as bubbles. The 
evolved hydrogen can be stored by various techniques like liquid organic 
hydrogen carriers (LOHC), the use of compressed gas cylinders, or metal 
hydrides [8].

The electrode reactions are:
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Figure 11.1 Schematic illustration of Unitized Regenerative Fuel Cell (URFC). Reproduced 
with permission from Ref [6] copyright © The Royal Society of Chemistry 2020.
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 Cathode Reaction: 2H+ + 2e_ → H2 (11.2)

 
→ +H O H OOverall Reaction: 1

22 2 2
  

(11.3)

11.2.2 Fuel Cell Mode (FC)

In this mode, the stored hydrogen is fed at the anode and oxidant (oxygen/
air) at the cathode. The hydrogen oxidation (hydrogen oxidation reaction 
(HOR)) is occurring at thee anode followed by the generation of water at 
the cathode through the reduction of oxygen (oxygen reduction reaction 
(ORR)) in the presence of protons and electrons [9].

The electrode reactions are:

 Anode Reaction: H2 → 2H+ + 2e−  (11.4)

 Cathode Reaction: O2 + 2H+ + 2e− → H2 O  (11.5)

 Overall Reaction: H2 + O2 → H2 O  (11.6)

11.3  Classification of URFCs

Like fuel cell categories, URFCs are categorised depending on the nature 
of electrolyte and the operating temperature. The general URFC classi-
fication is Unitised Regenerative Polymer Electrolyte Membrane Fuel 
Cells (UR-PEMFC), Unitised Regenerative Alkaline Fuel Cells (URAFC), 
Reversible Solid Oxide Fuel Cells (RSOFC), and Reversible Microfluidic 
Fuel Cells (RMFC). The URFC using an ion-conducting polymer mem-
brane is called a Unitised Regenerative Polymer Electrolyte Membrane 
Fuel Cell (UR-PEMFC). It is a low-temperature UR-PEMFC working 
below 120oC. The unitised regenerative fuel cell with an aqueous alkali is 
called a Unitised Regenerative Alkaline Fuel Cell (UR AFC). It works at a 
temperature of 20 ̊C-120 ̊C. A Reversible Solid Oxide Fuel Cell (RSOFC) 
uses solid oxide materials such as electrolytes with an operating tempera-
ture of 500 ̊C to 1000 ̊C. Reversible Microfluidic Fuel Cells (RMFC) consist 
of a microfluidic flow channel. Different kinds of URFCs are elaborated in 
the subsequent sections.
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11.3.1 Unitised Regenerative Polymer Electrolyte Membrane 
Fuel Cell (UR-PEMFC)

UR-PEMFC is an excellent kind of URFC with the electrolyte being an 
ion-conducting polymer membrane. Like low-temperature fuel cells 
and electrolysers, the heart of URFC is Membrane Electrode Assemblies 
(MEA). MEA of UR-PEMFC includes a polymer ion-conducting PEM 
which separates two electrodes. In electrolyser mode, HER and OER occur 
at the cathode and anode, respectively. In fuel cell mode, HOR and ORR 
happen at the cathode and anode, respectively. Therefore, bifunctional 
catalysts are desirable for UR-PEMFC. Based on this bifunctionality of 
UR-PEMFC electrode, two different configurations are possible. The first 
one is the constant gas configuration (CG) and the second one is the con-
stant electrode configuration (CE) [10] (Figure 11.2). In CG, HER/HOR 
proceeds in a single electrode (hydrogen electrode) and OER/ORR on 
the next electrode (oxygen electrode) [11]. CG configuration has its own 
advantages like preventing the mixing of H2 and O2 and switching between 
EC and FC modes of operation rapidly. The major drawback associated 
with CG configuration is the reduction in efficiency due to the combined 
OER/ORR reaction in the same electrode. Generally, OER/ORR reactions 
are thermodynamically and kinetically sluggish. Also, these reactions are 
transportation limited. In CG configuration, both these reactions are com-
bined on the same side. It eventually leads to reduced efficiency.

In the CE configuration of UR-PEMFC, HOR/OER reactions occur 
at the anode and HER/ORR reactions occur at the cathode. The highest 
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round-trip efficiency (RTE) for the UR-PEMFC is obtained for the CE con-
figuration between the two configurations. The CE configuration also pos-
sesses other advantages like improved ORR and OER kinetics and better 
oxygen transport. At the same time, the CE configuration is not entirely 
flawless. In CE configuration, the mixing of hydrogen and oxygen gases is 
not entirely ruled out. There is also a wide range of potential change while 
switching between EC and FC modes. It can cause materials degradation. 
This disadvantage can be overcome by the use of an appropriate bifunc-
tional catalyst, as discussed in detail in the subsequent sections.

11.3.1.1 Components of UR-PEMFC

The core of UR-PEMFC is the membrane electrode assembly (MEA), which 
embodies the electrolyte and catalysts. The gas diffusion layer (GDL) and 
bipolar plate also play a major role to achieve better RTE (Figure 11.3).

11.3.1.1.1 Gas Diffusion Layer (GDL)
The gas diffusion layer contains two segments, a microporous layer (MPL), 
and gas diffusion backing (GDB). The GDB is a thin and porous substrate 
with MPL coated on it. Generally, titania materials are used for GDB and 
MPL [12]. The titania (Ti) material helps in improving the FC performance 
without affecting EC performance. To make the GDL cost-effective, the 
expensive titania is sometimes replaced with carbon paper in the GDB 
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Figure 11.3 Membrane electrode assembly for UR-PEMFC in constant electrode mode. 
Reproduced with permission from Ref [11] copyright © The Royal Society of Chemistry 
2020.
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layer. In that case, MPL generally consists of some OER active component 
like iridium (Ir) or its oxide (IrOx), corrosion-resistant Ti powder on IrO2, 
and Ir-TiN composite [13]. Sometimes graphitized carbon is also used for 
the MPL layer while supporting the carbon paper GDB [14].

11.3.1.1.2 Bipolar Plates (BP)
The bipolar plates (BPs) perform fuel cell functions like distributing the 
reactant gases within the cell, supporting water and heat management, 
separating the individual cells in the stack, and transportation of currents 
away from the cell. In the case of UR-PEMFC, the bipolar plate should be 
non-corrosive. Titania is commonly employed as a bipolar plate [15]. Later, 
metal-coated (aluminium) graphite bipolar plates were developed, which 
provide efficient performance and durability [16]. Similarly, metal-coated 
(Pt and Ir) titania bipolar plates are also employed for UR-PEMFC [17].

11.3.1.1.3 Catalysts
The catalysts required for the UR-PEMFCs are bifunctional. Bifunctionality 
is an essential criterion for achieving excellent efficiency in both fuel cell 
mode and as an electrolyser. Thus, UR-PEMFC employs electrodes with 
bifunctional hydrogen catalysts (BHC), as well as bifunctional oxygen cat-
alysts (BOC) [18].

11.3.1.1.3a Bifunctional Hydrogen Catalyst (BHC)
The Pt metal is the most appropriate choice for BHC so far, despite its high 
cost. The researchers thus focus on decreasing the loading of Pt metal to 
a maximum level [19]. Noble metal-free catalysts are nowadays widely 
explored in fabricating BHCs. It includes non-noble metal atoms deposited 
over a carbon surface, which facilitates both HER and HOR [20]. The metal 
hydrides (MH) are also an excellent choice to act as BHC since they can also 
help in hydrogen storage apart from supporting HOR and HER [21].

11.3.1.1.3b Bifunctional Oxygen Catalyst (BOC)
The bifunctional oxygen catalysts (BOCs) facilitate two reactions, namely 
OER and ORR. It generally includes the combination of one or more noble 
metals like Iridium, platinum, and rhodium [22]. Even though Pt works 
well for ORR activity, it fails with the OER activity. Similarly, the oxides of 
Rh and Ir which support OER fail with ORR. Out of the different combina-
tions tried, the one with Pt metal and Ir or oxide of Ir is the preferred BOC. 
The Ir content in BOC varies from 1 wt.% to 50 wt.% (Figure 11.4) [23, 24]. 
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However, since Pt metal supports ORR, its content will always be more 
than half in the entire BOC.

11.3.1.1.4 Catalyst Support
The catalyst supports are essential for the smooth functioning of both 
BHCs and BOCs. The carbon black matrix is mainly utilized as the catalyst 
support, especially with noble metals. This is because the carbon matrix 
aids in scaling down the noble metal-based catalyst loading. During the EC 
mode, the possibility of carbon corrosion is more at high potential values 
of the oxygen electrode due to the following reaction [25].

 C + 2H2 O → CO2 + 4H+ + 4e− (Eo = 0.118 V vs RHE at 11 oC)

The carbon support degradation adversely affects the processes like 
oxygen evolution reaction and water oxidation. The carbon corrosion also 
leads to a decreased lifetime of catalyst [25]. Then, efforts are made by 
using a portion of catalyst (Pt or IrO2) as its support. This method involv-
ing noble metal has disadvantages like high cost, less surface area, etc. 
Therefore, the non-noble metal-based catalysts are preferred in the current 
field of UR-PEMFCs. They include boron and titanium carbides [26], tita-
nium oxides [27], tantalum boride, titanium nitride, and perovskite com-
pounds and graphitized carbon [28], etc.

11.3.1.1.5 Catalyst Binder/Membrane
The catalyst binder performs a pivotal task in dispersing the catalyst, adhe-
sion of catalyst on GDL/membrane, and in providing proton conductivity. 
Nafion® is the common catalyst binder used for preparing electrodes. The 
Nafion® binder is sometimes not ideal as it suffers from drawbacks like low 
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Figure 11.4 Schematic illustration of synthesis of Pt/Ir-IrO2 catalyst as BOC for 
UR-PEMFC.



Unitised Regenerative Fuel Cells: An Overview 383

proton conductivity, brittleness, and resistlessness to alcohol. Therefore, 
some modifications to Nafion® are made to suit it for UR-PEMFC. One 
such modification is pyrolyzed Nafion. By using pyrolyzed Nafion for 
making the MEA assembly for UR-PEMFC, better round-trip efficiency 
(10.8%) and fuel cell efficiency (13.5%) is achieved [29]. It also enhances 
the water electrolysis performance. Nafion also performs as a membrane 
for UR-PEMFC. Nafion membrane with varying thickness from 11-175 
um are being employed in UR-PEMFC to conduct protons from anode to 
cathode. The main component in Nafion membrane is poly tetrafluoroeth-
ylene (PTFE) as the backbone with sulphonic acid group side chains. This 
helps in effective proton transfer.

11.3.1.2 Electrocatalysts for UR-PEMFC Electrodes

As mentioned in the previous section, the electrocatalysts required for 
UR-PEMFCs are bifunctional. Therefore, while designing the catalysts, it 
is essential to verify the performances of UR-PEMFC in both electrolyser 
and fuel cell mode. Different catalyst systems have been developed based 
on keeping the balanced EC and FC performances. They are generally 
categorized into transition metals, transition metal oxides, and other cat-
alysts [5].

11.3.1.2.1 Electrocatalysts based on Transition Metals and 
Transition Metal Oxides

Transition metals considered for developing electrocatalysts include 
osmium, ruthenium, platinum, iridium, and rhodium. The catalysts are 
usually coated as a thin layer over the Nafion membrane to get maximum 
performance. The Ir metal proved as a preferential catalytic component. 
The studies demonstrated that the Pt/Ir with a ratio of 80:20 on carbon 
gave better EC mode and FC mode performance than the traditional Pt 
on carbon (Pt/C). While designing the electrocatalysts based on transi-
tion metals, precautions should be taken to avoid the metallic oxide layer 
formation because it will hinder with the OER performance. The catalytic 
activity towards OER follows the order PtO < Pt <Rh < Ir < RuIr. Mallouk 
and his group tried out 715 ideal combinations of five elements Pt, Ir, Ru, 
Os, and Rh [30]. The catalytic systems are prepared through borohydride 
reduction of the respective aqueous salts and their performance towards 
OER and ORR activity are evaluated. The ternary combination of metals 
Pt-Ru-Ir gives better resistance to anodic corrosion and excellent perfor-
mance towards OER and ORR reactions. The ternary catalyst with the 
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combination Pt4.5Ru4Ir0.5 gave even better activity than the bifunctional 
Pt1Ir1 catalyst. The electrode kinetic studies with respect to pH proved 
that oxophilic Ru atom in the ternary catalyst Pt4.5Ru4Ir0.5 facilitates the 
reaction rate by stabilizing the surface oxide species and accelerating the 
oxidative deprotonation of surface OH groups [30]. Different supports are 
utilized for the ternary catalysts, mainly based on titanium (Ti). Compared 
to the titanium-oxide based supports like ebonex (Ti4O7), Ti0.9Nb0.1O2, a 
doped rutile compound imparts better stability to Pt4Ru4Ir1 composition, 
especially for OER activity. This is because of the ability of the rutile com-
pound to get reversibly oxidised between the Ti(III) and Ti(IV) states, 
unlike the ebonex material which helps to reduce the surface resistance 
in the former [31].

The Pt/Ir bifunctional catalysts give better OER and ORR performance 
when deposited over a titanium carbonitride (TiCN) support. Huerta  
et al. prepared bifunctional catalysts for oxygen electrodes with Pt and 
Ir nanoparticles in the ratio of 3:1 supported on TiC (Titanium carbide), 
TiN (Titanium nitride), and TiCN. The superior performance obtained 
with Pt3Ir/TiCN is related to nitrogen loading. In the case of TiN as a 
support, its high passivation degree by the presence of dissolved oxy-
gen makes it less reliable despite its good ORR and OER performance. 
The Pt3Ir/TiC gives the worst catalytic performance [32]. The studies are 
further extended to the metals tantalum (Ta) and ruthenium (Ru). The 
Pt3IrTa/TiCN has less activity for ORR. The Pt3Ru/TiCN exhibits almost 
the same stability as Pt3Ir/TiCN and even superior performance for OER. 
Thus, titanium carbonitride (TiCN) stabilizes the bifunctional catalysts 
and enhances their catalytic performance [33]. Sui et al. synthesized Pt-Ir/
TiC electrocatalyst for an oxygen electrode in UR-PEMFC by plasma 
reduction method. The electrocatalyst displayed finer particles with a 
uniform distribution over the TiC support. Compared to the same Pt-Ir/
TiC catalyst synthesized through the chemical reduction and deposition 
process, the one synthesized by plasma method exhibited superior ORR 
and OER catalytic activity [26].

The transition metal oxides, especially IrO2 and RuO2 perform as excel-
lent electrocatalysts for URFC electrodes. The IrO2 significantly enhances 
the OER activity, despite its medium performance in facilitating ORR. On 
combining with Pt metal, the resulting Pt/IrO2 composite gives stable and 
efficient performance as a bifunctional electrocatalyst for the URFC oxy-
gen electrode [34]. Using Pt black as a hydrogen electrode and a Pt/IrO2 
mixture as an oxygen electrode shows excellent EC and FC mode perfor-
mances. The amount of IrO2 can also affect the catalytic performance. The 
increased IrO2 content favours EC mode performance and causes slight 
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degradation in FC performance. Therefore, to keep an optimized balance 
between EC and FC performances, the content of IrO2 is generally kept 
between 10 mol% to 30 mol%. Similarly, the performance of the catalyst 
system also varies according to the synthetic procedure adopted. Generally, 
the Pt/IrO2 catalyst is prepared by mixing the metal salts. In the depo-
sition method, the salt of Iridium is deposited over platinum black and 
leads enhance 2-3% of round-trip efficiency. The Pt/IrO2 catalysts prepared 
through deposition method supported both EC and FC performance effec-
tively. The major drawback associated with the mixing method is the pos-
sibility of agglomeration of IrO2 nanoparticles. On the other hand, there is 
no such agglomeration in the deposition method, which results in higher 
surface area leading to enhanced catalytic activity. In other catalysts like 
RuO2-IrO2/Pt, the deposition method gives better and stable catalytic per-
formance [35]. The Pt/IrO2 catalyst is also prepared through the incipient 
wetness technique, but this catalyst facilitated only EC performance and 
proved to be a failure with FC performance [36]. Therefore, the deposi-
tion method produces more reliable Pt/IrO2 bifunctional electrocatalysts 
for UR-PEMFC. For a Pt/IrO2 catalyst, antimony doped tin oxide (ATO) 
is also utilized as a substrate. The catalyst proved to be an excellent choice 
for UR-PEMFC, possessing a 48% round-trip efficiency [37]. The ATO 
substrate promotes the OER activity of various transition metal oxide cat-
alysts including IrO2 and RuO2 [38, 39]. Finally, the Pt/IrO2 catalyst on car-
bon support is synthesized through the flashlight technique. This catalyst 
exhibited excellent OER activity. It is due to the faster oxidation of Ir to 
IrO2 in milliseconds without the application of any temperature. Thus, the 
flashlight synthetic method is also an excellent choice for coining catalysts 
for UR-PEMFC electrodes [40].

The utilization of Pt black as a catalyst for both oxygen and hydrogen 
electrodes of UR-PEMFC gives better performance. To reduce the produc-
tion cost, the Pt should be replaced at the oxygen electrode without affect-
ing the performance. It led to the incorporation of other transition metals 
like Ir, Ru, etc. The combination of Pt and Ir/IrO2 results in a balanced per-
formance between FC and EC modes. For a Pt and Ru/RuO2 combination, 
the EC mode suffers drastic degradation in the EC performance. A study 
conducted by Yim and his group revealed that the fuel cell performance of 
the catalysts follow the order Pt black > PtIr > PtRuOx > PtRu ~ PtRuIr > 
PtIrOx and the electrolysis performance of catalysts follow the order PtIr 
~ PtIrOx > PtRu > PtRuIr > PtRuOx ~ Pt black [41]. From this, it is inter-
preted that PtIr is the excellent choice as the bifunctional catalyst for the 
oxygen electrode in URFC. On increasing the content of Ir/IrO2 from 1 
wt% to 50 wt%, there is an improvement in EC mode performance and 
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degradation in FC mode performance. Further investigations proved that 
the 1 wt.% of Ir content leads to maximum UR-PEMFC performance [41].

Danilovic et al. pointed out that the poor device performance of the 
unsupported Pt and Ir catalyst in UR-PEMFC is related to the fabrication 
of the electrode [42]. So, low device performance is not because of the 
reduction in intrinsic activity of the Pt and Ir catalysts. Danilovic et al. 
prepared catalyst coated membranes using spray coatings (SPCCM) and 
doctor blade coatings (DBCCM) with the catalyst as an Ir black and Pt 
black mixture (total Ir loading is 0.5 mg cm-2 and total Pt loading of 0.8 mg 
cm-2). It assists in reducing the precious metal content of 31% compared to 
its fuel cell and electrolyser counterpart. The round trip efficiency (RTE) is 
higher for DBCCM in both CG and CE mode than SPCCM (Figure 11.5). 
At 1000 mA cm-2, DBCCM shows 53.1% RTE with CE mode (oxygen feed 
during discharge). The RTE is found to be lower for SPCCM (51.3%) under 
similar conditions. It emphasises that the fabrication process of a catalyst 
on the membrane is more important in achieving higher RTE. By adopting 
the proper fabrication method, the electrode’s porosity and tortuosity will 
improve for unsupported catalysts and ultimately lead to better RTE.

(a) (b)

Ce
ll 

Vo
lta

ge
 (V

)

2

1.8

1.6

1.4

1.2

1

0.8

0.6

0.4

0.2

0
0 500 1000 1500 2000

10

20

30

40

50

60

70

80

H2/Air_discharge
H2/O2_discharge
URFC_RTE1

URFC_RTE2
charge

Current Density (mA cm-2)

Efficiency (%
)

Ce
ll 

Vo
lta

ge
 (V

)

2

1.8

1.6

1.4

1.2

1

0.8

0.6

0.4

0.2

0
0 500 1000 1500 2000

10

20

30

40

50

60

70

80

H2/Air_discharge
H2/O2_discharge
URFC_RTE1

URFC_RTE2
charge

Current Density (mA cm-2)

Efficiency (%
)

(c)

Ce
ll 

Vo
lta

ge
 (V

)

2

1.8

1.6

1.4

1.2

1

0.8

0.6

0.4

0.2

0
0 500 1000 1500 2000

10

20

30

40

50

60

70

80

H2/Air_discharge
H2/O2_discharge
URFC_RTE1

URFC_RTE2
charge

Current Density (mA cm-2)

Efficiency (%
)

(d)

Ce
ll 

Vo
lta

ge
 (V

)

2

1.8

1.6

1.4

1.2

1

0.8

0.6

0.4

0.2

0
0 500 1000 1500 2000

10

20

30

40

50

60

70

80

H2/Air_discharge
H2/O2_discharge
URFC_RTE1

URFC_RTE2
charge

Current Density (mA cm-2)

Efficiency (%
)

Figure 11.5 Charging/discharging and Round Trip efficiency profiles of UR-PEMFC with 
DBCCM at (a) CE and (b) CG mode and SPCCM at (c) CE and (d) CG mode Reproduced 
with permission from Ref [42] copyright © The Royal Society of Chemistry 2020.
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11.3.1.2.2 Other Electrocatalysts
Yaegar and his group showed that the lead-ruthenium based pyrochlores 
are efficient catalysts for OER and ORR activity. Similarly, the pyrochlores 
where ruthenium is substituted with Iridium is also an excellent choice 
for UR-PEMFC oxygen electrodes. Sometimes, the performance of the 
pyrochlores are impeded from the anodic corrosion of electrodes. This 
anodic corrosion is occurring due to the presence of impure phases such 
as RuO2 and PbO, crystallinity, etc. Using anion conducting polymers 
as membrane overlayers can solve this problem to a great extent [43]. In 
another report, the bifunctional catalyst utilized for the oxygen electrode 
is Cu0.6Mn0.3Co2.1O4 nanometre powder. 20 wt.% Pt on carbon black is the 
bifunctional hydrogen electrode. The FC mode obtained peak power den-
sities of 0.114 and .163 W cm-2 at 20 ̊C and 45 ̊C, respectively. Similarly, 
in the EC mode, cell voltages about 1.61 V and 1.52 V at 22 ̊C and 50 
̊C, respectively, are obtained with a current density of 100 mA cm-2. The 
EC mode performance is also stable as the degradation occurred is only 
around 0.0379 mV h-1 after 120 h at 22 ̊C at a current density around 100 
mA cm-2 [44]. Another UR-PEMFC bifunctional oxygen catalyst is pre-
pared by incorporating partially reduced graphene oxide (gRGO) with 
cobalt oxalate (CoC2O4) microstructures. Here, a single pot synthetic tech-
nique is adopted for the fabrication of the catalyst. The advantage of this 
method is that it is possible to partially reduce graphene oxide at the same 
time, sustaining its solution probability and helping in the formation of 
CoC2O4 structures. The CoC2O4/gRGO catalyst gives excellent OER activ-
ity due to the production of active Co species from CoC2O4. The gRGO 
coating around the CoC2O4 structure enhances the ORR/OER activity 
through nitrogen containing functional groups. This result is highly prom-
ising as it opens a new pathway for utilizing metal-carbon composite as a 
UR-PEMFC bifunctional oxygen electrocatalyst [45]. Efforts to keep the 
catalytic layer as thin as possible led to the use of a Nafion membrane mod-
ified with polypyrrole (PPy) as the catalyst substrate and Pt is deposited 
over it. This system efficiently supported the UR-PEMFC operation. At 
0.695 V, the FC mode obtained a current density of 190 mA cm2 with cata-
lyst loading around 0.38 mg cm-2. At 2 V, the EC mode obtained a current 
density of 110 mA cm–2. The polypyrrole performs a prominent role in 
achieving this UR-PEMFC efficiency. It facilitates the deposition of Pt on 
the surface of Nafion. Also, the PPy offers electronic conduction pathways 
for electrons generated from the reduced Pt salt [46].



388 Renewable Energy Technologies

11.3.2 Unitized Regenerative Alkaline Fuel Cell (UR-AFC)

The UR-AFC is constructed by the combination of an alkaline electrolyser 
with an alkaline fuel cell into a single unit. The electrolyte in UR-AFC is 
either a flowing alkaline electrolyte or the alkaline electrolyte saturating 
the static porous matrix (Figure 11.6). Recently, anion exchange mem-
brane (AEM) is also employed as the electrolyte due to its advantages like 
aiding non-noble metal catalysts, good kinetics, etc, but still, AEM is not 
popular as it is associated with disadvantages like difficulties in making 
perfect AEM, CO2 poisoning, etc. The operating temperature of UR-AFC 
is 20 ̊C-120 ̊C. A few attempts are made to employ this UR-AFC prototypes 
by NASA in various programmes like Apollo [47]. The UR-AFCs have sev-
eral advantages over UR-PEMFCs as it can give good performance with 
non-precious metal catalysts and excellent reaction kinetics in alkaline 
solutions with good ORR activity [48].

11.3.2.1 Electrocatalysts Used for UR-AFC

As mentioned earlier, the UR-AFCs do not require noble metal catalysts. It 
excludes the dependence on Pt metal catalysts for developing bifunctional 
hydrogen catalysts (BHC). Most commonly, metal hydrides (MH) are used 
for developing BHCs for UR-AFCs. The advantage of using MHs is that 
apart from facilitating HER/HOR activity, they can also help with storage 
of hydrogen. Thus, experiments are done with two types of MH alloys. The 
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first one is the AB5-type alloy (MmNi3.88Co0.85Mn0.39Al0.4) and the second 
one is the zirconium based AB2 alloy (ZrNi1.2Mn0.48Cr0.28V0.13). Both cat-
alysts exhibited good HER/HOR activity, but the AB5-type MH showed 
superior catalytic activity [49]. The nickel-silver (Ni-Ag) alloy catalysts are 
the other class which can function as BHC catalysts for UR-AFCs. The 
catalyst with composition Ni0.75Ag0.11 shows HER activity almost double 
to that of pure Ni, but almost comparable HOR activity and stability [50].

The high-performance bifunctional oxygen catalysts (BOCs) for 
UR-AFCs are generally noble metals and their oxides, but large-scale 
application requires less expensive catalysts. It made the non-noble metal 
catalysts, carbonaceous materials, inorganic-organic hybrid materials, 
oxides of transition metals, etc. as alternative choices. The carbonaceous 
materials mainly include heteroatom-doped (N, S, P) carbon nanomateri-
als. Their choice as BOCs has significant advantages like high surface area, 
better electronic conductivity, good catalytic activity, and most impor-
tantly, cost-effectiveness [51, 52]. Most organic-inorganic hybrids consist 
of organometallic complexes which provide an almost comparable per-
formance as Pt/C as BOC [53]. Among the non-noble metals, silver is in 
the spotlight due to its less cost, durable performance, and good catalytic 
activity. Thus, the silver-based catalysts work as BOCs in alkaline media 
[54]. The mixed metal oxides, mainly perovskite [55], spinel [56], and 
pyrochlore structures [57], have exhibited their remarkable ability in func-
tioning as BOCs in alkaline media. Manganese oxides (MnOx) also per-
form as BOC and their activity can vary according to the crystallographic 
structure [58]. The BOCs for UR-AFCs are also developed by using hybrid 
catalysts like transition metal/carbon [59], transition metal oxide- carbon 
[60], transition metal oxide-transition metal oxide [61], and transition 
metal oxide-noble metal [62]. Similarly, the GDL used for UR-AFCs are 
carbon-free like nickel foam [63], stainless steel [64], Au coated titanium 
mesh [44], etc. to avoid the corrosion possible by carbon materials.

11.3.2.2 UR-AFCs with AEM

The UR-AFC prototypes with AEM electrolyte and non-noble metal cat-
alysts have a considerable advantage in terms of production cost. Many 
attempts have been made to develop such UR-AFCs, but none of them has 
succeeded to cross UR-PEMFC in terms of performance [65]. For bulk 
production and applications, UR-AFCs should contain non-noble metal- 
free catalysts as both BHC and BOC to ensure stable performance [66].
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11.3.3 Reversible Solid Oxide Fuel Cell (RSOFC)

The solid oxide fuel cells (SOFC) differ from all other fuel cells regarding 
the working temperature. Usually, they require high-temperature condi-
tions ranging from 500 ̊C to 1000 ̊C. It imparts SOFCs with advantages 
like direct usage of hydrocarbons as fuels. Similarly, there exists a solid 
oxide electrolyser (SOEC). SOEC also works under high temperature con-
ditions. SOEC has another advantage compared to the other conventional 
water electrolysis methods. It can reduce electricity consumption due to its 
potential to use thermal energy to produce electricity. By combining SOFC 
and SOEC, a reversible solid oxide fuel cell (RSOFC) is obtained (Figure 
11.7) [67].

In RSOFC, if water/hydrogen is used as fuel, the reactions taking place 
at the hydrogen and oxygen electrodes are given by Equations (11.7) and 
(11.8), respectively. The overall reaction is (11.9). In the figure, the reac-
tions taking place from left to right correspond to SOEC mode and the 
opposite direction corresponds to SOFC mode [68].

 H2O + 2e− ⇌ O2− + H2  (11.7)
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Figure 11.7 Schematic illustration of reversible solid oxide fuel cell with its operating 
principle.
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If CO2 is used as fuel, the reaction taking place at the fuel electrode 
changes to Equation (11.10) and the overall reaction is Equation (11.11).

 CO2 + 2e− ⇌ O2− + CO (11.10)

 
 +CO O CO1

22 2
  

(11.11)

These RSOFCs are classified into two major types according to the 
type of electrolyte. The first one is the RSOFC, having O2--conducting 
electrolytes (RSOFC-O) and the second one is H+-conducting electro-
lytes (RSOFC-H). The RSOFC-O is more popular than RSOFC-H due to 
its superior performance. The RSOFC-O also exhibited almost the same 
stability in EC and FC modes by the appropriate choice of materials. The 
typical electrolyte used for RSOFC-O is yttria-stabilized zirconia (YSZ) 
and doped lanthanum gallates like Mg-doped LaGaO3 (LSGM), which are 
particularly suitable for high temperatures and intermediate working con-
ditions. The other electrolytes include Scandia-Stabilized Zirconia (ScSZ) 
and ceria-based oxides like Samaria-Doped Ceria (SDC) and Gadolinium-
Doped Ceria (GDC), which function well at intermediate temperatures 
[69]. Still, YSZ is the more popular choice as an electrolyte as it exhibits 
excellent oxygen ion conductivity, high temperature and chemical stabil-
ity, and mechanical strength [70]. The appropriate choice for the BHE for 
RSOFC-O is the Ni metal combined with the corresponding electrolyte. 
This catalyst is highly cost-effective with excellent electrochemical activity 
and electronic conductivity. The common BOE employed for RSOFC-O 
is lanthanum strontium manganite (LSM). Usually, an alloy of LSM with 
YSZ is used. The advantages of LSM include poor reactivity with YSZ, 
good electronic conductivity, low ionic conductivity, thermal expansion 
coefficient as YSZ, and oxygen catalysis [71]. Due to the stability issues 
of LSM-YSZ electrodes in EC mode, other electrodes like Lanthanum 
Strontium Copper Ferrite (LSCuF), Lanthanum Strontium Cobalt Ferrite 
(LSCF), and Lanthanum Strontium Ferrite (LSF) are explored, but due to 
their superior reactivity with YSZ at high temperatures, their utilization 
has limitations [72].

The research in RSOFC-H is not as advanced as in RSOFC-O. The 
RSOFC-H is highly useful in intermediate temperatures (500 ̊C-750 ̊C). 
Also, RSOFC-H does not need a hydrogen separator during EC mode 
because the steam provided can produce pure hydrogen on the BHE side. 
Similarly, RSOFC-H has low activation resistance and high energy efficiency. 
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The  proton-conducting electrolytes employed for RSOFC-H include 
SrCeO3, BaZrO3, BaCeO3, and SrZrO3, but all of them suffered chemical 
and thermodynamic instability towards H2O/CO2/H2S-containing envi-
ronments. Therefore, the more popular proton-conducting electrolyte for 
RSOFC-H is yttrium-doped barium cerate zirconate (BCZY) [73]. The 
bifunctional hydrogen electrode (BHE) employed for RSOFC-H is Ni metal 
blended with an electrolyte similar to RSOFC-O. The bifunctional oxygen 
electrode materials (BOE) are also the same as RSOFC-O, but there are 
reports which employ different materials like Ba0.5Sr0.5Co0.8Fe0.2O3-δ (BSCF) 
[74] and BaZr1−xCoxO3−δ (BZC) [75]. The poor system performance and 
durability of RSOFC-H needs to be addressed for broader applicability.

11.3.4 Reversible Microfluidic Fuel Cell (RMFC)

A basic microfluidic fuel cell (MFC) consists of a microfluidic flow channel 
consisting of all the cell components. The MFCs employ various kinds of 
fuels like hydrogen, vanadium redox species, methanol, ethanol, etc. The 
concept of the reversible microfluidic fuel cell (RMFC) is still at its infant 
stage. In the FC mode, in typical RMFC, the oxygen is provided from the 
atmospheric air. Fuel and oxidants are supplied through the cell. The elec-
trolyser as well as by-product CO2 are stored in separate containers. This 
stored CO2 and electrolyser are loaded back to the cell in the EC mode. 
After the electrolysis reaction, the oxygen is released back to the ambient 
air and fuel is restored to continue the cycle (Figure 11.8). The working of 
RMFC resembles a redox flow battery. The RMFC gives good performance 
under acidic conditions [76]. The RMFCs with hydrocarbon fuels also play 
an important role in carbon-neutral energy conversion cycles [77].
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Figure 11.8 Fuel cell (a) and electrolyser (b) Mode of reversible microfluidic fuel cells.
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Alonso-Vante et al. experimented with PGM-free catalysts for micro-
fluidic cells (H2/O2) with the alkaline solution as the electrolyte. The 
catalyst used for HER and HOR was in a μ-fluidic cell carbon nanotube 
supported nickel nanostructure (NiO-Ni/CNT). Similarly, the OER/ORR 
catalyst is identified as NiFeOx-CoNy deposited on nitrogen-doped sin-
gle walled carbon nanohorns (NiFeOx-CoNy/NCNH). The cell NiO-Ni/
CNT||NiFeOx-CoNy/NCNH shows excellent RTE of 44.7% initially and 
gets reduced to 39.52% after five charging and discharging process (Figure 
11.9) [78].
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11.4 Case Studies on URFCs

The URFCs are potential candidates when it comes to renewable energy 
research. The URFCs, due to their energy storage and conversion capacity, 
have wider application in areas like power supply, transport, and so on 
(Figure 11.10). Among the different URFCs, the UR-PEMFCs are the most 
technologically progressed ones to date. In renewable energy resources 
like solar and wind energy, the UR-PEMFCs have proved their mettle in 
storing them in EC mode and giving stable electric current in FC mode. 
This made the UR-PEMFCs auxiliary power sources for various aero-
space and aviation applications. The NASA Glenn research centre in 2004 
utilized a closed cycle hydrogen-oxygen UR-PEMFC for incorporating 
a solar energy aircraft [79]. Similarly, Japanese aero engine tycoons IHI 
and Boeing jointly developed a regenerative fuel cell to provide electri-
cal power to aeroplanes [9]. A lot of other research works are also pub-
lished in connection with aerospace application of UR-PEMFCs [4, 80]. 
UP-PEMFCs are also combined with photovoltaic (PV) energy to gener-
ate sustainable hydrogen energy with tremendous applications [81, 82]. In 
the area of power supply, the UR-PEMFCs perform efficiently. When the 
UR-PEMFC is connected to a grid, it can utilize the redundant electricity 
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Figure 11.10 Application prospects of URFC.
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for the generation and storage of hydrogen. By using the stored hydrogen, 
electricity can be regenerated. Here, the UR-PEMFC acts as a peak shaver 
[83]. The UR-PEMFCs also functions as an off-grid power supplier to pro-
vide power supply to UPS connected with various devices. The efficient 
hydrogen storage ability of UR-PEMFC with greater stability is the reason 
behind this. The UR-PEMFCs are also employed in zero-emission vehicles 
(ZEV). This is highly desirable in the field of transportation, as it can give a 
permanent solution to the pollution problems caused by the usual vehicles 
with internal combustion engines. The applicability can also be extended 
to larger vehicles like buses, ships, etc. The only challenge before the wider 
utilization of UR-PEMFCs in the transport applications is their high cost. 
Once this issue is addressed, it can lead to a revolution.

The other URFC technologies like UR-AFC and RSOFC are also 
explored to some extent on the application side. In the case of UR-AFC, 
the inclusion of AEM has increased its chances of wide exploration. The 
UR-AFCs in the earlier stage were utilized by NASA and Giner Inc. for 
aerospace applications. Despite advantages like high reaction kinetics, 
non-noble metal catalysts, and cost-effectiveness, a lot of improvements 
are needed for UR-AFC regarding its cell performance and energy effi-
ciency. Similarly, AEM has to go a long way in conductivity and stabil-
ity to become a substitute for PEM. Still, after UR-PEMFC, the UR-AFC 
is more promising in the renewable energy research. The RSOFCs hold 
a very important role in renewable energy research due to their superior 
cell performance and high energy efficiency. In spite of the requirement 
of high temperature working conditions, it has advantages like low capi-
tal expenses due to dependence on low cost materials for electrolyte and 
electrode fabrication. Also, the RSOFCs can utilize various power sources 
to get thermal energy like wind energy, solar energy, nuclear power, and 
waste heat from high-temperature industrial processes. The major draw-
back faced by the RSOFC technology in the current energy scenario is the 
long-term stability problem. Therefore, more attempts are ongoing to over-
come this issue. Thus, RSOFCs have more potential in renewable energy 
research compared to all other URFC technologies. The RMFCs are also 
promising in renewable energy research due to the flexible working condi-
tions and reduced fabrication costs. But, compared to all other URFC tech-
nologies, RMFC is not very developed so far. This is due to certain major 
crises associated with RMFC arising from its complex fluid management 
and the possibility of leakage of acidic/alkaline electrolytes.
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11.5 Conclusion

The URFCs constitute a new class of long term energy storage devices 
which perform the dual functions of fuel cell and electrolyser through a 
single unit. The URFCs are classified into different types depending on 
the nature of electrolytes employed. The most common type of URFCs 
are UR-PEMFCs with polymer electrolyte membranes. The UR-PEMFCs 
possess round trip efficiency around 40-50%. The round-trip efficiencies 
of UR-AFC, RSOFC, and RMFC are 30-40%, 60-80%, and 60%, respec-
tively. The membrane electrode assemblies of URFCs consist of bifunc-
tional hydrogen and bifunctional oxygen catalysts. The electrocatalyst 
development in URFCs is highly challenging and innovative. To date, plat-
inum metal holds an important role in catalyst development, especially for 
hydrogen electrodes. The attempts towards better electrocatalysts with low 
cost and efficient materials like non-noble metals, carbon materials, etc. 
is one of the challenging tasks in URFC research. Efficient energy stor-
age through hydrogen makes URFCs suitable for space applications, as 
peak shavers in the power supply, designing zero-emission vehicles, etc. In 
this way, the URFCs are an excellent alternative to the existing short term 
energy storage devices like Li/Na ion batteries and flow batteries. URFCs 
are potential candidates in the renewable energy sector due to their envi-
ronmentally friendly and economically viable nature.
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Abstract
This chapter presents general concepts on various energy storage devices and their 
advancement for renewable energy resources. Present-day technologies are based 
on the need to conserve traditional energy sources and move into the much more 
sustainable use of energy. These technologies include renewable energy sources, 
electric vehicles, smart grids, and emergency services. All these systems require an 
energy storage facility to provide solutions to power quality problems and proper 
integration and energy management of renewable energy resources (RER) into the 
grid. This chapter initially analyses the different energy storage devices and their 
characteristics. An extensively used energy storage device for distributed power 
generation is the battery. The operation of the battery shows non-linear behavior 
due to factors like temperature, aging, capacity fade, chemical degradation, etc., 
which makes the study more complex. Hence, different battery modeling tech-
niques are analyzed with the simulation study. One of the emerging methods for 
improving battery life and system performance is hybridization with a comple-
mentary storage device. This chapter further discusses the different hybridization 
techniques in DC power generation and control strategies for the same. Finally, 
the chapter discusses the applications and future challenges of energy storage 
devices in the modern era.

Keywords: Energy storage device, DC microgrid, PV panel, control, 
mathematical modeling, grid support, safety, supercapacitor
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Abbreviations

ESS Energy Storage Devices
BESS Battery Energy Storage System
CAES Compressed Air Energy Storage System
SCES Supercapacitor Energy Storage System
EDLC Electric Double Layer Capacitors
SMES Super Conducting Magnetic Energy Storage Systems
FESS Flywheel Energy Storage System
HESS Hybrid Energy Storage System
PESS Pumped Energy Storage System
FC Fuel Cell
PV Photovoltaic
DC Direct Current
HEV Hybrid Electric Vehicle
MIBD Multi Input Bidirectional 
MPPT Maximum Power Point Tracking
P & O Perturb and Observe
RER Renewable Energy Resources
SC Supercapacitor
SOC State of Charge

12.1 Introduction

As modern culture and present technology develops, there is an increas-
ing amount of global warming and climate change that is directly pro-
portional to the world’s population, and for this reason, global warming 
and ozone depletion occurs [1, 2]. Now, countries are working towards 
the reduction of CO2 emissions as well as other pollutants in the envi-
ronment. Automobiles, which are driven by internal combustion engines 
and emit unwanted gases, account for the majority of contaminants. One 
of the most important alternatives to the standard combustion engine is 
hybrid energy vehicles. Hybrid energy vehicles are a combination of more 
than one energy storage device. The choice of energy storage devices are 
high energy density like battery storage devices and high power density 
devices like supercapacitors (SC). The possible combinations of elec-
tric vehicles include gasoline, diesel/electric, flywheel, battery, and fuel  
cell (FC) [3]. 

High starting current requirement loads, like electric motor loads, air 
conditioners, etc., have a starting current requirement that is about 7 to 10 
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times the operating current. The transient current requirement needs only 
a few seconds. To reach the high current requirement, using a battery is 
costly and requires a larger battery size. The battery energy storage system 
cannot fulfill the requirements of real life applications such as real time 
variation of PV generation and change in connected load.

Charging is absorbing electrical energy from other sources. Storing 
is converting electrical energy to other forms. Discharging is extracting 
stored energy back to the system.

 Egenerte-Elosses= EOutput   (12.1)

 Elosses = Echarging+Estoring+Edischarging   (12.2)

An ideal energy storage system can provide both energy and power 
capacities to tackle sudden situations due to changes in weather and load 
disturbances.

12.2 Types of Energy Storage Systems

12.2.1 Battery Energy Storage Systems (BESS)

Batteries are the electro chemical energy storage systems in which a pair of 
oxidation and reduction reaction occurs in an electrolytic medium to store 
DC power through the flow of ions and electrons. A battery cell comprises 
of an external circuit and internal circuit. The internal circuit includes the 
electrodes, electro chemically active substances and an electrolyte closed 
in a container [4, 5]. It provides a path for the flow of ions and it is closed 
through an external circuit with a load.

In batteries the electricity is generated by electrochemical reaction. The 
different types of batteries are lead-acid, NiCad and Li-ion etc. Generally 
batteries have high energy density capability, but slow rate of charge/discharge. 
The batteries life is designed based on number charge/discharge cycles. The 
batteries are having high energy density but they failed to supply power in 
acceleration and braking stage of electric vehicle.

Ampere-hour: The battery storage capability can be measured by using 
this unit. The actual definition is that discharge current is integrated over 
finite amount of time. For example, 7 Ah battery can transfers 7 amperes 
current in 1 hour. 
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Charging/Discharging Rate: It’s expressed in ampere-hours as a ratio of 
battery power to charge/discharge time. For example, 100-Ah battery with 
5A current rate is represented as C/20 charge rate, the battery will supply 
5A current rate for 20hrs.

Battery capacity: It is the multiplication of battery rated capacity in Ah 
with battery nominal voltage and divided by 1000. Measuring units for 
battery capacity is kWh. 

State Of Charge (SOC):
The term SOC is defined as the present amount of battery energy repre-
sented in the fully charged battery in terms of available energy. Efficient 
battery SOC estimation using battery energy management scheme is used 
to increase the battery life cycle by reducing overcharging and over dis-
charging of battery. It mainly depends up on factors such as temperature, 
battery capacitance and internal resistance. 
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12.2.2 Flywheel Energy Storage Systems (FESS)

In FESS, an accelerated rotor stores rotational energy in a massive rotary 
cylinder. The flywheel maintains the energy and keeps the rotary body at 
a constant speed. The speed of FESS is in the range of 4000-5000 RPM. 
Nowadays, flywheels are facing power quality issues in the industry. It is 
a very old traditional system for storing energy that uses the moment of 
inertia concept [6]. It is a mechanical device with significant moment of 
inertia that stores the rotational energy. The FESS’s accelerated rotor stores 
electrical energy as rotational energy. The stored energy content is propor-
tional to the rotor mass and square of rotational speed. The stored energy 
is maintained in flywheels by keeping the rotational body at a fixed speed. 
These are heavy and bulky in size and have limits for adoption, as well as 
require a complicated energy transmission system to transfer the energy to 
the end users.

 
ω=E j1

2
2

 
(12.4)



Energy Storage for Distributed Energy Resources 407

where j is the moment of inertia (Nm) and ω is angular velocity (rad/sec).
This is a maintenance free device with very low losses and a long life. 

The limiting factor is the speed of bearings. The operating speed of the 
system decides its energy density, while the power density is decided by 
the maximum torque produced at its shaft. This is further converted into 
electric current. The FESS possesses high power density in the range of 
5000-15000W/kg.

12.2.3 Supercapacitor Energy Storage Systems (SCES)

These are also known as electric double layer capacitors (EDLC), ultra- 
capacitors, or pseudo capacitors and are known to be power rich capaci-
tors. They store energy in an electrochemical way which is highly revers-
ible. These are specialized energy storage or energy buffer devices which 
simply accumulate electric charge in a very short period. They have supe-
rior power delivery and their lifetime is higher than batteries, working for 
nearly 10-12 years. Super capacitors have higher energy density than the 
conventional electrolytic capacitors [7, 8]. 

Supercapacitors possess the largest capacitance compared to the 
other capacitors available today. SCES are made based on carbon nano-
tube technology. The SCES are made of carbon with a large surface area 
and an extremely small separation between the plates, which results 
in very high capacitance. The supercapacitor consists of two metal 
electrodes and an electrolyte soaked separator. This dielectric medium 
separates the electrodes as well as affects the performance of the  
supercapacitor. 

The EDLC do not have the dielectric materials to separate the electrodes. 
Instead, they utilize a phenomenon called the “electric double layer”. The 
double layer consists of porous carbon with very thin dielectrics, which 
results in a very high capacitance. As different polarities come into contact 
with the two phases, positive and negative charges form an array at the 
boundary, which is known as an electric double layer. However, the electric 
double layer can withstand only low voltages up to 2.7 V/cell. The charge 
distribution in a supercapacitor is shown in Figure 12.1.

Advantages: 1. They can accept very high instantaneous charge and dis-
charge rates

Disadvantages: 1. They cannot store energy for long period of time, 
2. Meant for short duration purpose, no more than 15 seconds 
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12.2.4 Super Conducting Magnetic Energy Storage Systems 
(SMES)

The magnetic field in this type of storage device is generated by the flow 
of direct current through a large super conducting coil [9]. Once the super 
conducting coil is charged, the energy will be stored indefinitely in a mag-
netic field. The stored energy can be utilized by discharging the super con-
ducting coil. The complete SMES system depends mainly on three major 
components: a) a super conducting coil, b) a power conditioning circuit, 
and c) a cryogenically cooling system.

 
=E LI t1
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Low-temperature SMES are cooled with liquid helium, whereas 
high-temperature SMES are cooled with liquid nitrogen. SMES are a large 
and expensive solution, but their efficiency is as high as 95% and is spe-
cially used for improving the power quality issues. In general, the magnetic 
storages are not regularly used due to absence of a fast-opening switch. A 
fast closing switch that conducts zero current until self-discharge is easy to 
construct. However, it is difficult to interrupt a large current during switch 
opening.

There are no rotating parts in it, so this makes for higher reliability. In 
SMES, losses associated with resistance are minimized. It offers zero resis-
tance in a super conducting coil under both steady state and super con-
ducting states. SMES technologies are still costly when compared to other 
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Activated carbon electrode

Electrolyte soaked seperator

Activated carbon electrode
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Figure 12.1 Charge distribution in supercapacitor.
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storage devices [10]. Furthermore, SMES response time is in the order of 
few milliseconds and may vary depending on the power conditioning sys-
tem and the coil, but they are limited to short time storage applications 
such as in transmission networks to compensate reactive power. The dis-
charge rates are relatively large compared to other storage devices.  

12.2.5 Pumped Hydro Energy Storage System (PHESS)

This energy technology uses the potential energy of water when stored 
at certain heights and its flow between the upper and lower reservoirs 
through hydro pumps [7] while charging power is fed from the lower to 
upper reservoir and vice versa during discharging.

E = ρgHV, where g is acceleration due to gravity, ρ is density of water, 
H is height of the waterfall, and V is volume of water speed. It is the most 
developed large scale energy storage technology currently available. 
Disadvantages include high capital cost and environmental impacts near 
the site.

12.2.6 Compressed Energy Storage Systems (CAES)

As the name indicates, the energy is stored in the form of compressed air 
and when required, the air is released which drives the turbine and elec-
tricity is generated. This system is suitable for large scale storage applica-
tions with a range of MW power [11]. The working of CAES consists of 
two operating modes via charging mode and discharging mode. The air is 
compressed and stored in storage vessels during the off-peak hours which 
results in charging of CAES. During the peak hours of load, the stored air is 
heated and released to a turbine coupled with a generator. This converts the 
energy stored in the compressed air into electrical energy. The advantages 
of CAES are the long cycle life of about 8000+ cycles and a large storage 
capacity up to 500MW. Furthermore, quick response and high discharge 
duration (hours- weeks) make it suitable for long term storage applications 
such as black start, operating reserve, etc. However, CAES technologies 
are limited by its low efficiency (40-80 %), geological requirements, and 
safeness. A summary of different energy storages are given in Table12.1.

12.2.7 Hybrid Energy Storage Systems (HESS)

The energy crisis is increasing enormously day after day and electric 
power generation using traditional methods is causing global warming 
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and environmental degradation. Electricity is a key to economic growth 
and sustenance in a global scenario [12]. The above aspects draw atten-
tion to green and clean energy technology using renewable energy sources. 
Decentralized power generation and energy smoothening draws attention 
to (HESS). A combination of energy and power sources such as battery and 
super capacitors improves the life span of batteries. A combination of a bat-
tery with a supercapacitor definitely enhances life of a battery by providing 
the required power instantaneously by keeping the grid voltage constant 
[13]. Frequent maintenance of traditional batteries will be of an expensive 
solution and research focus will be on optimization and cost reduction. To 
supply continuous power to the load side by integrating power sources like 
solar and wind, a standalone system relies heavily on storage systems. This 
HESS is essential for an uninterrupted power supply to critical loads. 

A comparative study on distinct types of storage devices is shown in 
Figure 12.2. The low power density devices have longer charging/discharg-
ing times and vice versa.

In HESS, one storage device is typically dedicated to high power density 
and a quick response for mitigating the transients. The other storage device 
is high energy density and supplies power to the load for a longer duration. 
The main advantages of HESS are:

i. Improve the total system efficiency, reducing battery stress 
and increasing lifespan of the battery

ii. Reduction of total system cost compared to a single energy 
storage device
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Figure 12.2 Ragone plot for comparing batteries and capacitors [14].
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12.3 Power Electronic Interface

12.3.1 DC Microgrid

The systems which utilize the electrical energy in the form of DC cur-
rent are termed as DC micro grids. DC micro grids are best suited for 
RER integrated systems due to their easy integration of different energy 
sources and less demanding control strategy [15, 16]. Figure 12.3 shows 
a generic diagram for the DC micro grid. It consists of a PV source, DC 
loads, ESS, and power electronic converters. The main source in a DC 
micro grid can be any RER such as PV, wind, tidal, or the utility grid. 
A DC micro grid has two kinds of operational strategies via: a) grid 
mode and b) island mode. Grid connected modes have the advantage 
of power transfer between the DC micro grid and utility grid. Island 
mode refers to the zero power flow between the DC micro grid and 
external world.

Different DC micro grid schemes with HESS are shown in Figure 12.3. 
The independent control of both the battery and SC is the most commonly 
used HESS scheme, as shown in Figure 12.3a. In this scheme, energy 
exchange is possible between the battery and SC and vice versa. However, 
the energy exchange process is through the DC micro grid and this may 
push the grid operating limits beyond the desired range. 

Multiple input bidirectional (MIBD) converters, as shown in Figure 
12.3b, have the capability to transfer energy between input storage 
devices without utilizing the DC bus. However, this is not possible with 
multiple single input active configurations. This makes it an excellent 

DC Grid DC Grid

DC DC
DC

DC

DC

DC

DC

DC

DCSC
SC

BATTERY
BATTERY

DC

PV PANEL PV PANEL

DC Loads (Lighting
loads, fan loads etc)

DC Loads (Lighting
loads, fan loads etc)

Two-input Bidirectional
Converter

Figure 12.3 Different configurations of HESS comprising of battery and SC interfaced to 
DC micro grid. (a) Two separate bidirectional converter modules; (b) Single double-input 
bidirectional converter.
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choice for applications such as hybrid electric vehicles (HEV), pure 
electric vehicles, and micro grids. The main advantages of the MIBD 
converter over the MSIBD converter are: (i) better energy exchange 
between input sources, (ii) reduced system size, and (iii) reduced cost 
of the converter.

12.3.2 PV Panel Modelling

The PV panel produces electrical energy from sunlight. The PV cell is the 
basic unit of a PV- panel. The PV cells are formatted in a series as well as 
parallel to form a PV panel. PV panels are connected in a series and paral-
lel to form the PV array. From the ratings of current and voltage require-
ments, a PV array is designed [17]. The electrical equivalent of a PV array 
is shown in Figure 12.4a. 

The single diode model of a PV array characteristic equation is repre-
sented here in Equation (12.7).

The non-linear behavior of PV panels can be described using I-V and 
P-V characteristics, as seen in Figure 12.4b. The PV array characteristic 
equation is shown below: 
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where Np denotes the total number of parallel-connected PV cells, Ns 
denotes the total number of series-connected PV cells, Iph is the PV array 
total generated current, Irs represents the reverse saturation current of 
the PV cell, Rs and Rsh represent the series and parallel resistances, A is 
diode ideal factor, T is PV cell temperature, K is  Boltzmann’s constant 
(1.38∙10-23J/k), and Vpv and Ipv represent the PV array voltage and current. 
The current equation of the PV panel is non-linear and dependent on 
weather conditions like insolation and temperature. The maximum power 
point is obtained from the PV curve with the help of maximum power 
point tracking algorithms.

12.3.3 P & O MPPT Algorithm

The maximum power from the PV panel is extracted by using different 
MPPT techniques. The various MPPT algorithms addressed in the litera-
ture can be classified into three types: conventional MPPT techniques, soft 
computing based MPPT techniques, and hybrid MPPT techniques [17]. 
The conventional MPPT techniques utilize the fact that the change in power 
and voltage must be zero at the maximum power point. Examples for con-
ventional MPPT techniques are P&O, Incremental Conductance (IC), and 
the Hill Climbing (HC) method. Soft computing techniques include the 
use of any of the soft computing methods such as artificial neural network 
(ANN), artificial intelligence (AI), genetic algorithm (GA), particle swarm 
optimization (PSO), fuzzy logic control (FLC) etc., for finding the accurate 
maximum power points. The hybrid MPPT techniques are derived by com-
bining different conventional and soft computing techniques. Examples 
for hybrid MPPT techniques are P&O-GA, ANN-IC, ANN- P&O, etc. 
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However, the later methods require high computational effort and skills 
for implementation compared to conventional MPPT techniques. 

A conventional P&O MPPT method is analyzed for better understand-
ing of MPPT techniques with PV characteristics. In this method, extracted 
power is observed by varying the duty based on comparing the power out-
put. The change in power (ΔPPV) and voltage (ΔVPV) between two samples 
are recoded and compared to generate the duty for the next sample. As it 
can also be observed from the flowchart of the P&O algorithm shown in 
Figure 12.5a, when both ΔPPV and ΔVPV are positive or ΔPPV and ΔVPV are 
negative, duty factor increases while alternation of positive and negative 
signs in ΔPPV and ΔVPV leads to reduction of the duty factor [18]. 

12.3.4 DC-DC Converters

A bidirectional converter scheme is based on single phase H-bridge mod-
ule. The SC is added along with the battery to overcome the slow dynamics 
and improve the life span of the battery. The control scheme is designed to 
regulate the DC micro grid under source and load variations [19, 20].

The interconnection of battery and supercapacitor causes both SC and 
DC bus voltage to float with the battery voltage. Full utilization SC power 
capacity does not allow for this. Further, the performance of the converter 
is designed to control the DC grid power regulation and to maximize the 
utilization of energy storage devices. There are two types of converters and 
they can be unidirectional or bidirectional [21].

Unidirectional Converters: This type of converter allows power flow in 
one direction only. They are used in different on-board loads such as sen-
sors, controls, electronic gadgets, and utilities.

Bidirectional Converters: This type of converter is used in charging and 
discharging of ESSs in DC micro grid applications. Depending on switch-
ing action, the power flows in both directions. In regenerative braking, 
power feedback goes to the supply and the converter acts like a boost oper-
ation. There is a high voltage DC bus connected to the electric load and it 
needs to be interfaced with a low voltage super capacitor for energy storage 
in a bidirectional DC-DC converter. Typical circuit diagrams are provided 
in Figure 12.6a and b [22].

One of the major classifications in DC-DC converters is isolated and 
non-isolated converters. Isolated converters are used to provide additional 
safety for connected equipment. A high frequency switching transformer 
is incorporated to give isolation. Another kind converter used is multi- 
input converter configuration, where different sources can be incorporated 
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with a single converter. The advantage of this topology is reduced size and 
cost. However, use of a single converter reduces redundancy. 

12.3.5 HESS Configuration Based on DC-DC Converter 

ESS configurations for HESS are classified into three types: passive, semi- 
active, and fully active configurations, as shown in Figure 12.7. This classifi-
cation is based on how the HESS is interconnected with the DC bus. Figures 
12.7a and b show the passive configuration. The battery and supercapacitor 
are directly connected in parallel. Figure 12.7a is the simplest of all configura-
tions and is cost effective. However, it lacks in control over the ESS operation 
and requires a high rated battery and supercapacitor for high power applica-
tions. Figure 12.7b is able to avoid the requirement of high rated ESS by incor-
porating a DC-DC converter, however, there is still no control over battery 
and super capacitor voltage. Furthermore, passive configuration demands 
equal voltage of battery and super capacitor for proper operation [23].

The semi-active configuration is shown in Figures 12.7c and d. Here, 
one of the ESS is directly connected to the DC bus and the other is utilized 
as a controlled DC-DC converter for the connection. These configura-
tions have partial control over the ESS voltage though it is not the efficient.  
Figures 12.7e and f are called fully active configurations and they have full 
control over the HESS power flow. Figure 12.7e utilizes two independent 
bidirectional converters for the HESS. The advantage is better modular-
ity and independent control is applicable. However, the space required 
and cost will be higher compared to other configurations. To overcome 
these drawbacks, multi input single output (MISO) converters are used, as 
shown in Figure 12.7f and Figure 12.3. The advantage is less space and cost 
effectiveness compared to the configuration in Figure 12.7e [24].  

A comparison of different HESS converter configurations is presented in 
Table 12.2. The comparison is based on the number of converters, control 
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(boost).
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Figure 12.7 HESS configurations based on DC-DC converter (a & b) Passive; (c & d) 
Semi-active; (e & f) Fully active.

Table 12.2 Comparisons of HESS configurations (N-No, Y-Yes, 
L-Less, H-High).

Converter schemes (a) (b) (c) (d) (e) (f)

Converters Count 0 1 1 1 2 1

DC Grid Voltage Control N Y Y Y Y Y

Control over Battery Current N N Y N Y Y

Control over SC Current N N N Y Y Y

Swing in DC Grid Voltage L L H L H H
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over the DC micro grid, and HESS. Based on the above comparison, con-
verter schemes e and f have the maximum freedom for control over HESS. 
The most accepted scheme is f and the advantages are: i) decrease in con-
verter size, ii) minimization of system cost, and iii) improved utilization of 
HESS.

Advantages of Multi-input Bi-directional Converters:

1) Different rated batteries and super-capacitors can be used 
as sources.

2) The capacity of combined converter integrated HESS is 
much higher than the passive HESS topologies.

3) The weight of sources will be lesser compared to passive 
configuration for a same peak power.

4) The cost and space for multi-input converters are lesser 
compared to independent converter systems. 

12.4 Control of Different HESS Configurations

12.4.1 Control of Passive Configuration

Direct connection of ESS does not demand any controller action. However, 
the system tries to equalize the ESS voltage level at each instant. 

12.4.2 Control of Semi-Active Configuration

In semi-active configurations, one converter is controlled to maintain load 
voltage. The simple and easy controller used for this application is two loop 
PI controllers. The inner loop is dedicated to control the ESS current and 
the function of the outer loop is to regulate the load voltage [19, 20]. The 
other uncontrolled ESS is directly connected across the load terminal. The 
control strategy is shown in Figure 12.8.

Vref Kpv KpvIref

IL

Kiv/s Kii/s

Vo

+ +
-

+ +
d

PWM

PWM 1

PWM 2
- -

Figure 12.8 Control strategy for single boost converter in semi-active topology.
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12.4.3 Control of Fully Active Configuration

As discussed earlier, the fully active configuration utilizes the compli-
mentary nature of ESS, which means one of the ESS is assigned to supply 
steady state power and has high energy density (e.g., battery). Similarly, 
the other ESS take care the transient power and have high power density 
(e.g., supercapacitor). The simple and power control strategy for HESS are 
based on a low pass filter-PI (LPF-PI) control strategy and are shown in 
Figure 12.9. The function of LPF is to generate the current reference for 
both battery and supercapacitor. It consists of three control loops via bat-
tery current control loop, supercapacitor current control loop, and outer 
voltage control loop [25]. 

The basic and enhanced control scheme for HESS is shown in Figure 
12.9. The output of the PI controller generated a total current reference for 
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ESSs. In the conventional control scheme, a low pass filter (LPF) is used 
to split the total current reference into low-frequency and high-frequency 
components, which are reference currents to the battery and SC currents, 
as shown Figure 12.9a. The basic control scheme avoids battery error com-
ponents due to the battery controller. In enhanced control scheme, the 
battery error component is added to the SC current reference. As a result, 
the battery current becomes more ripple free. dB and dSC are the switching 
pulses for the battery converter and the SC converter is shown in Figures 
12.9a and b.

Recent trends in HESS control show application of soft computing and 
advanced model based systems to achieve better power sharing between 
ESS. The main advanced controllers for HESS are sliding mode control 
(SMC) and model predictive control (MPC).  A simple sliding mode con-
trol scheme for HESS is shown in Figure 12.10. Here, the battery current 
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and SC current are controlled using SMC control, while the outer loop is 
still using the PI controller. The advantages are fast settling time and less 
overshoot compared to conventional PI techniques. The block diagram of 
an MPC based HESS control scheme is shown in Figure 12.11 [26, 27]. The 
outer voltage control loop generates the total HESS current reference (iref). 
The MPC control scheme generates the optimum switching states to main-
tain battery and SC current to follow their respective reference currents.

12.5 Battery Modeling Techniques

Various types of battery modeling techniques are presented in Figure 
12.12. The most familiar model is the electrical equivalent model. In this 
method, the battery can be modeled as a Thevenin equivalent circuit, i.e., 
single equivalent open circuit voltage source and a Thevenin equivalent 
resistance (Rth) in series [28]. 

Generally, mathematical or data driven models are made by analysis of 
the battery for a long time and then generating empirical equations which 
incorporate the manufacturer’s data sheets and charge/discharge curves. 
Different types of battery modelling techniques are shown in Figure 12.13.

12.5.1 Mathematical Models 

Mathematical models utilize mathematical methods such as empirical 
equations or stochastic approaches to determine system level performance 
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Electrochemical
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Electrical
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circuit models

Data-driven
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Impedance
models

Figure 12.12 Different types of battery modelling techniques.
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including capacity, efficiency, battery run-time, and system behaviour.  
Using a mathematical model, it is convenient to understand the perfor-
mance under parameter variations such as temperature, aging, internal 
resistance, SOC, etc. However, these models cannot offer information 
regarding the I-V characteristic of batteries, which is critical in practical 
design problems. For practical applications, the operating range of the 
battery decides the operating area of the system. Usually, batteries are not 
allowed to discharge below 20% and cannot be charged above 80% for safe 
operation [28]. Hence, it is important to predefine the operating condi-
tions before designing the system. 

12.5.2 Examples of Electrical Equivalent Circuit Models

12.5.2.1 Electrochemical Models

A set of differential equations describing the chemical reactions that repre-
sent the characteristics of battery mechanisms are known as electrochem-
ical models. Such models are time consuming and complex due to the 
involvement of partial differential equations with characteristics such as 
spatial and time variant nature [29]. Furthermore, the complex numerical 
algorithms make it difficult to do a simulation study which requires days of 
simulation time. Hence, it is difficult to obtain battery-specific information 
from electrochemical models.

12.5.2.2 Electrical Circuit Models 

The accuracy of an electrical circuit model lies between the electrochemical 
and mathematical models. These electrical circuit models comprise of volt-
age sources and passive elements such as resistors and capacitors, as shown 
in Figures 12.9a and b. The parallel resistor indicates the self- discharge 
phenomena and the series resistor represents the drop in terminal voltage. 

Rs Rs
R1

C1
CN

+

-

Z(t) V(t) V(t)
I(t) I(t)

VOC VOC

+

-

Z(t)

Figure 12.13 (a) Simple equivalent series resistance circuit;  (b) Dynamic RC battery 
model.
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The advantages of electrical models are easy to simulate, useful in their 
design aspects, and easy to handle. 
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∈ is the electrical permittivity of the insulating layer = 8.85· 10-12 F/m,
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The capacitor is able to charge and discharge according to the load 
requirements. When Pin(t) > Pload(t), then the capacitor stores the energy 
and Vc(t) increases. If Pin(t) < Pload(t), then Vc(t) decreases. The energy that 
can be saved in supercapacitors can be expressed as: 
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where 
V1: initial charging voltage 
V2: final charging voltage
 α: final discharge depth  
Specific energy = (VI ∙ t)/m
Specific power = (VI)/m      

where V: voltage, I: current, t: time, and m: mass in kg
Various types of SOC estimation techniques are projected in Figure 

12.14. These techniques approximate the available charge in battery. These 
techniques take into consideration chemical degradation, number of active 
cycles, capacity, temperature, etc.. A filter based method uses Kalman fil-
ters for charge estimation.

12.5.3 Supercapacitor Modeling

A supercapacitor can be modeled as a conventional capacitor of the first 
order, as shown in Figure 12.15. 

For more accuracy it can also be modeled as an RC ladder circuit with a 
capacitance as voltage dependent, as shown in Figure 12.16.

The high capacitance in farads and voltage rating of supercapacitors are 
very poor. In general, supercapacitor voltage ratings are very small. One 
super capacitor module is not sufficient for application. Even though volt-
age rating is increased by a series of connections of supercapacitors, the 
resultant capacitance reduces to 1/N (N: total number of super capacitor 
unit) of the original capacitance.Voltage balancing is required if more than 
two super capacitors are connected in series.
where Csc represents the ideal supercapacitance, Rs represents the equiva-
lent series resistance (ESR), Vdc is the charging voltage, i(t) is the charging 
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Figure 12.14 Different techniques for SOC estimation.
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current, and Vc is the supercapacitor voltage. From Figure 12.15, it can be 
derived as:

 Vdc = Vc + i(t) Rs  (12.16)

 
=Ci(t) dV

dt
c

 
(12.17)

In the constant voltage charging mode (CVCM), the mathematical 
model of supercapacitor voltage is obtained by using a complete circuit 
response, where Vc0 is the initial supercapacitor voltage:

 = − +
−

V (t) (V V ) e Vic c0

t
R C

i
s  (12.18)

In CVCM, the charging current and charging voltage are constant 
according as shown in Figure 12.17 and according to Equation 12.17, i.e., 
I/C is constant. Hence, the supercapacitor voltage can be expressed as: 
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The charging time (T) and supercapacitor voltage (Vc) can be related as:

 
( )= −T C V

I
VcT c0

 
(12.20)

In a capacitor there are three modes of operations possible: charging 
mode, refreshing mode, and discharging mode. The state of charge depends 
on capacity of the capacitance. In this mode, the capacitor voltage increases 
continuously. It needs to maintain a certain voltage by using an external 
circuit or by other means. Refresh mode is also known as standby mode 
and it depends on load repetition rate. Usually, the repetition rate will be 
0.01Hz to several kHz. 

Time constant (τ) = RCsc represents time for which the RCsc circuit takes 
to charge or discharge. The τ is less for super capacitors due to increased 
capacitance and reduced R, providing better quality of the signal and ripple 
during its transient conditions.

Factors to Consider while Selecting a Capacitance:

1. The ESR and equivalent series inductance (ESL) should be 
as minimal as possible because it determines loss of power 
in the circuit, while capacitance is used to smooth voltage 

2. Low ESR capacitors are more efficient in power supplies 
with increased charge and discharge rates

3. Ambient temperatures and its reliability 
4. Lifetime of the capacitor and frequency of operation of the 
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Figure 12.17 Typical charging of supercapacitor.
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12.5.3.1 Charging Methods

Supercapacitor charging presents some unique challenges for existing 
technologies. Unlike batteries, the super capacitor can charge up to 100% 
and discharge up to 0% with the similar rates [31]. This property is quite 
useful in rapid dynamic systems such as electric vehicles. There are a few 
characteristics associated with supercapacitor charging which are:

• The charging source will see a short circuit at the time of 
supercapacitor zero charge/zero voltage.

• The low series inductance of supercapacitors allows easy sta-
bilization with switch mode chargers. 

• Most of the low cost power supplies are designed to dis-
connect during the short circuit period, which makes them 
unsuitable for supercapacitor charging applications.

12.5.3.2 Constant Current Charging (CCC)

The controlled charging of supercapacitors is called active charging. The 
simplest active charging technique utilizes DC-DC converters as constant 
current regulators. Constant current charging employs either a buck or boost 
converter depending on the application. Due to the presence of output induc-
tors, the buck regulator is used for continuous current applications [32]. It is 
important to note that the power losses or heating losses in supercapacitors 
is proportional to the square of the current through it and the duty ratio.

12.5.3.3 Constant Power Charging (CPC)

As the name indicates, the CPC method draws constant voltage and cur-
rent from the source so that power flow to the load is always constant. This 
method requires a higher switching current of approximately 2.5 times the 
nominal to prevent the overloading of charging circuitry when the super 
capacitor voltage is below 40% of the maximum.

12.6 Applications

12.6.1 Uninterrupted Power Supplies (UPS)

UPS technologies are used to provide continuous, reliable, and high quality 
electric power to critical and important loads such as data centres, medical 
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facilities, and security systems, and for military and residential applica-
tions.  In addition, UPS is responsible for protecting the loads from grid 
irregularities such as voltage fluctuations, oscillations, and power outages. 
FESS, BESS, and HESS are the potential sources for UPS applications.

12.6.2 Grid Support

Grid support is the one of the most explored applications of ESS.  It is 
coupled along with the main grid for power quality improvement, ramp 
supply, frequency regulation, voltage regulation, reactive power supply, 
and oscillation damping. Its functions depend on the grid’s requirements. 
PESS, FESS, and BESS are most suitable for such applications. Nowadays, 
HESS is also introduced for better efficiency and lifespan of ESS. 

12.6.3 RER Applications

Renewable power generation always demands the integration of ESS along 
with it to support the varying power generation. RER power shaving 
and intermittency mitigation is the most challenging in using renewable 
sources. Whenever the powers generated by renewable sources are higher 
than load required (surplus power), the ESS will charge the extra power 
generated. Similarly, when the generated power is lower than required load 
power, the ESS will get discharged to give the deficit load power.

12.6.4 Isolated Power System

ESS is one of the major components of isolated power systems such as elec-
tric vehicles, naval vessels, aircrafts, satellites, and off-grid communities. 
In these systems, ESS is used to store or charge during off peak load hours 
and discharge depends on load requirement. FESS, BESS, and HESS can be 
used as ESS depends on the application.

12.6.5 Electrification

ESS is under investigation to promote societal needs not only for elec-
trification of rural areas, but also for urban development, such as vehicle 
to grid (V2G) and energy recovery schemes in electric traction that can 
reduce specific energy consumption. ESS can be applied to energy efficient 
lamps such as LEDs for street light applications.
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12.7 Challenges and Future of ESSs

In reality, the increased penetration of RER demands more integration of 
ESS to support operation. Furthermore, to improve the utilization of elec-
trical energy, storage units need to be installed.

12.7.1  Cost Effectiveness

The selection of ESS mainly depends on the cost effectiveness of ESS. The 
overall cost of the ESS consists of the cost for the energy storage compo-
nent and converter and the control system equipment’s space require-
ments. 30%-40% of the total cost is the cost of the energy storage device. 
It is important to develop the ESS system at the early stage of application, 
as well as to consider cycle life, capacity, energy density, and round trip 
efficiency of the ESS for better design. 

12.7.2 Industry Acceptance

Industrial acceptance of different ESS is still questionable due to its high 
cost and low performance. Acceptance by the industry can be assured by 
better performance, safety, and value for money. 

12.7.3 Safety

Safety is the one of the main aspects that challenges commercialization of 
different ESS. It is very important to identify the safety challenges in differ-
ent ESS technologies and their limitations. 

12.7.4 Impact on Environment

It is assumed that the use of ESS reduces emissions, thereby affecting the 
environment positively. However, the waste created by ESS after its life 
cycle and the effect of ESS on its surroundings are still questionable. For 
example, SMES requires a strong magnetic shield to prevent radiation. 
Similarly, PHES changes the ecosystem drastically. 

12.8 Conclusions

This chapter discussed various energy storage devices such as CAES, 
PHES, FESS, SCES, and BESS. Later in the section, the use of multiple ESS 
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with a complementary nature will improve the lifespan and performance 
of ESS. Furthermore, it has been shown that DC-DC converters play a vital 
role in the operation of ESS.  The simplest HESS configuration uses direct 
connection of different ESS and is known as passive configuration. On the 
other hand, the fully controlled HESS configurations are known as fully 
active configurations and possess the advantage of control over the ESS. 
The electrical model of battery and supercapacitor is discussed in detail to 
understand performance when it is connected to other electrical circuits. 
Moreover, electrical models can be easily modelled and analyzed using sys-
tem equations. The main applications of ESS explored in the chapter are 
grid support and isolated power systems. Additionally, ESS applications 
range from micro level to macro level and their acceptance will depend on 
safety, cost, and environmental impacts.  
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Abstract
The generation of renewable energy has become a global priority for sustainable 
development and a greener future for all countries. Energy is vital to everybody’s 
life because of high dependency on it. It is a figure of merit to access a quality of 
life. Power continuity is a crucial challenge for remote communities considering 
the increasingly rising rate of fossil fuel depletion and, at the same time, increas-
ing fuel costs and adverse environmental effects. Also, conventional electrifica-
tion via utility grid expansion is an expensive choice. DC-μG is a critical solution 
to address these issues while maintaining continuity of power, cost- effectiveness, 
resiliency, reduced complex structure, and ease of control over the AC-microgrid 
(AC-μG) and possible alternate replacement for distributed generation. The 
low voltage DC-μG (LVDC- μG) concept is getting more attention from both 
researchers and industrialists because of its excellent features. The intermittency 
and uncertainty in PV generation lead to demand discrepancy, improper power- 
sharing, and voltage regulation. The stand-alone LVDC-μG combines distrib-
uted energy resources such as PV, wind-energy, fuel-cell, diesel generators, etc. 
and energy storage systems (ESSs) such as batteries and supercapacitors (SC). All 
these sources are linked by power electronic converters (PECs) to form a common 
LVDC bus. Thus, the design and control of PEC is an essential concern in DC-μG 
to achieve more stability and reliability in stand-alone application. The ESS and 
SC must be coordinated to meet the generation-demand imbalance while main-
taining the state of charge within the limit to improve battery life span and control 
DC-bus voltage regulation.

Keywords: DC-Microgrid (DC-μG), remote electrification, power electronics 
converters, DC homes, DC-DC converter 
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13.1 Introduction

The rapid reduction of fossil fuels has increased electrical power demand 
and achieving sustainable energy goals led to the immediate inclusion of 
energy from renewable sources in almost all regions of the world [1]. The 
RESs, including solar, wind, tidal, etc., are free from adverse environmental 
effects and an abundance availability makes them more popular in recent 
years [2, 3]. The integration of RESs plays a critical role in CO2 reduction, 
which is a great worldwide concern. The solar photovoltaic (PV) system 
has potential and flexible RES due to widespread accessibility on earth [4]. 
Recent technological developments in PV manufacturing have reduced 
the installation and operating costs to a greater extent and encourage the 
power sector and government due to easy implementation [5–7]. Rural 
electrification and sustainable energy generation are the key challenges 
for power sector companies and the government as the cost associated 
with conventional grid expansion is costly. Recent research and develop-
ment in PV-based microgrids (μG) makes it a more viable and affordable 
solution for stand-alone rural electrification. Even though μG is not a new 
idea in  the distribution system, its limited capacity and islanded  opera-
tion could be applied as μG at the early electrical distribution stage. As 
power demand increases, sizeable conventional power plants are installed 
and power transmission over high voltage lines comes into the picture [8]. 
The limited stock of fossil fuels and environmental concerns pushed us to 
rethink future sustainable energy generation.

DC-μG conversion for integrating numerous energy sources with 
distinctive I-V characteristics is required for DC-DC converters. The 
amalgamation of sources with storage units allows for a new layout and 
topology that is perplexing and difficult in selecting a particular appli-
cation. Converter topologies are categorized according to different 
properties, each advantages and disadvantages depending on their imple-
mentation. The presented work highlights the significance of DC-μG com-
pared to Indian rural electrification, topological overview, design aspects, 
control schemes, and performance comparisons, as well as the challenges 
in power-sharing between nano-grids under DC-μG installed in remote 
locations. The chapter will be helpful for researchers and scientists to get 
more insight into DC-μG in the Indian context and the selection of various 
design parameters for reliable operation.

Furthermore, the main characteristics, techno-economic feasibility, and 
limitations for a few recently proposed topologies and control schemes are 
addressed for various applications. This proposed chapter highlights the 
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brief background of DC-μG since its inception, an architectural overview 
and performance comparison, a topological overview of conventional and 
recent interfacing converters for PV and their performance comparison to 
RESs, and a comparative study of various DC-μG control schemes applied 
for RESs. The chapter intends to give a complete glimpse and discussion 
of DC-μG design thinking to be useful for readers and researchers. The 
chapter primarily emphasizes the design aspect and its key challenges in 
real-time hardware implementation. 

13.2 Background of DC-μG
The generation and distribution of RESs are the essential aspects of mod-
ern power systems and are continuously increasing with demand [9]. The 
μG is a prominent solution for remote electrification operated either in 
autonomous or grid-tied modes while providing a seamless transition 
between these two modes. It included the RESs and energy storage systems 
in most cases and was designed to provide uninterrupted power to the con-
sumer. Thus, this scaled-down version of the centralized power system has 
more reliability and flexibility than the traditional power system network 
and provides ease of control as power is generated locally. Unlike the con-
ventional grid, μG can drive critical loads during grid failure and reduce 
the carbon footprint as RESs are driven. The μGs can supply the power in 
remote areas where conventional transmission and distribution of energy 
is expensive [10, 11].  To solve the modern power system’s problem and 
increase interest in integrating the intermittent RESs, the μG was brought 
into effect again by R.H. Lasseter in 2002 [12–14]. Researchers have mainly 
concentrated on AC-μG during the initial period of μG development, as 
there is familiarity with AC systems [15–17]. The practical demonstra-
tion of μG was established in Japan’s Sendai System (2004), Tokyo Gas 
μG (2006), μG Lab of Spain (2005), Sandia National Laboratories in USA 
(2005), and Germany’s Manheim μG (2006).

The initial electrical networks were demonstrated to operate with DC 
power, but due to the non-availability of a mechanism for stepping up/
down DC voltage levels, AC systems were preferred due to the availabil-
ity of transformers. The voltage level of DC could be changed with com-
plex power electronics that were not much explored during that period. 
Unceasing advancements in PECs and enhancements in the computing 
power of controllers have made DC systems more reliable with broaden-
ing functions for voltage regulation [18]. The efficient PECs can achieve 
almost all desired DC voltage and current levels [19, 20]. In today’s dig-
ital era, most modern devices like personal computers, laptops, tablets, 
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smartphones, printing solutions, LED/LCD TVs, microwave ovens, music 
systems, and ESSs are DC-powered [21–24]. Also, DC systems are gaining 
popularity for domestic and commercial applications like data centres [25, 
26], telecom sites [27, 28], fast charging stations for Electric Vehicles (EVs) 
[29–31], DC homes [32–35], renewable energy parks [36, 37], railways [38, 
39], net-zero energy buildings [40–43], and hybrid ESS [44, 45]. The gen-
eral architecture of μG is illustrated in Figure 13.1. The small distributed 
power generation is considered as a ‘Nanogrid’. The multiple nanogrids are 
connected to form μG. There are problems associated with AC-μG, like 
power quality and synchronization of frequency, which are insignificant 
in DC systems. Furthermore, the frequency components are not present 
in the DC framework and are liberated from skin effect, harmonics, inrush 
current, and proximity effect issues [46, 47]. Also, DC systems are safer 
due to the EMF effect on their respective AC systems [48–50]. The typical 
resistances of AC and DC cable are related by Equation 13.1, according to 
A.W. Cirino in [51]. 
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Figure 13.1 General architecture of μG.
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Rac and Rdc are the resistance of AC and DC cables, respectively, r is the 
radius of the conductor, and skin depth is denoted by δ. It is easily under-
stood from the above relation that AC cable resistance is always greater 
than its equivalent DC resistance. Obviously, the AC system has more 
losses and less current-handling capacity than the DC system as an entire 
cross-section area of the cable or conductor is utilized [52, 53]. The RESs 
like fuel cell and solar PV is compatible with the DC system. Their output 
is DC, while wind, wave power generation, and the utility grid could be 
connected via one AC-DC converter. The DC-μG has fewer conversion 
stages, reduces losses, and increases overall efficiency compared to AC-μG, 
where more AC to DC and DC to AC conversion stages are. In addition 
to the benefits, the DC system has various issues, as the technology needs 
more maturity and has standardization problems, protection issues due to 
nonappearance of zero point in voltage and current, and grounding issues.

13.3 DC-μG Architectures

The selection of power system architecture affects many variables such as 
resiliency, cost, reliability, robustness, controllability, availability, resource 
utilization, and flexibility to end consumers [54, 55]. The deciding factors 
for selecting system architecture are the site’s geography, power availabil-
ity, optimum utilization of resources, and future scope of scalability [56, 
57]. Many architectures of DC-μG have been reported in the literature and 
famous structures are covered in the following sub-section [58–61].

13.4 DC-μG Voltage Polarity

The domestic and commercial loads are generally fed by the AC utility grid 
and the power distribution is either done by 1-Φ two-wire system or 3-Φ 
four wires system. The power is distributed in DC-μG by utilizing a similar 
configuration, either two-wire in the unipolar system or three-wire in a 
bipolar system [62–65]. The unipolar DC bus system can be transferred 
into a bipolar DC bus system by voltage balancer and has been extensively 
deployed in DC-μG. The bipolar DC bus structure is superior to a unipolar 
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configuration as it is more connection friendly for RESs and DC loads 
because of two voltage levels. Furthermore, it is more reliable with two DC 
buses to ensure that the DC bus is working even the occurrence of a fault in 
any two buses. Therefore, a bipolar configuration is more extensively used 
in DC-μG [66].

13.4.1 Unipolar DC-μG System 

It consists of RESs, the utility grid, and AC-DC loads connected across 
positive and negative buses, as illustrated in Figure 13.2. In this config-
uration, only two conductors are required to deliver the power at only 
one DC bus voltage level and all the consumers are connected across it 
[67]. The unipolar configuration generally prefers a comparatively small 
power rating and has a limited range of DC voltage level choices. One of 
the most common is the 380V DC bus voltage level extensively applied in 
data centers [68–72]. The experimental setup of unipolar 380V DC-μG has 
been demonstrated in Obihiro City, Hokkaido, Japan for an office utility as 
reported in [73]. The author in [74] proposes new converter topology for 
integrating the ESS and DC bus for 400V DC unipolar domestic applica-
tion. There is no such DC power standardization for domestic application, 
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Figure 13.2 Unipolar DC-μG configuration.
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but 48V DC is extensively used in the telecom and automobile industries. 
The IEEE LVDC forum in India suggested a 48V DC standard for domes-
tic low power applications. The Bureau of Indian Standards also started 
working towards the standardization of 48V DC for residential low power 
utilities and 380V DC for larger μG, as reported by the author in [75].

13.4.2 Bipolar DC-μG System

The limitation of unipolar configuration is overcome by bipolar design 
[76]. It is commonly referred to as a three-bus DC system, which includes 
+Vdc, -Vdc, and a neutral bus, as illustrated in Figure 13.3. In this arrange-
ment, the consumer may select three different voltage levels, namely +Vdc, 
-Vdc, and 2Vdc. This system can handle a fault in any one of the DC-bus 
systems to ensure minimum power interruption. Therefore, system reli-
ability, power quality, and optimum resource utilization are increased sig-
nificantly, especially during the fault. Considering the advantages of the 
bipolar system during fault and choice of selecting three different voltages, 
it is extensively used in most of the applications [77].
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Figure 13.3 Bipolar DC-μG system.
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13.5 Single Bus DC-μG

This system only has a single DC bus with either a direct or through inter-
face converter between RESs, ESS, and loads. The single bus DC-μG struc-
ture is illustrated in Figure 13.4, as reported in [78–81]. Here, converters’ 
parallel operation interfaced RESs have advantages including expansion, 
efficiency, and easily maintainable [82]. This DC-μG topology covers a 
wide variety of utilities like rural electrification, automotive, telecom sites, 
marine, and avionics [83–85].

13.6 Radial Architecture of DC-μG

In this system, the sources are connected with a utility grid and power 
flows towards the loads via a single path. The schematic arrangement in 
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Figure 13.4 Typical single bus DC-μG.
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radial DC-μG is depicted in Figure 13.5, which includes RESs, ESS, and 
a DC bus that has AC-DC loads connected through the interface con-
verter. The radial system may be either unipolar or bipolar, depending on 
the user’s usefulness and particular requirements. Generally, this design 
is favored for low voltage residential households to minimize the DC-DC 
conversion phase [86]. Consider multi-story buildings or local areas where 

Figure 13.5 Radial architecture of DC-μG.
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personal μG can have tonnes of RES and ESS. In such multi-μG systems, 
individual μG can be employed either in series or parallel, subject to the 
site requirements. In this way, each building is viewed as a μG cluster and 
can share power between neighbouring μGs [87].

13.6.1 Ring or Loop Configuration of DC-μG
The restraint of radial structure is overcome by a ring or loop DC-μG distri-
bution system. Figure 13.6 [88] illustrates a ring-based DC-μG power con-
figuration for a critical utility with a high secured requirement, such as in a 
data center. In this system, power can flow through either the shortest path 
or a suboptimal path, meaning that the DC-bus can be fed bi-directionally.

Therefore, during occurrence of fault, the system is isolated by the 
nearest circuit breaker to ensure power continuity in the system. This 
allows guaranteed survival from a single point of failure, as reported by 
the author in [89]. A similar configuration can be applied for maritime 
application. This structure is proposed to improve flexibility during the 
occurrence of a fault or routine maintenance period. This structure’s key 
features are high reliability, high resiliency due to bi-directional power 
flowability, and redundancy in operation [90]. The configuration is suitable 
for low-voltage to high-voltage levels. The detection of a fault in ring-type 
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Figure 13.6 Ring or loop DC-μG.
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LV DC-μG imposes challenges, but the author in [91] proposes a wavelet 
transform-based scheme for fast protection. The voltage regulation issues 
in this type of system are mitigated by a supervisory control scheme, as 
suggested by the author in [92, 93].

13.6.2 Mesh Type DC-μG

A typical grid-tied mesh-type DC-μG is illustrated in Figure 13.7 [94, 95], 
as proposed in [96–98]. It provides multiple alternative paths for power 
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Figure 13.7 Mesh type DC-μG.
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transfer to ensure minimum service interruption during fault so that good 
quality of service can be achieved. The RESs and electricity grid are con-
nected with the DC-bus using an AC-DC or DC-DC interface converter. 
In [99, 100], the author proposed a new method for detecting and localiz-
ing internal and external faults in mesh-type DC-μG based estimation of 
line attributes. Compared with conventional radial structure, power trans-
fer in this multi-terminal configuration is more complicated [94].

13.6.3 Zonal Type DC-μG (ZTDC-μG)

Configuration with high reliability is based on a zonal type distribution 
system, as illustrated in Figure 13.8 [101]. The zonal type DC-μG com-
prises of multi-DC distribution units and each unit is connected in a series 
manner to form ZTDC-μG. The elements of ZTDC-μG RESs, interfacing 
converters, ESSs, utility grid, and protection systems cater to the demand 
seamlessly. This type of system has better reliability and resource utiliza-
tion for loads fed by one feeder. It also provides more flexibility and a broad 
scope of expansion suitable for power system planning. This type of config-
uration was found suitable for shipboard power utility [102–104].
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Figure 13.8 Zonal type DC-μG.
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13.7 Ladder Type DC-μG

The basic structure of ladder-type DC-μG is taken from the ring bus con-
figuration. The RESs are connected to the ring in a laddered structure. 
The ladder rings are then connected to two lines that can supply DC power 
to other ladder rings. A significant increase in redundancy is accomplished 
in this way. A typical ladder-type DC-μG structure is shown in Figure 13.9. 

PV-Array

DC-Load

Energy
Storage

AC-Load

EV-Charging

Line-1 Line-2

Wind
Turbine

WIND ENERGY

PV-Array

arging

Wind
Turbine

WIND ENERGY

Figure 13.9 Ladder DC-μG.
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Its DC-μG configuration has the highest redundancy over other structures, 
which made it capable of eliminating a single point of failure in the system 
[105]. The comparative analysis between various DC-μG structures is pre-
sented in Table 13.1.

13.8 Topological Overview of DC-DC Converters

DC-µG includes RESs, the energy storage system, and the utility grid as 
key elements of DC-µG. Recent advancements in the area of PEC enables 
easy integration. Most RESs are interfaced with DC-µG via DC-DC con-
verters, while wind turbines and the utility grid are connected through 
AC-DC converters. The efficacy of a DC-DC converter is determined by 
the topology chosen for the application. The topology is generally selected 
based on the input/output voltage level, percentage ripple content, effi-
ciency requirement, and cost-effectiveness.   

13.8.1 Role of PECs in DC-μG

RESs are intermittent, but the integration of RESs with loads is a very chal-
lenging task. A power converter is adapted for managing variable genera-
tions and maximum power extraction when used to integrate RESs to the 
loads. During integration of ESSs in µG, the PEC plays an important role in 
managing the bidirectional power flow in the charging and discharging of 
ESSs. In the general architecture of DC-μG, shown in Figure 13.1, we can 
observe that power quality and range must be maintained continuously at 
the load side.

Power converters, specifically DC-DC converters, at the input side are 
connected with an SPV and battery. A DC-DC converter connected with 
SPV is used for achieving MPPT and power regulation at the DC bus. This 
same converter is associated with a battery used for smooth charging/
discharging operations and power regulation at the DC bus. Similarly, at 
the output side, DC-DC converters connected to different types of loads 
are extensive cascaded modules like in Hard Disk Drive modules in 
Datacentres, small electronic drive to drive industrial loads, and domestic 
loads (fan, bulb, computers, and washing machine).

13.8.2 Converter Topologies (Conventional)

Baliga developed a high voltage transistor popularly known as the insu-
lated-gate bipolar transistor (IGBT) at General Electric’s R&D Centre in 
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1974, which pushed the development of power converters. Converters are 
provided with an advantage to integrate RESs to DC-µG. Many power con-
verter topologies were proposed earlier by various researchers and they 
are typically categorized into three types: non-isolated, partially isolated, 
and fully isolated converters. The Buck-converter, Boost-Converter, Buck-
Boost converter, Cuk-converter, Zeta-converter, and SEPIC-converter 
come under a non-isolated power converter. The Flyback-converter, Dual 
Active bridge, and Multiple port bidirectional converter are considered to 
be under the category of partially isolated converters. These converters are 
also categorized based on their household, defence, transportation, com-
munication, and industrial applications. Based on the voltage level, these 
converters are used. For low voltage range and power quality requirements, 
the non-isolated converters are used and for high voltage and lower power 
quality applications partially isolated and isolated converters are used. For 
simplicity, conventional and recent non-isolated power converters are used 
to integrate the Solar Photovoltaic Voltaic Systems (SPVSs) and ESS, such 
as battery and supercapacitors, are discussed in this section. The SPVSs 
are considered one of the most important and reliable sources of RE [106]. 
It has a significant influence on the world’s energy generation portfolio. 
Apart from many advantages, it has a few limitations, such as its intermit-
tency, variables, and its un-regulated nature. For the compensation of this 
nature and smooth integration of SPVSs with DC-µG non-isolated power, 
converters are used.

13.8.2.1 Non-Isolated Power Converters

These converters are generally used to integrate RESs to the DC-bus. As 
illustrated in Figure 13.1, the required features for this increase or decrease 
the input power since the RESs are generally intermittent in nature. Hence, 
power generation capability is dependent on changes in natural conditions.

There are six primary converters proposed and lots of research has been 
carried out since their invention. The conventional topological diagram, 
modes of operation, design parameters, and output voltage equation are 
discussed in the below section. The typical arrangement for an SPV fed 
converter is illustrated in Figure 13.10.

a. Buck-Converter 
This is a very popular topology used as a Switched Mode Power Supply 
presented in [107] and [108]. It is used in DC-µG to convert a higher 
input voltage generated from SPVSs to a lower output voltage as per load 
requirements. It is widely used to integrate the SPV panel into the DC load. 
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In Figure 13.11, a basic diagram of buck converter topology is presented 
where the SPV panel is combined with either series or parallel to the volt-
age source. The S represents the switch with source, drain, and gate termi-
nals. Generally, the gate terminal is open. At this terminal control signal, 
an MPPT controller provides a PWM pulse to track and extract maximum 
power from the SPV, as represented in Figure 13.10. A feedback loop is also 
provided to the controller in which the PWM pulse is generated, which 
will control the output voltage level. The L represents the inductor and C 
represents the capacitor where C1 and C2 are input and output voltage reg-
ulating capacitors. C1 has a significant role in regulating the intermittency 
of SPV. C2 provides proper and continuous maintenance of voltage poten-
tial across the load. 

The two modes of Buck Converter include the converter’s switching 
action. When the switch is closed in Figure 13.11b, capacitor C1 is charged, 
inductor L is magnetized, capacitor C2 is charged, and current is delivered 
across the load. In mode 2, when the power switch is open, the source 
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Figure 13.10 General arrangement of SPV fed converter.
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is separated from the circuit and the current is stored, inductor L is dis-
charged through the capacitor, and C2 is still charging, as depicted in Figure 
13.11a. Most of the power is dissipated across the diode, which results in 
lower output voltage at the load. The output equation depends on the ON 
and OFF state of the switch, which is known by the term duty cycle, which 
represents how much time the control has on-state out of the total interval 
of time. This is given by expression: 

 
=D T

T
on

  
(13.2)

where D is the Duty cycle, Ton is the total time for which the switch is ON, 
and T is the total time of one operational cycle. The relation between out-
put voltage (Vo) and input voltage (Vin) is expressed below as:  

 Vo = DVin (13.3)
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Figure 13.11a Buck converter mode-1 diagram (Switch is OFF).
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Figure 13.11b Buck converter mode-2 diagram (Switch is ON).
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b.  Boost Converter
The typical structure of a Boost Converter is depicted in Figure 13.12, 
which includes one controlled switch, one uncontrolled switch, and 
energy- storing elements. The boost-converter topology is comparable to 
Buck Converter topology since it is used to convert a lower input voltage gen-
erated from SPVSs to a higher output voltage required by the load in DC-µG.

This converter operates in two modes. In the first mode, when the 
semiconductor switch is conducting and the diode is in thee OFF con-
dition, capacitor C1 is charged, capacitor C2 is discharged across the load, 
and inductor L is magnetized, as depicted in Figure 13.12a. In the second 
mode, the switch is OFF and inductor L is discharged through the load, as 
shown in Figure 13.12b. Here, the expression of voltage is given as:
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L D

SPV
C1 C2 RL VoS

Figure 13.12 Typical structure of boost converter.
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c. Buck-Boost Converter
It is the primary converter topology presented in [107]. It is used to convert 
the input power generated from SPVSs to a higher/lower output power 
required by the load depending on the application requirements for the 
system which is employed. This converter operates in two modes. In the 
first mode of operation, the semiconductor switch is triggered. Inductor L 
is magnetized with the input current and capacitor C is discharged through 
the load. In the second mode of operation, the switch is in an OFF state 
and the current stored in inductor L flows through capacitor C and the 
load. The output voltage equation is given as:

 
=

−
V DV
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(13.5)

where Vo is the output voltage, Vin is the input voltage, and D is the duty 
cycle. The typical arrangement and conduction path during switching 

DL

SPV

iSPV iSPV iSPV

iSPV iL iL

iC1

C1 S C2 RL Vo

iC2

io

io

io

Figure 13.12b Boost converter mode-2 diagram (Switch is in OFF state).
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of the Buck-Boost Converter is described in Figures 13.13, 13.13a, and 
13.13b, respectively.

d. Cuk-Converter
The Cuk converter presented in [109] and [110] is made with Boost and 
Buck converter topologies connected back to back, coupled with a standard 
coupling capacitor. It is used to convert the input power generated from 
SPVSs to a higher/lower/equal output power required by the load, depend-
ing on the application requirement for which the system is employed. The 
voltage and current ripples are low at the output side. This converter also 
operates in two modes. In the first operating mode, the semiconductor 
switch is in the ON state, capacitor C1 and capacitor C2 are in charging 
state, capacitor C3 is charged, and inductor L is magnetized through the 
charge stored in capacitor C2. In the second mode, capacitor C2 is charged 
through the source, capacitor C3 is discharged, and the inductor is demag-
netized through the load. The voltage expression is given as:  
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Figure 13.13a Conduction of buck-boost converter in mode-1 (S is Closed).
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Figure 13.13b Conduction of buck-boost converter in mode-2 (S is Open).
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The typical arrangement and circuit under switching is represented in 
Figures 13.14, 13.14a, and 13.14b, respectively.
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Figure 13.14 Cuk converter topology.
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Figure 13.14a Cuk converter mode-1 diagram (Switch is Closed).

S
SPV

iSPV iSPV iSPV

iSPV iSPV iSPV iSPV

iSPV

iSPV

iC1

C1 D C3

C2
L1 L2

RL Vo

iC3
io

io

io

Figure 13.14b Cuk converter mode-2 diagram (Switch is Open).
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e. Bidirectional Converter Topologies
The ESSs in the DC-µG needed an integration that needs to be charged 
and discharged with the two conventional basic topologies of the bidirec-
tional converter. These types of converter topologies are derived from the 
basic buck and boost converter topologies where the diode is replaced by a 
switch to operate it in a bidirectional fashion. Here, capacitor C1 represents 
the DC link. The system described here is made up of the SPV panel as an 
input source, the converter, and the battery connected in a cascaded man-
ner. Switch S1 and S2 control the charging and discharging of the ESSs from 
the input power produced by the PV panel. The schematic arrangement of 
the bidirectional converter is illustrated in Figure 13.15.

13.8.2.2 Recent Converter Topologies for DC-μG (With Modes  
of Operations)

Recent developments in the proposed converter topologies are derived 
from these four basic converters: Buck, Boost, Buck-Boost, and Cuk-
converters and they are developed to minimize losses and maximize uti-
lization of RESs specifically. In this category, three primary converters are 
included: interleaved boost converter, a soft switching-based converter, 

LSPV C1 C2

S1 S2

Battery

L

SPV

(a)

(b)

C1

C2

S1

S2 Battery

Figure 13.15 (a) and (b) schematic arrangement of bidirectional converter topologies.
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and a Zero Voltage Transition (ZVT) converter. The interleaved converter 
shown in Figure 13.16 can process two works side by side, as presented in 
[111]. Two switching devices interleave the converter topology. The main 
advantage of this converter includes less conduction loss and a high con-
version ratio. This converter is designed to get high efficiency over the con-
ventional boost converter.

In most of the DC-µGs, the boost converter is generally employed 
to integrate the SPV with the DC bus. The ZVT converter is one of the 
improved and advanced converters in this series. The ZVT converter pre-
sented in [111] is made using a voltage multiplier circuit and a predict-
able boost converter. The voltage multiplier circuit present in the middle 
of the converter shown below in Figure 13.17 generates the voltage with 
less strain. So when the voltage across SPV panels is low at that time, the 
ZVT converter operates very well. Apart from these advantages, zero- 
voltage switching and soft-switching operation can be attained for the 
power MOSFETs (Metal Oxide Silicon Field Effect Transistors) in the total 
switching conversion period.

SPV C1
S1

L1

L2

D1

D2

S2

C2 RL Vo

Figure 13.16 Interleaved boost converter topology.
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Figure 13.17 Zero voltage transition (ZVT) converter.
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13.8.2.3 Performance Analysis of Existing Converter Topologies

The four basic converter topologies are Buck, Boost, Buck-Boost and Cuk. 
The modified boost converter topologies, the interleaved boost converter, 
and the zero-voltage transition converter are used to integrate the SPV 
with the DC-µG and ESSs are connected with the bidirectional converters. 
A summary of performance analysis in terms of attributes, efficiency, and 
application is provided in Table 13.2. From the table, it can be summarized 

Table 13.2 Comparative analysis of different DC-DC converter topologies.

Types Performance parameters Efficiency Applications
Buck [107, 

108]
Simple Architecture, high 

range output current, lower 
output voltage and current 
ripples, cheaper

Moderate Motherboards, 
SPV

Boost [107, 
109]

Medium range output current, 
simple architecture, lower 
output and current ripple, 
cheaper

High Laptop charger, 
Phone charger, 
SPV

Buck-Boost 
[107]

Complex architecture, needs 
more control, more voltage 
and current ripples, 
inverted output, lesser 
efficiency with higher cost

Moderate SPV Charge 
controller

Cuk [107, 110] Complex architecture, 
number of components 
are high, smooth output 
voltage and current 
waveforms with less ripples

Moderate SPV Charge 
controller

Interleaved 
Boost [111]

Complex architecture, 
number of components 
are high, High Voltage 
conversion ratio, less 
conduction loss, and two 
side-by-side operation 
modes

High Electric vehicular 
charging 
applications, 
phone charger, 
SPV Charge 
controller

ZVT [111] Complex architecture, 
Number of components are 
high, zero-voltage switching 
and soft-switching 
operation of switches

High Microturbine, 
fuel cells, 
SPV Charge 
controller



460 Renewable Energy Technologies

that the improved converters, interleaved boost converter, and Zero 
Voltage Transition converters are more efficient. Still, their control is a bit 
complex and the architecture is complex. In this case, the traditional boost 
converter is the best option for getting higher efficiency.

13.9 DC-μG Control Schemes

The worldwide environmental concern and continuous depletion of fossil 
fuel reserves imposes an increase in the penetration of distributed gener-
ation (DG), which includes RESs, ESSs, and new types of loads such EVs, 
etc., in the modern power system network. However, the integration of 
those elements may have certain technical and operational challenges. 
Those systems’ common issues are deterioration of voltage profile, trans-
mission line congestions, and reduction in frequency [112, 113]. The idea 
of merging small DGs to form DC-μG while considering the advantages 
over conventional power generation and distribution could be a viable 
solution to cater to power demand. During the last decade, remarkable 
research has been done in the DC-μG area, which has improved overall 
performance significantly [114–117]. DC-μG has been considered more 
attractive for numerous utilities.

The efficient operation and guaranteed stability of DC-μG can be 
achieved through the development of effective control schemes. The RESs, 
utility grid, and ESSs are connected via an interfaced converter, which 
plays a crucial role in the overall operation and control of DC-μG. A typ-
ical DC-μG structure is composed of multiple parallel converters and its 
local control function covers the following attributes: 1) current, voltage, 
and droop control, 2) source-dependent functions such as MPPT for PV 
and wind turbine systems or an estimation state-of-charge (SoC) for ESSs, 
3) decentralized coordination functions, such as local adaptive calculation 
of virtual resistance and power line signalling (PLS). In DC-μGs, the differ-
ent units are connected in parallel via an interfacing converter. To achieve 
accurate power-sharing among parallel-connected PECs, flexible control 
of voltage and current is required [118, 119]. The various control strategies 
are illustrated in Figure 13.18. There are many control objectives reported 
by the authors in [120–122]. Efficient control of basic attributes such as 
voltage and current in both modes of operation, i.e. stand-alone and grid-
tied mode is present. 

• Proportional sharing of loads between DGs
• Smooth operation for either constant or non-linear loads
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• Cooperation of different RESs and ESSs
• DC-μG synchronisation with the electricity grid
• Regulation of power flows within DC-μG and grid, if 

available
• Optimal utilisation of DGs
• Minimisation of transmission losses

DC-μG can, from a communication standpoint, be divided into three 
main categories:

• Decentralized Control of DC-μG
• Distributed Control of DC-μG
• Centralized Control of DC-μG
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Figure 13.18 DC-μG control strategies.
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13.9.1 Decentralised Control of DC-μG

In this scheme, the DGs are managed by independent controllers via their 
local variables due to the lack of a communication link. While this scheme 
has some limitations on efficiency as insufficient data for each unit is avail-
able for other units, it is considered the most reliable system owing to the 
non-existence of a communication link [123, 124]. The basic structure 
of decentralized control is demonstrated in Figure 13.19. The common 
decentralized control system is a droop control system suitable for the par-
allel connection of an interface converter. This scheme is best suited to stop 
the flow of currents between converters without a contact link.

13.9.2 Distributed Control of DC-μG

This scheme brings together the benefits of a centralized control system and 
a decentralized control scheme. The local controller can only share infor-
mation with neighbouring units via a communication connection. Purposes 

Physical Connection

Unit-1 Unit-2 Unit-n

Local
Controller-1

Local
Controller-2

Local
Controller-n

Figure 13.19 Typical decentralised control scheme.

Physical Connection

Unit-1 Unit-2 Unit-n

Local
Controller-1

Communication Link

Local
Controller-2

Local
Controller-n

Figure 13.20 Typical distributed control scheme.
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such as effective load sharing between DGs, voltage restoration, current 
sharing, and SoC balancing can be easily achieved [125]. The schematic 
arrangement of the distributed control scheme is shown in Figure 13.20.

13.9.3  Centralised Control of DC-μG

A central controller under this scheme shall control the DG Units. Input 
is received from individual DG DC-μG units and the analyzed and appro-
priate command signals are transmitted back towards them through the 

Physical Connection

Unit-1 Unit-2 Unit-n

Local
Controller-1

Communication Link

Central
Controller

Local
Controller-2

Local
Controller-n

Figure 13.21 Schematic arrangement of centralized control scheme.

Table 13.3 Comparative analysis of different control schemes of DC-μG.

Attributes
Centralised 

scheme
Distributed 

scheme
Decentralised 

scheme

Centralised 
Controller

Available No No

System Modularity Low High High

System Reliability Low Medium High

Single Point of 
Failure

Yes No No

Communication 
Link

DCL DCL Only the power 
line

References [126–128] [129–134] [135–137]
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same receiver digital communication link (DCL) as the control system’s 
backbone. This system’s unequal advantages are that the observability and 
controllability of the entire system suffer from some drawbacks like the 
single point of failure, reduced performance, scalability, and versatility. It is 
therefore considered to be appropriate for small-scale DC-μG where mini-
mal information is required. The fundamental arrangement of the central-
ized control system is depicted in Figure 13.21. The comparative analysis of 
various DC-μG control scheme is summarized in Table 13.3.

13.10 Key Challenges and Direction of Future 
Research

The papers have been exclusively reviewed related to DC-μG architectures, 
various converter topologies, and power and energy management are dis-
cussed along with the following notable observations.

• The selection of power system architecture significantly 
influences many performance parameters such as cost-ef-
fectiveness, reliability, resiliency, robustness, scalability, 
observability, and controllability. The various structures of 
DC-μG are discussed with their comparative analysis. It is 
found that all these configurations are suitable for specific 
applications and have their issues. Significant research work 
is needed to overcome these challenges and a more redun-
dant and standard structure for DC-μG.

• The different control schemes are analyzed and found that 
multilevel control is a standard DC-μG control scheme. 
Still, there is a huge scope for further research in the control 
aspects of DC-μG to get a more reliable system.

• Considering the future work scope, the distributed control 
needs to further explore and adopt a new algorithm for the 
seamless operation of DC-μG. 

• The next level of research in the area of DC-μG includes 
optimization, ease of user interaction, and the possibility of 
cloud-based optimization and control. 

• The design and development of robust stand-alone DC-μG 
is essential for remote communities.           
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13.11 Conclusions

Throughout this chapter, a comprehensive review of DC-μG is reported. 
The architectures under consideration are single bus, radial, ring, mesh, and 
ladder. The different topologies of the DC-DC converter are highlighted 
along with the comparative analysis. The DC-μG is operated with intermit-
tent RESs, therefore the selection and design of a suitable control scheme is 
essential. The chapter intends to provide a glimpse of DC-μG technology’s 
potential for rural electrification and associated understanding of architec-
ture, interfacing converter topologies, and associated control.
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Abstract
This chapter presents an overview of solar air heaters (SAHs) which are simple 
in design and can be fabricated using locally available resources. SAHs utilize 
the solar energy and convert it into useful thermal energy of air. Applications of 
SAHs include the heating/cooling, drying, cooking, greenhouse effect, and var-
ious industrial processes. However, the performance of SAHs are limited due 
two main reasons: (1) due to large heat losses from the glass cover and (2) due to 
inherent heat transfer capabilities of the absorber plates. Therefore, researchers are 
engaged to tackle these problems by means of different design considerations. In 
this chapter, various design configurations have been presented and design of dif-
ferent SAHs have been discussed. Also, step-wise thermo-hydraulic performance 
determination techniques have been explained in detail. A case study has been 
presented in which characteristics of net-effective efficiency of conical protrusions 
rib roughened surface of SAH have been evaluated and compared with those of 
the smooth absorber.
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Abbreviations

Symbol Title Unit
Ac  Area of Collector m2

A  Area m2

Dh Hydraulic diameter of duct m
En Exergy flow (cumulative) W
Es Exergy in solar radiation W
F′ Plate efficiency factor _
Fo Heat removal factor referred to outlet 

temperature
_

FR Heat removal factor _
G Mass flux Kg/s.m2

h Convective heat transfer coefficient  W/m2.K
hw Wind convective heat transfer coefficient W/m2.K
I  Insolation  W/m2

ka Thermal conductivity of air W/m.K
ki Thermal conductivity of insulation W/m.K
Lg Distance b/w glass cover and absorber m
m Mass flow rate kg/s
Ng Number of glass covers _
Nu Nusselt number _
Qu Heat gain W
Ta Ambient temperature  K
Tf Mean air temperature K
Tg Glass cover mean temperature K
Ti Air inlet temperature K
Tfo Air outlet temperature K
Tp Average plate temperature   K
Ts Sky temperature K
Tsun Sun temperature (5762 K) K
ΔT/I Temperature rise parameter K.m2/W
ti Thickness of insulation m
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Ub Back heat loss coefficient W/m2.K
Ue Edge loss coefficient W/m2.K
Ut Top loss coefficient W/m2.K
Ul Overall heat loss coefficient W/m2.K
εg Emissivity of glass cover _
εp Emissivity of absorber plate  _
ηth Thermal efficiency of solar collectors _
ηeff Effective efficiency _
ηexg EEe  Exergetic efficiency _
σ Stefan-Boltzmann constant W/m2.K4

μ Air dynamic viscosity N.s/m2

14.1 Introduction

The demand of energy is increasing quickly with domestic and industrial 
development, which ensues a large amount of per capita energy consumed 
globally. The distinct sources of conventional energy are crude oil, natural 
gas, and coal from which energy is extracted by using different processes. 
Conventional energy sources are the limited natural sources available glob-
ally and will be ultimately depleted in a short span of time. The environ-
mental pollution enormously increases due to continuous consumption 
of conventional fuel. In order to minimize the environmental pollution, 
renewable energy sources, i.e., solar, wind, hydro, tidal, geothermal, and 
biomass energy, should be exploited in the place of conventional energy 
sources. 

Solar energy is the ultimate abundant and obliquity source of energy 
among all renewable energy sources accompanied by its clean and pol-
lution free nature. The sun is a source of solar energy, having a diameter 
of 1.39×106 km and containing hot gaseous matter. The specific gravity 
of the matter in the core of sun is estimated at 80 to 100 and the core tem-
perature is estimated to lie between 8×106 to 40×106 K. The maximum flux 
density of solar radiation received on the earth’s surface is about 1.0 kW/
m2. The wavelength and flux of solar radiation varies between 0.3 to 2.5 μm 
and 30 to 30 MJ/d.m2, respectively, depending upon the geographical con-
dition. The present consumption rate of energy on earth is many thousand 
times lower than the solar energy intercepted by the earth, which is about 
1.8×1011 MW. The average annual amount of solar radiation received in 
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India is approximately 2000 kWh/m2. Solar radiation received on the 
earth’s surface has two components:

(i) Beam or direct radiation received on earth’s surface from 
the sun without any change of direction

(ii) Diffuse radiation, received on the earth’s surface from all 
directions as a result of scratting by dust particles, air mol-
ecules, and water vapours. 

Solar energy may be utilized directly or indirectly, which is totally 
dependent on the application. Solar energy is used in various thermal 
applications such as:

 Ø Air heating
 Ø Electricity generation
 Ø Heating/cooling
 Ø Space heating/cooling
 Ø Power generation
 Ø Refrigeration
 Ø Distillation
 Ø Drying
 Ø Cooking
 Ø Water heating

14.2 Solar Air Heater (SAH)

Solar Air Heaters (SAH) transform solar radiation into the thermal energy 
of air. The most important component of SAH is an absorber plate which 
is a kind of heat exchanger. The absorber plate is heated when solar insola-
tion falls on it. The energy is then transformed to the working fluid at the 
back of the absorber plate. SAHs are normally used for various domestic 
and industrial applications at low to medium temperature. These collectors 
absorb both beam as well as diffuse radiation. The important components 
of the flat plate collector are given below and shown in Figure 14.1. 

(i) Absorber Plate: Thin metal plate with ordinary to absorb 
solar radiation with black or selective coating. 

(ii) Air Flow Passages: Beneath of absorber plate, the air flow 
passage is attached. Air picks up energy from the hot 
absorber plate.
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(iii) Transparent Covers: Generally, 1 to 3 glass covers are used 
to reduce the upward loss to environment.

(iv) Blower/Fan: It is utilized to impel the atmospheric air 
through a duct of the SAH.

(v) Back and Side Insulation: Three sides of the collector are 
covered with solid insulation to reduce the back losses.

Generally, convective heat transfer and heat loss of the smooth absorber 
plate of a SAH is low and high respectively from the top glass cover due to 
which the thermal performance of SAH is low. Different techniques have 
been investigated to augment the convection coefficient and minimize the 
heat loss coefficient at the top surface.

In order to minimize the top heat loss coefficient, various configurations 
such as double pass SAH, honey comb structures, overlapped glass cover, 
and multiple glass covers have been employed by various researchers. The 
convection coefficient of the absorber can be increased using turbulence 
promoters. There are many distinct types of turbulence promoters exam-
ined by many researchers such as artificial roughness, perforated blocks/
baffles, corrugated absorber plate, jet impingement, etc. Turbulators in the 
flow help to break up sub-laminar flow and lead the improved convective 
coefficient. On the other hand, turbulence promoters are also responsi-
ble for a high friction factor resulting in high fan power needed to impel 
the air flowing. Therefore, the convection coefficient and fraction factor 
are contrary to each other. Artificial roughness in distinct forms such as 
angled, square, triangular, V-shaped, cylindrical, trapezoidal, transverse, 

Sun
Solar Radiation

Air Inflow

Glass Cover

Back Insulation

Absorber Plate

Air Outflow

Figure 14.1 Diagram of SAH [1].



482 Renewable Energy Technologies

and W-shaped ribs were used by the researchers. These distinct ribs are 
used basically as broken, continuous, and a combination of these two. 

14.3 Performance Evaluation of a SAH

Evaluation of performance of a flat pate collector has been carried out by 
several investigators [2, 3]. The solar radiation incident on the absorber is 
transferred into energy gain, reflected radiation and distinct losses, which 
can be explained with the help of energy balance. In a quasi-steady state 
condition the energy balance of a collector is as follows [4]:

 qu = {I((τ.α) – U1 (Tp − Ta)} (14.1)

An equation for useful energy gain was proposed by Bliss [5] in which 
a new parameter known as factor (F’) of collector efficiency was proposed:

 qu = Fʹ{I((τ.α) – U1 (Tf − Ta)} (14.2)

Another form of this equation was also proposed which is given as:

 qu = FR{I((τ.α) – U1 (Ti − Ta)} (14.3)

where, the collector heat removal factor (FR) is given below:

 
= − − ′















G
G

F
C

U
1 exp F U

CR
p

l

l

p  
(14.4)

The efficiency (η)  of the solar collector has been expressed as:
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From Equations 14.1-14.5, the following relationships can be obtained:
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The effectiveness of heat transfer to the flowing air from the absorber 
plate is basically indicated by the factors Fʹ and FR. The values of these fac-
tors increase with heat transfer effectiveness.

The above equations for efficiencies have been modified where inlet and 
outlet air temperature of collectors have been exploited to determine the 
efficiency as follows [6]:
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where, factor (Fo) of heat removal can be calculated as follows:
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14.3.1 Overall Heat Loss Coefficient

To calculate the efficiency of a solar collector, the heat loss coefficient Ul, 
must be known. The sum of three components, namely top (Ut), bottom 
(Ub) and side (edge) (Ue) loss coefficients, are called overall heat loss coef-
ficient and calculated as:

 U1 = Ut + Ub + Ue (14.11)

14.3.1.1 Top Heat Loss Coefficient

A major portion of heat is lost from top transparent glass covers. The deter-
mination of the top loss coefficient is a long process which requires trial 
and error. Several empirical equations have been developed by different 
investigators. The following semi-empirical equation is proposed [4]:
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The above correlation has been modified by Klein [7] in which tempera-
ture span of the absorber plate has been extended up to 200° C.
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Duffie and Beckman developed the following correlation which is useful 
for both hand and computer calculation [3]. It is applicable up to 200°C 
temperature of the mean absorber plate and is able to predict the top loss 
coefficient in the range of  ± 0.3 W/m2.K.
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Malhotra et al. [8] proposed an analytical equation by including the 
effect of gap spacing and tilt angle for the estimation of top loss coefficient. 
For obtaining the maximum solar energy, tilt angle could be varied. An 
analytical model was derived for optimum tilt angle for each month [9, 10]. 
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14.3.1.2 Bottom Heat Loss Coefficient

The bottom loss coefficient determines lost energy from the collector bot-
tom which can be evaluated by conduction and convective heat loss. The 
expression for heat loss coefficient at the bottom side is given below:
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A very common approximation used for the evaluation of bottom heat 
loss coefficient is given as:
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14.3.1.3 Side Edge Heat Loss Coefficient

The following equation represents a heat loss coefficient at the side edge, 
which is dependent on solar collector area:
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where,
(UeA)edge express the product of edge loss coefficient and area of the solar 

collector, where the value of Ue recommended by Hsieh [11] has to be 0.5 
W/m2.K.

14.4 Collector Performance Testing and Prediction

The ratio of useful energy gain to rate of solar radiation incident falls on 
the collector within a specified time period and 0 to θ is called collector 
efficiency. The efficiency is given as:
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For any short interval and particular time instant, the ratio of useful 
energy gain to the rate of incident radiation is called instantaneous effi-
ciency. The instantaneous efficiency is given as:
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The testing for solar collector performance is essential to generate the 
basic data for system design. The standard testing of collectors is done by 
two methods, namely:

(i) National Bureau of Standards (NBS) [12]
(ii) American Society of Heating Refrigeration and Air condi-

tioning Engineering (ASHRAE, Standard, 1977) [13]
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The equation of thermal efficiency recommended by NBS is as follows:
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The average fluid temperature Tfm is given as:
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The equation of thermal efficiency recommended by ASHRAE Standard 
[13] is as follows:
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where, FR is the collector heat removal factor. At inlet fluid temperature 
(Tfi) of the absorber plate, the ratio of actual heat transfer to the maximum 
possible heat transfer rate is called the collector heat removal factor. 

The following expressions represent thermal efficiency and ηth of the 
collector have been proposed [14].

Case A: With air recycling, i.e., (Tfi>Ta)
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and  
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Case B: Without air recycling, i.e., (Tfi=Ta)
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and
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14.5 Performance Enhancement Methods  
of Solar Air Collector

Flat plate SAH performance depends on various aspects, i.e., convective heat 
transfer coefficient, heat losses from the absorber plate, air flow rate, and other 
system parameters of the solar collector [15–17]. Different investigators have 
suggested a variety of techniques which improve solar collector performance. 
All these modifications can be grouped as shown in Figure 14.2.

14.5.1 Reducing Thermal Losses

This is one of the most general methods for enhancing the performance 
of SAH. Because of high absorber plate temperature, the heat losses to the 
environment are high. The losses to the surrounding environment can be 
minimized with application of multiple glass covers, using more than one 
pass, and using selective coating on the absorber plate using a honeycomb 
structure [18–20]. Some of these techniques are discussed below.

Performance Enhancement Method

Enhancing the heat transfer coe�cientReducing the losses

Use of multiple glasses

Double exposure arrangement

Use of jet plate arrangement

Use of corrugated absorber

Use of arti�cial roughness

Use of large elements

Use of perforated elements

Use of packed bed

Double pass arrangement

Use of honeycomb structure

Use of selective glass

Figure 14.2 Various methods of performance augmentation.
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14.5.1.1 Double Exposure 

A simplified version of a solar collector with double exposure was designed 
by Souka [21]. The air passage consists of two plates. The air picks up a 
remarkable amount of heat from the absorber plate, while the rear plate 
(bottom plate) is also blackened and irradiated. This can be done by remov-
ing the back insulation and using reflectors suitably. This arrangement is 
called a double exposure air collector, which is shown in Figure 14.3.

14.5.1.2 Use of Multiple Glass Covers

Uses of more than one cover glass are accomplished when the collector is 
subjected to moderately high temperature or high wind velocity. Multiple 
glass covers help to prevent the heat loss form absorber plate to the atmo-
sphere. However, multiple glass covers reduce the insolation incident on 
the solar collector because some portion of insolation is reflected and 
absorbed by the use of multiple glass covers [22]. 

14.5.1.3 Using Selective Absorber Surface

A collector with a selective absorber surface is used when there is large tem-
perature deviation between the collector and ambient air. It is also known 
that radiation with 10-micron wavelength exhibits maximum radiation loss 
when the collector plate temperature is kept close to room temperature. 
However, radiations of about 5-micron wavelength yield maximum radia-
tion loss only when the collector temperature is about 300° C. Therefore, it 
is beneficial to use an absorber surface having low emittance for long wave 
thermal radiation and high absorptance for short wave thermal radiation. 
Properties of various surface coating such as ebanol carbon on copper, 

Top absorber plate

Top glass cover Stagnant air gap

AirAirAir

Bottom absorber
plate

Bottom glass cover

Figure 14.3 Double exposure solar air collector.
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black chrome on nickel plated steel, and nickel black on galvanized iron 
were presented by Duffie and Beckman [23].

14.5.1.4 Overlapped Glass Covers Arrangement

In this type of arrangement, a solar air collector has many overlapping 
glass plates in the parallel position and the lower most plate being black-
ened is shown in Figure 14.4. The air flows between the glass plates. A 
honeycomb cell structure is applied at the inlet in order to direct the air 
and due to this structure, the velocity of flowing air has to be uniform. The 
bottom of the whole unit is totally insulated. This type of collector was 
first used in a residential solar heating system in Colorado [24]. Selcuk 
[25] carried out theoretical and experimental analysis of such a collector 
and reported an increased thermal efficiency. This kind of collector has 
the advantage of having a low pressure drop. On the other hand, the area 
of glass required is excessive, being about four times that of a conventional 
collector area [26]. 

14.5.1.5 Honeycomb Structures

In order to prevent free convention heat transfer and minimize the radia-
tion heat loss from the collector surface, a honeycomb structure has been 
placed in between the glass cover of SAH and absorber plate. Hollands [27] 
suggested a collector with a honeycomb porous bed (selectively transmit-
ting honeycomb) placed in between the outer glass of the SAH and absorb-
ing plate. The honeycomb helps to prevent transferring of energy from 
collector to ambient air. Buchberg and Edwards [28] fabricated a collector 
in which multiple rectangular cells were placed, as shown in Figure 14.5. 
These multiple rectangular cells were made of highly specular reflecting 

Clear glass
Glass
cover

Flow
Straightener

Air in Air out

Blackened
glass

Insulation

Figure 14.4 Overlapped glass cover SAH.
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coated with dielectric. A test module which has a rectangular honeycomb 
yielded very high collection efficiency. 

14.5.1.6 Double Pass Arrangement

Analytical models were developed for heat transfer performance evalua-
tion with a double pass arrangement of an SAH [29].  The length of the col-
lector did not play any role in the performance of double pass SAH. There 
is a novel type of counter flow SAH which minimizes heat losses from glaz-
ing by forcing the air to flow through two air passages. Air gets preheated 
as it flows over the glass cover before flowing over the absorber plate. 

Naphon and Kangtragool [30] developed a mathematical model to 
study the performance of double pass SAH. Ho et al. [31] studied the heat 
transfer augmentation in a double pass SAH with recycling, as shown in 
Figure 14.6.

Glass cover
Honeycomb
structure

Air in

Air out

Insulation

Figure 14.5 Honeycomb SAH.

First glass cover
First air pass

Second glass cover

Second air pass
Absorber plate

Insulation

Figure 14.6 Double pass SAH.
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14.5.2 Augmentation of Heat Transfer Coefficient

Heat transfer augmentation is the common method to amend the perfor-
mance of an SAH. In this method, the heat transfer rate increases working 
fluid by using turbulence promoters. The distinct type of turbulence pro-
moters are experimentally examined by different researchers in order to 
augment the heat transfer [32–38].  

The flow pattern on the heated surface changes with the application 
of turbulence promoters that enables mixing of faster and slower fluid 
regions. The longitudinal trailing vortices break up the viscous sub layer 
and increases the order of turbulence near the surface which are gener-
ated due to Wakes at the downstream side of the turbulence promoters. 
Numerous researchers [39–48] have used turbulence promoters such as 
baffles/blocks, perforated baffles/blocks, jet plate, corrugated plate, wing-
lets, and vortex generators. Some of the techniques are discussed below.

14.5.2.1 Impingement Jet

Choudhury and Garg [49] suggested a solar air collector with a jet plate, 
as shown in Figure 14.7. The jet plate contains many numbers of equally 
spaced holes. Air flow from the lower side of the jet plate impinges out of 
the holes, hits the lower surface of the absorber plate, and mixes with flow 
above the jet plate. The convection coefficient increases by impinging air 
jets from the absorber plate which also improves useful heat gain and over-
all thermal performance.

Absorber
plate

Clear glass Jet plate

Air in Air out

Bottom
plate

Insulation

Figure 14.7 Jet plate SAH.
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14.5.2.2 Corrugated Absorber Plate

The heat transfer surface area available for flowing air stream and effec-
tive absorption of solar radiation can be increased by using a corrugated 
absorber plate, as shown in Figure 14.8. The highest value of solar radiation 
is absorbed after multiple reflections occurring on the sides of corrugation 
in addition to the cavity effect [50]. The heat transfer is more and losses due 
to long wave radiations are low because of the enlarged surface area. Ali 
and Ramandhyani [39] reported that the corrugated surface enhanced the 
heat transfer due to an air undulated path which was formed by successive 
valleys and peaks.

Choudhury et al. [51] investigated a bare roof air collector to provide 
hot air for agricultural use from the existing corrugated aluminium sheet 
in the farm shed as shown in Figure 14.8. The higher air temperature can 
be achieved by lowering the mass flow rate and increasing the length of air 
channel. The thermal performance of the SAH is high by using a narrower 
air channel.

El-Sebaii et al. [52] experimentally studied V-corrugated plates in the 
double pass SAH. Results of thermal performance, pressure drop, and 
thermal efficiency were presented as a function of mass flow rate of flowing 
air. They shows that the V corrugated plate augments the performance of a 
double pass SAH as a comparison to double pass flat plate SAH. They fur-
ther studied thermo-hydraulic performance with finned and V corrugated 
surfaces. Efficiency of a double pass arrangement with V corrugate plates 
was found to be 9.3-11.3% higher as compared with double pass SAH with 
a finned surface. 

Corrugated
absorber plate

Air flow channel

Bottom plate

Figure 14.8 Corrugated absorber plate.



494 Renewable Energy Technologies

14.5.2.3 Artificial Roughness

Artificial roughness is most commonly used in SAH to enhance the level 
of turbulence. The small height ribs are used on the underside of absorber 
plate to create artificial roughness. 

The purpose of the artificial roughness is to create a local turbulence, 
which can disturb the sub-laminar due the reattachment of the flow. 
Although these turbulence lead to frictional losses, the height of the 
roughness is kept small [53]. Artificial roughness in distinct forms, such as 
angled, square, triangular, V-shaped, cylindrical, trapezoidal, transverse, 
and W-shaped ribs, were used by the researchers. These distinct ribs are 
used basically as broken, continuous, and a combination of these two. 
Other parameters related to roughness geometry are relative gap, angle of 
attack, relative pitch ratio, relative height ratio, rib positions, shape of rib, 
and type of ribs such as L shape, arc shape, S-shape, etc. The effect of these 
parameters have been studied extensively [54–71] and have been summa-
rized in the author’s manuscript [1].

14.6 Thermo-Hydraulic Performance

The convection coefficient and thermal efficiency are remarkably aug-
mented by using roughness on the underside of the absorber plate. 
However, the friction factor is increased which leads to consumption 
of higher pumping power for the air flow through the duct. It is, there-
fore, very essential to optimize various system parameters on the basis of 
thermo-hydraulic performance by considering thermal gain and pump-
ing power requirements. The system parameters play a very important 
role in the performance of SAH. These parameters present the roughness 
geometry on the absorber plate by means of rib height, rib pitch, angle of 
attack, perforation in ribs  [72], twisted tape ratio [73], jet impingement in 
the absorber [74], etc. Apart from the roughness, system parameters also 
include the shape of the air duct, such as triangular channel SAH [75]. 
A number of investigators [76–81] have attempted such thermo-hydraulic 
optimization of SAHs. Two different methods of thermohydraulic perfor-
mance, i.e., net-effective efficiency and exergetic efficiency have been used 
widely. The step-wise procedure is discussed in the following sub-sections.
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14.6.1 Net Effective Efficiency

Cortes and Piacentini [77] explained that the net useful heat gain includes 
both thermal gain and fan power consumption to show the real output. 
The difference between the useful thermal gain and equivalent thermal 
energy to run the fan is expressed as net useful heat gain, which is given by 
the following equation:

 
= −Q PNet useful gain
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The typical value of C is 0.18, which involves the efficiencies of fan, 
motor, power transmission, and Carnot as per Cortes and Piacentini [77].

The performance parameters mentioned above, i.e., thermal effective 
and exergetic efficiencies can be evaluated as functions of various system 
and operating parameters. The values of these performance parameters are 
proposed to be used for the determination of the values of various sys-
tem parameters that yield best thermal performance for the given values of 
operating parameters.

14.6.2 Exergetic Efficiency

Exergetic efficiency is defined as the ratio of exergy of the air passing 
through SAH to total exergy received on the collector due to solar radia-
tion [76].

The net exergy flow rate is given below:

 En = IAc ηthηc – Pm(1 – ηc) (14.31)
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Rate of exergy associated with solar radiations falling on the collector 
can be expressed as:

 
= −
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Consequently, exergetic efficiency can be expressed as:
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The step-by-step procedure of roughness and operating parameters for 
prediction of effective and exergetic efficiency as a function of geometrical 
parameters is described below:

1. A set of ribs parameters is selected.
2. A set of different values of operating parameters, i.e., the 

parameters which increase temperature and insolation are 
selected. 

3. Outlet temperature (To) of air is determined using the tem-
perature rise parameter and insolation as:
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4. The mean air (fluid) temperature is determined as:
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5. A value of the mean absorber plate temperature is selected 
as:
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6. The top loss coefficient (Ut) is determined with the help of an 
empirical equation proposed by Klein [7], given as:
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7. The back heat loss coefficient is then determined by using 
thermal conductivity and thickness of the insulation as:
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8. The edge heat loss coefficient is determined using conduc-
tivity of insulation and the height of collector edge (te) is 
determined as:
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9. Overall loss coefficient is determined as:

 U1 = Ut + Ub + Ue  (14.40)

10.  Energy gain to air is then estimated as:

 Q [ ( ) U ( )]Au1 l PI T Tpm a  (14.41)

11.  Mass flow rate of air is calculated as:
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12.  Mass velocity (G) of air is calculated as:  

 
= mG

WH  
(14.43)

13.  Reynolds number is calculated as:

 
Re DhG

  
(14.44)

14.   Convection coefficient (h) is calculated using the Nusselt 
number measured experimentally. The convection coeffi-
cient is calculated with the following expression.
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(14.45)

15.   Useful heat gain to air is determined using the outlet air 
temperature (To) and heat removal factor (Fo), as follows:

 Q A F [ ( ) U ( )]u p o l2 I T To a  (14.46)

16.   The useful heat gain in steps 10 and 15 are compared. If these 

values are not close enough, >
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value mean plate temperature is determined by using value 
of the heat gain, Qu2, from the folowing expression: 
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 The iterations are performed making calculations by using 
the value of the mean plate temperature till Qu1 and Qu2 are 
close enough.

17.  Thermal efficiency is then determined as:
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 where, 

 
= +Qu Q Q

2
u1 u2 .

18.  Pressure drop across the duct is determined as follows:
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(14.49)

19.   Mechanical power of the fan is then calculated as given 
below:
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20.  Effective efficiency is then calculated as:
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21.   Using the air inlet and outlet air temperature, mean air tem-
perature is calculated as follows:
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22.   Carnot efficiency is calculated using logarithmic mean fluid 
temperature as follows:
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23.  Rate of net exergy flow is determined as:

 En = IAp ηthηc – Pm(1 – ηc)    (14.54)

24.   Rate of exergy associated with solar radiation is determined 
as:

 
= −
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Exergetic efficiency is then determined as:
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A flow chart of the computer program for above the calculation has 
been presented in Figure 14.9.

Start

Read e/H, P/e

Read ki, ti, τα, εp, εg, tg, Lg, te, L, W, H, N,

Read I, Ti, Ta, Vw, ΔT/I

Calculate To, Tfm

Calculate thermo-physical properties of air at Tfm

Initialize Tpm = Tfm + 10

Calculate Ub, Ue, Ut, Ul

Calculate F’ , Fo, Qu2

Calculate ηth,ηe�, ηexg

Calculate Tpm using Qu2

Print Re, ΔT/I, I, e/H, P/e, ηth,ηe�, ηexg

ABS (Qul-
Qu2)≤ 1%

Qu1

Calculate Uul, m, Re, Nu, f

Stop

Figure 14.9 Computer program flow chart.
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14.7 Prediction of Net Effective Efficiency  
of Conical Protrusion Ribs on Absorber of SAH: 
A Case Study

Characteristics of thermo-hydraulic performance (Net-effective efficiency) 
of conical protrusion rib roughened surfaces of SAH have been evaluated 
under similar operating conditions available in the literature [82]. The ribs 
parameters have been selected from the authors’ previous study [83]. The 
geometries of the ribs have been shown in Figure 14.10.

The net-effective efficiency of conical protrusion rib roughened surface 
of SAH has been evaluated according to the methodology discussed in the 
previous section. Distribution of net-effective efficiency exhibits the indi-
rect comparison of useful heat gain to the flowing air and pumping power 
of air for various conical protrusion rib parameters such as a function of 
Reynolds number of the flow and various temperature rise parameters. 
Prior to starting the discussion on net-effective efficiency, the behavior of 
useful heat gain, absorber temperature, and pumping power need to be 
understood. Therefore, their respective plot has been presented as a func-
tion of Reynolds number, as shown in Figure 14.11. The plots show that 
mean temperature of the absorber plate decreases as the Reynolds num-
ber increases and becomes nearly constant. Contrary to this, heat gain 
increases with the value of the Reynolds number and becomes nearly 
flat for high Reynolds numbers, which implies that lower plate tempera-
ture exhibits low heat loss through glass covers and results in high heat 
extraction rates by the flowing air from the absorber. On the other hand, 
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Figure 14.10 Conical protrusion rib roughness on absorber [83].
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pumping power increases slightly with Reynolds number, but increment 
rate is not significant.

Figure 14.12 shows variations in net-effective efficiencies with Reynolds 
numbers for fixed conical rib parameters (P/e =10) at 800 W/m2  insolation. 
It can be seen from the plots, that net-effective efficiencies increase with an 
increase in Reynolds number, reaches a peak, then decreases continuously. 
The peak of net-effective efficiency has been observed at different Reynolds 
number values, which depend on relative rib height. Similarly, for maxi-
mum net-effective efficiency, the ranges of the Reynolds number for dis-
tinct values of relative rib height were evaluated. SAH without roughness 
(smooth duct) exhibit the best net-effective efficiency when the value of 
the Reynolds number is more than 21640. A Reynolds number below 
21640 with conical protrusion rib roughness exhibits the best efficiency. A 
relative rib height 0.020, 0.0289, and 0.036 exhibited the best net-effective 
efficiency in the following ranges of Reynolds number: 16812<Re<21640, 
12253<ΔT/I<16812, and 11095<ΔT/I<12253, respectively. When the 
Reynolds number is below 11095, a relative height of 0.044 offers the best 
net-effective efficiency.

Figure 14.13 shows variation in net-effective efficiencies with Reynolds 
number for a fixed relative rib height (e/D=0.00289) at 800 W/m2 inso-
lation. It is observed that net-effective efficiencies increase as Reynolds 
number increases, reaches a peak, then decreases continuously. The peak 
of net-effective efficiency has been observed at different Reynolds num-
ber values, which depends on relative rib height. Similarly, for maximum 
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net-effective efficiency, a relative rib pitch of 10 of conical protrusion rib 
exhibits the best net effective efficiency when the Reynolds number is less 
than 13520. A relative rib pitch value of 10 exhibits the best net effective 
efficiency when SAH operates in the following span of Reynolds numbers: 
13520<Re <21780. Beyond Reynolds number 21780, an SAH duct without 
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roughness (smooth duct) offers the best net effective efficiency in compar-
ison to protrusion rib roughness in SAH. Also, it can be seen from the plots 
that relive pitch 6 and 8 do not contribute to significant performance. 

Net-effective efficiency is observed as a strong function of Reynolds 
numbers; a higher Reynolds number always results in a relatively lower 
value of effective efficiency irrespective of roughness parameters because 
of very high frictional power requirements and at the lower Reynolds 
number range, the actual value of rib parameter determines the value of 
effective efficiency.

14.8 Conclusions 

It has been stated that heat transfer performance of an SAH is considerably 
enhanced by means of distinct type of artificial roughness, ribs, rib groove, 
expanded metal mesh, blocks, baffles, and fences of different size and con-
figuration. Heat transfer enhancement is also accompanied by a substantial 
increment in pressure drop penalty using such elements. Corresponding 
correlations/expressions have been developed by various investigators. 
These investigations included the effect of inclined rib with a gap, discrete 
ribs, v-ribs with a gap, wedge ribs, rib groove, expanded metal mesh, cylin-
drical ribs, dimple shaped ribs, arc shaped ribs, metal grit perforated, pro-
truded ribs, baffles, blocks, fences, etc. SAH generally have low thermal 
efficiency due to a low value of convection coefficient. Use of turbulators 
in flow fields alter the flow patterns which are responsible for creating tur-
bulence near the heated surface, thereby increasing convection coefficient 
and heat transfer rate from the heated surface. This high heat transfer rate 
remarkably increased the thermal efficiency of SAH.
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Abstract
In earlier days, most of the Micro Grid (MG) systems incorporated only diesel 
generators. However, the continuous improvement in the renewable energy gen-
eration system in recent days is escalating the research work on the combination 
of Renewable Energy Sources (RES) and energy storage systems to reduce energy 
consumption in MGs. Intrinsic nature and variation in power generation of RES 
affects the stability of MGs and significantly rises the difficulty and complexity of 
the Load Frequency Control (LFC). In this research article, the system stability 
is enhanced by effective tuning of a secondary Proportional Integral Derivative 
(PID) controller in the LFC system with a swarm intelligent algorithm called the 
Bacterial Foraging Optimization Algorithm (BFOA). A suitable model of an MG 
system with RES was developed using MATLAB Simulink and the performance of 
the system under Step Load Perturbations (SLP) and Variable Load Perturbations 
(VLP) were analyzed. The results of controlled system responses are compared 
with the uncontrolled system response and it was proved that the frequency devia-
tion of the MG system with BFOA tuned PID controllers was reduced. The robust-
ness analysis and the convergence analysis on the proposed MG system with an 
intelligent controller also assures the suitability of the proposed approach in prac-
tical implementation. 

Keywords: Bacterial foraging optimization algorithm, battery energy storage 
system, intelligent tuning, load frequency control, micro grid, renewable energy 
resources 
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Abbreviations 

MG Micro Grid
PID Proportional Integral Derivative Controller
RES Renewable Energy Sources 
SLP Step Load Perturbations
VLP Variable Load Perturbations
ESS Energy Storage System 
EMS Energy Management System 
LFC Load Frequency Control
BFOA Bacterial Foraging Optimization Algorithm 
DGU Distributed Generating Units 
IAE Integral Absolute Error

15.1 Introduction

There are immense efforts taken by governments to make stable electricity 
production all over the world. As a part of the green energy project, a ven-
ture is made by TATA power on development of MG expected to complete 
installation of 200 and ready for use by next year. It was also planned to 
setup 10,000 MG to provide power to 5 million homes across India. For the 
reason of inevitable growth effects on the environment from the fossil fuels 
in the power generating system, it is necessary to enhance the research 
work towards decreasing greenhouse gas emissions. This encourages the 
developing technologies of RES and MG. At present, 20% of global energy 
consumption and 25% of global electricity generation is met out by renew-
able energy contributions. The MG is a hybrid power generating system 
incorporating various kinds of distributed generating units (DGU), par-
ticularly the RES. The solar photovoltaic and wind turbine generators are 
the commonly used DGUs in conjunction with fuel cell generating systems 
with battery and electrolyzers and diesel generators and flywheel energy 
storage systems [1]. India’s wind-solar hybrid capacity will escalate from 
its current 148MW level to nearly 11.7GW by 2023, hence in this article 
hybrid wind and solar systems are preferably incorporated in MG systems 
in addition to conventional energy resources. Even though the DGUs have 
many advantages, the integration of different resources and their dynamic 
behavior leads to stability problems in the system. 

Normally, wind turbines consist of rotating parts that having some capa-
bility to provide inertia. Hence, it is essential to implement proper opti-
mized control strategies to extract the rotating energy to emulate inertia. 
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Many of the research articles proposed the droop control techniques for 
increasing the output frequency response of MG systems integrated with 
wind power generation. In the same way, the solar photovoltaic system has 
also had significant drawbacks in the generation portfolio. In solar power 
generation, a power backup is conserved by restricting the active power set 
point lower than the maximum power point. This approach leads the solar 
panels to drive under its full capacity. However, for all the geographical 
conditions this will not be economical. In this manner, the stand-alone 
hybrid micro-grid system deteriorates from the low-inertia conditions, 
impulsive structure, and the erratic fluctuation of RESs. This deformity in 
interconnected RES escalates the complexity of frequency instability in the 
remote operating mode and affects legitimate power management in the 
MG system.

The successful operation of the MG depends on matching the gener-
ated supply with the required demand by maintaining system stability.  
However, a small disturbance occurring in a system due to the integra-
tion of RES stimulates frequency oscillations around 0.1Hz to 2.0Hz. This 
frequency fluctuation in the system creates more volatility and instability, 
which ultimately causes blackout instability in the entire power system. 
Hence, it is necessary to provide proper damping with LFC mechanisms 
to avoid system instability and to produce balanced power and provide 
reliable MG operation. Many of the research articles reported better LFC 
control for MG based on model-predictive control, non-integer control, 
sliding mode control and adaptive-neuro controllers. Recently, better per-
formances on LFC in MG are achieved through intelligent approaches [2]. 

In this book chapter, one of such intelligent methodologies named is 
BFOA for effective tuning of the integral controller to mitigate frequency 
disturbances in MG systems, thereby enhancing the performance and 
stability of the system. The foremost reasons for suggesting BFOA in this 
research work are: this intelligent algorithm is very simple to develop for 
any of the optimality problems, designing concepts are simpler compared 
to other optimization algorithms, its robustness to all the control parame-
ters, and faster convergence and higher computational efficiency compared 
to other heuristic optimization methods. In addition, this BFOA algorithm 
proved its preeminence in most of the optimization studies. These benefits 
give an initiative concept of developing this algorithm for LFC studies in 
MG systems integrated with RES.

The BFOA algorithm in this research work is developed to vary the 
secondary controller parameters of LFC system. For ease of analysis, the 
integral controller is preferred as the secondary controller in the proposed 
LFC study in the MG system. For effective tuning of this integral controller 



514 Renewable Energy Technologies

parameter with BFOA, the Integral Absolute Error (IAE) is elected as a 
suitable fitness function. The MG test system model of this research work 
is developed with MATLAB Simulink with linearized transfer function 
blocks. The load perturbations are normally represented with step response 
in MATLAB Simulink. 

The simulated results were examined with five major analyses such 
as transient analysis, robustness analysis, stability analysis, sensitivity 
analysis, and convergence analysis. In the transient analysis, a step load 
perturbation was applied to the developed MG simulation model and 
the output frequency error response and power response of individ-
ual power sources were investigated. The feasibility and effectiveness 
of the system model were examined through robustness analysis under 
dynamic load perturbations, which is variable with respect to time. The 
stability and sensitivity analyses were carried out to check the system’s 
steadiness and accuracy equipped with the intelligent controller. Finally, 
the convergence characteristics of the BFOA algorithm were analyzed by 
investigating the absolute error values over consecutive iterations as well 
as absorbing the convergence of particles in the search space. In addi-
tion, the computational time required for convergence of particles in a 
global optimal solution was examined. To show the superiority of the 
proposed intelligent tuning approach, the test performances were com-
pared to the uncontrolled system responses. All the simulation results 
undoubtedly convince that the proposed BFOA based PID controller for 
MG systems integrated with wind and solar photovoltaic system pro-
vides optimal output response with lesser frequency deviations, reliable 
performance, and faster convergence characteristics with less computa-
tional time. 

The novelty of research work in this book chapter is highlighted as 
follows:

 Ø The BFOA tuned intelligent PID controller is designed to 
reduce the frequency fluctuations occurring in MG while 
integrating renewable energy sources such as wind and solar.

 Ø The system performances under static and dynamic pertur-
bations are analyzed with appropriate simulation measures 
such as transient analysis, robustness analysis, stability anal-
ysis, and sensitivity analysis.

 Ø The probability of practical implementation of the proposed 
intelligent tuning methodology is ensured by analyzing the 
convergence characteristics and by evaluating computa-
tional time.
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This book chapter is organized into six sections. The first section of this 
chapter describes the abstract and it is followed by the introduction part 
as the second section.  In the third section, a detailed description of the 
MG system and its types are presented. In addition, various RES intercon-
nected sources are also discussed in this section. A detailed study of the 
LFC system and its modeling, the designing of wind and photovoltaic RES, 
conventional and intelligent control techniques in the LFC system, and the 
intension of choosing BFOA algorithm and a brief algorithmic explana-
tion of BFOA in MG control are conversed in the fourth section. Further, 
the fifth section mainly analyzes the simulated results of the proposed MG 
test model under various testing conditions by applying load perturba-
tions. Finally, the sixth section concludes the dominance of the proposed 
approach and highlights the points for further research scope in this area. 

15.2 Microgrid Integrated with Renewable Energy 
Resources

The digitalization of power generation mainly focuses on increasing flexi-
bility, sustainability, and efficiency, as well as enhancing reliability and resil-
iency at an effective cost. Nowadays, the cost of renewables and low-carbon 
technologies have come down greatly, which will be helpful to facilitate 
the development of an effective standalone power producer, called MGs. A 
small review of MGs integrated with RES is presented in this section.

15.2.1 Introduction to Microgrid

Nowadays, India’s MG market is promptly emerging compelled by many 
factors such as the remote location of consumers, unreliability in main 
utility grids, an adaptation of RES, and for rural Indians. India secured 
second place over 100 countries in the analysis of country-by-country cli-
matescope assessment of readiness in RES investment. Most of the research 
experts justified that MG technology is the promising way for India in con-
cern with clean energy production for the entire population. This chap-
ter describes the fundamental concepts of MG systems and the problems 
while integrating with RES, as well as its mitigation techniques.

15.2.1.1 Overview of Microgrid 

Microgrid is a local energy grid in which a collection of loads and multi-
ple energy resources are interconnected together and can operate in both 
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island-mode or grid-connected by disconnecting from traditional grids 
[3]. Historically, the older MG had fossil fuel generators or gas-powered 
generators as a generation source to meet the electricity demands of its 
users. However, enormous environmental benefits with the falling cost of 
natural resources escalate the integration of RES in MG systems. 

The largest renewable energy MG using solar power of 7.7 MWp has 
been installed in Aggreko and is integrated with the site’s existing power 
station. Most of the MGs are appended with the Energy Storage System 
(ESS), as well as Energy Management System (EMS). At present, most of 
the MG systems prefer solar and wind energy comparing to other resources 
and such a typical illustration of MG system with ESS and EMS is repre-
sented in Figure 15.1 [4, 5].

a. Energy Storage System (ESS) 
One of the key issues faced during the implementation of MG is inter-
mittency of renewable energy resources. This intermittency leads to the 
occurrence of mismatch between supply and demand. Hence, to resolve 
this problem, most of the research works were suggested to integrate the 
ESS in MG [8–10]. This ESS can balance the power dispatch problem by 
absorbing excessive as well as insufficient power generation during peak 
generation and peak load demand periods, respectively. The ESS can pro-
vide an uninterrupted and stable power supply by dropping frequency 
fluctuations during intermittent renewable energy resources. 

Power grid
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Industries
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Wind mill

Figure 15.1 Microgrid system.
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b. Energy Management System (EMS)
The integration of DERs in power systems and the opening of energy mar-
kets nowadays create huge challenges in the design, development, and 
planning aspects of power systems [18]. This causes the development of 
EMS to provide cost-effective and reliable energy, which is one of the main 
problems faced in the 21st century. The EMS enhances the coordination 
between energy suppliers and consumers [19]. The usage of DERs and EMS 
in MG technology will reduce fossil fuel consumption, load peak shaving, 
and reschedule investment in new transmission and distribution lines. 

15.2.1.2 Challenges and Mitigation of Integrating RES in MG

In general, the power systems are designed to maintain stability under fluc-
tuations in load as well as additional supply variability. These uncertainties 
can create new challenges for utilities and system operators [6]. Hence, 
it is essential to provide a technical solution for the proper integration of 
wind and solar generation. The main key factors to be addressed during 
the integration are cost-effectiveness and balancing the existing system 
characteristics. Various metaheuristic approaches have been developed to 
select optimal integration topologies in a cost effective way. Hence, recent 
research works are targeting to balance power generation by mitigating the 
challenges while integrating the RES. Some of the challenges that normally 
occur during the integration of RES with fossil fuel generations and corre-
sponding mitigation practices are as follows:

• Uncertainty in Power Generation: The only way of accom-
modating this challenge is to develop a proper forecasting 
method.  The forecasting of solar power considers the nature 
of cloud shading, the quantity of moisture or snow in clouds, 
and aerosols. Wind forecasting is somewhat difficult and 
it mainly considers the seasonal wind speed. The efficient 
commit or de-commit of generators should be made with 
these predictions.

• Unbalance in Load and Generation: The variability of 
renewable resources necessitates the regulation of RES to 
maintain the load balance. This regulation can be attained 
with fast dispatch and scheduling of power generation. 
Currently, to serve over 2/3 of nominal load, the dispatch 
norms are said to be five minutes. 

• Load Management Problem: Proper load management 
under variability of wind and solar power can be maintained 
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with reserve management, which includes setting limits on 
wind energy ramps to diminish the requirement for reserves 
and permit adjustable renewables to deliver reserves or other 
subsidiary services.

• Power Quality and Stability Issues: The vulnerability in 
maintaining the stability and performance of the system 
during the integration of RES attracts the researchers, which 
could be addressed to maintain appropriate power balance. 
Recently, digitalized control techniques are being intro-
duced to overcome these power quality and stability chal-
lenges. This research article mainly focused on this challenge 
and proposed a mitigation technique. 

15.2.2 Description of Load Frequency Control in MG

The MG is a small scale power generating system that can work either in 
grid-connected mode or isolated mode [7, 8] and those associated with RES 
are mostly prompted to this instability phenomenon which necessitates the 
voltage and frequency stability for efficient, effective power evacuation and 
smooth operation of the power system. Henceforth, LFC plays a vital role 
to maintain the stability of the MG system, particularly incorporating RES. 
This chapter mainly describes the fundamental concepts of the LFC system 
and its modeling for a typical MG system integrating with RES. 

15.2.2.1 Review of LFC System

The rapid variations in load affect the function of the electric power sys-
tem. The primary task of LFC is to nullify the frequency deviation under 
load perturbations. In addition, it maintains the power exchange reference 
value on the tie-line located between two areas of the interconnected power 
systems. After the development of industrial sectors, power consumption 
increased widely. Hence, the load variations created by these huge power 
consumption units create frequency fluctuations that may lead the system 
towards instability. The frequency of the power system is directly related to 
active power generation, hence the frequency deviations are becoming a 
route to active power variations throughout the system.

The role of LFC in modern power systems is considered as a most 
important measure particularly while integrating with the RES. Inevitably, 
the complexity of LFC increases due to some disturbance factors that are 
created by the environmental impact of RES in the power system. The 
fundamental block diagram of LFC is depicted in Figure 15.2. Normally, 
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the LFC system encompasses elementary components such as the speed 
changer, governor, hydraulic amplifier, and control valve. All these com-
ponents are associated together with a linkage mechanism. The purpose of 
LFC is to decrease the frequency error and enhance system stability. 

Whenever the load/demand changes occurred in the power system, 
the unbalance between generation and demand is formed. To maintain 
the power balance, the generation should be adjusted along with turbine 
speed, whereas the turbine speed and power generation is controlled by 
a speed governing mechanism associated with a hydraulic amplifier. This 
speed governing system is considered to be the primary control mecha-
nism. However, the time-lagging of this primary control mechanism will 
lead to small signal instability, which leads to an entire system blackout and 
has to be rectified in a short duration. Hence, the secondary controller is 
introduced in LFC to overcome the instability problem [9].

15.2.2.2 Modeling of Diesel Generator

Even though fossil fuels created environmental pollutions, diesel units are 
used nowadays due to their quick response features and high effective-
ness. When the output demand varies, the diesel generator detects the load 
variations and regulates the fuel consumption and output power instantly 
with a proper control mechanism [10, 11]. The linearized transfer function 
modeling of the diesel generator is depicted in Figure 15.3. This model 
mostly comprises of a speed governor and a diesel generator, which are 
denoted as a first-order transfer function [12, 13]. Whereas ∆PDG is vari-
ation in output power produced by a diesel generator, ∆F is the deviation 
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Amplifier
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Control
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Primary Control

From interconnected networks

Turbine Generator
∆F

Figure 15.2 Block diagram representation of LFC system.
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in frequency, ∆U is the control signal, R1 is the speed regulation constant, 
and ∆Tgi and ∆Tdi are time constants of the governor and diesel generator, 
respectively.

15.2.2.3 Modeling of BES

In most of the research works, a simple black box with a first-order transfer 
function represents the simulation model of the Battery Energy Storage 
(BES) system. This first-order dynamic model representation of BES is suf-
ficient for analysis in LFC studies. One such representation of BES referred 
to in earlier references is used in this article as depicted in Figure 15.4, 
where ∆Pbi is battery output deviation (p.u/MW), ∆F is the deviation in 
frequency, and ∆Tbi is the battery time constant.

15.2.2.4 Modeling of RES

In this research article, the wind and solar photovoltaic (PV) models are 
used as the RES, which is integrated with the diesel generator. The linearized 
model of wind and PV systems denoted in earlier research works pertain to 
our proposed work [5]. The linearized model of RES systems is shown in 
Figure 15.5 and Figure 15.6. These mathematical models are represented by a 
single order transfer function that is generous for conducting LFC studies in 
MG systems [14]. ∆Φsi is the power deviation in PV system (p.u/MW), ∆Φwi 
is the power deviation in the wind energy system (p.u/MW), ∆Tsi is the time 
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Figure 15.4 Linearized model of battery energy storage system (BES).
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Figure 15.3 Linearized model of diesel generator.
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constant of the PV system (p.u/MW) and ∆Twi is the time constant of wind 
system, ∆Psi is the output deviation in the PV system (p.u/MW), and ∆Pwi is 
the output deviation in the wind system, respectively.

15.2.2.5 Modeling of PID Controller

The optimal selection of controllers in any specific application depends on 
its control/tuning performances, quick response, and adaptability under 
non-linearity and dynamics. On this accord, the PID controller has proved 
its superiority over other controllers in most of the applications. The PID 
controller is a mixture of both proportional-integral (PI) and proportional- 
derivative (PD) controllers. The derivative portion enhances the transient 
responses and the integral portion reduces the steady-state error. In addi-
tion, the stability and bandwidth of the system can be improved with the 
PID controller. Hence, the PID controller is more suitable for any system 
to enhance both steady-state as well as transient responses, which is sug-
gested in this research work. The schematic representation of the PID con-
troller is shown in Figure 15.7.
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Solar Energy System
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Figure 15.5 Mathematical representation of solar energy system in MG.
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Figure 15.6 Mathematical representation of wind energy system in MG.
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Figure 15.7 Mathematical modeling of PID controller.
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15.2.2.6 Modeling of LFC in MG Integrating RES

The single-area LFC control of the MG system represented in this article 
comprises of a diesel generator, wind generating system, solar cells, battery 
energy storage system, and load. The block diagram of the proposed MG 
system is shown in Figure 15.8. Even though the power system is multi-
faceted with non-linear structures, the dynamics of LFC without loss of 
generality is only being exemplified by linear equations. 

The dynamic model of the MG system contains some of the conven-
tional non-renewable energy sources like a diesel generator, renewable 
energy resources sources like wind and solar PV module, and BES that are 
described in previous subsections incorporated together on the proposed 
MG system [15]. The nominal parameters and their configurations of con-
ventional and renewable power generating systems are taken from recently 
published research articles [5] that are presented in the Appendix. 

15.3 Control Strategy for LFC in Micro Grid

As discussed in section 15.2.2.1 the secondary controller is essential in 
LFC systems predominantly when integrating renewable energy systems. 
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Figure 15.8 Load frequency control in MG integrated with renewable energy system.
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The control techniques for LFC were initiated with a classical approach 
which is further developed into state-space modeling, robust technique, 
adaptive control techniques, and, in the modern era, it has been traversing 
towards the intelligent control systems. In this research article, one of such 
modern intelligent approaches named bacterial foraging optimization 
algorithm (BFOA) is proposed for optimal tuning of secondary controller 
parameters. 

15.3.1 Intelligent Control Mechanism for LFC

The fundamental requirements of the controller in any application are 
appropriate to control performances, quick response and adaptability 
under uncertainty, and dynamics as well as disturbances. Accordingly, 
lots of researchers prove the efficacy of Proportional Integral (PI) and 
Proportional Integral Derivative (PID) controllers in frequency applica-
tions. Comparatively, the PID controller proves its superiority because this 
controller performs both the control actions of the PI and Proportional 
Derivative (PD) controller. The PD portion enhances the transient per-
formances and the PI portion enhances the steady-state performances. 
In addition, the PID controller revamps the stability and bandwidth that 
tends to reduce the rise time [16]. By reviewing the above concepts, it 
was decided to suggest a PID controller in this proposed research work. 
However, tuning the gain parameters (KP, KI and KD) of the PID controller 
is a challenging task and this can be executed easier with intelligent tuning 
methodology. Most of the intelligent tuning algorithms recorded success-
ful results in multi-source LFC systems such as hybrid bacterial foraging 
particle swarm optimization, modified Jaya optimization, constrained pop-
ulation extremal optimization, whale Optimization Algorithm, mine blast 
algorithm, etc. [2, 16–18]. In this paper, BFOA is proposed for tuning PID 
controller gain parameters. In this research work, more focus was given for 
analyzing the reliability of the proposed intelligent PID controller for an 
MG system integrated with the wind, as well as solar energy resources [1]. 
Accordingly, five significant analyses such as transient analysis, robustness 
analysis, convergence analysis, stability analysis, and sensitivity analysis 
were carried out in this research work, which will be briefly discussed in 
Sections 15.4.1–15.4.5. 

15.3.2 Objective Function

The objective function is the key factor in the optimal tuning of any param-
eters using any intelligent approaches. All the metaheuristic approaches are 
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targeted towards maximizing or minimizing the objective function. The 
IAE, Integral Square Error (ISE), Integral Time Absolute Error (ITAE), and 
Integral Time Square Error (ITSE) are the conventional objective func-
tions used in the LFC problem [16]. In concern with simplicity in tuning 
and reduction of small errors, the IAE is generally recommended. Hence, 
in this article the IAE depicted in the below Equation (15.1) is proposed 
as the suitable objective function (J) and the target of intelligent tuning 
methodology is to minimize IAE.

 ∫= =J IAE |∆F|.  dt  
0

tsim

  
(15.1)

where, ∆F in the above equations represents the frequency deviation of 
the MG system which has to be minimized and tsim is the time range of the 
simulation. In this book chapter, an intelligent algorithm named BFOA 
is proposed for effective tuning of the PID controller by minimizing IAE. 

15.3.3 Bacterial Foraging Optimization Algorithm (BFOA)

As discussed in the previous Section 15.3.1, the stability of LFC in MG 
integrated with RES is enhanced and the frequency error is reduced by 
incorporating a PID controller as a secondary controller due to its simple 
design, less settling time, less convergence time, and ease of analysis. In this 
proposed research work, the BFOA algorithm is developed in MATLAB 
for fine-tuning the gain parameters of PID controllers in an MG system. A 
precise description of BFOA is presented below [19] and the correspond-
ing flowchart representation is also depicted in Figure 15.9. The values of 
fundamental parameters used in the BFOA Algorithm are denoted in the 
appendix. 

The BFOA algorithm is developed by imitating the following steps of E. 
coli bacteria:

 Chemotaxis is the consecutive motion of bacteria by two 
actions called swimming and tumbling with a hair present 
in its body called flagella. In optimization problems, the ran-
domized solutions in the search space adjust their positions 
similar to this E. Coli movement in each iteration. 

 Swarming is a team performance of E. coli bacteria. During 
swarming, the E. coli cells are categorized into a ring form 
traveling near to the nutrient. In that group, the particular 
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bacteria, which is inspired by a higher strength of succinate, 
will discharge an attractant called aspartate. All other E. 
colis will make a further movement towards the direction 
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Figure 15.9 Flowchart representation of BFOA. 
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of aspartate that makes them form a group. This grouping 
behavior in all swam intelligent algorithms is tuning the 
solutions moving towards an optimal point. The swarming 
behavior is illustrated in both Equations (15.2) and (15.3). 

 J(i, j, k, l) = J(i, j, k, l) + Jcc (θ, P(j, k, l))  (15.2)
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The minimum fitness value from Equation (15.2) is evaluated by assign-
ing solutions in ascending/descending order.

The particles are then moved in a random direction (15.4 and 15.5) and 
again the fitness values for the new position are calculated. The comparison 
made between the least fitness value of the earlier position and new posi-
tion and the best one will be replaced in Equation (15.2), comparing the 
new position will move towards the position of the least objective function.

 P(i, j + 1, k, l) = P(i, j, k, l) + C(i) φ(j) (15.4)
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Reproduction is the step that helps to enhance the possibility of attaining 
a globally optimal solution by dropping the less healthy E. coli and dividing 
the strongest bacteria into two, maintaining the swarm size as constant. 
The optimization approaches address solutions to both maximization and 
minimization problems. In the maximization problems, the solutions with 
maximum value of the objective function is consider as an optimal solu-
tion and in the minimization problems, the solutions with minimum value 
of the objective function is considered as an optimal solution. 

The proposed research work focused on frequency error reduction and 
came under minimization problems, hence the non-optimal solutions 
with maximum fitness values are discarded from the solution space and 
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solutions with minimum objective functions are reproduced. Our LFC in 
MG system is considered as an optimization problem with a minimization 
objective function. 

 
J = J(i, j, k, l)health

i
j=1
Nc+1∑  

(15.6)

Elimination and Dispersal is also another distinct step in BFOA algo-
rithm support to avoid stagnation of solutions. In a biological system, the 
rapid ecological variations or outbreak may liquidate a random team of 
bacteria. In a similar manner, some particles are removed from the search 
space and new solutions are introduced instead of removed particles by 
concerning the size of the swarm. 

15.4 Simulation Results and Discussions: Case Study

The Simulink model of the LFC in MG system is shown in Figure 15.8 
is simulated using a MATLAB/Simulink tool [5] and the problems that 
occurred while integrating the RES are analyzed in detail with three effec-
tive analyses such as transient analysis, robustness analysis and conver-
gence analysis. The intelligent tuning of PID controller in a single area 
MG system integrated with RES is a novel concept the simulated results 
are compared with the uncontrolled system response with same system 
configurations. 

15.4.1 Transient Analysis

The performances of the system under load variations are generally exam-
ined with transient analysis. This transient analysis is carried out by applying 
load perturbations to the system [9]. In our proposed MG system integrated 
with RES, the step load perturbation (SLP) of 1% is given to the test system 
without a controller and their corresponding output responses were doc-
umented at first. The output response of the proposed non-controller MG 
system with wind and solar energy generations under SLP are shown in 
Figure 15.10. From the figure, it is clearly observed that the system is not 
properly tuned to zero and it has deviated from the nominal steady-state 
value. In addition, the system transient performances are very poor with 
large overshoot, oscillations, settling time, and steady-state error. 

The system performances are enhanced further by introducing an intelli-
gent PID controller tuned with the BFOA approach. To check the reliability, 
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the output response of the intelligent controller based MG-RES system 
response is matched with the uncontrolled system response that has the 
same system configuration. The comparative output frequency deviation 
responses of the LFC test system with BFOA tuned PID controller and the 
uncontrolled system is depicted in Figure 15.11. This comparative analysis 
reveals that the test system with the proposed BFOA tuned PID control-
ler offers a better response compared to the uncontrolled system response 
in the way of less peak overshoot, less oscillations, less settling time, and 
less steady-state error. The tuned integral gain values (KP, KI and KD) for 
the proposed test system corresponding to the applied SLP are scheduled 
in Table 15.1. For detailed analysis, the fundamental performance indices 

Time (s)

0 10 20 30 40 50 60

Uncontrolled system response

Fr
eq

ue
nc

y 
D

ev
ia

tio
n 

(H
z)

-8

-6

-4

-2

0

2 x 10-3

Figure 15.10 Transient response of uncontrolled MG incorporating RES under 1% SLP.
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Figure 15.11 Transient response of MG incorporating RES with BFOA tuned PID 
controller under 1% SLP.  
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like steady-state error, maximum peak, settling time, and rise time of the 
output responses are measured from the plot for both uncontrolled and 
controlled systems and the same are also scheduled in Table 15.1.

15.4.2 Robustness Analysis

The robustness analysis is conducted on any system to check the suitability 
of the system under practical constraints. With the intention of analyzing 
the flexibility of the proposed MG system under practical uncertainties, 
the robustness of MG is analyzed by smearing time-varying load dynam-
ics, as shown in Figure 15.12 [5, 20]. 

Table 15.1 Transient performance analysis of multi-source LFC system in MG.

Measuring indices Without controller
BFOA tuned integral 

controller

Integral Gain - KP = 0.10513
KI  = 0.85642
KD = 0.39284

Stability of System Stable with Steady-
state Error

Stable

Steady-State Error (Hz) -0.00402 -2.45 ×10-07

Settling Time (s)               6.95429 5.87813

Maximum Peak (Hz) 0.00882 0.00642

Rise Time (s) 0.07808 4.53×10-06
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Figure 15.12 Time-varying load dynamics applied to proposed MG integrated with RES.  
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The corresponding frequency deviation performance under the vari-
able load perturbation is shown in Figure 15.13. It is now observed clearly 
from this figure that the proposed BFOA tuned PID controller maintains 
the stability of the LFC test system with minimum deviations in frequency 
responses under dynamic load perturbations. 

For clear visualization, the portions ‘A’ and ‘B’ indicated in Figure 15.13 
are enlarged further, as depicted in Figure 15.14 and Figure 15.15. It is 
clear from these figures that the proposed intelligent tuning methodol-
ogy improves the system response with good stability, less steady-state 
deviations, and less oscillation. Thereby, the offline tuning of the BFOA 
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approach proves its readiness for practical online tuning of a PID control-
ler in an MG system with renewable energy resources. 

15.4.3 Convergence Analysis

The main aim of any optimization approach is to have better convergence 
characteristics with a minimum fitness value and fast convergent time. The 
efficiency of the optimization technique can only be investigated with the 
convergence performance [9]. In this research work, the convergence char-
acteristics of the proposed BFOA approach in the LFC system of MG is 
analyzed by investigating the absolute error value of the system response 
over the consecutive iterations, as shown in Figure 15.16. In this figure, 
the error values get minimized from the twentieth iteration and nullified 
around the fortieth iteration. The positional values of particles (the gain 
parameters of PID controller) over the consecutive iterations are also mon-
itored and some of the samples taken during iteration 1, iteration 20, iter-
ation 30, iteration 40, iteration 60, and iteration 80 are depicted in Figure 
15.17. 

At the first iteration, all the particles are equally distributed in the search 
space and at the end of the eightieth iteration, a majority of the particles 
converged at a global optimal solution. The convergence of the solution in 
the search space is visible in this figure. The computation time taken for the 
entire convergence process is around 230s. Hence, it is proved that better 
convergence can be obtained with BFOA tuning for LFC control in a single 
area MG system integrated with renewable power generating sources.
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15.4.4 Stability Analysis

The stability analysis of the proposed system employing BFOA tuned PID 
controller is carried out by bode plot analysis. In general, bode plot analy-
sis reports about frequency responses of the system. In the proposed MG 
system with RES, substantial stability measures such as gain margin, phase 
margin, and delay margin measured from the bode plot of the system are 
considered for scrutinizing the stability of the system. These stability mea-
sures are evaluated from the transfer function of the MG system, incorpo-
rating the optimally tuned PID controllers and the corresponding values 
are depicted in Figure 15.18. 

The gain margin of the proposed MG test system with a BFOA tuned 
PID controller is evaluated as 7.6 dB and the phase margin is computed as 
a 52.4 degree. Both are positive, which ensures the stability of the system. 
Another optimal measure of stability margin is the delay margin, which is 
the minimal time delay required to make the system unstable. The delay 
margin of the system is measured as 0.389 sec which is normally high 
enough to avoid system instability. The increased gain margin, phase mar-
gin, and delay margin certainly ensure the stability of the system with the 
proposed BFOA algorithm.

15.4.5 Sensitivity Analysis

The sensitivity analysis is carried out in the system to examine the vari-
ations of output with respect to the variations in given input. In the LFC 

x 10-3

Number of Iterations
0 10 20 30 40 50 60 70 80

Error Valve

A
bs

ol
ut

e 
Er

ro
r V

al
ve

0.2

0.4

0.6

0.8

1

1.2

1.4

0

Figure 15.16 Convergence of particles in search space.



AI Approach for LFC in Isolated MG with RES 533

system, the SLP are the input parameter and the frequency deviations 
are the corresponding output parameters. On this accord, the input load 
perturbations are varied in the range of 20%, 40%, 60%, 80%, and 100%, 
besides frequency deviations are depicted in Figure 15.19 and correspond-
ing measuring indices are illustrated in Table 15.2. It is clear from the 
Figure 15.19 and Table 15.2 that the proposed MG system integrated with 
RES is highly sensitive in nature. 
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Table 15.2 Sensitivity evaluation in MG system with RES.

Performance 
indices Evaluated values

Load Variations 20% 40% 60% 80% 100%

Maximum Peak 
(Hz)

0.00762 0.00890 0.01025 0.01154 0.01279

Sensitivity % 93.63% 96.87% 99.62% 99.78% 99.41%
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Figure 15.19 Sensitivity analysis with variation in step load perturbations (SLP).
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15.5 Summary and Future Scope

This book chapter mainly focused on designing optimal tuning methodol-
ogy for effective tuning of PID controllers to enhance the performance of 
MG systems by reducing frequency error with an LFC control loop, partic-
ularly while integrating renewable energy sources. The fundamental con-
cepts of the MG system and the main challenges during the integration of 
RES were clearly described in this research article. By overviewing all these 
challenges, more preferences are given to retain the stability of the MG 
system during the random change in demands as well as power genera-
tion by renewable energy sources. The frequency deviation is the key factor 
that affects the MG system stability and an optimal solution methodology 
to reduce the deviation is addressed in this article. One of the effective 
intelligent tuning approaches named BFOA is recommended for effective 
tuning of PID controllers in the proposed MG system to control frequency 
deviations. 

The superiority of the proposed intelligent controller was proved with 
three analyses such as transient analysis, robustness analysis, stability anal-
ysis, sensitivity analysis, and convergence analysis. The transient analysis 
proves the effectiveness of the proposed controller to enhance the output 
response of the system under fixed load perturbations. In the same way, 
the robustness analysis is conducted on the MG system by applying time- 
varying load dynamics to the system and the suitability of the system for 
the practical environment was proved with the proposed intelligent con-
troller.  Further, the stability and sensitivity analyses were carried out to 
check steadiness and accuracy of the system equipped with the intelligent 
controller. At last, the convergence analysis was carried out by analyzing 
the reduction of absolute error value over consecutive iterations and con-
vergence of particles in the solution space. The superiority and reliability of 
the suggested intelligent PID controller for MG systems were also proved 
by comparing the outcomes of all the three analyses with the uncontrolled 
system responses.  

In recent years, the government has taken lots of initiatives on the 
implementation of MG systems in rural and remote areas. In addition, the 
integration of renewable energy resources creates stability issues in the MG 
system. On this accord, maintaining the stability of the system is a chal-
lenging task. The development of renewable energy systems and digitali-
zation of power systems creates a platform for the researchers to provide 
a better solution for the enhancement of performance of the MG system 
with intelligent tuning methodologies. Hence, there is a broad research 
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opening for the researchers for their commencement in MG and renew-
able energy technologies.
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Abstract
The Brushless Doubly Fed Induction Machine originated from the technology of 
cascade induction machines which can work as a motors or as a generators. They 
have gained notoriety as a wind electric generator because of their comparative 
advantages over other wind electric generators in practise today. The BDFIM con-
sists of two stator winding sets connected separately to two three phase sources 
and because of that brushes and slip ring usage is avoided. Pole pair selections 
for the windings are done for the prevention of direct electro-magnetic coupling 
between the stator windings. A new type of rotor construction is used to support 
the fields of both stator windings here named as Synchronous Power Winding 
and Asynchronous Power Winding. The major problem faced by BDFIM from the 
literature point of view is the torque ripple’s presence due to the complex structure 
of the machine. As harmonics reduction and reduced torque ripple in BDFIM 
are the commercial demand of high relevance, it is chosen as one of the research 
objectives in the present work. Experimental analysis on the torque-speed char-
acteristics of the improved BDFIM in motor mode using a prototype is also done. 
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16.1 Introduction

In developing countries, electricity demand is expected to increase by 4% 
per year, which will more than triple by 2030 [1]. Non-renewable resources 
such as fossil fuels are depreciating each year and not long lasting, because 
of which, the purchasing cost of electricity is increasing day by day and 
electricity would become unaffordable for developing countries. So, these 
countries have to face imbalance between demand and energy supply in 
future. Even in developed countries, blackouts have harmed the economy 
drastically in the past. With the environmental pollution problems, renew-
able energy resources such as solar, wind, tidal, small hydro, biomass, 
and geothermal are gaining popularity. Because of encouragement from 
the government on wind energy resources, together with the availability 
of wind power availability and technological developments of conversion 
technology, wind power has become one of the easily growing resources 
in the world and research activities are aimed at solving the challenges to 
improve the use of wind energy. Brushless Doubly Fed Induction Machines 
(BDFIM) guarantee notable dominance for wind power generation since it 
provides reliability and low maintenance issues by virtue of the absence of 
slip rings and brushes. This nature of BDFIM leads to more installations in 
offshore and hard to reach out places. BDFIM has its origin from the tech-
nology of cascade induction machines. Poles are selected to prevent direct 
electro-magnetic linking between the two stators which will help to reduce 
the harmonics, and hence, the torque ripples whose concept with mathe-
matical proof is given in [2]. Here, a special rotor construction is proposed 
to support the fields of both stator windings, namely Power Winding (PW) 
and Control Winding (CW). In this research work, Power Winding (PW) 
is termed as Synchronous Power Winding (SPW) and Control Winding 
(CW) is termed as Asynchronous Power Winding (APW).

Earlier, fixed-speed wind turbines using Induction Generators (SCIG) 
were used in a large manner because of their simple design and economic 
benefits. Variable Speed Wind Electric Generators (WEG) are considered 
advantageous because of better aerodynamic efficiency and reduced mechan-
ical stress. The Doubly Fed Induction Generator (DFIG) is one of the practi-
cally available WEGs which uses partially rated power electronic converters  
and is cost effective for wind energy usage [3, 4]. In this type of generator, the 
stator is directly connected to the grid, while the rotor is connected to the grid 
via DC linked power electronic converters. Most of the power flows through 
the stator while a fraction of the stator power flows through the rotor-con-
nected power electronic converters to the grid, resulting in less converter 
losses than the PMSG [5, 6]. DFIG has the major disadvantage that the use 
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of slip rings and carbon brushes to recover slip power from the rotor which 
will be delivered to the grid. Carbon brushes have to be replaced in small 
time intervals and slip rings will wear out after every few years. Furthermore, 
carbon dust generated due to wearing out of the carbon brushes is very often 
blown into the generator windings by the cooling fan, which affects the life-
time of the insulation of the generator. Thus, the usage of slip rings decreases 
the life span of the machine and increases the cost of maintenance [7]. Due 
to these factors, overall cost of DFIG is high. 

An alternative to overcome the drawbacks of PMSG and DFIG is the use 
of BDFIM, which has acquired a remarkable place in recent years as it is 
simple as the squirrel cage induction machine and uses fractionally rated 
power converters. BDFIM achieved these benefits with its complex struc-
ture, increased cost (30%), and bigger dimensions (10%) in comparison to 
the conventional induction machine [8]. 

The major drawback of BDFIM is due to the torque ripples because of the 
spatial harmonics caused due to the presence of a pair of stator windings and 
the complex structure of the rotor which affects the speed-torque curve of the 
machine. This has caused hindrance in the commercialization of the machine, 
which demands reduction in the harmonics content of air gap flux. Research 
studies on BDFIM till now have less addressed the problems of flux distribu-
tion and harmonics generation in the air gap field, as well as creation of torque 
ripples and its solution. BDFIM has the potential to be the competitor of DFIG 
used in Wind Electric Conversion System (WECS), as it can offer a higher slip 
speed with increasing wind speed. It also makes sense in exploring the suitabil-
ity of the machine as a motor in drive natured applications.

16.2 A Study on BDFIM

BDFIM was first proposed by Hunt in 1907 [9]. In Cascade Induction 
Machines provided for brushless speed control, two machines are wound 
for different pole numbers and have electrically connected rotors mounted 
on a single shaft. The cascade induction machine suffered from the dis-
advantage of having two machines, each having expensive graded rotor 
windings. The self-cascade induction machine came from placing the two 
induction machines in a common magnetic frame and combining two 
rotors into a castable design. When used with double side directional con-
verters, the self-cascade machine has become known as the BDFIM. Since 
sources of varying frequency were not readily available at the time of the 
authors, [10] adjustable speed synchronous operation was not available 
to them as an option. Creedy proposed several refinements to the BDFIM 
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based on the use of a slot-star diagram to develop an understanding of 
the currents necessary in the rotor to support the two fields of different 
pole numbers produced by the stator. Broadway et al. proposed significant 
improvements in the BDFIM rotor based on the slot-star diagram to pro-
duce a system of nested loops which would not require a graded winding 
but would approach the simplicity and robustness of a squirrel cage rotor 
[11]. Broadway also proposed the use of a steady-state equivalent circuit for 
the BDFIM. Cook and Smith developed a dynamic model for the BDFIM 
based on its equivalence to two distinct induction machines on one shaft. 
These authors showed that unstable regions of operation existed and that 
appropriate controls could stabilize the system in a synchronous mode [12].

16.2.1 Construction of BDFIM 

BDFIM has got a set of two stator windings where each stator winding has 
connected to a separate three phase power supply. The two windings are 
winded for different pole pairs and placed in a single casing. The choice 
of poles leads to a reduction in harmonics and hence, less torque ripples. 
Unbalanced magnetic pull on the rotor can also be avoided due to this 
[2]. A special type rotor is designed for BDFIM, which uses the cross cou-
pling  technique to couple the magnetic fields of two stator windings, thus 
BDFIM runs in synchronised speed. The types of rotors used in BDFIM 
are nested loop rotor, cage rotor, wound rotor, and reluctance rotor. Design 
and performance of BDFIM with different types of rotors is presented by 
P.C. Robert et al. [13]. Qian Zhang et al. showed important differences 
between the reluctance rotor and nested-loop rotors of the same size 
BDFIM based on the Finite Element Method (FEM) [14]. McMahon et al. 
gave an idea about the torque developed by different rotors in BDFIM and 
how they differ from normal cage rotors [15]. P.J. Tavner et al. carried out 
the design and implementation of a BDFIM rotor along with FEA and 
studied the torque-speed characteristics to support the investigation [16]. 
Shibashis Bhowmik et al. discussed the use of BDFIM as part of a system 
for Variable Speed Generation (VSG), which exploits the full advantages 
of the synchronous mode of operation [17]. This differed from previous 
applications which used the induction mode of operation for speed control 
or slip power recovery as analyzed by Kusko and Somahn [18]. Fei Xiong 
et al. presented a low harmonics and low cost wound rotor structure of 
BDFIG in a stand-alone variable speed ship shaft system [19]. Gorginpour 
et al. [20] introduced a new rotor which can decrement the spatial har-
monics. Zhang et al. [21] proposed and analysed a new hybrid rotor for 
BDFIM to improve the torque density of the machine.   
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16.2.2 Design and Prototype Development of BDFIM

Design of BDFIG for different ratings was presented in the literature. A 
methodology for the analysis of BDFIM in the steady state and the design 
is given by Y. Liao et al. [22]. The Tabu search method is used to obtain the 
optimal design of 10 HP and 4/8 poles BDFIM to get the maximum output 
based on division of magnetic and electric loadings of the machine into the 
two stator windings. Performance analysis and design of a 6 MW BDFIG 
prototype with different frame sizes is described by Abdi et al. to show the 
pliability of the design methods [23]. Performance evaluation of a medium 
speed 250 kW BDFIG was done by McMahon et al. [24]. Accuracy of the 
model is tested experimentally and simulated using MATLAB. A design 
procedure for the BDFIM is explained in the paper by McMahon et al. 

BDFIM has acquired importance in WECS because of its robustness, 
controllability, and absence of brushes and slip rings, but the issue of torque 
ripples produced hindrance in the commercialization of the machine. To 
reduce the torque ripple problem, the author proposes a special type of 
stator winding named as delta-star winding. Simulation results of the 
designed BDFIM show that the flux density in the core and current den-
sity in the conductors are within the limits. Results show that performance 
is better in Star/Delta-Star BDFIM compared to conventional delta/delta 
BDFIM and torque ripples are reduced by 21%. 

16.2.2.1 Asynchronous Power Winding: 6 Pole (Conventional Delta 
Winding)

The winding used for 6 poles is a conventional delta connected type, which 
is shown in Figure 16.1.

R1 R2 Y2 B2Y1 B1

Figure 16.1 Pole (SPW) winding diagram.
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16.2.2.2 Asynchronous Power Winding: 2 Pole 

The features of this winding are:    

• Restricted selection of slot numbers 
• Complex end connections in winding
• Coils are identical
• Choice of coil pitch is important 
• Magnitude of current in all coils is equal 

The requirements to get equal distribution of currents in both delta and 
star are that the ratio of emf in the delta-star component is √3. Based on 

R1 Y1 B1 R2 Y2 B2

B2'
B1'Y2'Y1'R2'R1'

Figure 16.2 2 Pole (APW) winding diagram.

A PW (Z POLE) S PW (S POLE)
R

Y

B

NESTED LOOP ROTOR
R

Y

B

R1
R1

B1

B1B1'Y1'

Y1

Y1

Y2

Y2Y2' B2'

B2

B2

R1'

R2'R2 R2

Figure 16.3 Delta-Star/Star connected BDFIM with nested loop rotor.
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this criterion, a star-delta connection is proposed in 2 poles APW of dou-
ble layer, lap, and 36 slots due to more number of slots per pole per phase. 
Figure 16.2 shows a winding diagram for delta-star winding. Figure 16.3 
shows the Delta-Star/Star connected BDFIM with a nested loop rotor. This 
concept is discussed in [25].

16.2.2.3 Rotor Winding

The design of a nested loop rotor is similar to a squirrel cage rotor except 
that the end ring connections are different. The connections of end rings 
are given in such a way that the number of nests formed in the rotor is 
equal to the total number of pole pairs. Only then, the induced emf in 
the rotor due to both stator fields will produce torque to run the rotor in 
one speed at a synchronous field. The nested loop winding structure of a 
BDFIM rotor is shown in Figure 16.4.

16.2.3 Modes of Operation of BDFIG

BDFIM can be made to work as a motor as well as a generator. Table 16.1 
gives the modes of BDFIM. 

The rotor speed expression when BDFIM worked as motor or generator 
at a synchronous mode is given by Equation 16.2. If the phase sequence of 
both PW and CW are the same, a + sign is used, otherwise a - sign is used.

  
Natural speed N f

P P
, 120

n
P

P C
=

+  
 (16.1)

Figure 16.4 Nested loop winding structure of BDFIM rotor.
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Speed of the rotor at Synchronous mode N f f

P P
, 120( )

s
P C

P C
= ±

+   
(16.2) 

Figure 16.5 shows the four quadrant operation of the BDFIM during 
motoring and generating modes, where Pm is the mechanical power and PPW 
and PCW are power in PW and CW, respectively. BDFIM can be used as a 
motor for various applications where variable speed is preferred. BDFIM was 
proposed by Ming Cheng et al. for Electric Vehicle (EV) applications [26]. 
BDFIM picks up as a generator due to the use of a two-stage gear box and 
reduction of converter size. According to Carlson et al., the manufacturing 
cost of a BDFIM is less compared to an equivalent DFIG since the slip ring 
system is absent in BDFIM [27]. In the paper by McMahon, the performance 
of BDFIM as a variable speed WEG is explained and a comparison is made 

Table 16.1 Stator power flow.

Operational modes

 Below natural speed Above natural speed

PW CW PW CW

Generating Mode Out In Out Out

Motoring Mode In Out In In

To
rq

ue

Sub-Natural Motoring

Sub-Natural Generation

Super-Natural Motoring

Super-Natural Generation

Speed

PPW

PPW

PPW

PPW

PCW

PCW

PCW

PCW

Pm

Pm

Pm
Pm Nn

Figure 16.5 Four quadrant operation of BDFIM.
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with the well-established DFIG [28]. Gorginpour et al. presented the fun-
damental features of these three modes of operation of BDFIM with a 2D 
magneto dynamic model with 4/8 pole, D-180 prototype machine [29]. 

16.2.3.1 Simple Induction Mode

If PW has PP poles and CW has PC poles, then BDFIM can work as an 
induction machine with PP poles or PC poles by connecting PW or CW to 
the grid and opening the other winding in each case. This mode is termed 
as simple induction mode. The characteristics shown in this mode are 
equalized with the standard induction machine, except that the perfor-
mance is comparatively less [30].

16.2.3.2 Cascade Induction Mode

If the non-excited winding is shorted in the above mentioned setup, then 
the behavior of the machine is like that of a cascaded induction machine 
and the mode is called a cascade induction mode. A cascade induction 
machine formed from PP poles in PW and PC poles in CW resembles an 
induction machine with PP+PC poles. 

16.2.3.3 Synchronous Mode: Motoring Operation
If both PW and CW are excited from the two separate three phase sup-
plies, BDFIM operates in synchronous mode. PW is connected to the grid 
directly and CW through bidirectional converters to the grid. The rotor is 
of a special type so that it runs at synchronous speed due to the interaction 
of two stator fluxes with the rotor [2, 31]. Torque is the sum of induction 
torques produced by PW and CW during a synchronous mode of oper-
ation. By adjusting the CW frequency, at any desired speed BDFIM will 
work like a synchronous machine. The speed of the rotor at a synchronous 
mode of operation is given by Equation 16.2.   

16.2.3.4 Synchronous Mode: Generating Operation
Rene Spee et al. suggested the use of BDFIM in a VSG system [31]. The sys-
tem calls for the use of a bidirectional power electronic converter to exploit 
the full advantages of the synchronous mode of operation. This differed 
from previous applications which either used the induction mode of oper-
ation with resistors on the second set of three-phase terminals as a speed 
control or used slip power recovery as analyzed by [32]. Both of these appli-
cations are similar to conventional wound rotor machine applications. 
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As BDFIG is used with bidirectional converters, it can be suitable for 
wind applications, as WEG should be controllable so that it can be operated 
at a shaft speed, depending on wind conditions, by varying CW frequency 
to extract maximum power output from WEG. The schematic diagram of 
BDFIG based WECS is shown in Figure 16.6, where through gear box the 
rotor of the machine is connected to the wind turbine. RSC is meant for 
maximum real power extraction from the wind turbine by compensat-
ing reactive power of BDFIM. With the suitable control of converters, the 
active and reactive power can be tuned properly.

16.3 FEM Analysis of BDFIM Performance

ANSYS Maxwell  is used for the analysis of BDFIM. This design considered 
the use of delta-star winding in APW to communicate major issues related 

BDFIG
SPW
APW
Rotor

Gear
Box

Wind Turbine

Machine
Side

Converter

Grid Side
Converter

Grid

Figure 16.6 Schematic diagram of BDFIG based WECS.

Asynchronous Power Winding

Synchronous Power Winding

R Phase
Y Phase

B Phase

R Phase

Y Phase

B Phase

330 mm1500

Figure 16.7 Maxwell 2D model of 2/6 Pole BDFIM.
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to torque ripples. BDFIM with a Delta-Star/Star winding of 2/6 pole is sim-
ulated in ANSYS Maxwell software, which is shown in Figure 16.7. 

16.3.1 Modes of Operation

To analyse the basic working of the BDFIM, it is necessary to study differ-
ent modes of operation of the machine [29, 33]. Simulation of the designed 
BDFIM is carried out on these different modes to prove the design criteria 
of the machine.

16.3.1.1 Simple Induction Mode

In this mode, the machine works like a 6 pole induction machine with 
APW open circuited and SPW connected to a three phase 50 Hz, 415 V 
supply. With SPW open circuited and APW energised, the machine works 
like a 2 pole induction machine. Figures 16.8 a, b, c, and d respectively show 
the Magnetic Vector Potential (A) plot in Wb/m, Magnetic Flux Density 
Contour Plot in Tesla, torque, and speed profile of a 2/6 pole BDFIG. A pat-
tern of flux linkage can be seen around 6 poles of the machine clearly and 
the magnetic flux density in all parts of machine is coming within the lim-
its [34, 35]. The synchronous speed is 1000 rpm as given by Equation 16.3. 
The torque curve under no load condition consists of ripples in the wave-
form oscillating around zero. The machine is loaded with 25 Nm, which 
is the full load torque as calculated using Equation 16.4 at 0.56 seconds. 
The results show that the machine runs in induction mode with a slip that 
increases with loading. The speed of the machine decreased to 790 rpm 
from 960 rpm and, from torque profile, here the torque ripple is increased 
when the machine is loaded to its full load condition.

Synchronous speed with excited SPW in Simple Induction mode is 
given as:  

 
N 120 f

PSP
SP

SP
=

  
(16.3)

where fSP is the SPW frequency and PSP is the poles in SPW.
Torque experienced by the machine with excited SPW during simple 

induction mode is given as:

 
T Power output from SPW

SP
SPω

=
  

 (16.4)
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where ωSP is the angular velocity of BDFIM when it is excited with SPW.
Figures 16.9a, b, c, and d respectively show the Magnetic Vector Potential 

(A) plot in Wb/m, Magnetic Flux Density Contour Plot in Tesla, torque, 
and speed profile of a 2/6 pole BDFIM when APW is provided with a sup-
ply which replicates a 2 poles induction machine.

A flux linkage pattern can be clearly observed around 2 poles of the 
machine and the magnetic flex density is coming within the limits in all 
machine parts.  For 2 pole mode, the synchronous speed is 3000 rpm, given 
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Figure 16.8 Simulation results for 2/6 Pole in simple induction mode with SPW excited 
(a) Magnetic vector potential (A) plot (Wb/m); (b) magnetic flux density contour plot 
(Tesla); (c) torque; (d) speed.
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by Equation 16.5. The machine is loaded. The torque is calculated as 3 Nm 
at full load condition based on Equation 16.6. An increment in torque rip-
ple due to the impact of loading is observed during full load condition. 
From the results, it is proved that the machine runs in the induction mode 
of operation at 2750 rpm and loaded to 3 Nm, the speed of the machine 
decreased to 2600 rpm. 

Synchronous speed with excited APW is represented as:

 
N 120 f

PAP
AP

AP
=

  
 (16.5)

where fAP is the APW frequency and PAP is APW poles.
Torque experienced by machine with excited APW during simple 

induction mode is given as: 

 
T Power output from APW

AP
APω

=
  

 (16.6)

where ωAP is the angular velocity of BDFIM when it is excited with APW.
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16.3.1.2 Cascade Induction Mode

Cascade mode occurs when the rotor converter fails during the synchro-
nous mode of operation. The APW is short circuited and SPW is connected 
to a three phase 50 Hz, 415 V supply. Figures 16.10a, b, c, and d show 
the Magnetic Vector Potential (A) plot in Wb/m, Magnetic Flux Density 
Contour Plot in Tesla, torque, and speed profile. Respectively, of a 2/6 pole 
BDFIM under the cascade mode of operation. With the sum of poles in 
SPW and APW, the synchronous speed is 750 rpm, given by Equation 16.7. 
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Figure 16.10 Cascade induction mode. (a) Magnetic vector potential (A) plot (Wb/m); 
(b) Magnetic flux density contour plot (Tesla); (c) Torque; (d) Speed.   
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The machine operates at 740 rpm and 700 rpm, respectively, at no load 
and with a torque of 30 Nm under loaded condition. An increase of torque 
ripple occurs due to short circuited APW.  Synchronous speed with excited 
SPW during cascade mode is given as: 

 P P
N 120 f

SP AP
CSP

SP=
+   

(16.7)

where fSP is the SPW frequency, PSP is the SPW poles, and PAP is the APW 
poles.
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16.3.1.3 Synchronous Mode

In synchronous motoring while performing the simulation, SPW is excited 
with a three phase 50 Hz, 415 V supply and APW with a three phase, 10 
Hz, 100 V supply. The machine is loaded with a full load of 35 Nm at 0.85 
seconds. Figures 16.11a and b show the Magnetic Vector Potential (A) plot 
in Wb/m, load torque, and load speed of a 2/6 pole BDFIG during the syn-
chronous motoring mode of operation. 

The machine runs at a synchronous speed of 900 rpm during no load 
condition and the speed decreased to 780 rpm when it was loaded with 35 
Nm under full the loaded condition.
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Figure 16.12 Magnetic flux density contour plot in tesla with SPW/APW. (a) Delta/Delta 
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Synchronous speed during synchronous mode is given as:   

 

f
P P

N 120  f AP

SP AP
s

SP= +
+   

 (16.8)

where fSP is the SPW frequency and fAP is the APW frequency.

16.3.1.3.1 Comparison between Star-Delta/Star and Delta/Delta 
BDFIM in Synchronous Mode  

Figure 16.12 shows the distribution of flux density over BDFIM. The flux 
density of the designed BDFIM in the various parts is given in Table 16.2. 
It is observed that all distributions are within the limits as per the design 
carried out.

Figures 16.13a and b respectively show the FFT analysis of BDFIM. 
Figure 16.14 shows the torque characteristic. Total Harmonic Distortion is 
given in Table 16.3. It is observed that Star/Delta-Star performs better than 
that of the other with a THD of 21.98%. 

Table 16.4 shows the percent torque ripples. It confirmed that when 
BDFIM in Star/Delta-Star, the torque ripple given by Equation 16.9 is less 
by 20%. 

Table 16.2 Flux density in BDFIM [Ion Boldea, 2009].

Desired Bmax 
range Simulated Bmax range

Winding connection Star/Delta-Star Delta/Delta

Bmax in Stator Teeth (T) 1.4-2.1 1.95 1.7

Bmax in Rotor Teeth (T) 1.5-2.2 2 1.75

Bmax in Stator Yoke (T) 1.1-1.7 1.45 1.35

Bmax in Rotor Yoke (T) 1.2-1.7 1.65 1.35

Bmax in Air Gap (T) 0.65-0.82 0.75 0.68
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Torque ripple (%) T T

T
100max min

mean
= − ×

  
(16.9)

Figure 16.15 shows the torque characteristic. Total Harmonic Distortion 
is in Table 16.3. It is found that Star/Delta-Star performance is better than 
that of the other with a THD of 21.98%. 

16.4 Fabrication of BDFIM 

Based on the design of BDFIM carried out, the prototype model of BDFIM 
with a star connection in SPW and the proposed delta-star connection in 
APW is built incorporating the availability of standard stampings of stator 
and rotor at a local industry. Essential tests, such as the insulation test, 
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Figure 16.13 Radial air-gap flux density distribution. (a) Delta/Delta; (b) Star/Delta-Star.
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thermal run test, etc., are carried out on the machine in order to ensure 
its safe operation. By combining various modes of operation, BDFIM can 
be worked with high range variations in torque and speed conditions, so it 
will be very useful as a variable speed drive.

Table 16.3 Flux density THD in air gap of BDFIM.

Winding connection Delta/Delta Star/Delta-Star

THD (%) in air gap flux density 28.74 21.98
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The machine is made using the stampings shown in Figures 16.16a and 
b, respectively. Figure 16.17 and Figure 16.18 show a stator core with 2/6 
windings and nested loop rotor, respectively. Figures 16.18a and b respec-
tively show the complete BDFIM coupled to a DC motor and the stator 
winding terminals of BDFIM. 
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Figure 16.15 Torque plot. (a) Delta/Delta; (b) Star/Delta-Star.

Table 16.4 BDFIM torque.

Connection Delta/Delta Star/Delta-Star 

Tmax (Nm) 26 23

T min (Nm) 16 17

T mean (Nm) 20.5 20.5

T ripple (%) 48.78 29.26
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(a)

(b)

Figure 16.16 (a) Stator stamping; (b) rotor stamping.
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(a)

(b)

Figure 16.17 (a) Stator core with two windings; (b) nested loop rotor.



Analysis of Brushless Doubly Fed Induction Machine 561

Table 16.5 shows the specifications of the test setup involving BDFIM 
and a DC machine.

16.5 Testing of Prototype BDFIM as Motor 

During motoring mode, the BDFIM can work under both asynchronous 
and synchronous modes of operation. In asynchronous mode, it can oper-
ate in simple and cascade modes of operation.

16.5.1 On No Load under Synchronous Mode of Operation 

BDFIM attained synchronous speed by starting it in cascaded mode first, 
then switching to synchronous mode. SPW is connected to the 3∅, 415 V, 
50 Hz grid and APW is connected to a rectifier-inverter unit, where the 
inverter is operated in Variable Voltage - Variable Frequency (VVVF) 
mode. Figure 16.19 shows the variation of BDFIM speed on no load for 
different APW frequencies, ranging from 13 Hz to 23Hz, when run under 
synchronous mode.

(a) (b)

6 pole

2 pole star

2 pole Delta

Figure 16.18 (a) BDFIM coupled to DC machine; (b) stator winding terminals.

Table 16.5 Specification of prototype BDFIM coupled with DC machine.

Separately excited DC motor BDFIM

Armature Voltage – 230V
Current – 30 A
Speed – 1500 rpm
Field Current – 0.9 A
Power – 5 kW

Voltage – 415 V
Current SPW/APW – 5 A/7 A
Natural Speed – 750 rpm
Pole Configuration – 2/6
Power – 3.5 kW
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Figures 16.20 & 16.21 are represented by experimental setup of BDFIM.
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16.5.2 On Load under Synchronous Mode of Operation

Figure 16.22a shows the Speed-Torque and Speed-Power plots of BDFIM 
when tested on a load in synchronous mode with APW voltage and a 
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Figure 16.23 Rectifier-inverter set-up for variable frequency operation.
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frequency of 100 V and 12 Hz, respectively. It shows that the BDFIM draws 
more power with an increase in the load and correspondingly, the rotor 
speed decreases. A test conducted maintaining the same speed by suitably 
varying the APW frequency, as shown in Figure 16.22b. Figure 16.23 is the 
rectifier-inverter set up.

16.6 Testing of BDFIM as a Generator

Figure 16.24a shows the test set up of BDFIM in generating mode, in which 
the coupled DC machine operates as the prime mover. It thus operates as 
a BDFIG with one stator winding connected to the grid and the other to a 
dedicated load. Figure 16.24b shows the plot of BDFIM generated power 
against the shaft speed. 

16.7 Conclusion

The first part of the chapter deals with a study of BDFIM based on literature 
review and designing of the machine three phase, 415 V, 3.5 kW BDFIM 
for 2/6 pole configuration and its analysis in all modes of operation using 
a Finite Element based design software named as Ansys Maxwell. The sim-
ulation has been carried out in all the modes of operation with proposed 
delta star winding in one of the windings and proved an improved perfor-
mance in the torque ripple due to reduction in spatial harmonics, which is 
one of the major issues which prevents the commercialization of BDFIM. 
When SPW is connected as a star and APW  with delta-star is used, 
BDFIM has 21% torque ripple reduction when compared with the usual 
delta winding for both SPW and APW (Delta-Delta) winding designs. 

The second part provides the test results of BDFIM as a motor in both 
asynchronous and synchronous modes on loading conditions with the 
fabricated hardware of BDFIM. The machine is tested as both a motor 
and generator. Results show that the machine is running in asynchronous 
mode under motoring operation in the respective stator winding. Another 
major finding of the study is that BDFIM has variable torque-variable 
speed, as well as variable torque-constant speed characteristics as proved 
in the laboratory testing of BDFIM, which can make it suitable for variable 
speed drives. 
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Renewable energy conversion has a lot of importance in meeting future energy 
demand as the availability of fossil fuels is limited. As renewable energy sources will 
be scattered at diverse sites, their coordination is a very substantial research topic. 
The inverters fed by these sources, connected in parallel, are usually controlled by 
the droop control method, which is simple and requires no communication among 
individual units.  However, this method has poor transient performance. Moreover, it 
may not be suitable for resistive distribution lines due to the coupling between active 
and reactive power. These drawbacks are mitigated by amending the traditional droop 
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17.1 Introduction

The relevance and promotion of renewable energy based distributed genera-
tion is increasing as an alternative to fossil fuel based generation. Unlike con-
ventional power systems, renewable sources will be scattered over a wide area 
leading to distributed generation. The distributed behavior of power gener-
ation cultivates the notion of a microgrid (MG) [1, 2], which is a group of 
sources, interconnections, load, and related power electronic equipment. The 
energy conversion is done by inverters in most of the renewable-based MG 
systems. The control of parallel-connected inverters is usually done by droop 
control method, which is simple, enables ‘plug and play’ type operation, and 
does not require any communication system in between inverters [3]. The 
control method is as that of the governor action of the alternator. The change in 
active power is compensated by controlling the frequency and that in reactive 
power is met by regulating the voltage [4]. There are two main drawbacks with 
conventional droop controllers. One is its poor transient performance and the 
second is the coupling between active and reactive power for resistive distribu-
tion lines. These drawbacks are compensated by altering the traditional droop 
control method with advanced control schemes.

For analyzing the performance of the controller, a small signal model 
(SSM) of the MG system is established as in [5] by considering the indi-
vidual submodules. The eigenvalue analysis [6] is made for verifying the 
system stability. The optimal tuning of traditional droop gains is done for 
shifting the eigenvalues more towards the left side of s plane as far as pos-
sible, hence improving stability. Particle swarm optimization (PSO) [7] 
based tuning is exploited to achieve this. For small perturbations, the sys-
tem response is obtained by solving the first order state equations [8]. The 
performance is analyzed by observing the settling time and peak overshoot. 

To enhance the transient performance, the traditional droop controller is 
modified initially by introducing virtual impedance. The output signal of the 
droop controller is given to the PWM generator of the inverter through a vir-
tual impedance. The virtual impedance decouples the real and reactive power 
by changing the resistive behavior of the system impedance. Further, dynamic 
droop gains are introduced along with conventional droop gain. In this case, 
the frequency and voltage depend also on the rate of change of active power 
and that of reactive power, respectively [9]. The SSM is modified by consider-
ing the virtual impedance and dynamic droop gains [10]. These parameters are 
also optimized using PSO. While analyzing the system response, the dynamic 
virtual droop controller gives satisfactory settling time and maximum over-
shoot. The stability is improved as the position of the extreme right eigenvalue 
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got shifted left due to the introduction of the virtual impedance. It improved 
further with the inclusion of the dynamic droop gains.

For improving the transient performance of the system further, mod-
ern control techniques are employed along with the droop controller. It is 
possible to get a better transient response by implementing the droop con-
troller with other robust controllers. Here, a sliding mode controller (SMC) 
is inducted along with the dynamic virtual droop controller. It is a variable 
structure control strategy in which the system states are brought to a pre-
defined switching surface and then to the equilibrium by applying a discon-
tinuous control input. Initially, it is introduced as either a voltage controller 
or a frequency controller. Later, it is used for controlling both and it is oper-
ated in parallel with the existing droop controller. For partial sliding mode 
controllers, there are two sliding surfaces to generate the two control sig-
nals. For the fully sliding mode controlled system, there are four sliding 
surfaces. The coefficients of the sliding surfaces are optimized by PSO.

17.2 Small Signal Model of Droop Controlled MG 
System

The MG system described in Figure 17.1 is used for the analysis of small 
signal stability. It has two Distribution Generators (DG), three loads, and 
two interconnecting lines. The power output of the DG are supplied to 
the loads through the inverters. The LC filter and the coupling inductor 
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Figure 17.1 Natural droop controlled microgrid system.
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warrants power quality. The inverters are modelled in their own refer-
ence frame. Then, the model is shifted into a common reference frame. 
The angles of the reference frame of jth inverter and the common reference 
frame are related as:

 δj = ∫(ωj − ωref) dt (17.1)

 


j j ref   (17.2)

j = 1,2 (for the two inverters)
Here, the reference frame of the first inverter is reserved as the common 

reference frame and thus,

 1 1 2 2 10 0, , 

  (17.3)

The instantaneous active and reactive power are computed using the 
output voltage and current of the LC filter, as: 
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where,
Pj: Fundamental real power of jth inverter,
Qj: Fundamental reactive power of jth inverter,
il: Output current of jth inverter,
vo, io: Output voltage and current of LC filter coonected to jth inverter,
ωc: Low pass filter Cut off frequency
Considering a small perturbation from the operating conditions (Iod, Ioq, 

Vod, Voq), Equations (17.3), (17.4) and (17.5) are linearized as:
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where,
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The voltage and current allied with the coupling inductance and the LC 
filter of the jth inverter are:

 
v v R i L
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dtij j f lj f
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(17.9)
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oj
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(17.11)

where,
vbj: Voltage of jth inverter connected bus in individual reference frame
vij: Input voltage of LC filter connected to jth inverter
Rc, Lc: Resistance and inductance of the coupling inductor
Rf , Lf , Cf : Resistance, inductance, and capacitance of the filter
The equations are linearized around the operating conditions (Iod, Ioq, 

Vod, Voq, Ild, Ilq) with DQ transformation resulting in the model:
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The output of the individual inverters is transformed into the common 
reference frame for linking it to the whole MG system. The output currents 
are:

  iOD = iodj cosδj − ioqj sinδj  (17.14)

  iOQ = iodj sinδj + ioqj cosδj       (17.15)

Linearizing the Equations (17.14) and (17.15):
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 [∆ioDQ] = Ts [∆i0] + Tc [∆δ] (17.16)

where,
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In the same way the bus voltage is expressed as:

 [ ] [ ] [ ] [ ]v T v Tbdqj sj bDQ vj j
1

  (17.18)

where
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Combining equations (17.6), (17.7), and (17.12) with transformation 
Equations (17.16) and (17.18), the inverter model is developed as:

 x A x B v U Uinv inv inv inv bdq inv   (17.20)

where 
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(17.21)

The difference in voltage of the ith  and jth  buses connected by kth line is 
given by:

 
v v i r L

di
dtbi bj line k line k line k
line k

  
(17.22)

where,
iline k: current in kth  line
Rline k: resistance of kth  line
Lline k: inductance of kth  line
where k = 1,2 (for line1 and line2)
DQ transformation and linearization results in the model:

  i H i H H viine line com bDQ

.

1 2 3  (17.23)

where,
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Between the mth node and ground RL load is considered and thus, the 
node equation turns out to be:

 
v i R L

di
dtbm load m load m load m
load m

  
(17.25)

where
iload m: Current in mth  load
Rload m: Resistance of mth  load
Lload m: Inductance of mth  load
where m = 1, 2, 3 (for load 1, load 2 and load 3)
The overall load model is arrived at through DQ transformation and 

linearization as:
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Merging the models of all the submodules, the state space model of the 
microgrid system is derived as:
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where
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At each node of the network, a virtual resistor rN is considered and thus 
the bus voltage term is eliminated by representing it in terms of the output 
and the load and the interconnecting line currents.  Thus,

 Vb1 = rN (io1 − iline1 − iload1) (17.30)

 Vb2 = rN (iline1 − iline2 − iload2) (17.31)

 Vb3 = rN (io2 + iline3 − iload3) (17.32)

Equations (17.30), (17.31), and (17.32) are modified by performing DQ 
transformation and linearization as:

 [∆vbDQ] = RN (M1 [∆i oDQ] − M2 [∆i loadDQ] + M3 [∆i line]) (17.33)

where
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Combining Equation (17.28) and (17.33), the overall MG model is given 
by

 x A x B Umg mg mg mg   (17.35)

where
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The reference output of conventional droop controller associated with 
jth inverter is given by

 ωj = ωn − kp Pj (17.37)

 vodj
* = vn − kq Qj, voqj

* = 0 (17.38)
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For lines of low x to r ratio, a virtual impedance is included as shown 
in Figure 17.2 to decouple the real and the reactive components of power. 
Through this virtual impedance, the voltage controller receives the output 
voltage of the power sharing controller. 

Thus, the voltage controller receives the input given by:

 v0
* = E0

* − i0z0v0
* (17.39)

After DQ transformation, the reference voltage becomes: 

 vodj
* = vn − kq Qj − R0 iodj + X0 ioqj 

 vodj
* = 0 − R0 iodj − X0 ioqj (17.40)

Selection of the natural droop gains kp and kq decide the regulation and 
stability of the system. An increase in the values of natural droop gains 
deteriorate the stability while bettering the load sharing and regulation. 
Moreover, the droop gains depend on the voltage and frequency limits as 
well. Introduction of dynamic droop gains will improve stability without 
affecting the other traits. Thus, kpd and kqd are incorporated as below:
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Figure 17.2 Virtual droop controlled microgrid system.
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After linearization the control inputs are represented as:

 U = G1Δxinv (17.43)

where,
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Considering the states associated with line and load, the control inputs 
are represented as

 U = umgxmg (17.45)

where

 u Gmg [ ]1 6 100   (17.46)

Substituting Equation (17.45) in equation (17.35), it is obtained as:

 x A xmg mgnew mg   (17.47)

where
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 Amgnew = Amg + Bmg umg` (17.48)

The initial conditions in Table 17.1 are used to compute the eigenvalue 
spectrum. Table 17.2 describes the system parameters. The eigenvalue 
spectrum given in Figure 17.3, depicts that the distribution of eigenvalues 

Table 17.1 System parameters.

Parameter Values Parameter Values

Rf 0.15Ω Rload1 23Ω

Cf 1500μF Lload1 23mH

Lc 0.15mH Rload1 19.4Ω

Rc 0.05Ω Lload2 19.4mH

Rline1 0.147Ω Rload3 23.5Ω

Lline1 1.63mH Lload3 23.5mH

Rline2 0.11Ω ωc 31.4 rad/s

Lline2 1.25mH kp 1.03e-5

Lf 1.5mH kq 2.95e-4

Table 17.2 Initial operating conditions.

Parameter Values Parameter Values

Vod [311.2, 311.6] V Iline d1 -7.8A

Voq [0, 0] V Iline q1 1.4A

Iod [21.2, 21.2] A Iline d2 -5.3A

IoQ [-.34, -1.05] A Iline q2 0.7A

Ild [21.2, 21.2] A vbd [308.7, 308.5, 308]V

Ilq [-14.3, -11.3] A vbq [-2.8, -1.3, -1.5]V

δ0 [0, 1.9e-3] rad ω0 314rad/s
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is confined to three distinct regions. The position of the dominant eigen-
values in the region close to the imaginary axis when the droop gains and 
virtual impedance are varied. Thus, an optimal setting of controller param-
eters is necessary for ensuring improved stability of the system.

The optimization problem is formulated in view of stability improve-
ment of the system by moving the location of eigenvalues far towards the 
left half of the complex s plane.

Let the eigenvalues be represented as λi = Rei + j Imi, where Rei is the real 
part and Imi is the imaginary part of the ith eigenvalue. Thus, the optimiza-
tion problem is to minimize the objective function J = maximum of (Rei) 
such that kp, kq, kpd, kqd, R0, and X0 are within the limit for dynamic virtual 
droop controlled MG and kp, kq are within the limit for natural droop con-
trolled MG.

PSO is utilized to solve the above optimization problem. The optimum 
values of the controller parameters are obtained as [kp, kq] = [1.17 × 10−4  8. 
04 × 10−4] and J = − 18.09 for natural droop controlled MG. For dynamic 
virtual droop controlled MG, the solution is obtained as [kp, kq, kpd, kiqd, R0, 
X0] = [5.83 × 10−5, 3.18e × 10−9, 4.8 × 10−3, 10−7, 8 × 10−4, 0.68] and J = −31.4. 
Hence, the introduction of the dynamic virtual droop controller results 
in the shift of the right most eigenvalue more towards the left half of the s 
plane. 

For verifying the performance of the proposed controller, a change in 
load current of 7A is applied to load 2. The response of the system is found 
by solving Equation (17.47) by first order RK method. As the model devel-
oped is based on small signal stability, each state should settle to zero after 
some time. The plot of some important states, ∆P and ∆Q for both invert-
ers are shown in Figures 17.4–17.7. It can be observed that the values of 
these states are settled to zero after few cycles. 
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Figure 17.3 Eigen value plot.
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The stability of dynamic virtual droop controlled system is better than 
that of natural droop controlled system according to eigenvalue analysis. 
However, when the system response is analyzed, the difference in settling 
time is not significant. In both cases, the disturbances are settled within 0.3 
to 0.4 seconds. By introducing robust controllers, the stability of the system 
can be improved further. 

17.3 Droop Controller with SMC

As there are two control parameters, SMC is incorporated in three different 
ways to improve system performance. Initially, it is operated as a partial 
controller that can control either frequency or voltage while the remaining 
parameter is controlled by droop. Finally, these two partial controllers are 
combined so that both frequency and voltage are controlled by droop and 
SMC.

17.3.1 Case 1

In this section, voltage is controlled by SMC instead of droop control, while 
maintaining the remaining part of the controller as itself. As the droop 
control activity is not there for controlling voltage, the impacts of virtual 
impedance will not be available. Hence, the quadrature axis component of 
the reference voltage is zero and the direct axis component of the reference 
voltage is the only control parameter associated with each inverter. Since 
the MG system has two inverters, the two sliding surfaces are considered to 
find out the two reference control inputs according to SMC.
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Figure 17.7 Response of ∆Q2 due to change in load 2.
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In sliding mode control, the system states are brought towards a slid-
ing surface from an arbitrary initial condition and then made to slide 
through the surface to reach the equilibrium. For the system modelled as 
x Ax Bu, the sliding surface is selected as S = Cx = 0. The control law 

comprises of a corrective control, uc which brings the system states to the 
surface and an equivalent control, ueq which ensures the sliding motion 
of the system states about the surface. These inputs are given by uc = − M 
Sign(S) and ueq = u at S 0.  

The two control inputs V01  and V02  are to be designed for the system 
in (17.35) by means of SMC as it is used only for the voltage control. Thus, 
two sliding surfaces are chosen as:

 S1 = C1 x1 + C2 x2 + ⋯ + x27 (17.49)

 S2 = D1 x1 + D2 x2 + ⋯ + x27 (17.50)

In order to ensure sliding motion, S1 0  and S2 0 . Using these con-
ditions, it can be derived that
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where x = [x1  x2… … x27]
T, k = [k1  k2… … k27] and p = [p1  p2… … p27].

The control inputs V d0 1  and V d20  are obtained by solving (17.51) and 
(17.52). Let them be expressed as: 

 v v x v v xsmc smc01 1 02 2,   (17.53)

The overall control input can be expressed as 

 u = umg1 x + uc1 (17.54)

where    
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Similar to the previous case, the optimization of control parameters is 
done by PSO. The coefficients of the selected sliding surfaces and droop 
gains associated with active power are the parameters to be optimized. 

Table 17.3 Optimization result case 1.

Control parameters Values

[kpd, kp] [1.7e-3,0.52]

[C1 … … . C7] [36.12, 59.41, 39.59,68.05,55.87,48.59,59.3]

[C8 … . . C14] [57.68,31.9,53.01,43.91,52.57,38.41,37.91]

[C15 … … C21] [30.57 59.73 75.47 43.94 78.79 18.61 46.06]

[C22 … … . C26] [69.88 49.73 64.09 48.43 49.41]

[D1 … … … D7] [74.55 66.63 49.24 53.42 43.28 64.57 82.67]

[D8 … … . D14] [83.88 61.39 16.15 49.17 64.46 55.25 15.07]

[D15 … … … D21] [64.19 56.43 74.83 63.2 65.12 92.59 53.46]

[D22 … … . D27] [56.93 56.42 62.33 32.02 26.65]
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The sliding surface coefficients are allowed to vary between 0 and 100 by 
maintaining ℝi towards the left half of the s plane as far as possible. The ℝi 
is shifted to -56.5 after optimization. The optimized values of the control 
variables are given in Table 17.3. 

17.3.2 Case 2

Here, the parameter which is controlled by SMC is the reference frequency 
of the inverter. The droop control is used for controlling reference voltage. 
Similar to Case 1, there are two control inputs, ∆ω1 and ∆ω2. Hence, two 
sliding surfaces are chosen to find out these two control inputs for the sys-
tem in (17.35).

The sliding surfaces are

 S3 = E1 x1 + E2 x2 + ⋯ + x27 (17.57)

 S4 = F1 x1 + F2 x2 + ⋯ + x27 (17.58)

After solving S3 0 , it is obtained as

 kkx + aa1 ∆ω1 + aa2 ∆ω2 = 0 (17.59)

Similarly, after solving S4 0 , it is obtained as

 ppx + bb1 ∆ω1 + bb2 ∆ω2 = 0 (17.60)

where x = [x1 x2… … x27]
T, , kk1 kk2 … …kk27, pp = [pp1 pp2 … …pp27]

The control inputs ∆ω1 and ∆ω2 are obtained by solving (17.59) and 
(17.60). Let them be expressed as:

 ∆ω1 = ωsmc1x,  ∆ω2 = ωsmc2x (17.61)

The overall control input can be expressed as 

 u = Umg2x + uc2 (17.62) 

where
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Optimal tuning of the controller parameters is done similar to the pre-
vious cases. In this case, the parameters to be optimized are the coefficients 
of the selected sliding surfaces, virtual impedance, and reactive power 
droop gains. The ℝi is shifted to -90.44 after optimization. The optimized 
parameter set is provided in Table 17.4.

Table 17.4 Optimization result case 1.

Control Parameters Values

[kqd, kq, R0, Xo] [1.2e-4, 0.49, 0.41, 0.51]

[E1…….E7] [-17.26 75 -14.63 34.64 6.36 -29.07 10.96]

[E8…..E14] [11.12 12.69 3.16 -88.15 97.96 -28.43 11.68]

[E15……E21] [60.62 21.84 -20.69 50.17 -56.53 18.3 -5.14]

[E22…….E26] [-36.54 52.28 -41.01 -43.91 -35.53]

[F1………F7] [-3.19 93.48 -12.48 -12.7 13.91 58.25 66.31]

[F8…….F14] [20.17 -44.12 -16.37 51.66 18.74 -54.1 18.61]

[F15………F21] [18.48 -49.33 64.92 31.72 48.75 -92.86 -20.62]

[F22…….F26] [-39.66 30.55 5.9 -37.49 10.11]
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17.3.3 Case 3

Finally, both partial SMC controllers explained in Case 1 and Case 2 are 
combined. The reference voltage and reference frequency are controlled by 
both SMC and the droop controller is presented in Figure 17.8.

The input is designed as

 u = Umg3x + uc3 (17.67)

where

 Umg3 = Umg1 + Umg2 (17.68)

And uc3 = −Msign(s) with
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Figure 17.8 Microgrid system with fully controlled combined droop and SMC.
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As with the two cases described above, the controller parameters are 
tuned using PSO. Here, the parameters to be optimized are the coefficients 
of the selected sliding surfaces, virtual impedance and droop gains. The ℝi 
is shifted to -181.77 after optimization. Table 17.5 depicts the optimized 
parameter set. 

The variation of active power and reactive power for a load change of 
7A is given in Figures 17.9 and 17.10. The settling time reduces to 0.05s 
for ΔP1 in Case 1 and 0.1s for Case 2. However, the settling time is reduced 
to 0.05s when the system is fully controlled by droop and sliding mode 
control (Case 3). Similarly, settling time for ΔQ1 reduces to 0.06s for Case 

Table 17.5 Optimization result case 3.

Control parameters Values

 [kpd, kp, kqd, kq, R0, Xo] [4.04e-3, 0.73, 3.79e-3, 0.54 ]

 [C1 … … .C7] [41.6 41.7 22.79 14.73 76.45 37.24 50.4]

 [C8 … . .C14] [58.58 48.49 48.95 55.57 58.93 82.78 61.65]

 [C15 … … C21] [88.1 42.63 30.22 95.19 46.03 24.7 38.64]

 [C22 … … .C27] [84.96 80.14 52.1 31.42 57.35]

 [D1 … … .D7] [38.96 27.06 13.69 29.22 33.99 15.16 45.68]

 [D8 … … .D14] [51.05 53.33 50.86 16.75 58.46 8.45 99.95]

 [D15 … … D21] [33.88 98.45 24.98 34.54 53.51 33.58 47.76]

 [D22 … … .D27] [69.47 29.58 57.14 60.61 99.96]

 [E1 … … .E7] [11.34 42.68 75.25 56.32 14.04 0.02 25.94]

 [E8 … . .E14] [18.16 29.29 10.42 56.82 47.61 46.31 46.54]

 [E15 … … E21] [46.7 43.64 40.49 54.51 29.94 1.16 28.5]

 [E22 … … .E27] [34.93 41.36 49.14 67.32 62.27]

 [F1 … … … F7] [40.69 41.85 59.65 20.97 61.68 60.72 89.73]

 [F8 … … . F14] [5.76 69.82 38.98 9.45 22.38 43.27 56.04]

 [F15 … … … F21] [63.44 9.38 67.77 67.68 66.28 49.05 44.72]

 [F22 … … . F27] [78.22 19.92 46.43 54.03 72.65]
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2 and 0.16s for Case 1. Settling time is reduced to 0.05s for ΔQ1 when the 
system is fully controlled by droop and sliding mode control (Case 3). 
Hence, for both ΔP1 and ΔQ1 the system fully controlled by droop and 
SMC gives satisfactory results. It can also be observed that active power 
response is slower when the frequency is controlled by SMC and reactive 
power response is slower when voltage is controlled by SMC. Hence, for 
the partial controllers, the parameter controlled by SMC is properly con-
trolled compared to the parameter controlled by droop. 

The settling time and the real part of the extreme right eigenvalue for 
different control methods are compared in Table 17.6. It can be found that 
a fully droop and sliding mode controlled MG system takes the least time 
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Table 17.6 Comparison of different control schemes.

Settling time(s) 
[ΔP1, ΔQ1]

Maximum 
overshoot 
and 
oscillations

Real Part of 
extreme right 
eigenvalue ℝi

Conventional 
Droop

[0.2, 0.2] Low -18.09

Virtual Droop [0.2, 0.2] Low -31.4

Partial Droop 
with Sliding 
Mode 
Controlled 
Voltage

[0.05, 0.16] High -56.5

Partial Droop 
with Sliding 
Mode 
Controlled 
Frequency

[0.1, 0.06] High -90.44

Full Droop and 
Full SMC

[0.05, 0.05] Medium -181.77
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Figure 17.11 Response of ΔP2 due to change in load 2.
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to settle when both states are considered. From the performance analysis 
of partial sliding mode control (Case 1 and Case 2), it can be realized that 
the maximum overshoot increases when SMC is introduced. Hence, the 
proposed strategy improves the stability of the system and provides better 
results in terms of settling time. The variation of ΔP and ΔQ for Inverter 2 
due to change in load current is almost similar to that of Inverter 1 and are 
given in Figures 17.11 and 17.12. 

17.4 Conclusion

An improved droop control method for inverter dominated microgrid is 
developed and analyzed in this chapter. The droop control scheme is rede-
signed with virtual impedance and dynamic droop gains. The optimal tun-
ing of the controller parameters is performed using PSO. The performance 
of the scheme is assessed by analyzing the response of the system for small 
load changes. It is concluded that the disturbances are settled within a 
few cycles and the maximum overshoot is satisfactory. The settling time 
decreases considerably with SMC augmented droop control. Even though 
the maximum overshoot increases for sliding mode controlled system, the 
reduction in the settling time dominates the performance of the proposed 
scheme over the conventional controllers.
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Abstract
The purpose of this work is to determine the effects of the Southern Pine Beetle 
(SPB) outbreak in the Honduran energy sector, taking into consideration the 
amount of forest area cleared, the volume of wood affected, and the amount of 
energy generated by biomass. The pursued objectives within this work were: to 
analyze the biomass energy potential originated by the SPB outbreak, identify 
places affected by the SPB, identify power generation plants that are taking advan-
tage of the biomass, and determine the advantages and disadvantages of biomass 
use due to SPB. The methodology implemented to develop the research began with 
expert interviews on the subject to obtain several viewpoints, the data was col-
lected from statistical yearbooks of the National Institute for Forest Conservation 
and Development, Protected Areas and Wildlife (ICF, by its Spanish acronym), the 
National Electric Energy Company (ENEE, by its Spanish acronym), and research 
processed in the Long-range Energy Alternatives Planning Software system 
(LEAP) to create energy scenarios. The analysis shows that SPB behaves cyclically. 

*Corresponding author: hr.chamo@ieee.org

mailto:hr.chamo@ieee.org


598 Renewable Energy Technologies

It was concluded that by 2021 the energy demand will not be able to be secured 
with the current biomass stock.

Keywords: Biomass, demand, energy, Southern Pine Beetle, wood

Part I. Problem Statement

18.1 Introduction

Honduras, a country rich in natural and diversified resources due to its 
geographical location, offers a great potential for the development of 
renewable energy projects. Its hydroelectric energy stands out with a par-
ticipation of 26.1% in the country’s energy matrix, with wind energy at 
8.3%, photovoltaic at 18.9%, geothermal at 1.3%, and biomass that has a 
current participation of 7.8% (National Electric Energy Company 2018; 
ENEE [1], by its Spanish acronym) (Figure 18.1).

This study focuses on biomass production, specifically wood forests 
attacked by the SPB (Dendroctonus frontalis Zimmermann or SPB), for 
energy generation in the form of electricity and heat. Some of the factors 
that influence the high rate of use of firewood from the forest [2] are the 
country’s socio-economic situation and the obsolescence of the national 
electricity grid infrastructure.

FIREWOOD, 43%

VEGETABLE FUEL,
0% ELECTRICITY, 11%

LPG, 2%

FUELS, 12%

KEROSENE, 2%

DIESEL OIL, 16%

FUEL OIL, 5% COKE, 2% CARBON, 1%

Figure 18.1 Honduras energy balance.
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People who inhabit the urbanized areas mostly use the forest’s biomass 
to cover the needs for heat production, except the Francisco Morazán 
District which uses more electricity for cooking food [2].

The ongoing effects of climate change is another factor that has drasti-
cally affected Honduras due to prolonged droughts periods and an increase 
in the ambient temperature and the SPB has caused serious damage in the 
country’s coniferous forest (Pinus Oocarpa).

18.1.1 Background of the Problem

Currently, Honduras has nearly 5.38 million hectares of forest land, where 
1.97 million hectares correspond to coniferous forest (National Institute 
for Forest Conservation and Development, Protected Areas and Wildlife 
2017a; ICF [3], by its Spanish acronym). These forests are periodically 
attacked by the SPB.

Existing data regarding the number and distribution of SPB infestations 
in Honduras dates from the 1960s [4]. This data, due to limited time span, 
does not offer good information on the outbreak cycles, the variability 

Table 18.1 History of areas affected by SPB.

Year Affected surface (ha) Affected volume (m3)

2008 198.00 10,296.00

2009 398.77 3,604.54

2010 216.43 1,366.97

2011 2.36 70.20

2012 354.16 10,409.50

2013 517.24 15,051.18

2014 15242.36 217,573.28

2015 389,024.38 33,969,607.15

2016 104,483.56 10,718,642.69

2017 66.96 1,741.16

2018 354.41 8,585.22

Source: [5].
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in magnitude, and frequency of attacks in the short or long terms. While 
waiting for more information to be collected and available, it will be pos-
sible to determine whether previous outbreaks have been “natural” or not, 
within or outside the range of natural variability for Honduras.

The biomass power generation companies based in Honduras have 
identified an opportunity to cogenerate energy using the biomass affected 
by the SPB. This data collected over the past 10 years is shown in Table 18.1.

18.1.2 Objectives of the Research Study

The general objective of this study is to analyze the effect of the SPB out-
break in the energy sector of Honduras. The specific objectives of this study 
are listed below:

• Analyze the biomass’ potential energy originated by the SPB 
outbreak

• Identify places affected by SPB
• Identify biomass power plants taking advantage of wood 

from the SPB outbreak
• Investigate advantages and disadvantages of biomass use due 

to SPB
• Come up with solutions to avoid future outbreaks of SPB

The objective of this work is to determine the effects of the SPB outbreak 
in the energy sector of Honduras, taking into consideration the amount of 
the affected forest area, the wood volume, and the potential energy gener-
ated by the biomass based on the information provided by ICF (since this 
institution is in charge of managing forest resources) as well as collecting 
the necessary information on the current situation of forests and availabil-
ity of forest biomass and identify the origin of this biomass, while at the 
same time giving credibility to the data collected. This information will 
allow investors to analyze the feasibility of investment in electricity gener-
ation projects through forest biomass.

In recent years, forest biomass has been in growing demand due to 
requirements from the wood industry (for sawdust, wood chips, and resi-
dues), and the electrical energy generation industry.

At present, electrical energy generation from forest biomass is not an 
attractive activity for investors since some factors influence the industry 
such as the design of the biomass’ boilers and the cultivating area of the 
trees. It would be beneficial if the main source of biomass is from coal, sug-
arcane bagasse, African palm bagasse, or King Grass with forest biomass 
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used in a percentage for filling. If the main purpose of the industry is 
cogeneration (and not the generation of electrical energy as such), allow-
ing the use of steam extracted from the turbines for cooking purposes and 
electricity by-product, the surplus of electrical energy generation can be 
sold to the state company ENEE or another consumer.

Section II. Theoretical Framework

18.2 SPB (Southern Pine Beetle)

Bark beetles belong to the Coleoptera family Scolytinae (Figure 18.2) and 
are more generally identified as the Southern Pine Beetle (SPB) in most 
countries of Central America [4].

This bug spreads from the southern part of the US, Mexico, Guatemala, 
Belize, El Salvador, Honduras, and Nicaragua, where major attacks have 
been recorded since 1960 [6].

There are two types of SPB species from the same sub-family (Figure 
18.3) that are capable of devastating large areas of forests. Bug A is a 
Dendroctonus Frontalis and bug B is an IPS.

In the last four decades, the insect Dendroctonus Frontalis A has caused 
the greatest losses in Central America in terms of coniferous forest [7].

These beetles live naturally in coniferous forests, being part of the sur-
rounding ecosystem. The role of these insects in the ecosystem is mainly to 
regulate the structure of plant communities, contribution to biodiversity, 
canopy thinning, soil structure, and succession patterns [8].

SubFamily
Scolytinae

Dendroctonus Ips

D. adjunctus
D. frontalis
D. ‘woodi’

D. approximatus
D. valens

I. apache
I. cribricollis

X. intrusus
P. confusus

etc.

Other genus

Xyleborus

Pityopthorus

etc.

Genus

Species

Figure 18.2 SPB species that exist in Honduras. Source: [9]
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18.2.1 Reproduction Cycle of SPB

The life cycle of the SPB (Figure 18.4) lasts from 4 to 6 weeks inside the 
tree, undergoing a complete metamorphosis consisting of the egg, larva, 
pupa, and adult stages [4].

The SPB female lays eggs along S-shaped galleries built into the bark 
and trunk. The larvae feed on the inner bark and make the transition from 

Figure 18.3 Genera of Southern Pine Bark beetle of subfamily scolytinae. Source: [9].

Figure 18.4 Development status of SPB. Source: [4].
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larvae to adult in the bark of the tree. At the end of its development, the 
adult SPB pierces the bark of the tree and takes flight towards another tree 
to re-launch the reproduction cycle. Although it is true that the SPB does 
not drill into the wood, it introduces a blue fungus (Figure 18.5) that pen-
etrates the trunk and when this happens, the value of the wood is signifi-
cantly reduced [4].
[10]:
Initial attacks generally target weakened trees. However, it is the ability to 
kill healthy trees that makes D. frontalis a pest. Once they initiate an attack 
on the tree trunk, the insects secrete a set of grouping pheromones that 
attract both sexes of the SPB. Thousands of adult SPBs can respond to these 
pheromones and resin odors, and their concentrated attack overwhelms 
the tree’s defense system (resin production). When clustering pheromones 
are present, protruding SPBs often attack trees on the periphery of the 
infestation, causing the infestation to spread rapidly and increasing tree 
mortality.

The phases of expansion of the SPB in the forest are detailed below:

Phase 1: Freshly Attacked Pines
This stage begins with the attack of the females of the SPB that are the first 
to arrive at the tree. Once inside the tree, they emit attraction pheromones 
for the males leading to an infestation of the tree and, subsequently, to the 
death of the tree. In this stage, the trees do not present any change of col-
oration in its foliage [11].

Phase 2: Pines with SPB Larvae
In this phase, the beetle larvae hatch from their eggs and begin their feed-
ing in the inner bark. As the larvae develop, they move towards the outer 

Figure 18.5 Tunnels formed by SPB and bluish color introduced into trunk.
Source: [11].
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bark where they change to pupae and finally, adulthood. The trees show 
signs such as some changes in the yellow-green and or reddish-green foli-
age, lumps of white resin, sawdust in small quantities at the base of the 
trunk, and exit holes in the trunk of the tree [11].

Phase 3: Dead and Abandoned Pine Trees
In this stage, adult SPBs emerge from the dead host tree and take flight in 
search of another tree [11]. Figure 18.6 shows the state and characteristics 
of the trees in the different attack stages.

Another characteristic that contributes to the destructive potential of 
the SPB is that its occurrences are cyclical. In Central America, it happens 
every 10 to 20 years and can last 2-5 years and if no control is applied 
during the breeding season of the pest, the healthy forest could be drasti-
cally affected [4].

Table 18.2 shows the flare periods, environmental cost, affected districts, 
and the possible causes of development of this pest in Honduras.

Figure 18.7 shows the environmental impact produced by the SPB in the 
Honduran coniferous forest, showing a higher damage during the 1960’s.

Currently, Honduras has an area of 1,972,675.12 ha. of coniferous forest 
and the forest area affected by the SPB outbreak accumulated from 2014 
to 2018 is 511,504 ha., which is equivalent to 26% of the area covered by 
coniferous forest in Honduras [5] . Figure 18.8 shows the map of the area 
affected as of 2018.

Research carried out to find a relationship between climate change, pine 
stress, and SPB outbreaks has been unable to reach a clear conclusion that 

Phase 1. Tree under
attack or recently

attacked.

Phase 2. Tree
where bark beetle

larvae is found.

Phase 3. Abandoned
tree that presents

damage.

Figure 18.6 Phases of expansion of SPB. Source: [11].
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Table 18.2 Periods and areas affected by SPB in Honduras. Source: [12]

Affectation 
periods

Environmental 
cost

Districts 
affected Causal elements

1962-1965 More than 
2 million 
hectares, with 
a devastation 
impact of 
150,000 
hectares per 
month

Eastern and 
western 
districts

1982-1984 8,500 ha Ocotepeque, 
Lempira, 
Comayagua, 
Intibucá, 
Atlántida, 
Francisco 
Morazán, 
El Paraíso, 
Olancho

Endemic forest pests, 
cutting, forest 
burning without 
the proper technical 
process

1996-1998 45,000 ha Forest pests, 
deforestation, lack of 
legal framework that 
regulates matters 
concerning forestry

2000-2002 24,000 ha Hurricanes, human 
activities (burning 
the forest for basic 
crops), and change 
in the rainfall regime

2003-2005 21,000 ha Francisco 
Morazán, 
Comayagua, 
Olancho

Little effectiveness in 
plans management, 
forest fires, change 
in the rain regime

(Continued)
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Table 18.2 Periods and areas affected by SPB in Honduras. Source: [12]. 
(Continued)

Affectation 
periods

Environmental 
cost

Districts 
affected Causal elements

2013-2014 14,000 ha Olancho, 
Comayagua, 
El Paraíso, 
Francisco 
Morazán, 
Yoro

El Niño phenomenon, 
deforestation, forest 
fires, drought, high 
density of trees in 
unmanaged forest, 
stress in the pine 
trees from change 
climate

2015-2018 493,862.35 ha Atlántida, 
Comayagua, 
El Paraíso, 
Francisco 
Morazán, 
Olancho, 
Noroccidente, 
Occidente, 
Pacifico, Yoro

El Niño phenomenon, 
deforestation, forest 
fires, drought, high 
density of trees in 
unmanaged forests, 
stress in pine trees 
due to climate 
change

1962-
1965

1982-
1984

1996-
1998

2000-
2002

2003-
2005

2013-
2014

2015-
2018

2,000,000. 8,500.00 45,000.00 24,000 21,000.00 14,000.00 502,929.31

0.00

500,000.00

1,000,000.00

1,500,000.00

2,000,000.00

2,500,000.00

H
ec

ta
re

s 
of

 A
�e

ct
ed

 F
or

es
t 

Enviromental cost

Figure 18.7 Environmental cost (ha) due to SPB infestation. Source: Own elaboration 
(2019).



Southern Pine Beetle Outbreak in Honduras 607

asserts this relationship [13]. “Other authors seem to link the occurrence of 
outbreaks to factors such as climatic disturbances, intrinsic characteristics 
such as the population dynamics of the insect and the high density of trees 
in unmanaged forests” [13].

Adaptation to the climate change that we live in today consists of the 
adjustments in ecological, social, and economic systems. Adaptation 
actions reduce risks (vulnerability) by preparing for adverse effects [14].

Although forest ecosystems will adapt autonomously, their importance 
to society means that we will want to influence the direction and timing of 
this adaptation in some locations [14].

There is a lack of awareness in the forestry community about the risks 
of climate change, since human activity is the one that impacts it the most 
[15].

18.2.2 Affected Conifer Species Found in Honduras

The main coniferous species found in Honduras are Pinus caribaea and 
P. oocarpa. The species P. pseudostrobus, P. maximinoi, and P. tecunumani 
are also present in the highlands. Pinus caribaea (Caribbean pine) grows 
from the sea-level in lowland savannas to elevations up to 600-800 meters 
above sea-level. P. oocarpa is found between 500 to 1,200 meters above 
sea-level, while the white pine P. pseudostrobus is mainly found at 1,200 

Affected area
511,504

equivalent
to 26% of the
grand total of
pine woods

in Honduras. 

Figure 18.8 Forest area affected in Honduras by SPB outbreak accumulated in 2018.
Source: [5].
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meters above sea-level. Pinus maximinoi and P. tecunumani are commonly 
found together with P. oocarpa above 500 meters. Pinus oocarpa is the main 
source of wood for export and domestic use, although all species are used 
to some extent ([16], p. 5).

18.2.3 Energy Potential of the Biomass Originated 
by the SPB Growth

At a global level, wood-based biofuels represent roughly 7% of the general 
total energy. For developing countries, it represents approximately 15%. 
There are a variety of processes to determine the energy potential of forest 
residues, such as pyrolysis, combustion, gasification, and thermochemical 
methods [17].

For the European Union, biomass represents the second most import-
ant source of renewable energy, behind hydraulic energy. Currently, bio-
mass generates an approximate of 25 million TOE/year (Equivalent Tons 
of Oil) and this has an impact on energy imports savings of approximately 
3 billion dollars per year. At the same time, it generates sources of employ-
ment for the rural sector, adding an important contribution to regional 
development [17].

“Three-quarters of the world’s population living in the least devel-
oped countries, fundamentally depends on biomass as a primary energy 
resource. It is estimated that bioenergy covers 35% of the energy needs of 
these countries” [17].

Honduras, a country with a forestry tradition and in need of develop-
ment, has a high degree of dependence on biomass extracted from for-
est residues when used as final consumption with a participation in the 
energy matrix of 54% and in the domestic sector with a participation of 
89%, according to the 2011 energy balance [2].

A poor use of this type of energy source leads to a series of sustainability 
implications, since Honduras does not have a policy of consumption and 
production of firewood [2].

For the calculation of the energy recovery of any biomass residue we 
consider two aspects: availability and caloric value. The instrument used to 
measure the caloric value of a certain fuel is the adiabatic calorimeter and 
another procedure for calculating the caloric value of a fuel is done using 
equations detailed later.

Rodríguez Rivas [18] argues that: The higher calorific value of wood 
(PCS) is the value obtained from complete combustion, that is, with 
an excess supply of oxygen so there will be no ash and the average heat 
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will be the highest possible since there is no exchange of heat with the 
outside (p. 14).

The following final products are obtained from combustion: O2, CO2, 
SO2, and N2 in a gaseous state combined with water that is contained in the 
sample generated from the hydrogen content [18].

During 2018, the accumulated electricity generation by biomass which 
is equivalent to 7% of the general total is shown in Table 18.3.

Table 18.4 shows the percentage and total electricity generation with 
biomass affected by the SPB.

Table 18.5 shows the energy consumed with biomass affected by SPB vs. 
total annual energy consumption in Honduras for the year 2018.

The percentage of energy consumed with biomass affected by SPB vs. 
total annual energy consumption in 2018 (which is equivalent to 1% of the 
total consumption in Honduras) is shown in Figure 18.9.

It is estimated that 368 MWh can be generated continuously with 
forest biomass with distribution and planning according to the local 
management. Unfortunately, currently there is no such plan in existence 
[19].

Table 18.3 Electricity generation in 2018 by technology.

Generation system
Gross Generation 

[MWh] %

State Hydraulics 2,107,902.00 21.3

State Thermal 30,675.90 0.3

Private Hydraulics 1,153,909.40 11.7

Private Thermal 2,618,311.30 26.5

Coal (Private Thermal) 996,367.90 10.1

Biomass 694,641.00 7

Wind 928,704.80 9.4

Photovoltaic 992,784.80 10

Geothermal 297,068.40 3

Import 65,628.40 0.7

Source: [1].
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Table 18.4 Biomass electricity generating companies.

Generating 
companies

2018

Total GWh- 
Total GWh-
year w/ 
biomass

% Generation 
w/ biomass 
affected by 
SPB

Energy 
generated 
w/ biomass 
affected by 
SPB [GWh]

Aceydesa 5.56 0 0

Chumbagua 32.63 0 0

Ecopalsa 4.002 0 0

Palmasa 0.6 0 0

Biogas y Energia S.A. 3.6 0 0

Exportadora del 
Atlantico

1.3 0 0

Chachaguala 0 0 0

Azunosa 11.28 10 1.13

Cahsa 40.86 10 4.09

Celsur 108.58 10 10.86

Yodeco 0.32 10 0.03

Merendon 125.96 10 12.6

Caracol Knits 16.36 10 1.64

Tres Valles 28.24 15 4.24

Honduras HPGC 
(GPP)

153.05 27 41.32

La Grecia 7.01 30 2.1

Total Generated 604.27 78

Source: [1] and self-elaboration (2019).
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Table 18.5 Percentage of energy consumed with biomass affected by SPB vs. 
total energy consumption

Energy generated w/ 
biomass affected by SPB 
[GWh-year]

% of energy generated 
w/ biomass affected 
by SPB

Total energy 
consumption 
[GWh-year]

78 1% 9885.99

Source: [1] and self-elaboration (2019).

78, 1%

9885.99, 99%

Figure 18.9 % energy consumption from wood affected by SPB. Source: Self elaboration 
(2019).

Table 18.6 Potential energy generated.

Biomass origin Generation potential [MWh] Share [%]

Outside Management Plans 220 60%

Management Plans 65 18%

Scrub or Forest Fallows 83 22%

Total 368 100%

Source: [19].
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The origin and percentage of participation of this potential in the 
generation of electrical energy with forest biomass is shown in Table 
18.6.

In the case of pine forests, it is assumed that for the generation of elec-
tricity, only wood from waste or wood that is the product of thinning young 
trees would be used [19]. The cost of chipped forest biomass that originates 
from utilization waste is an average of 690 Lempiras/ton. When the bio-
mass comes from thinning activities, the cost is around 965 Lempiras/Ton 
[19].

Companies that generate electricity with biomass are making use of 
the sawdust waste produced by sawmills. As a result of this, purchasing 
activity for electricity generation and the availability of sawdust in the 
wood industry has dropped significantly and the price has increased fol-
lowing the conventional supply and demand cycle [19].

18.2.3.1 Determination of Heating Power of Pine Wood
Rodríguez Rivas [18] argues: In the case at hand, the Caloric power is 
the energy contained in a unit of mass of fuel in each forest species, 
and that is released when a reaction occurs where the carbon skeleton 
of a compound breaks down when burned in the atmosphere. oxi-
dant, generally oxygen or fluorine in the gas phase. If the calorimetric 
experiment is carried out under perfectly defined conditions, the vari-
ation of the energy produced in it can be calculated. The knowledge 
of this quantity provides us with information about the magnitude 
and virulence that the fire will present, this depends on two factors: 
the nature of the fuel and the moisture content, which varies depend-
ing on the bioclimatic conditions of the area, especially the amount 
of rainfall and temperature. The thermochemical parameters depend 
on the nature of the fuel of the forest species, the nature of the vola-
tile gases originated during its combustion, the natural plant surface 
and the humidity contained both inside the material and in the envi-
ronment. One of the most common methods used to determine the 
heat or energy flow that is given off in the combustion of a sample, it 
consists of measuring the rise in temperature suffered by a mass of 
water contained in a container of constant volume that does not let 
heat escape using a bomb calorimeter (p.14).

The caloric value is defined as the amount of energy released as heat in a 
kilogram or cubic meter of fuel when it is completely burned in an environ-
ment of constant pressure of 101 Kpa and 25 °C under normal conditions. 
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In other words, the caloric value is the absolute value of the enthalpy [20]. 
This calculation is described by Equation 18.1:

 
= 




∗Caloric power |h | kJ

kg
(Fuel)c

 
(18.1)

where hc: enthalpy.
“It is important to note that in all industrial technical processes only 

the lower caloric power value (LCP) is of interest because the heat from 
the condensation of water vapor contained in the gases (resulting from 
combustion), is not usable” ([20], p. 24). The formula below details the 
calculation of the LCP value:

 
= − +

+
LCP HCP 600(u 9h)

1 u  
(18.2)

where:
LCP: Lower Caloric Power Value
HCP: Higher Caloric Power Value
u: Fuel moisture
h: hydrogen

HCP is value obtained by using an adiabatic calorimeter, 600 is the 
heat of vaporization at 0°C [kcal/kg], u represents the humidity of the fuel 
(referred to dry weight), and 9 kilos of water is formed by oxidizing a kilo 
of hydrogen h (with the proportion of hydrogen of 6.1%), [20].

It is observed that the humidity percentages of the caloric degree that 
can be used depend on this result. Large-scale processes such as drying 
prior to combustion in the boiler or other device are of vital importance; 
this is where biomass’ moisture plays an important role.

The caloric power of the existing biomass in the different sawmills will 
depend on the way it is stored. It is considered that 10% moisture in bio-
mass is optimal for its energy use [20].

The characteristic curve, shown in Figure 18.10, indicates that the 
higher the humidity, the lower the caloric value obtained. Therefore, it is 
important to know the origin and handling method given to the residual 
biomass.
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Table 18.7 shows the analysis performed in regard to the energy poten-
tial for the sugar cane bagasse and the energy potential contained in the 
pine oocarpa biomass affected by the SPB (Dendroctonus Frontalis).

Energy analysis of sugarcane bagasse and sawdust from Pinus Oocarpa 
affected by the SPB D. frontalis CARTIF Technological Center, Spain.

18.2.4 Legal Framework

The General Environmental Law states: “The protection, conservation, 
restoration and sustainable management of the environment and nat-
ural resources are of public utility and social interest” [21]. The Central 
Government and the municipalities will promote the rational use and 
sustainable management of these resources allowing their preservation 
and economic use. The public interest and the common good constitute 
the foundations of all action in defense of the environment, therefore, it 
is the duty of the State through its technical, administrative, and judicial 
instances to comply with and enforce the legal regulations relating to the 
environment.

The institution that heads the environmental sector is the 
Secretary of State for Energy, Natural Resources, Environment, and 
Mines, “My Environment” [22], which is responsible for the for-
mulation, coordination, execution, and evaluation of policies 

0

500

1000

1500

2000

2500

3000

3500

4000

4500

5000

0.00% 20.00% 40.00% 60.00% 80.00% 100.00% 120.00%

Kc
al

/k
g

Humedad

Figure 18.10 Caloric power vs. % humidity. Source: [20].
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related to the protection and use of water resources, sources of renewable 
energy, generation and transmission of hydroelectric and geothermal 
energy, as well as mining activity, and the exploration and exploitation of 
hydrocarbons and it is also concerned with the flora, fauna, and, likewise, 
the control of all types of contamination.

The institution that executes forest conservation and development pol-
icies is the ICF [23]. The ICF is responsible for preparing plans for pest 
control, forest diseases, and fire protection [24].

Due to the problem presented in 2014, the ICF requested that the 
National Committee for Forest Protection, Protected Areas, and Wildlife 
(CONAPROFOR, by its Spanish acronym) approve a declaration of for-
est emergency in several Honduran districts (CONAPROFOR agreement 
001-2014 based on Decree No. 98-2007 and the Law of the National Risk 
Management System).

In 2015, agreement No. 031-2015 was approved, which indicates a spe-
cial procedure for the approval of sanitation plans in areas affected by the 
SPB plague [25].

In order to provide immediate and effective control in the areas affected 
by the SPB at the national level, an Executive Decree approved by the 
Council of Ministers PCM-051-2015 was published in the Official Gazette 
(La Gaceta) to declare a forest emergency to national level for the attack of 
the SPB plague. Article 5 authorizes the CONAPROFOR and ICF on the 
date of enforcement of this decree, proceeding with the use of the forest 
product and by-product from national areas promoting the use of forest’s 
biomass for power generation [26].

Section III. Methodology

18.3 Implementation of Methodology

The methodology implemented for the present research is detailed below, 
proposing two variables: dependent and independent. The dependent vari-
able is the energy generated with affected biomass and the independent 
variable is the tons of affected biomass by the SPB.

The Long-Range Energy Alternatives Planning system (LEAP) was uti-
lized to create energy scenarios with data collected from ICF’s and ENNE’s 
statistical yearbook research published on the web in order to give solu-
tions to the general objectives.
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Considering the current outbreak situation that affects the mentioned 
forests, the following hypothesis was proposed:

- Demonstrate that the wood volume affected by the SPB will not be 
enough to meet the demand for biomass power generation.

Data Collection: This process began compiling information from official 
sources and government institutions such as: ENEE, ICF, and the National 
Institute of Statistics (INE, by its Spanish acronym). This process was full 
of obstacles due to the scarcity of information available.

Research Instrument: Interviews were conducted with experts on the 
topic to obtain a broad point of view of the problem and obtain diverse 
opinions. During the interview, a field visit was made to fully understand 
the problem that currently prevails in the Honduran forests.

The data obtained from the ENEE indicates that only 10% of the wood 
affected by the SPB is used for power generation due to technical reasons 
on the existing boiler design at the country’s generating plants.

In the tabulated study, the Long-Range Energy Alternatives Planning 
system (LEAP), software was used to obtain and analyze the desired 
scenarios.

18.3.1 Flowchart

Based on the above, a Flow Chart of the methodology to be implemented 
was developed, which will serve as guidance for the development of this 
research (Figure 18.11).

Chapter IV. Results and Analysis

18.4 Scenario Taking Into Consideration the Energy 
Demand

Table 18.8 describes all the companies that use biomass for energy genera-
tion with their respective annual production.

In Table 18.5, the biomass weight was calculated in metric tons. The 
information shown in Table 18.9 was obtained from the manual of conver-
sions of the Latin American Energy Organization (OLADE, by its Spanish 
acronym) to convert tons of wood to GWh.
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Table 18.8 History of companies generating biomass energy in Honduras.

Generating company

Generated energy [GWh-year]

2014 2015 2016 2017

Aceydesa 4.68 4.69 1.98 2.40

Azunosa 5.26 11.53 15.98 6.58

Cahsa 38.71 36.97 43.18 35.08

Celsur 50.02 55.58 53.61 82.95

Chumbagua 25.11 25.26 27.37 29.33

Ecopalsa 4.83 7.27 4.20 8.89

Eda 0.00 0.00 0.00 0.00

La Grecia 22.26 14.94 17.15 14.24

Lean 0.00 0.00 0.00 0.00

Tres Valles 18.72 23.80 22.29 33.28

Yodeco 1.05 0.44 0.30 0.51

Merendon 6.16 90.70 121.50 102.78

Caracol Knits 0.00 53.20 75.00 82.79

Palmasa 0.00 0.43 0.09 0.08

Biogas y Energia S.A. 0.00 0.00 4.68 6.80

Exportadora del Atlantico 0.00 0.00 0.75 1.73

Honduras HPGC (GPP) 0.00 0.00 185.45 192.30

Chachaguala 0.00 0.00 0.00 4.55

Total Energy Generated with 
Biomass [GWh-year]

176.79 324.82 573.54 604.27

Source: [1], [27].
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With Equation 18.3, the weight in tons is calculated, where conversion 
factors A and C are taken from Table 18.6.

Biomasss weight (Tons) = (Energy (GWh) / ((A) * (C))) (18.3)

If 10% of the infested pine wood is used from the total biomass con-
sumed by power generating companies, the results are shown in Table 
18.10.

With the information obtained, this data is fed into LEAP software to 
create the scenario “Energy demand until the year 2030, assuming the use 
of 10% of infested pine biomass”.

Data:
Annual Increase in Demand in Honduras: 5.7%

Table 18.9 Conversions (OLADE).

Units Conversion factor

A- Bep/Firewood Ton 2.594

B- MWh/Bep 0.6196

C- MWh - GWh 0.0006196

Annual Consumption Reduction 70%

Source: [28].

Table 18.10 Calculation of biomass weight in metric tons.

Concept

Energy generated per Year

2014 2015 2016 2017
Total Energy Generated w/ 

Biomass [GWh-year]
176.79 324.82 573.54 604.27

10% of Total Energy 
Generated w/ Biomass 
[GWh-year]

17.68 32.48 57.35 60.43

Biomass Equivalent to 
10% of Total used for 
Power Generation 
[Ton]

11,000.21 20,208.52 35,682.23 37,598.56

Source: Self-elaboration (2019).
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Energy % total Biomass generated GWh
aæo

deman10 1( dd increse)
  

(18.4)

Considering the total biomass energy generated [GWh/year] from Table 
18.5 and using the previous formula, the results required for LEAP soft-
ware are obtained, see Table 18.11.

In Figure 18.12, the energy demand projected to the year 2030 is shown. 
The annual electric energy demand tends to grow showing a linear behavior 
of approximately 5.7%/year and a total increase of 67.28 GWh is observed 
from 2016 to 2030, which represents 41,860.52 tons of firewood equivalent 

Table 18.11 Energy data entered in LEAP 
software to create demand scenario.

Year GWh/Year Firewood ton

2016 57.35 35,684.43

2017 60.62 37,718.45

2018 64.08 39,868.40

2019 67.73 42,140.90

2020 71.59 44,542.93

2021 75.67 47,081.87

2022 79.99 49,765.54

2023 84.54 52,602.17

2024 89.36 55,600.50

2025 94.46 58,769.73

2026 99.84 62,119.60

2027 105.53 65,660.42

2028 111.55 69,403.06

2029 117.91 73,359.04

2030 124.63 77,540.51

Source: Self-elaboration (2019).
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to 175,252.07 Boe. In the graph, the yearly demand for wood will be greater 
as shown.

18.4.1 Generation Scenario by Means of Biomass  
Affected by SPB

Table 18.12 shows the volume data affected by the SPB plague, which 
includes the salvage and sanitation plans.

The following formula in Equation 18.5 is used to determine the weight 
in metric tons of the wood infested by the SPB:

 
Density

Mass
Volume   

(18.5)

where:

 





=Pinus Oocarpa Density kg

m
488.833

[29].
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Figure 18.12 Energy scenario with demand. Source: Self-elaboration (2019).
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(18.6)

Table 18.13 shows the results obtained from the calculation of Equation 
18.6 where the data in the columns of the salvage and sanitation plans were 
multiplied by the value of the wood density of the Pinus Oocarpa.

Table 18.12 Wood volume affected by SPB [m3].

Forest region

Salvage 
plans 
2016

Sanitation 
plans 
2016

Salvage 
plans 
2017

Sanitation 
plans 
2017

Atlántida 3,205.00 1,354.00 829.12 5.06

Comayagua 64,071.00 0.00 31,661.53 0.00

El Paraíso 2,927.00 0.00 7,550.92 0.00

Francisco 
Morazán

181,534.00 24.00 171,960.00 2,459.00

Noreste 
Olancho

5,959.00 1,261.00 96.91 0.00

La Mosquitia 0.00 0.00 0.00 0.00

Noroccidente 50,811.00 4,682.00 25,039.14 5,586.00

Occidente 8,169.00 0.00 5,026.66 98.68

Olancho 41,344.00 395.00 100.51 0.00

Pacifico 4,950.00 0.00 4,844.97 0.00

Rio Plátano 
Yoro

0.00 0.00 0.00 0.00

Yoro 29,651.00 56,498.00 4,103.98 31,462.00

TOTAL 392,620.00 64,213.00 251,213.74 39,610.74

Source: [5].
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With Equation 18.7, the energy is calculated performing the operation 
of summation of management plans and salvage plans of the wood affected 
by the SPB in their corresponding years, where conversion factors A and C 
were taken from Table 18.6.

∑( )= + ∗ ∗Energy (GWh) (Salvage plan Sanitation plan) (A) (C)
  

  (18.7)

Table 18.13 Weight in metric tons of wood affected by SPB.

Forest region

Salvage 
plans 
2016

Sanitation 
plans 
2016

Salvage 
plans 
2017

Sanitation 
plans 
2017

Atlántida 1,566.70 661.88 405.30 2.47

Comayagua 31,319.83 0.00 15,477.11 0.00

El Paraíso 1,430.81 0.00 3,691.12 0.00

Francisco Morazán 88,739.27 11.73 84,059.21 1,202.03

Noreste Olancho 2,912.94 616.41 47.37 0.00

La Mosquitia 0.00 0.00 0.00 0.00

Noroccidente 24,837.94 2,288.70 12,239.88 2,730.60

Occidente 3,993.25 0.00 2,457.18 48.24

Olancho 20,210.19 193.09 49.13 0.00

Pacifico 2,419.71 0.00 2,368.37 0.00

Rio Plátano Yoro 0.00 0.00 0.00 0.00

Yoro 14,494.30 27,617.92 2,006.15 15,379.57

Total 191,924.92 31,389.73 122,800.81 19,362.92

Total Tons of 
Wood in 
Salvage Plans 
+ Sanitation 
Plans

223,314.65 142,163.73

Source: Self-elaboration (2019).
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Table 18.14 shows the data entered into LEAP to be able to develop the 
energy scenario with SPB.

Figure 18.13 shows the behavior of energy generation in GWh-year for 
SPB outbreak conditions using the total infested wood. It is observed that 
SPB attacks cyclically with a span of 10 years according to the current logs. 
It is important to observe that the recurrence periods have been shortened. 
Having SPB outbreaks similar to the previous intensities, the energy gener-
ation could reach up to 350 GWh-year equivalent to 911,685.87 Bep.

Table 18.14 Energy Data entered in LEAP 
Software to Create Scenery with SPB.

Year GWh Affected wood [Ton]

2016 358.92 223,314.65

2017 228.49 142,163.73

2018 159.94 99,514.61

2019 47.98 69,660.23

2020 14.39 48,762.16

2021 76.50 47,597.69

2022 76.50 47,597.69

2023 76.50 47,597.69

2024 76.50 47,597.69

2025 358.92 223,314.65

2026 228.49 142,163.73

2027 159.94 99,514.61

2028 47.98 69,660.23

2029 14.39 48,762.16

2030 76.50 47,597.69

Source: Self-elaboration (2019).



626 Renewable Energy Technologies

18.4.2 Energy Generation Scenario Without the Presence  
of SPB

For this scenario, the biomass extracted from the management plans is 
used, calculating the volume of sawdust by means of Equation 18.8, with 
Table 18.15 presenting the values obtained from the calculation of metric 
tons of sawdust from the wood in the roll of management plans.

According to the Food and Agriculture Organization of the United 
Nations (FAO), the percentage of sawdust obtained from the processing of 
wood in rolls in the industry is 7.5% [30].

The value of the density of Pinus Oocarpa is 488.83 [kg/m3] [29].

 Sawdust volume = Wood in rolls [m3] * 7.5% (18.8)
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Figure 18.13 Energetic Scenery with SPB. Source: Self-elaboration (2019).

Table 18.15 Metric tons of sawdust.

Year
Wood rolls management 

plans [m3] Sawdust 7.5% [m3] Sawdust (Ton)

2017 200,859.09 15,064.43 7,363.95

2018 195,360.91 14,652.07 7,162.37

Source: Self-elaboration (2019).
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Calculation of Tons of Sawdust

 Tons of sawdust = (sawdust volume) * (Pinus Oocarpa density)  
  (18.9)

Formulas for calculating energy in GWh for the LEAP software in order 
to create a scenario without SPB:

Specific energy contained in sawdust = 16,795.96 kJ/kg
[31]
Conversion factor = 0.000000277777778 MJ / GWh

= ∗ ∗

Energy GWh (Sawdust (Ton)) 16,795.96 kJ

kg
0.0000002778MJ

GWh  
  (18.10)

Table 18.16 Energy generated with 
biomass from sawdust.

Year Energy GWh

2017 34.356818

2018 33.416358

2019 35.321090

2020 37.334393

2021 39.462453

2022 41.711813

2023 44.089386

2024 46.602481

2025 49.258823

2026 52.066575

2027 55.034370

2028 58.171329

2029 61.487095

2030 64.991860

Source. Self-elaboration (2019).
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Table 18.16 shows the data entered in the LEAP software taking sawdust 
with an annual growth of 5%.

In Figure 18.14, the behavior of energy generation in GWh/year is shown 
using sawmill process biomass. It is possible to observe a slight growth in 
the generation of electricity since sawdust production increases each year 
by approximately 2.18%.

According to the analysis, a generation of 65.00 GWh/year is expected 
by 2030 equivalent to 169,313.09 Boe.
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Figure 18.14 Energetic scenery without SPB. Source: Self elaboration (2019).
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Figure 18.15 Energy Scenarios with SPB, No SPB, and Rising Biomass Demand.
Source: Self-elaboration (2019).
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In Figure 18.15, the behavior of the three energy scenarios is shown. 
The curves show the behavior of electricity generation with biomass and 
are called: reference (demand), with, and without SPB, showing that the 
generation of electrical energy with biomass from sawmills will not cover 
the demand for electrical energy of the reference curve (demand).

The curve with SPB shows the cyclical outbreak behavior: if the affected 
biomass were used, the demand could be covered without using 100% of 
the affected wood and with a surplus of biomass that will be wasted.

Conclusions

1. According to Figure 18.15, for different analyzed scenarios 
it was determined that wood obtained from the SPB plague 
will not be enough to meet the energy demand by the mid-
dle of 2021, so biomass must be obtained from other sources 
to cover the demand until the year 2025.

2. According to the results obtained, the SPB outbreaks behave 
in a cyclical manner and, in recent years, the recurrence peri-
ods have shortened and produced more devastating effects.

3. In Figure 18.15, the energy demand growth (reference 
curve) shows that without the supply of wood affected by 
SPB or other biomass, the generation of energy would not 
cover the demand.

4. In peak years, when the SPB is most aggressive and if all the 
infested wood were used, more than 50% of the total energy 
produced by all biomass power plants would be generated 
(taking the year 2017 as a reference).

5. The work analyzed the biomass energy potential initiated by 
the SPB outbreak, obtaining a maximum value of 350 GWh/
year at the peak periods of the outbreak.

6. The places affected by the SPB were identified in Figure 18.8, 
signaling an affected area of   511,504 ha. with the districts 
of Olancho, Yoro, and Francisco Morazán being the most 
affected.

7. The generators that are currently taking advantage of this 
kind of biomass were identified (Table 18.4), showing La 
Grecia, Honduras HGPC and Tres Valles, and Caracol Knits 
as the major consumers.

8. The SPB outbreaks are an advantage for biomass power gen-
erators as long as their raw material is not healthy wood, 
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as this helps them to increase power generation having 
the option of biomass storing for use in critical or shortage 
periods.

9. When using wood affected by the SPB for energy genera-
tion, no direct disadvantages were detected, but there are 
some indirect drawbacks such as deforestation, soil erosion, 
decrease in CO2 absorption, and loss of habitat for animal 
species as a collateral effect.
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Appendix

A1 2MW DFIG parameters.

V 690V Xs 0.09231pu Xr 0.09955 pu
Rs,Rr 0.00488, 

0.00549 pu

X L 0.5 pu Jt 4.29 S Jg 0.9 S Dtg 1.5

DC link Capacitor- 1400µF Ktg 5 to 10 Vdc 1200V

A2 Specifications of 1.1kW DFIG coupled 
to DC machine.

DFIG Power 1.1 kW

Rotor Speed 800 rpm

Voltage at Stator Terminals 415 V

Stator Current 4.6 A

Synchronous Speed 1000 rpm

Voltage of DC Motor 230 V

Speed of DC Motor 1500 rpm

DC Field Current 0.8 A
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Model Parameters of MG System and Their Values

Ri Speed Regulation (Hz/p.u)   2.4
Mi Inertia Coefficient of Generator (Hz/p.u)  0.23
Di Damping Coefficient of Generator (Hz/p.u)  0.016
i ith Area
Tgi Time Constant of Governor (s)   0.1
Tdi Time Constant of Generator (s)   0.3
Tbi Time Constant of Battery (s)   0.2
Twi Time Constant of Wind Turbine (s)  1.5
Tsi Time Constant of PV (s)    2.0

BFOA Initialization Parameters

Number of bacteria = 50; Number of Chemotactic steps = 10; Number 
of Reproduction steps = 2; Probability of Elimination- Dispersal = 0.25; 
Number of elimination - dispersal events = 2



635

Index

Accelerated Power Development & 
Reform Programme (APDRP), 69

Acidogenesis, 260, 261
Aerosol optical depth, 280
Aggregated Technical and Commercial 

(AT&C), 65, 66, 68, 69, 70, 71, 73, 
83, 84, 90, 93

Agricultural, 66, 67, 75, 79, 89
Alcohols, 252
Aldehyde, 252
Alkaline fuel cells, 331, 378
AMRUT, 85, 86
Anaerobic conditions, 261, 267, 278
Anaerobic digester, 270, 271
Anaerobic digestion (AD), 259
Anaerobic fluidized bed reactor, 270
Anaerobic reactor, 268
Anaerobic sequencing batch reactor, 

270
Aromatics, 252
Aromatization, 254
Artificial coalification, 253
Atomic energy act, 1962, 76

Batch mode reactor, 249
Biocrude, 272
Biodegradable materials, 260
Bio-electrochemical systems, 277
Bio-energy, 73, 75
Bioenergy technologies, 246
Bio-fuels, 89, 276
Biogas, 259, 260–268
Biogas-based Power Generation and 

Thermal Application (BPGTP), 
75

Biogas use, 264
Biogas digesters, 267–271
Biomass, 88
Biomass monomers, 255
Biomass resources, 246, 272
Biomass slurry, 254
Biomethanation, 247
BIOURJA, 75
Black carbon, 280
Business model, 66, 79, 306

Carbides, 382
Carbon footprint, 258
Capacitive compensation, 220
Captive generation, 77
Carbon emission, 73, 168, 280
Carbon tax, 91, 94
Carbon-to-oxygen ratio, 253
Carcinogenic compounds, 258
Catalyst support, 329, 331, 333
Constant electrode, 379
Catalytic hydrothermal liquefaction, 

249
Cathode electrocatalyst layer, 332
Central Electricity Authority (CEA), 

85
Central Electricity Regulatory 

Commission (CERC), 296
Central Finance Assistance (CFA), 75
Centralized power generation, 92
Chemistry of liquefaction, 250–252
Challenges, 89
Climate change, 65, 70, 71, 72, 74, 88, 

90
Co-generation, 75



636 Index

Comparative analysis of 
thermochemical processes, 257

Competition, 78, 93
Complete mix anaerobic digester, 270
Concurrent, 76
Concentrated solar power, 22
Condensation, 254
Constant gas, 379
Constitution of India, 76
Consumers, 66, 68, 69, 72, 82, 87, 89, 

92
Continuous flow reactors, 249
Conventional energy resources, 70, 82, 

88, 512
COP21, 70, 81
Counter electrodes (CEs), 135, 150
Covered anaerobic lagoon digester, 269
Cross-sector linkage, 89, 93, 94
Cross-subsidy surcharge, 66, 77
Cryogenic separation, 262
Current density, 111
Customer satisfaction, 65, 72
Customer service management, 68, 72
Cyclization, 252

Data privacy, 91
Data security, 83, 92
Decarboxylation, 252, 254–256
Decentralized Distributed Generation 

System (DDG), 71, 78
Decentralized generation, 71
Decomposition, 246, 248, 251
Dehydration, 254
DEM model, 3
Demand side management, 86
Demand-supply management, 91
Democratization of energy, 91
Department of Science And 

Technology (DST), 84
Depleted heterojunction cell, 139
Depolymerisation, 251
DG System, 73, 76, 78–82
Doubly Fed Induction Generator 

(DFIG), 217

Dynamic controller, 229, 231
Digital, 82, 84, 85, 90, 91
Direct Benefit Transfer (DBT), 79
Direct combustion of biomass, 247
Direct liquefaction, 248
Direct methanol fuel cells, 335
Distributed Generation (DG), 63, 66, 

71, 72, 90–94
Distribution sector, 65, 66, 68, 77, 78, 

83, 87
Distribution system, 66, 71, 77, 78, 84, 

86, 93
Distribution Utilities (Discoms), 65, 

67, 77, 303, 305, 312
Drag models, 1, 3, 4, 9, 13 

Economic growth, 65, 115, 268
Economic opportunities, 259
Efficiency, 141
Electrolyte, 142, 149, 151
Electron transport layer (ETL), 140
Electric Vehicles (EV), 84
Electricity (Amendment) Act, 2018 

(EA 2018), 78
Electricity (Amendment) Act, 2020 

(EA 2020), 78
Electricity access, 63, 64, 66, 67, 69
Electricity Act, 2003 (EA, 2003), 65
Electricity sector, 76
Electrochemical surface area, 337, 343
Electrolyte, 111, 144
Embedded generation, 71
EMMS drag model, 3, 9, 12, 13
Energy accessibility, 64
Energy diversity, 72
Energy efficiency, 82, 116, 117
Energy internet, 91
Energy mix, 84, 279, 282
Energy poverty, 67
Energy resources, 70, 73, 76, 82, 88
Energy security, 93
Energy Service Companies (ESCOs), 

82
Energy storage, 85, 91



Index 637

Energy sustainability, 64, 65
Environment-friendly, 86, 89, 115
Environmental opportunities, 258
Esters, 252
Exclusive Economic Zone (EEZ), 88

Fast pyrolysis, 250
Feed-In Tariffs (Fit), 80
Fermenting bacteria, 261
Floating drum digester, 268
Fluorine-doped tin oxide, 340
Field factor (FF), 140
Fixed dome digester, 267, 269
Fixed film anaerobic digester, 271
Fuel substitution, 278
Future prospects of WtE technologies, 

279

Gas diffusion backing, 380
Gas diffusion layer, 332
Gasification, 88, 275, 281
Generation, 71
Generation-Based Incentives (GBI), 74
Generic tariffs, 87
Geothermal, 73
Germany, 92
GIS technology, 85
Global energy contribution, 246
Global MSW generation, 273
Global warming potential, 258
Governance, 85, 92
Greenhouse gas (GHG) emissions, 

256, 296
Grid integration, 82, 86
Grid-connected, 31, 34, 80
Grid-connected SPV, 73
Grievance redressal mechanism, 79
Gross metering, 87
Granular bulk viscosity, 4
Gidaspow drag model, 3, 12
Gross Domestic Product (GDP), 66

HAAM stages, 261
Hazardous medical waste, 281

High solid fermentationm, 270
Hot compressed water treatment, 253
Hole transporting material (HTM), 

140
Hybrid bulk heterojunction cell, 139
Hydraulic retention time, 262
Hydrochar, 248, 249, 253, 255, 256
Hydrodeoxygenation (HDO), 252
Hydrodynamics, 1, 2
Hydrogen electrode, 379, 384, 385, 

387, 392, 396
Hydrogen evolution reaction, 100, 109, 

110, 111, 377
Hydrogen ion battery, 375
Hydrogen oxidation reaction, 378
Hydrolysis, 250, 254, 261, 273
Hydrothermal carbonization (HTC), 

253
Hydrothermal liquefaction (HTL), 

248, 252, 272
Hydrothermal liquefaction steps, 249
Hydrothermal processing (HTP), 256, 

258, 272, 282
Hydrous pyrolysis, 248

Information and communication 
technology (ICT), 84, 90

Impact, 92, 93, 141
Impacts of COVID-19, 280
India Smart Grid Forum (ISGF), 83, 

84, 324
Indian energy exchange limited, 77
Indian Smart Grid Task Force 

(ISGTF), 83
Inoculum treatment, 263
International Competitive Bidding 

(ICB), 88
International Energy Agency (IEA), 64
Iridium, 381, 383, 387
IRR (Internal Rate of Return), 87

Jawaharlal National Solar Mission 
(JNNSM), 70

Jurisdiction, 76, 77



638 Index

Ketones, 252

Law, 76
Liquid organic hydrogen carriers, 377
Lockdown measures, 280
Long chain polymer structure, 251
Long transmission line, 217, 218, 220, 

221, 236, 241

Membrane, 382, 383
Membrane electrode assembly, 332, 

380
Methanol oxidation reaction, 336
Metal hydrides, 377, 381, 388
Methane, 258, 262, 263, 266
Methane forming bacteria, 261
Methanogenesis, 261
Microbes, 261
Microbial, 262, 263
Microbial fuel cell (MFC), 245
Micro-hydro power plants, 277
Micro grid, 91, 93
Mini-grid, 72, 82, 86, 89, 93
Ministry of information and 

communication technology, 84
Ministry of New and Renewable 

Energy (MNRE), 26, 70
Ministry of Power (Mop), 83
MNRE, 73, 75, 88, 89
Molten carbonate fuel cells, 331
Multiple exciton generation (MEG), 

133, 145
Municipal wastewater, 276, 278
Municipal sewage, 273
Municipal solid waste (MSW), 273, 

275

Nafion®, 332, 382
National aeronautics and space 

administration, 332
National Action Plan On Climate 

Change (NAPCC), 88
National electric mobility mission, 86, 

314

National Electricity Policy 2005 (NEP 
2005), 80

National Energy Policy 2017, 80
National Off-Shore Wind Energy 

Policy, 88
National Policy On RE Based Mini/

Micro-Grids, 81
National RE Fund, 89
National RE Policy, 78, 311
National Renewable Energy Act 2015 

(NREA 2015), 89
National Smart Grid Mission (NSGM), 

84
National Tariff Policy (NTP) 2006, 80
National Tariff Policy 2016, 89
National Thermal Power Corporation 

(NTPC), 22, 39, 40
National Institute of Wind Energy 

(NIWE), 22, 41
Nationally Determined Contributions 

(NDC), 65, 72, 74, 81, 93
Net metering, 87
Nickel, 389, 393
NITI Aayog, 80, 81
Non-discriminatory access, 77, 78
Nuclear energy, 76

Off-grid, 76, 75, 170
Off-shore wind power generation, 88
Open access, 65, 77, 78, 324
Open circuit voltage, 139, 140, 149, 

421
Operating parameters, 247, 250, 251
Opportunities arising from WtE, 278
Oxygen reduction reaction, 333, 345, 

347

Panchayat body, 77
Parliament of India, 76
Peak hours, 72, 325, 409
pH, 256, 262
Phase separation, 250
Phenols, 252
Phosphoric acid fuel cells, 331



Index 639

Photovoltaic effect, 133, 134, 136, 138
Photoanode, 140, 142
Pico-hydraulic turbine, 277
Platinum, 333, 334, 336, 339
Plug flow digester, 270
Policies, 82, 86, 91
Policy, 85, 86, 88, 90, 93
Polymerization, 254
Polymer electrolyte fuel cell, 329, 331, 

338, 339, 365
Polytetrafluoroethylene, 332
Potential challenges to viability, 279
Power density, 339
Power Grid Corporation of India 

(PGCI), 39, 305
Power system, 81, 82, 91, 92, 93
Process optimization, 259
Project specific tariffs, 87
Prosumer, 87, 90, 91, 93, 94
Psychrophilic digester, 263
Pyrochar, 256
Pyrochar structure, 256
Pyrolysis, 253, 273, 275, 281

Quantum dot sensitized solar cells 
(QDSSCs), 133, 135

Rajasthan Electronics and Instruments 
Ltd. (REIL), 22

Rajasthan Renewable Energy 
Corporation Limited (RRECL), 
38

Rajasthan Solar Park Development 
Company Limited (RSPDCL), 22

Reaction rate, 249
Reactor design, 259
Reactor design parameters, 249
Reactor quenching, 250
Rearrangement, 252
Recombination, 252
Regenerative fuel cell, 375
Renewable purchase obligations, 22
RE resources, 73, 84, 91
RE sector, 86, 89

RE system, 88, 89
RE tariff orders, 87
RE technology, 73, 88, 93
Reversible microfluidic fuel cell, 378, 

392
Reversible solid oxide fuel cell, 378, 

390
RE-based system, 85, 86
REC, 85, 89
Reform, 76, 77
Regulation, 88, 91, 93
Regulatory bodies, 76
Regulatory commissions, 94, 305
Reliability, 93
Reliable, 84, 85, 86, 90
Remote, 72, 74, 80, 435–437
Renewable, 25, 29, 31, 34
Renewable energy, 64, 77, 78
Renewable Energy Certificate (REC), 

86, 309
Renewable energy resources, 88, 300, 

394, 403
Renewable Energy Service Providers 

(Resps), 89
Renewable Generation Obligation 

(RGO), 89
Residence time, 248, 262
Restructured APDRP (RAPDRP), 69
Retention time, 250, 252
Reverse bidding mechanism, 88
Rotor Side Converter (RSC), 217, 219
RPO, 70, 72, 78, 80, 86
Rural, 80, 83, 87, 89
Rural areas, 77, 78
Rural Electrification Policy (REP), 

2006, 80
Rural sector, 66, 67

SAUBHAGYA, 64, 86, 90, 94
Schottky cell, 139
SDG 7, 280
Section 14, 77, 79
Section 39, 78
Section 4, 77, 80



640 Index

Section 42 (2), 78
Section 5, 77, 80
Section 53, 77
Section 9, 77, 307
Security, 72, 83, 92
Self-healing, 82
Semi-coated carbon on titania 

nanorods, 363
Semi-continuous processes, 269
Sequestration of carbon dioxide, 256
SERC, 80, 87
Seventh schedule, 76, 89
Sewage sludge, 247, 253, 276
Shockley-Queisser Limit, 135
Shorter chain polymers, 255
Sludge from sewage, 260
Slurry, 260, 265, 267, 268, 269
Small hydro, 73
Small hydro energy, 74
Small hydropower, 87
Small Hydro Power (SHP), 22, 31
Smart city, 85, 86
Smart grid, 85, 86, 90
Smart meter, 80, 82, 84, 86, 91
Smart metering, 82
Social opportunities, 258
Solar, 73
Solar cell, 134, 135
Solar power, 55, 71, 73, 87, 168
Solar energy, 71, 73, 88
Solar energy corporation of India 

(SECI), 22, 40, 88, 307 
Solar plants, 88
Solar PV (SPV), 70, 74, 77, 88, 91
Solar RPO, 70
Solar thermal, 88, 300
Solid volume fraction, 8, 9, 12, 13, 18
Specularity coefficient, 8
Stand-Alone, 72
State, 76–81
State Electricity Regulatory 

Commission (SERC), 77

State legislature, 76
State space models, 227
Substrate, 271
Sustainability, 78, 86, 89, 92
Sustainable, 89, 91
Sustainable development, 92, 93
Syamlal O’Brien drag model, 3, 12,  

18

Tariff, 80, 87, 88, 89, 91, 94
Tera Watt Hour (TWH), 22, 26, 34
Thermochemical conversion process 

(TCC), 247
Thermophilic conditions, 263
Thermophilic digester, 263
Time domain analysis, 219, 229
Titanium, 150, 339, 340
Titanium sub-oxide, 340
Torsional Interactions (TI), 219
Transmission, 76, 77, 84
Transportation biofuels, 247

UDAY 2.0, 69, 83
Ujjwal Discom Assurance Yojana 

(UDAY), 69
Union, 69, 74, 76
United Nations Commission (UNC), 

64
United Nation Framework Convention 

on Climate Change (UNFCCC), 
22

Unitized regenerative alkaline fuel cell, 
388

Unitized regenerative fuel cell, 375, 
376

Universal electricity access, 93
Universal service obligation, 72,  

93

Vector profile, 1
Volatile fatty acids, 263
Volumetric organic load, 263



Index 641

Waste to energy, 73, 75
Waste to energy conversion (WtE), 

272, 275
Wet biomass, 248, 250, 253
Wet torrefaction, 253
Wind, 74, 91
Wind energy, 74
Wind Energy Conversion Systems 

(WECs), 217
Wind power, 74, 88

World Energy Council’s (WEC),  
64

WWEA (World Wind Energy 
Association), 91

Yttria-stabilized zirconia, 391
Yttrium-doped barium cerate 

zirconate, 392

Zero-emission vehicles, 395, 396



Also of Interest

From the same editors

RENEWABLE ENERGY FOR SUSTAINABLE GROWTH ASSESSMENT, 
Edited by Nayan Kumar and Prabhansu, ISBN: 9781119785361. Written 
and edited by a team of experts in the field, this collection of papers reflects 
the most up-to-date and comprehensive current state of renewable energy 
for sustainable growth assessment and provides practical solutions for 
engineers and scientists. NOW AVAILABLE!

Check out these other related titles from Scrivener Publishing

INTELLIGENT RENEWABLE ENERGY SYSTEMS: Integrating Artificial 
Intelligence Techniques and Optimization Algorithms, Edited by Neeraj 
Priyadarshi, Akash Kumar Bhoi, Sanjeevikumar Padmanaban, S. 
Balamurugan, and Jens Bo Holm-Nielsen, ISBN: 9781119786276. This col-
lection of papers on artificial intelligence and other methods for improving 
renewable energy systems, written by industry experts, is a reflection of 
the state of the art, a must-have for engineers, maintenance personnel, stu-
dents, and anyone else wanting to stay abreast with current energy systems 
concepts and technology. NOW AVAILABLE! 

ARTIFICIAL INTELLIGENCE FOR RENEWABLE ENERGY SYSTEMS, 
Edited by Ajay Kumar Vyas, S. Balamurugan, Kamal Kant Hiran, Harsh 
S. Dhiman, ISBN: 9781119761693. Renewable energy systems, including 
solar, wind, biodiesel, hybrid energy, and other relevant types, have numer-
ous advantages compared to their conventional counterparts. This book 
presents the application of machine learning and deep learning techniques 
for renewable energy system modeling, forecasting, and optimization for 
efficient system design. NOW AVAILABLE!



Encyclopedia of Renewable Energy, by James G. Speight, ISBN 
9781119363675. Written by a highly respected engineer and prolific author 
in the energy sector, this is the single most comprehensive, thorough, and 
up to date reference work on renewable energy. NOW AVAILABLE! 

Green Energy: Solar Energy, Photovoltaics, and Smart Cities, edited by Suman 
Lata Tripathi and Sanjeevikumar Padmanaban, ISBN 9781119760764. 
Covering the concepts and fundamentals of green energy, this volume, 
written and edited by a global team of experts, also goes into the practical 
applications that can be utilized across multiple industries, for both the 
engineer and the student. NOW AVAILABLE!

Microgrid Technologies, edited by C. Sharmeela, P. Sivaraman, P. 
Sanjeevikumar, and Jens Bo Holm-Nielsen, ISBN 9781119710790. 
Covering the concepts and fundamentals of microgrid technologies, this 
volume, written and edited by a global team of experts, also goes into the 
practical applications that can be utilized across multiple industries, for 
both the engineer and the student. NOW AVAILABLE!

Energy Storage, edited by Umakanta Sahoo, ISBN 9781119555513. Written 
and edited by a team of well-known and respected experts in the field, this 
new volume on energy storage presents the state-of-the-art developments 
and challenges in the field of renewable energy systems for sustainability 
and scalability for engineers, researchers, academicians, industry profes-
sionals, consultants, and designers. NOW AVABILABLE! 

Biofuel Cells, Edited by Inamuddin, Mohd Imran Ahamed, Rajender 
Boddula, and Mashallah Rezakazemi, ISBN 9781119724698. This book 
covers the most recent developments and offers a detailed overview of 
fundamentals, principles, mechanisms, properties, optimizing parameters, 
analytical characterization tools, various types of biofuel cells, edited by 
one of the most well-respected and prolific engineers in the world and his 
team. COMING IN SUMMER 2021

Biodiesel Technology and Applications, Edited by Inamuddin, Mohd 
Imran Ahamed, Rajender Boddula, and Mashallah Rezakazemi, ISBN 
9781119724643. This outstanding new volume provides a comprehensive 
overview on biodiesel technologies, covering a broad range of topics and 
practical applications, edited by one of the most well-respected and prolific 
engineers in the world and his team. COMING IN SUMMER 2021



Energy Storage 2nd Edition, by Ralph Zito and Haleh Ardibili, ISBN 
9781119083597. A  revision of the groundbreaking study of methods for 
storing energy on a massive scale to be used in wind, solar, and other 
renewable energy systems. NOW AVAILABLE!

Hybrid Renewable Energy Systems, edited by Umakanta Sahoo, ISBN 
9781119555575. Edited and written by some of the world’s top experts in 
renewable energy, this is the most comprehensive and in-depth volume on 
hybrid renewable energy systems available, a must-have for any engineer, 
scientist, or student. NOW AVAILABLE!

Progress in Solar Energy Technology and Applications, edited by Umakanta 
Sahoo, ISBN 9781119555605. This first volume in the new groundbreaking 
series, Advances in Renewable Energy, covers the latest concepts, trends, 
techniques, processes, and materials in solar energy, focusing on the state-
of-the-art for the field and written by a group of world-renowned experts. 
NOW AVAILABLE! 

A Polygeneration Process Concept for Hybrid Solar and Biomass Power 
Plants: Simulation, Modeling, and Optimization, by Umakanta Sahoo, ISBN 
9781119536093. This is the most comprehensive and in-depth study of the 
theory and practical applications of a new and groundbreaking method for 
the energy industry to “go green” with renewable and alternative energy 
sources. NOW AVAILABLE!

Nuclear Power: Policies, Practices, and the Future, by Darryl Siemer, ISBN 
9781119657781. Written from an engineer’s perspective, this is a treatise 
on the state of nuclear power today, its benefits, and its future, focusing on 
both policy and technological issues. NOW AVAILABLE! 

Zero-Waste Engineering 2nd Edition: A New Era of Sustainable Technology 
Development, by M. M. Kahn and M. R. Islam, ISBN 9781119184898. 
This book outlines how to develop zero-waste engineering following 
natural pathways that are truly sustainable using methods that have 
been developed for sustainability, such as solar air conditioning, natural 
desalination, green building, chemical-free biofuel, fuel cells, scientifi-
cally renewable energy, and new mathematical and economic models. 
NOW AVAILABLE!



Sustainable Energy Pricing, by Gary Zatzman, ISBN 9780470901632. In 
this controversial new volume, the author explores a new science of energy 
pricing and how it can be done in a way that is sustainable for the world’s 
economy and environment. NOW AVAILABLE!

Sustainable Resource Development, by Gary Zatzman, ISBN 9781118290392. 
Taking a new, fresh look at how the energy industry and we, as a planet, 
are developing our energy resources, this book looks at what is right and 
wrong about energy resource development. This book aids engineers and 
scientists in achieving a true sustainability in this field, both from an eco-
nomic and environmental perspective. NOW AVAILABLE!

The Greening of Petroleum Operations, by M. R. Islam et al., ISBN 
9780470625903. The state of the art in petroleum operations, from a 
“green” perspective. NOW AVAILABLE!

Emergency Response Management for Offshore Oil Spills, by Nicholas P. 
Cheremisinoff, PhD, and Anton Davletshin, ISBN 9780470927120. The 
first book to examine the Deepwater Horizon disaster and offer processes 
for safety and environmental protection. NOW AVAILABLE!

Biogas Production, Edited by Ackmez Mudhoo, ISBN 9781118062852. This 
volume covers the most cutting-edge pretreatment processes being used 
and studied today for the production of biogas during anaerobic digestion 
processes using different feedstocks, in the most efficient and economical 
methods possible. NOW AVAILABLE!

Bioremediation and Sustainability: Research and Applications, Edited 
by Romeela Mohee and Ackmez Mudhoo, ISBN 9781118062845. 
Bioremediation and Sustainability is an up-to-date and comprehensive 
treatment of research and applications for some of the most important 
low-cost, “green,” emerging technologies in chemical and environmental 
engineering. NOW AVAILABLE!

Green Chemistry and Environmental Remediation, Edited by Rashmi Sanghi 
and Vandana Singh, ISBN 9780470943083. Presents high quality research 
papers as well as in depth review articles on the new emerging green face of 
multidimensional environmental chemistry. NOW AVAILABLE!



Bioremediation of Petroleum and Petroleum Products, by James Speight 
and Karuna Arjoon, ISBN 9780470938492. With petroleum-related spills, 
explosions, and health issues in the headlines almost every day, the issue 
of remediation of petroleum and petroleum products is taking on increas-
ing importance, for the survival of our environment, our planet, and our 
future. This book is the first of its kind to explore this difficult issue from an 
engineering and scientific point of view and offer solutions and reasonable 
courses of action. NOW AVAILABLE!

Wind Power, by Victor Lyatkher, ISBN 9781118720929. An up-to-date and 
thorough treatment of the technologies, practical applications, and future 
of wind power, covering the pros and cons and technical intricacies of vari-
ous types of wind turbines and wind power prediction. NOW AVAILABLE!

Tidal Power: Harnessing Energy From Water Currents, by Victor Lyatkher, 
ISBN 978111720912. Offers a unique and highly technical approach to 
tidal power and how it can be harnessed efficiently and cost-effectively, 
with less impact on the environment than traditional power plants. NOW 
AVAILABLE!


	Cover
	Half-Title Page
	Title Page
	Copyright Page
	Contents
	Preface
	1 Comparison of Drag Models for Hydrodynamic Flow Behavior Analysis of Bubbling Fluidized Bed
	Abbreviations
	1.1 Introduction
	1.2 Mathematical Model
	1.3 Results and Discussion
	1.3.1 Effect of Different Drag Models for Radial Distribution of Solid
	1.3.2 Effect of Different Drag Models for Axial Distribution of Solid
	1.3.3 Contours and Vector Plot

	1.4 Conclusion
	References

	2 Pathways of Renewable Energy Sources in Rajasthan for Sustainable Growth
	Abbreviations
	2.1 Introduction
	2.2 Renewable Energy in India
	2.3 Renewable Energy in Rajasthan
	2.3.1 Conventional Energy Sources in Rajasthan
	2.3.2 Renewable Energy Sources
	2.3.2.1 Solar Energy
	2.3.2.2 Wind Energy
	2.3.2.3 Biomass Energy
	2.3.2.4 Small Hydropower


	2.4 Government Initiatives
	2.5 Major Achievements
	2.6 Environment Effects
	2.7 Conclusion
	References

	3 Distributed Generation Policy in India: Challenges and Opportunities
	3.1 Background
	3.2 Electricity Access in India
	3.2.1 Distribution Sector of India
	3.2.2 Distributed Generation
	3.2.3 Recent DG Technologies and their Scenario in India

	3.3 DG System Position in Existing Legal and Policy Framework of India
	3.3.1 Position of the Electricity Sector in the Constitution of India
	3.3.2 Overview of the Electricity Act, 2003
	3.3.3 DG System Position in the Electricity Act, 2003 [5]
	3.3.4 DG System Position in the Electricity (Amendment) Act 2018 and Electricity (Amendment) Act, 2020
	3.3.5 DG System Position in the National Renewable Energy Act 2015 [30]
	3.3.6 DG System Position in the National Electricity Policy 2005, National Tariff Policy 2006, Rural Electrification Policy 2006, and National Energy Policy 2017

	3.4 Analysis and Challenges in the DG System
	3.4.1 National Policy on Renewable Energy Based Mini/Micro-Grid
	3.4.2 Smart Grid Policy of India
	3.4.3 Grid Integration Policy of DG System
	3.4.4 Regulatory Commission on the DG System [42]
	3.4.5 Renewable Energy Policy of India
	3.4.6 Challenges
	3.4.7 Impact of DG System on the Indian Power System

	3.5 Conclusion
	References

	4 Sustainable Development of Nanomaterials for Energy and Environmental Protection Applications
	4.1 Introduction
	4.2 Photocatalysis
	4.2.1 Mechanism of Photocatalysis
	4.2.2 Applications of Photocatalysis
	4.2.3 Current Trends in Photocatalytic Applications

	4.3 Electrocatalysis
	4.3.1 Mechanism of Electrocatalysis
	4.3.2 Applications of Electrocatalysis
	4.3.3 Current Trends in Electrocatalytic Applications

	4.4 Supercapacitors
	4.4.1 Mechanism of Supercapacitors
	4.4.2 Applications of Supercapacitors
	4.4.3 Current Trends in Supercapacitor Applications

	4.5 Conclusions
	Acknowledgments
	References

	5 Semiconductor Quantum Dot Solar Cells: Construction, Working Principle, and Current Development
	5.1 Introduction
	5.2 Solar Cell Operation (Photovoltaic Effect)
	5.2.1 Physical Explanation of Photovoltaic Effect

	5.3 Quantum Dot Based Solar Cells
	5.4 Materials for QDSSCs
	5.4.1 Photoanodes for QDSCs
	5.4.2 Sensitizer for QDSSCs
	5.4.3 Electrolytes and CE for QDSCs

	5.5 Conclusion and Future Prospects
	References

	6 Review on Productivity Enhancement of Passive Solar Stills
	6.1 Introduction
	6.2 Need for Desalination in India & Other Parts of World
	6.3 Significance of Solar Energy – Indian Scenario
	6.4 Desalination Process Powered by Solar Energy
	6.4.1 Solar Thermal Desalination

	6.5 Solar Still
	6.5.1 Categorization of Solar Stills
	6.5.1.1 Passive Solar Still
	6.5.1.2 Active Solar Still

	6.5.2 Pros and Cons of Solar Still

	6.6 Methods to Augment the Potable Water Yield in Passive Solar Still
	6.6.1 Incorporating Thermal Energy Storage
	6.6.1.1 Sensible Heat Energy Storage (SHES)
	6.6.1.2 Latent Heat Energy Storage (LHES)

	6.6.2 Integrating Fins to the Absorber
	6.6.3 Inclusion of Wicks & Natural Fibres
	6.6.4 Modifying the Geometry of Solar Still

	6.7 Factors Affecting the Rate of Productivity
	6.7.1 Environmental Factors
	6.7.2 Design Factors
	6.7.3 Operational Factors

	6.8 Corollary on Productivity Enhancement Methods
	6.9 Conclusions and Future Recommendations
	References

	7 Subsynchronous Resonance Issues in Integrating Large Windfarms to Grid
	7.1 Introduction
	7.2 Literature Survey
	7.3 DFIG Based Grid Integrated WECs
	7.4 Modeling of System Components
	7.4.1 Mechanical System
	7.4.2 DFIG
	7.4.3 Transmission Network
	7.4.4 RSC – GSC Converter
	7.4.5 Integration of the Complete System

	7.5 Analysis of Subsynchronous Resonance
	7.5.1 Analysis by Eigenvalue Method
	7.5.2 Time Domain Analysis
	7.5.2.1 DFIG Control Scheme
	7.5.2.2 Control Technique
	7.5.2.3 Design of Dynamic Controller

	7.5.3 System Performance with the Proposed Technique

	7.6 Hardware Implementation
	7.7 Conclusion
	References

	8 Emerging Trends for Biomass and Waste to Energy Conversion
	8.1 Introduction
	8.1.1 Biomass Resources
	8.1.2 Bio-Energy Technologies

	8.2 Hydrothermal Processing
	8.2.1 Hydrothermal Liquefaction
	8.2.2 Operating Conditions for HTL
	8.2.3 Types of Hydrothermal Liquefaction Systems
	8.2.4 Hydrothermal Liquefaction Steps
	8.2.5 Chemistry of Liquefaction
	8.2.6 Advantages of Hydrothermal Liquefaction
	8.2.7 Hydrothermal Carbonization (HTC)
	8.2.8 Process Mechanism of HTC
	8.2.9 Comparison of Pyrochar and Hydrochar Properties

	8.3 Opportunities and Challenges in Hydrothermal Processing (HTP)
	8.3.1 Environmental Opportunities
	8.3.2 Social Opportunities
	8.3.3 Economic Opportunities
	8.3.4 Challenges in HTP

	8.4 Bio-Methanation Process
	8.4.1 Factors that Influence AD
	8.4.2 Biogas Use
	8.4.3 Benefits of Biogas Technology
	8.4.4 Biogas Digester
	8.4.5 Types of Biogas Digesters
	8.4.6 Factors to Consider when Selecting a Biogas Digester Design

	8.5 Integrating AD-HTP
	8.6 Waste to Energy Conversion
	8.6.1 WtE Conversion Case Studies
	8.6.2 WtE from Municipal Wastewater
	8.6.3 Opportunities Arising from WtE Plans
	8.6.4 Potential Challenges to Viability
	8.6.5 Future Prospects of WtE Technologies

	8.7 Impacts of COVID-19 on Biomass and Waste to Energy Conversion
	8.8 Conclusion
	References

	9 Renewable Energy Policies and Standards for Energy Storage and Electric Vehicles in India
	Abbreviations
	9.1 Introduction
	9.1.1 The Paris Climate Agreements and India’s INDC Targets
	9.1.2 India’s Current RE Policy Landscape: A Brief Overview

	9.2 Structure of the Indian Power System
	9.3 Status of RE in India
	9.4 Legal Aspects of Electricity and Consumer Rights in India
	9.5 Policies, Programs, and Standards Related to Energy Storage and EVs
	9.6 Electricity Market-Related Developments for Accommodating More RE
	9.7 Conclusion
	References

	10 Durable Catalyst Support for PEFC Application
	10.1 Introduction
	10.2 Classification of Fuel Cells and Operating Principle
	10.3 Direct Methanol Fuel Cells (DMFC)
	10.4 Fuel Cell Performance and Stability
	10.5 Effect of TiO2 Based Catalysts/Supports for H2-PEFC and DMFC
	10.6 Variable Phase of TiO2 Supported Pt Towards Fuel Cell Application
	10.7 Influence of Doping in TiO2 Towards ORR
	10.8 Influence of Morphology Towards Oxygen Reduction Reaction
	10.9 Effect of Titania-Carbon Composite Supported Pt Electrocatalyst for PEFC
	10.10 PEFC Stack Operation and Durability Studies with Alternate Catalyst Support
	10.11 Summary and Way Forward
	Acknowledgements
	References

	11 Unitized Regenerative Fuel Cells: Future of Renewable Energy Research
	11.1 Introduction
	11.2 Principle of URFC
	11.2.1 Electrolysis Mode (EC)
	11.2.2 Fuel Cell Mode (FC)

	11.3 Classification of URFCs
	11.3.1 Unitised Regenerative Polymer Electrolyte Membrane Fuel Cell (UR-PEMFC)
	11.3.1.1 Components of UR-PEMFC
	11.3.1.2 Electrocatalysts for UR-PEMFC Electrodes

	11.3.2 Unitized Regenerative Alkaline Fuel Cell (UR-AFC)
	11.3.2.1 Electrocatalysts Used for UR-AFC
	11.3.2.2 UR-AFCs with AEM

	11.3.3 Reversible Solid Oxide Fuel Cell (RSOFC)
	11.3.4 Reversible Microfluidic Fuel Cell (RMFC)

	11.4 Case Studies on URFCs
	11.5 Conclusion
	Acknowledgments
	References

	12 Energy Storage for Distributed Energy Resources
	Abbreviations
	12.1 Introduction
	12.2 Types of Energy Storage Systems
	12.2.1 Battery Energy Storage Systems (BESS)
	12.2.2 Flywheel Energy Storage Systems (FESS)
	12.2.3 Supercapacitor Energy Storage Systems (SCES)
	12.2.4 Super Conducting Magnetic Energy Storage Systems (SMES)
	12.2.5 Pumped Hydro Energy Storage System (PHESS)
	12.2.6 Compressed Energy Storage Systems (CAES)
	12.2.7 Hybrid Energy Storage Systems (HESS)

	12.3 Power Electronic Interface
	12.3.1 DC Microgrid
	12.3.2 PV Panel Modelling
	12.3.3 P & O MPPT Algorithm
	12.3.4 DC-DC Converters
	12.3.5 HESS Configuration Based on DC-DC Converter

	12.4 Control of Different HESS Configurations
	12.4.1 Control of Passive Configuration
	12.4.2 Control of Semi-Active Configuration
	12.4.3 Control of Fully Active Configuration

	12.5 Battery Modeling Techniques
	12.5.1 Mathematical Models
	12.5.2 Examples of Electrical Equivalent Circuit Models
	12.5.2.1 Electrochemical Models
	12.5.2.2 Electrical Circuit Models

	12.5.3 Supercapacitor Modeling
	12.5.3.1 Charging Methods
	12.5.3.2 Constant Current Charging (CCC)
	12.5.3.3 Constant Power Charging (CPC)


	12.6 Applications
	12.6.1 Uninterrupted Power Supplies (UPS)
	12.6.2 Grid Support
	12.6.3 RER Applications
	12.6.4 Isolated Power System
	12.6.5 Electrification

	12.7 Challenges and Future of ESSs
	12.7.1 Cost Effectiveness
	12.7.2 Industry Acceptance
	12.7.3 Safety
	12.7.4 Impact on Environment

	12.8 Conclusions
	References

	13 Comprehensive Analysis on DC-Microgrid Application for Remote Electrification
	13.1 Introduction
	13.2 Background of DC-µG
	13.3 DC-µG Architectures
	13.4 DC-µG Voltage Polarity
	13.4.1 Unipolar DC-µG System
	13.4.2 Bipolar DC-µG System

	13.5 Single Bus DC-µG
	13.6 Radial Architecture of DC-µG
	13.6.1 Ring or Loop Configuration of DC-µG
	13.6.2 Mesh Type DC-µG
	13.6.3 Zonal Type DC-µG (ZTDC-µG)

	13.7 Ladder Type DC-µG
	13.8 Topological Overview of DC-DC Converters
	13.8.1 Role of PECs in DC-µG
	13.8.2 Converter Topologies (Conventional)
	13.8.2.1 Non-Isolated Power Converters
	13.8.2.2 Recent Converter Topologies for DC-µG (With Modes of Operations)
	13.8.2.3 Performance Analysis of Existing Converter Topologies


	13.9 DC-µG Control Schemes
	13.9.1 Decentralised Control of DC-µG
	13.9.2 Distributed Control of DC-µG
	13.9.3 Centralised Control of DC-µG

	13.10 Key Challenges and Direction of Future Research
	13.11 Conclusions
	References

	14 Thermo-Hydraulic Performance of Solar Air Heater
	Abbreviations
	Symbol Title Unit

	14.1 Introduction
	14.2 Solar Air Heater (SAH)
	14.3 Performance Evaluation of a SAH
	14.3.1 Overall Heat Loss Coefficient
	14.3.1.2 Bottom Heat Loss Coefficient
	14.3.1.3 Side Edge Heat Loss Coefficient


	14.4 Collector Performance Testing and Prediction
	14.5 Performance Enhancement Methods of Solar Air Collector
	14.5.1 Reducing Thermal Losses
	14.5.1.1 Double Exposure
	14.5.1.2 Use of Multiple Glass Covers
	14.5.1.3 Using Selective Absorber Surface
	14.5.1.4 Overlapped Glass Covers Arrangement
	14.5.1.5 Honeycomb Structures
	14.5.1.6 Double Pass Arrangement

	14.5.2 Augmentation of Heat Transfer Coefficient
	14.5.2.1 Impingement Jet
	14.5.2.2 Corrugated Absorber Plate
	14.5.2.3 Artificial Roughness


	14.6 Thermo-Hydraulic Performance
	14.6.1 Net Effective Efficiency
	14.6.2 Exergetic Efficiency

	14.7 Prediction of Net Effective Efficiency of Conical Protrusion Ribs on Absorber of SAH: A Case Study
	14.8 Conclusions
	References

	15 Artificial Intelligent Approaches for Load Frequency Control in Isolated Microgrid with Renewable Energy Sources
	Abbreviations
	15.1 Introduction
	15.2 Microgrid Integrated with Renewable Energy Resources
	15.2.1 Introduction to Microgrid
	15.2.1.1 Overview of Microgrid
	15.2.1.2 Challenges and Mitigation of Integrating RES in MG

	15.2.2 Description of Load Frequency Control in MG
	15.2.2.1 Review of LFC System
	15.2.2.2 Modeling of Diesel Generator
	15.2.2.3 Modeling of BES
	15.2.2.4 Modeling of RES
	15.2.2.5 Modeling of PID Controller
	15.2.2.6 Modeling of LFC in MG Integrating RES


	15.3 Control Strategy for LFC in Micro Grid
	15.3.1 Intelligent Control Mechanism for LFC
	15.3.2 Objective Function
	15.3.3 Bacterial Foraging Optimization Algorithm (BFOA)

	15.4 Simulation Results and Discussions: Case Study
	15.4.1 Transient Analysis
	15.4.2 Robustness Analysis
	15.4.3 Convergence Analysis
	15.4.4 Stability Analysis
	15.4.5 Sensitivity Analysis

	15.5 Summary and Future Scope
	References

	16 Analysis of Brushless Doubly Fed Induction Machine
	16.1 Introduction
	16.2 A Study on BDFIM
	16.2.1 Construction of BDFIM
	16.2.2 Design and Prototype Development of BDFIM
	16.2.2.1 Asynchronous Power Winding: 6 Pole (Conventional Delta Winding)
	16.2.2.2 Asynchronous Power Winding: 2 Pole
	16.2.2.3 Rotor Winding

	16.2.3 Modes of Operation of BDFIG
	16.2.3.1 Simple Induction Mode
	16.2.3.2 Cascade Induction Mode
	16.2.3.3 Synchronous Mode: Motoring Operation
	16.2.3.4 Synchronous Mode: Generating Operation


	16.3 FEM Analysis of BDFIM Performance
	16.3.1 Modes of Operation
	16.3.1.1 Simple Induction Mode
	16.3.1.2 Cascade Induction Mode
	16.3.1.3.1 Comparison between Star-Delta/Star and Delta/DeltaBDFIM in Synchronous Mode
	16.3.1.3 Synchronous Mode


	16.4 Fabrication of BDFIM
	16.5 Testing of Prototype BDFIM as Motor
	16.5.1 On No Load under Synchronous Mode of Operation
	16.5.2 On Load under Synchronous Mode of Operation

	16.6 Testing of BDFIM as a Generator
	16.7 Conclusion
	References

	17 SMC Augmented Droop Control Scheme for Improved Small Signal Stability of Inverter Dominated Microgrid
	Abbreviations
	17.1 Introduction
	17.2 Small Signal Model of Droop Controlled MG System
	17.3 Droop Controller with SMC
	17.3.1 Case 1
	17.3.2 Case 2
	17.3.3 Case 3

	17.4 Conclusion
	References

	18 Energy Scenarios Due to Southern Pine Beetle Outbreak in Honduras
	18.1 Introduction
	18.1.1 Background of the Problem
	18.1.2 Objectives of the Research Study

	18.2 SPB (Southern Pine Beetle)
	18.2.1 Reproduction Cycle of SPB
	18.2.2 Affected Conifer Species Found in Honduras
	18.2.3 Energy Potential of the Biomass Originated by the SPB Growth
	18.2.3.1 Determination of Heating Power of Pine Wood

	18.2.4 Legal Framework

	18.3 Implementation of Methodology
	18.3.1 Flowchart

	18.4 Scenario Taking Into Consideration the Energy Demand
	18.4.1 Generation Scenario by Means of Biomass Affected by SPB
	18.4.2 Energy Generation Scenario Without the Presence of SPB

	Conclusions
	References

	Appendix
	Index
	Also of Interest

