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Preface

Dear Readers,

Sport and various other related forms of fitness and recreational engagement in
physical activity have fascinated people in many ways since time immemorial. These
engagements can be a splendid way to express excellence in motoric performance (e.g.,
at the Olympic Games), to experience or exhibit the sensuousness of bodily movement
(e.g., dancing), and/or to interact with other people (e.g., as part of a running club).
Regular physical activity is also indispensable for physical and mental health. These
engagements can be identity-forming (e.g., being a fan or member of a soccer club) or
simply “just” leisure activity.

Sport and Exercise Psychology is a scientific discipline that aims to describe, explain,
predict, and ultimately—if it seems reasonable—to change human experience and
behavior in the context of physical activity. How can it be, for example, that we can
observe people who simply do not want to have any involvement in physical activity at
all, let alone on a regular basis, while others seem to be almost addicted to sport or
exercise? How can sporting (non)behavior be predicted, and how might interventions
be designed to lead to healthy, high-performance sporting activity? In this textbook,
many such scientifically as well as socially relevant questions about various phenomena
of sport and physical activity more broadly are posed and answered.

Needless to say, as teachers and researchers in the field of Sport and Exercise psy-
chology, we are biased toward believing that it is one of the most interesting, challeng-
ing, and promising subjects. We are enthusiastic about sport and exercise psychology
so please understand this bias as something that has animated our own interests in the
field, as well as our interests as faculty to share our fascination with the subject as
broadly as possible.

This textbook has been written for students of Psychology and Sports and Exercise
Science as well as for practitioners who would like to understand topics in sport and
exercise psychology in greater detail and depth. Students can use this book as a com-
prehensive and optimal preparation for their exam in Sport and Exercise Psychology.
Readers might also want to use this book for deepening their understanding in indi-
vidual research fields. This book is relevant for examination preparation and, at the
same time, it is intended to provide valuable impulses for critical thinking and deeper
contemplation.

This book is suitable for students and practitioners at different levels of expertise.
Differentiating the learning goals and the learning control questions in the chapters into
“basic” (undergraduate students, first years of bachelor program, rookies in sports
practice), “advanced” (undergraduate students, second half of bachelor program, prac-
titioners with little experience), and “expert” (graduate students, experienced practitio-
ners) provides a useful framework to help students and their supervisors as well as
practitioners to identify what is important for them and enables them to find the right
level of learning (“one-book-for-all principle”).

Our search for an optimal format for this resource was grounded in the following
imperatives: To write a high-quality textbook (“brain candy”) covering precisely
selected content areas representative of the array of very different topics of interest in
sport and exercise psychology that addresses the most important classical and current
theories, research findings, and application fields. Questions about which theoretical
models would be preferred, and which lines of research, which studies, which method-
ological novelties, and which current trends would be cited in the subject areas remained
daunting. Our answer to these daunting but exemplary questions was to draw on
“insiders” (i.e., people with high research and teaching expertise in very specific content
areas). This basic idea motivated us to adopt the format of an edited book in which
renowned topical experts served as authors for chapters in their content areas. This was
already the basis for the first edition of the book in German. In the English-language
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edition of this book, we have purposefully formed “tandem partnerships” for each
chapter consisting of authors from different countries or continents to ensure an inter-
national perspective on the teaching and research content. We found commonalities to
predominate in the observation and scientific investigation of relevant phenomena of
interest, but also some differences for which integrative solutions were provided within
the chapters. An illustrative example is already evident in the title of this book. In Ger-
many, the term “Sportpsychologie” includes both sport and exercise, but non-European
understandings can be more differentiated with more explicit distinctions between
sport and exercise being made. In addition, some chapters of the health section of this
book deal with the promotion of physical activity in everyday life, which, although
related, does not fall cleanly into the categories of sport or exercise. We elaborate upon
these terms in the introductory chapter, however, to provide additional clarity. None-
theless, in order to avoid over complicating matters, we have chosen to use “Sport and
Exercise” in the title of our book and leave the authors to make the necessary concep-
tual distinctions in their chapters according to their own priorities.

The nature of an edited book also means that while each chapter is a necessary ele-
ment for understanding Sport and Exercise psychology as a whole, it still needs to be
self-contained on its own. The book can therefore be read well in its entirety (e.g., in
preparation for an exam), and also be suitable for reviewing individual content areas,
particularly due to the numerous cross-references within the book. If interested in delv-
ing deeper into a single topic, we recommend following the references provided by the
authors in the book. Those references lead to related content, and link theory and
practice.

In addition to the quality of the content, a textbook should of course also be appeal-
ing and invite reading (“eye candy”). The didactic elements such as Learning Objec-
tives, Definitions, Key Points, Study Boxes, Method Boxes, Self-Reflection, Side Stories,
For Sports Practice, Learning Control Questions, and other illustrations (Figures,
Tables) make this textbook attractive but, above all, also support structuring the knowl-
edge and processing it more actively (e.g., making personal references, recognizing
application benefit, and promoting theoretical reflection).

Julia Schiiler
Constance, Germany

Mirko Wegner
Hamburg, Germany

Henning Plessner
Heidelberg, Germany

Robert C. Eklund
Tallahassee, FL, USA
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Learning Objectives

Basic:

= You are able to define the term sport psychology and
reproduce the subject matter in your own words.

= You know about the most important key points of the
history of sport psychology.

Advanced:

= You are able to generate examples of sport psychologi-
cal questions from the different perspectives of psy-
chology (subdisciplines).

== You are able to explain in your own words why theory
and practice of sport psychology are intertwined.

Experts:

= You are able to describe the systematization of sport
psychology according to its mother disciplines. You
understand why one and the same phenomenon can be
viewed very differently depending on the scientific per-
spective taken.

= You know the function of professional societies and
other forms of institutionalization of sport psychology.

1.1 World Athletes of the Year?

To get in the mood for this book, please take a look

at the homepage of the International Association of

Athletics Federation (» https://www.worldathletics.org/

awards) and its listing of the world athletes of the year.

Allow yourself a few minutes to drift a bit through the

world of high-performance sports.

= Do you see (e.g., in the listing of world records in the
long jump) how excellent performance can be trans-
lated into numbers and thus only becomes measur-
able and comparable?

== Do you feel inspired by the photos of winning poses
and addressed by the usually very strong performance-
related words (brilliant, unique, unbelievable,
unprecedented, world record, series of successes, top
performance)?

== Do you literally sear the cheering of the fans on the
last meters of the 100 m sprint?

== Do you still zaste the bitter defeat of your own sport-
ing failure when you see emotional pictures of the
losers?

== Or does high-performance sport smell too commer-
cial to you and you prefer more recreational and
health-oriented sports?

The fact that we can perceive and hopefully mostly enjoy
sports with all of our senses, whether as active partici-
pants or as spectators, already suggests that sports are
about more than the “activity of muscle groups.” In this

O Fig. 1.1
Images/iStock)

Perceive the sport with all senses. (© skynesher/Getty

textbook, we aim to show that our involvements with
sport implicate all psychological dimensions (cognition,
emotion, motivation), our personality traits, the state of
our physical development, and with all intertwined with
our social environment.

This book is designed to pique your interest in want-
ing to understand the psychological aspects of sport in
more detail. Most likely, you will never become an ath-
lete or sportsperson of the year. Instead, use this book
for a goal that is at least as important: use the knowledge
gained to describe, explain, and predict sports-related
behavior in a “better” way (better = scientifically sound)
(B Fig. 1.1).

1.2 Sport Psychology: Definition

and Subject Area

1.2.1 Describing, Explaining, Predicting,
and Changing

The goal of sport psychology is to describe, explain,
predict, and ultimately change human experience and
behavior in the context of sporting activity.

Describing Describing provides the foundation for
everything (i.e., explaining, predicting, and changing).
This is true in psychological science just as it is in the
building industry. If the foundation is not stable, nothing
built upon it will be stable either. To describe phenomena,
psychological terms are used that do not necessarily differ
greatly from those used in everyday language. For exam-
ple, a lay person might describe “self-control” (or “team
cohesion”) more as “willpower” (or “good team chemis-
try”), although probably be a bit more lenient with what
might be included in each instance. Assignment of techni-
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cal terms, however, requires a thorough analysis and clas-
sification of facts in a clear and consistent manner. In the
best case, this leads to clear definitions that serve to sim-
plify further scientific processes. For example, team cohe-
sion is more formally defined as the effort of a group to
stay united, to stick together to achieve common goals,
and to ensure the satisfaction of all group members
(Carron et al., 1998, p. 213).

Explaining The next task is to explain the phenomena
described. Why, for example, do teams differ in their cohe-
siveness? Which factors favor cohesion and which under-
mine cohesiveness? To answer these questions, sport
psychology uses theories from which phenomena can be
inferred. The logic of research (a book title by the science
theorist Karl Popper, 1902-1994) consists of formulating
general laws (e.g., about cause-effect relationships) with-
out contradiction, followed by attempts to disprove those
formulated laws. This principle of falsification leads to
holding on to explanations only until a falsification
attempt is successful (Popper, 1935).

Predicting Hypotheses such as “Team building activities
increase team cohesion” and “High team cohesion leads
to better team performance” are, in themselves, predic-
tions. Most of the time, these coincide with explanatory
models. Hypotheses need to be tested, and the results are
used to infer whether or not the assumptions are true
under the very specific circumstances of data collection
(e.g., age of study participants, type of sport), with prob-
abilities of error specified.

Changing Knowledge about cause-effect relationships
(e.g., that team cohesion and team performance are caus-
ally related) allows for the derivation of interventions for
change. Complex intervention strategies aimed, for exam-
ple, at increasing motivation to participate in sports
among elementary school children are often based on a
combination of several theories (e.g., theories of self-
control, group cohesion).

1.2.2 Central Definitions

We have introduced the idea that clear definitions are the
most important prerequisite for the scientific process.
Unfortunately, the practice of theory building turns out
to be more difficult than the simple principle mentioned
above. There are numerous definitions of sport psychol-
ogy, which are shaped by different theoretical perspec-
tives or understandings of science. In the present
textbook, we consider the following, relatively broadly
accepted definitions, to be appropriate.

— Sport Psychology

The American Psychological Association (APA, 2008,
» https://www.apa.org/ed/graduate/specialize/sports)
defines sport psychology as follows:

“Sport psychology is a proficiency that uses psycho-
logical knowledge and skills to address optimal perfor-
mance and well-being of athletes, developmental and
social aspects of sports participation, and systemic
issues associated with sports settings and organiza-
tions.” This is a definition that is perhaps especially
linked to sports as competitive rule-governed physical
activities (Eklund & Tenenbaum, 2014). A brief charac-
terization of the content and methods of sport psychol-
ogy can also be found on the pages of the American
Psychological Association. (APA, 2008, » https://www.
apa.org/ed/graduate/specialize/sports).

A common European definition of sport psychol-
ogy, which is more scientifically oriented is the following:

“Sport psychology is an empirical science that inves-
tigates the conditions, processes, and consequences of the
psychological regulation of sporting actions and derives
possibilities for influencing them” (Nitsch, 1978, p.6).

These definitions already show that sport psychology
is both a basic and application-oriented scientific disci-
pline. It aims to apply its theoretical findings in practice.

Sport psychology is to be distinguished from exer-
cise psychology. Whereas “sport” is competitive and
often achievement goal-oriented, “exercise” is planned,
structured, often repetitive, and purposefully intended
to maintain or improve physical fitness.

— Exercise Psychology

“Exercise psychology...tends to be focused on psycho-
logical factors implicated in participation in regi-
mented programs of physical activity to improve or
maintain health-related physical fitness” (Eklund &
Crocker, 2018, p.4).

There are other types of physical activity too (e.g., recre-
ation activity, active transportation, chores, active play-
ing of children) which are not necessarily competitive in
orientation nor inherently intended to increase physical
fitness. An umbrella term covering human movement is
“physical activity.”

“Physical activity includes all movements produced
by skeletal muscles that result in the expenditure of
energy” (USDHHS, 1996).
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O Fig. 1.2 “Physical activity” also includes everyday activities such
as riding a bike to work. (© LightFieldStudios/Getty Images/iStock)

o Physical activity is an umbrella term including sport
and exercise but also other everyday physical activities
such as recreational activities, riding a bike to work,
taking stairs, gardening, or taking the stairs (B Fig. 1.2).

1.3 Subdisciplines of Sport Psychology
and Their Research Questions

Probably the roughest division of sport psychology is into
its theoretical foundations, presented in the first part of this
book, and its fields of application, elaborated in the second
part of this book. However, this necessary systematization
is an oversimplification, because it cannot express the close

interweaving of theory, empiricism, and practical applica-
tion. Our recommendation for this textbook is, therefore,
to combine theory and practice. Better understanding
of the practical application aspects in the second part of
the book if they are built upon the corresponding theo-
retical foundation is provided in the first part of the book.
Conversely, a deeper understanding of theories and models
often occurs when they become tangible through practice.

1.3.1 Differentiation According
to Theoretical Perspectives

Subdisciplines of the parent discipline of psychology
serve as the organizing principle of the theoretical foun-
dations of sport psychology.

o Psychology is divided into subdisciplines. These include:
= Cognitive psychology
== Motivational psychology
= Psychology of emotions
== Psychology of individual differences/personality
== Developmental psychology
== Social psychology

The subdisciplines differ in the perspective from which
phenomena in sport are viewed. Cognitive, motiva-
tional, emotion, personality, developmental, and social
psychologists, for example, already differ in the ques-
tions they ask themselves when observing phenomena
in sport (see Side Story).

Side Story

Choking Under Pressure: The View
from Different Perspectives
Choking under pressure is one phe-
nomenon that can be used to illustrate
the differences in the perspectives of the
psychological subdisciplines. Choking
under pressure is said to occur when peo-
ple are not able to call up their very good
training performance in competition
(i.e., precisely when it matters). What
questions would the representatives of
the various disciplines think of first?
== Cognitive Psychology: The focus
of cognitive psychology is on
information processing processes.
Is information processed
more poorly in the competitive
situation? For example, can nec-
essary knowledge content not be
retrieved? How is the situation
perceived and evaluated?
== Motivation Psychology: The
focus of motivational psychology

is on analyzing the goal-directed-
ness of behavior.

Does avoidance motivation (just
don’t fail!) throw a spanner in the
works of the real-world champion-
ship? Or do unrealistic goals inhibit
performance in competition (goals
that are too easy or too difficult)?
Psychology of Emotions: The
focus of psychology of emotions
is on the origin and effect of emo-
tions and emotion regulation.

Are emotions, for example, com-
petitive anxiety, the cause of the chok-
ing under pressure phenomenon?
Psychology of Individual Differ-
ences/Personality: The focus of
the psychology of individual dif-
ferences/personality is upon stable
characteristics of a person and
differences between persons.

What personality traits char-
acterize chokers, and what distin-

guishes them from athletes who
succeed in delivering their (best)
performance in competition?
Developmental Psychology: The
focus of developmental psychol-
ogy is on the observation of devel-
opmental and change processes
over the life span.

Are there age groups in which

social comparison processes are
particularly relevant and identity-
forming? Is choking under pres-
sure age-related?
Social Psychology: The focus of
social psychology is on the person
in his interaction with the social
environment.

Under what circumstances
does the presence of other peo-
ple (competitors/spectators) lead
to performance losses and when
does it contribute to performance
enhancement?
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The aforementioned subdisciplines in turn branch out
into different, sometimes quite heterogeneous, subject
areas. To illustrate these topics, the subchapters in this
textbook are briefly listed below.

Cognitive psychology deals with information process-
ing, more specifically with states and processes that are
located between the reception of stimuli to experience
and behavior. In this textbook, the central cognitive pro-
cesses of perception and attention (» Chap. 2), learning
and memory (» Chap. 3), and judgment and decision-
making (» Chap. 5) are detailed. In addition, the chap-
ters on neurocognition (interface of neurobiology and
cognitive psychology) and movement (» Chap. 4) and
embodied cognition (interplay of body and cognition)
(» Chap. 6) provide space for topics that have developed
rapidly in sport psychology research in recent years.

Motivational psychology asks about the motivations
for behavior. More specifically, it deals with goal-directed
behavior, its direction, intensity, and persistence. The
chapters describe motivation and goals (» Chap. 7) and
distinguish between intrinsic and extrinsic motivation
(» Chap. 8). While these content areas are assigned to
general psychology, that is, they attempt to explain and
predict general regularities, the chapter Implicit Motives
(» Chap. 9) is based on a differential psychological view
by focusing on interindividual differences. The chapter
Volition (» Chap. 10) emphasizes that sport often also
requires self-control and further volitional processes.

Psychology of emotions is concerned with the
description, explanation, and prediction and change of
emotions, feelings, affects, and moods. Two chapters deal
with the basics of emotions (» Chap. 11) and the emotion
anxiety (» Chap. 12), which is highly relevant to sport.

The subject area of personality psychology focuses
on differences between individuals with respect to vari-
ous psychological functions and abilities. Developmental
psychology deals with changes in human experience
and behavior over the life span. In » Chap. 13, Person,
Situation and Person-Situation-Interaction in Sport, it is

considered that neither persons, with their characteris-
tics and abilities, nor characteristics of the environment
determine human behavior and experience on their own
but that person and situation are in a complex interre-
lationship with each other. In » Chap. 14, it is shown
that certain personality traits (e.g., self-concept) can be
formed or changed in the context of sport. » Chapter
15, Physical Activity over the Life Span, concludes this
section by explaining whether, how, and why sporting
behavior changes from childhood to adulthood.

Under the main heading Social Processes, we find
theories and models that originate predominantly from
social psychology. Their subject area is the analysis of
experience and behavior in social contexts. Typical and
well-studied contexts include the examination of group
performance (» Chap. 16), social influences by specta-
tors (» Chap. 17), and interaction and communication
(» Chap. 18). » Chapter 19, The Self in Sport captures
concepts around “the self,” which is never formed in
isolation from, but closely interwoven with, the social
context. The chapter covers self-esteem, self-concepts,
and self-conscious emotions and ends with a cultural
perspective on the self.

Our explanations may give the impression that
research questions can always be clearly and unambigu-
ously assigned to subdisciplines and subject areas. Of
course, just as often the boundaries are fluid, so the ques-
tions and phenomena overlap subdisciplines. Questions
such as “How can physical activity be promoted in
childhood and adolescence?” are cross-cutting questions
to which representatives of several subdisciplines can
make significant contributions. Researchers therefore
consider, at best, explanatory constructs from different
disciplines and their interaction, knowing full well that
the categorization categories of cognition, motivation,
emotion, personality, development, and social processes
are also “only” hypothetical constructs. These categories
are attempts at systematization with the aim of simplify-
ing complex states and processes.

Side Story

Where Do the Questions of the Sub-
disciplines of Sport Psychology Actu-
ally Come from?

Some of the questions come from
research itself. Research provides
answers but also generates ques-
tions. Expected and unexpected study
results are the basic building blocks
for optimized future research ques-
tions, research methods, hypothesis
formulations, and testing.

The advancement of sport psychol-
ogy research methods offers new oppor-

tunities. Questions cannot be addressed
until the measurement tools are avail-
able to answer them. For example, the
theoretical focus expands because of
new ways of measuring (e.g., capturing
self-control processes through imaging
techniques) with the development of a
good questionnaire or other types of
measures suddenly making the capture
of data for a variable very easy, proven
study paradigms subsequently spread,
while data processing programs become
accessible and more user-friendly.

On the other hand, the questions
naturally arise from practical prob-
lems in the fields of application of
sport psychology and often concern
higher-level socially relevant issues.
Examples include how can we coun-
teract a physically inactive lifestyle
and its associated health-damaging
consequences? Which psychological
performance requirements do our
top athletes have to master at the
Olympic Games and how do we train
them?
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1.3.2 Differentiation According to Fields
of Application

In addition to differentiating sport psychology accord-
ing to theoretical perspectives, it is of course also pos-
sible to differentiate according to different fields of
application of sport psychology. The application of
sport psychology, in order not to be arbitrary and ama-
teurish, must be based on empirically tested psychologi-
cal theories. Thus, good sport psychology practice asks
and answers its questions based on research perspec-
tives of the psychological subtheories outlined above
(see also self-reflection). Thus, the application fields
“sport and performance” and “sport and health” dis-
cussed in this book cannot actually be separated from
the theoretical foundations. B Table 1.1 is intended to
clarify this fact.

In sport and performance, we describe how processes
of self-regulation (» Chap. 20) and cognitive train-
ing (» Chap. 21) can look and succeed in competitive
sports. Group dynamics and team building (» Chap. 22)
are highly relevant for team sports, for example. Talent

D Table 1.1 Fields of application and theoretical foundations

Fields of application
Sport and performance

Cognition How can refereeing decisions be improved?
See » Chap. 2 (Perception and Attention),

» Chap. 5 (Judgment and Decision-Making)

Motivation Is a strong achievement motive the secret of

success?

See » Chap. 7 (Motivation and Goals), » Chap. 9

(Implicit Motives)

Emotion
mance and which are a hindrance?

See » Chap. 11 (Emotions), » Chap. 12 (Anxiety

in Sports)

Which emotions are conducive to peak perfor-

selection and talent development (» Chap. 23), and
Recovery, Sleep, and Performance (» Chap. 24) are fur-
ther central topics in competitive sports.

In sport and health, we look at the interaction of
sport and various facets of mental and physical health.
» Chapter 25 gives and overview over models that
explain health behavior change in the area of sport and
physical activity. » Chapter 26 is about well-being and
mental health, » Chap. 27 addresses stress and physical
health, and » Chap. 28 explores sport in the context of
illness and injury.

Most of the chapters in this textbook also allow for
strong application to the school context. The actions of
teachers include, for example, questions about how to
motivate students (motivation), how to help them deal
with anger, disappointment, and fear in physical educa-
tion (emotions), or how to create a positive classroom
climate (social processes). The authors of this textbook
therefore repeatedly draw on examples from physical
education classes. In addition, the readers of this text-
book with school reference are of course invited to think
of their own examples of application in school.

Sport, exercise, and health

How can mental training help you participate in a health
exercise class on a sustained basis?
See » Chap. 20 (Self-regulation, e.g., mental training)

How can motivation to exercise be facilitated among “couch
potatoes™?

See » Chap. 8 (Intrinsic Motivation), » Chap. 15 (Physical
Activity Across the Life Span), » Chap. 25 (Health
Behavior Models)

Do positive emotions contribute to the maintenance of sport
participation? Can sport improve positive emotions and
well-being?

See » Chap. 11 (Emotions), » Chap. 25 (Health Behavior
Models), » Chap. 26 (Sport, Well-being, and Mental
Health)

Personality

Development

Social Processes

Are top athletes characterized by special personal-
ity traits?

See » Chap. 13 (Person, Situation, and Person-
Situation Interaction), » Chap. 14 (Personality
Development Through Sport), » Chap. 23 (Talent
Selection and Development)

What factors are important for talent selection and
development?

See » Chap. 23 (Talent Selection and Develop-
ment)

What kind of team climate leads to peak perfor-
mance?

See » Chap. 16 (Group Performance), » Chap. 18
(Interaction and Communication)

Does sports improve students’ self-concepts?

See » Chap. 13 (Person, Situation, and Person-Situation
Interaction), » Chap. 14 (Personality Development
Through Sport), » Chap. 23 (Talent Selection and
Development)

Are sport and physical activity behaviors in childhood
predictive of sport and activity engagement in adulthood?
See » Chap. 14 (Personality Development Through Sport),
» Chap. 15 (Physical Activity Across the Life Span)

Does social support contribute to healthy exercise behavior?
See » Chap. 16 (Group Performance), » Chap. 27 (Sport,
stress, and Health)
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What's the Hype About “Theory“?

You may have really had enough of theory now
already and want to finally get into practice!? You
may even believe that practical experiences are much
more important for the explanation and treatment of
problems—after all, it is easy to believe that theory
often cannot be put into practice. We, however, would
like to convince you of another point of view.

Kurt Lewin (lived from 1890 to 1947), one of the
impressive pioneers of psychology, founder of experi-
mental social psychology, and Gestalt psychologist,
recognized and emphatically asserted the lack of
mutual consideration of theory and practice to be a
serious problem. In his 1951 paper Problems of
Research in Social Psychology, he states “Many psy-
chologists working today in an applied field are keenly
aware of the need for close cooperation between theo-
retical and applied psychology. This can be accom-
plished in psychology, as it has been accomplished in
physics, if the theorist does not look toward applied
problems with highbrow aversion or with fear of
social problems, and if the applied psychologist real-
izes that there is nothing so practical as a good the-
ory” (Lewin, 1951, p. 169). From this source comes
his famous quote, “Nothing is more practical than a
good theory.”

Please answer for yourself: Why is professional
sport psychological counseling (e.g., of top athletes or
personal coaches in the health sector) based on theory
and validated empirical findings? Why do we need “the-
ory”? You might come back to these questions after
having read some of the book chapters.

Lewin’s statement, on the other hand, also
reproaches the theorists who, with intellectual arro-
gance or fear, ignore problems in practice because it is
also just as true—rephrasing Lewin’s quote—that
nothing is more “theoretical” than practice. Many
years of experience and observations in practice are
condensed empiricism that could be expressed in reg-
ularities. Think of best practice examples from indus-
try (i.e., methods or procedures that have proven
themselves in practice and have prevailed over others
as a kind of “de facto standard”). The “data” are
already available, so to speak, only in an unorganized
and undocumented form. Formalizing some best
practices could lead to profitable hypotheses that,
after further empirical support, could lead to theo-
ries.

Look for examples of why theory and practice make
a good pair. Why one can't do without the other, even if
they often argue?

1.4 A Selective History of Sport

Psychology

The historic picture on the development of the field of
sport psychology provided here is selective. For a more
complete picture, the authors ask the interested reader
to refer to Gill and Reifsteck (2014), Kornspan (2012),
Landers (1995), Seiler and Wylleman (2009), or Wiggins
(1984).

The dynamics and speed of development of a young
scientific discipline such as sport psychology (beginning
around the end of the nineteenth century) is influenced
by a highly complex context consisting of, among other
things, societal values (e.g., value of sport) and problems
(e.g., physical activity as a method to prevent childhood
obesity), economic circumstances (e.g., financial support
of sport), innovations in related scientific disciplines (e.g.,
contribution of basic psychological disciplines; neurosci-
ence), and technical developments (e.g., higher reliability
of existing measurement instruments and addition of new
valid instruments). The interactions are complex, and the
individual contributions are unlikely to be resolved neatly.

We, therefore, review the history of sport psychology
rather selectively to highlight particular milestones. For
those interested in a more detailed history of develop-
ment, please refer to the more comprehensive descrip-
tions provided by Baumler (2009) and Kornspan (2009).

As far as is known, the specific term “sport psychol-
ogy” was first used by Pierre de Coubertin (lived from
1863 to 1937) at the turn of the last century (de Coubertin,
1900). Coubertin, inspired by the Olympic Games of
antiquity, was instrumental in initiating the Olympic
Games of modern times as the founder the International
Olympic Committee in 1894. He probably recognized that
psychological factors play a decisive role in physical per-
formance in the sense of “Citius, altius, fortius” (motto
of the Olympic Games; Latin for faster, higher, stronger).

The beginning of European sport psychological
research stemmed from a strong interest in sport psy-
chological topics by students of Wilhelm Wundt (lived
from 1832 to 1920), who founded the first Experimental
Institute of Psychology at the University of Leipzig in
1879. His student Edward Wheeler Scripture (lived from
1864 to 1945), for example, published laboratory experi-
mental studies (e.g., Scripture, 1894) on the question of
whether fencers differed from other groups of people
in their reaction times (“mental quickness”) and move-
ment times (speed of execution of movements). Norman
Triplett (lived from 1861 to 1931) conducted another
of the first published experiments from the birth of
experimental psychology which dealt with the question
whether, and under which circumstances, the presence of
others improves athletic performance (see method box).
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The Competition Machine

Norman Triplett gained the inspiration
for his series of studies from an analysis
of official records of ride times in the
1897 cycling season, which he pub-
lished in his 1898 article “The dynamo-
genic factors in pacemaking and
competition” in the American Journal
of Psychology. Triplett noticed that ride
times were usually better when the race
was run with competitors than when
the cyclists competed only against the
clock. Triplett tested this observation in
an experiment: the core results of which
were supported in data obtained using
his “Competition Machine” which
allowed for accurate recording of per-
formance in a laboratory setting when
two people were racing against each
other or alone (B Fig. 1.3).

Triplett explains the function of
the Competition Machine as follows:

“The apparatus for this study con-
sisted of two fishing reels whose
cranks turned in circles of one and
three-fourths inches diameter. These
were arranged on a Y shaped frame
work clamped to the top of a heavy
table, as shown in the cut. The sides of
this frame work were spread suffi-
ciently far apart to permit of two per-
sons turning side by side. Bands of
twisted silk cord ran over the well lac-
quered axes of the reels and were sup-
ported at C and D, two meters distant,
by two small pulleys. The records
were taken from the course A D. The
other course B C being used merely
for pacing or competition purposes.

The wheel on the side from which the
records were taken communicated the
movement made to a recorder, the sty-
lus of which traced a curve on the
drum of a kymograph. The direction
of this curve corresponded to the rate
of turning, as the greater the speed
the shorter and straighter the result-
ing line.” (Triplett, 1898, p. 518)
Triplett’s study was more complex
than outlined here (e.g., he addition-
ally investigated cycling performance
with and without pacesetters), but, as
a rough core statement, he concluded
that the presence of other people
increased performance in a motor
task. This phenomenon has led to
numerous social psychological studies
under the term social facilitation.

In Germany, Carl Diem, influenced by Wundt especially
through his students Hugo Miinsterberg and Robert
Werner Schulte, established and directed the first sport
psychology laboratory at the newly founded German
University of Physical Education in Berlin in 1920
where he served as a sport psychology lecturer in psy-
chology and education. This marked the beginning of
the institutionalization of sport psychology in Germany.

The founding of the first American research institute
for competitive sport (Athletic Research Laboratory,
University of Illinois, Chicago Urbana) in 1925 is
considered to be one of the first major milestones in

American sport psychological research. This founding by
Coleman R. Griffith (lived from 1893 to 1966) is typically
considered to be “the birth” of American sport psychol-
ogy. Shortly thereafter, Griffith published Psychology of
Coaching (Griffith, 1926) and Psychology of Athletics:
A General Survey for Athletes and Coaches (Griffith,
1928), in which he sought to scientifically explain his
experiences with professional sport teams and to apply
scientific findings to practice. Griffith worked for the
Chicago CUBS (Chicago Cubs Baseball Club) begin-
ning in 1938 but met some resistance with his psycholog-
ical approach to sport performance (see Green, 2003).

COMPETITION MACHINE — T

O Fig. 1.3 Triplett’s Competition Machine (adapted from Triplett, 1898, p. 519). The meaning of a, b, c, d is explained in the text
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The value Griffith placed on psychological processes for
peak athletic performance and their social consequences
is expressed in the following quote.

» “The more mind is made use of in athletic competition,
the greater will be the skill of our athletes, the finer will
be the contest, the higher will be the ideals of sports-
manship displayed, the longer will our games persist in
our national life, and the more truly will they lead to
those rich personal and social products which we ought
to expect of them.” (C. R. Griffith, 1925, p.193)

The first World Congress of Sport Psychology took place
in Rome, Italy, in 1965. At that time, proximity enabled
networking among sport psychologists from different
European countries. At the congress, the International
Society of Sport Psychology (ISSP) was founded. Three
years later, in 1968, the European Federation of Sport

Psychology (FEPSAC) was established. In 1970, the first
sport psychology journal was published under the name
“International Journal of Sport Psychology.” “The
Journal of Sport Psychology” of the North American
Society for Psychology of Sport and Physical Activity
(NASPSPA) which later became the influential “Journal
of Sport and Exercise Psychology” was the second sport
psychology journal first issued in 1979.

In his Senior Lecture at the annual meeting of the
German Society of Sport Psychology, Roland Seiler
(2018), former FEPSAC President, summarized the
development of the number of publications in sport
psychology journals since the 1970s (@ Fig. 1.4a).
Seiler also showed that predominantly English-speaking
nations have been very active in publishing in sport psy-
chology journals and to a much lesser extent European
countries (B Fig. 1.4b).

O Fig. 1.4 a International a
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journals (data base PsycInfo: 400
Journal word [sport] and
[psychology], date of retrieval: 350 /\/\
May, 4, 2021) and b contribu- ’ N
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journals from authors from 300
different countries (scrtitle //
[sport] and [psychology] and 250
doctype [ar], date of retrieval: /\/
May, 4, 2021) (Seiler, 2018) 200
150 /
100 ~ \,/—/
“ i
O rrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrr T T T T T T T T T T T T T T T T T T T
\6\0\6’0\6\b‘\";\b\6\%\°’%Q\q%w\q%v\q%b\q%%\qqg\qu\o’qb‘\c”qb\qo)%’»QQQ'19&’19&"190(0’190%’19\6’190’\9\&’19\@
b
USA
UK
Canada
Australia
Germany
France
The Netherlands
Greece
Sweden
New Zealand
Belgium
Hong Kong
Spain
Norway
Italy
Switzerland

0 200

400 600 800 1000 1200 1400 1600




10

Side Story

J. Schiiler et al.

Sport Psychology: An international
Fascination
Dorothee Alfermann, long-time
professor of sport psychology at the
University of Leipzig, is considered
an experienced international expert
and European shaper of the scientific
discipline of sport psychology. At the
2016 annual meeting of the Arbe-
itsgemeinschaft  fiir  Sportpsycholo-
gie (asp, German Society for Sport
Psychology) in Miinster around the
time of her retirement as a university
lecturer, Professor Alfermann looked
back on the development of sport
psychology in an honorary lecture
entitled Fascinating Sport Psychol-
ogy: On the Identity of a Scientific
Discipline in an International Con-
text. She highlighted the increasingly
accelerated internationalization of
sport psychology over the two pre-
ceding decades with, among others,
particular reference to the following
four indicators. (The explanations
provided are as interpreted by the
editors).
1. Common Language of Science
Explanation: Publishing in
a common language (English)
enables the exchange and dissem-
ination of research findings and
methods which invites critical

discussions and further develop-
ments across countries.

Impact Factor (IF)
Explanation:
ization has been influenced by
the great importance that the sci-
entific community attaches to a
journal’s impact factor. The jour-
nal impact factor is an indicator
of how often articles published in
ajournal in a given year are cited,
on average, by other scientific
articles in the 2 subsequent years.
Although strongly criticized, it is
often used as an index of research
performance. Publishing in one’s
native language, if not English,
can present challenges with the
IF metric. Non-English language
journals often have low IFs sim-
ply because of the limitations
imposed by numbers of people
who can read the implicated lan-
guage. This serves as a disincen-
tive to publish in non-English
language journals but also as an
incentive to publish in English—
even sometimes as a necessity for
progress in one’s academic career.
Internationally Composed Work-

ing Groups
Explanation: This trend of
mixed research teams is not spe-

International-

cific to sport psychology but
instead is found across most sci-
entific disciplines. An analysis
of 19.9 million journal articles
over five decades also showed
that teams are more successful
at generating knowledge, as mea-
sured by the frequency of cita-
tions of their papers and journal
impact factor, than single authors
(Wuchty et al., 2007). This may
be due, among other things, to
the international composition
of the working groups and the
resulting higher expertise or net-
working.
English Language International
Study Programs

Explanation: The number of
international degree programs
in sport psychology and sport
science has been increasing.
This allows students from other
countries to be admitted and
promotes heterogeneity of expo-
sure in teaching and research.
In addition, international degree
programs facilitate later profes-
sional establishment in research
(e.g., PhD) and practice (diag-
nostics and interventions in reha-
bilitation, coaching) even across
national borders.

1.5 Institutionalization of Sport
Psychology

One indicator of how well established a scientific discipline
is can be seen in the extent of its institutionalization. So
where does sport psychology find a roof of some kind over
its head? One example is the association of those working
in sport psychology in umbrella organizations and profes-
sional societies that represent their interests in science and

application. Their tasks include, for example, the organiza-
tion of conferences, the quality assurance of training cur-
ricula, the formulation of ethical guidelines, the promotion
of young professionals, the provision of information por-
tals, and public relations. There are very many organiza-
tions around the world with different focuses. @ Table 1.2
provides examples of some of the longer-standing influen-
tial societies of scientific sport psychology in the Africa,
Asia, Australia, Europe, and North America.
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O Table 1.2 Examples of longer-standing influential
societies of scientific sport psychology in Africa, Asia,
Australia, Europe, North America, and worldwide

Association URL

Africa South African Society of
Sport and Exercise
Psychology

> sassep.co.za

Asia Asian-South Pacific
Association of Sport

Psychology (ASPASP)

> aspasp.org

Australia  Australian Psychological
Society—Board of Sport

Psychologist

» psychology.org.au

Europe European Federation of
Sport Psychology

(FEPSAC)

» fepsac.com

North
America

North American Society
of Psychology of Sport
and Physical Activity
(NASPSPA)

» naspspa.com

World-
wide

International Society of
Sport Psychology (ISSP)

» issponline.org

Learning Control Questions
Basic:
1. What is the aim of sport psychology?
2. Define “sport psychology” and explain its basic
and applied components.
3. Give a definition for the term “physical activity.”
Can you give examples of its sub-facets?
4. What is the meaning of Kurt Lewin’s statement
that nothing is more practical than a good theory?

Advanced:

5. What does it mean that sport psychology describes,
explains, predicts, and ultimately changes human
experience and behavior in the context of sport
and exercise?

6. Which are the subdisciplines of psychology and
from which perspectives do they look at phenom-
ena of sport and exercise?

7. Can you trace the history of sport psychology and
important names associated with it?

8. What is meant by the “institutionalization” of a
scientific discipline? Please give examples of scien-
tific associations of sport psychology

Experts:

9. What reasons can you think of that the transfer
from theory to practice and vice versa can be diffi-
cult?

When you look at the phenomenon of anxiety in
physical education classes. How would different
subdisciplines of psychology address the phenom-
enon?

Do some research on the homepages of the profes-
sional societies. Where do you see similarities and
where differences?

10.

11.
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Learning Objectives

Basic:

== Being able to clearly describe perception and attention
processes

== Understanding and differentiating different theoretical
models of perception and attention

= Knowing in what ways perception and attention play a
role in sports

Advanced:

= Knowing how to measure perception and attention

== Being able to describe how perception and attention
can be systematically trained

Experts:

= Knowing about the “attention window” and selective
attention

= Knowing about trainability of perception and atten-
tion in sports

2.1 Introduction

Our perception allows us to use sensory channels (visual,
auditory, haptic, olfactory, gustatory) to gather and pro-
cess information from our environment and body. This
sensory information can then be used to adequately
adapt our behavior to the perceived circumstances.
Since our processing capacity is limited (Cohen et al.,
2015; Mack & Rock, 1998), we cannot process and con-
sciously represent all of the countless pieces of informa-
tion that we are faced with every second, let alone every
hour or even day. Chabris and Simons (2010, p. 38/39)
illustrate this by writing:

» The structure of the human body does not allow us to
fly, just as the structure of our mind does not allow us
to consciously perceive everything around us.

Although it may seem to us as if we perceived the world
around us in its entirety and in full detail, this is not
actually the case (Eitam et al., 2015; Rensink, 2015).

0 Limitation of Perception
Our processing capacity is limited. Although it seems
to us as if we perceive our environment in its entirety
and detail, this is not the case.

We are therefore forced to choose the information rel-
evant to us to perceive it selectively. This selection of
perceptual contents is performed by our attention. The
main task of attention is to select and amplify behav-
iorally relevant stimuli (see Eriksen & Hoffman, 1974;
Schweizer et al., 2000). We sometimes intentionally con-
trol attention, for example, when we are purposefully

looking for a friend in a cinema auditorium. At other
times, particular stimuli are so salient that they attract
our attention automatically, for example, when hearing
loud noises or someone mentioning our name (Koivisto
& Revonsuo, 2007; Theeuwes, 2010; Treisman & Gelade,
1980). The selection of perceptual contents implies that
we suppress/attenuate some (internal/external) stimuli
to work more effectively with other (internal/external)
stimuli.

— Perception

Perception is the subjective impression of our environ-
ment or body created by the processing of stimuli
acquired through different sensory modalities. A dis-
tinction can be made between conscious and uncon-
scious perception. However, the term usually refers to
conscious verbalizable perception (unless specified
otherwise).

— Attention

Attention refers to the allocation of processing
resources to and the amplification of the perception of
particular places, objects, or points in time.

As illustrated by the definitions, perception and atten-
tion are, on the one hand, clearly separable processes.
However, on the other hand, the two processes are also
very closely linked. The deliberate or automatic alloca-
tion of attention leads to the targeted intensification of
information collected by our sensory organs from our
environment. This means that the neuronal process-
ing of this sensory representation is amplified (Awh
et al., 2006; Kiefer et al., 2011; Nobre, 2001; Posner &
Driver, 1992). The processing of other information is
weakened by deliberately averting attention away from
information collected by our sensory organs from our
environment (inhibition). Our perception is therefore
the product of a combination of objective sensory input
received through our sensory organs and our distribu-
tion of attention. This implies that perception always
has a subjective component and that it is unlikely that
two people perceive exactly the same thing, even if the
sensory input is identical.

o Subjective Perception
Subjective perception is a combination of objective
input received by our sensory organs and the distribu-
tion of our attention.

Due to their central role for our experience, our behav-
ior and our performance perception and attention have
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long been central objects of basic psychological investi-
gation (e.g., Fechner, 1860; Posner, 1980; Styles, 2008).
Perceptual and attentional performance also plays a
major role in sports (Williams et al., 1999; Memmert,
2009), a domain in which a lively research culture has
developed over the past 30 years (Abernethy et al., 2007
Gray, 2011; Memmert, 2009; Moran, 2003; Nougier
& Rossi, 1999; Williams et al., 1999; Wulf, 2007). The
importance of visual-perceptual and attentional per-
formance becomes obvious in team sports. Due to the
complexity and multitude of stimuli available (team-
mates, opponents, field markings, goal or net, ball, etc.),
team sports demand complex skills in distributing and
dividing attention as well as in perceiving patterns of
play (both for players and referees). Good referees, for
example, need to monitor the movements of 22 soccer
players and the ball in real time. They must integrate this
information with the percept of their environment (e.g.,
field markings) and consequently decide, in a matter of
seconds, whether any rule violations have occurred (for
various explanations of incorrect offside decisions, see
» Chap. 5). It is known that experts tend to store and
recognize overall patterns common in their sport, while
novices tend to process the many individual components
(individual playing positions etc.) separately rather than
as a whole (Abernethy et al., 2005; Williams & Davids,
1995). This difference in perception leads to experts
showing superior pattern perception for game scenarios
(Abernethy et al., 1994; Allard & Burnett, 1985; Borge-
aud & Abernethy, 1987). The remaining free attentional
resources can then be used by experts to, for example,
detect unmarked teammates (Furley & Memmert, 2010).
However, also in closed-skill sports with closed require-
ments, perception and attention play a decisive role. In
track and field, for example, outstanding coaches are
able to recognize, even at far distances, which feature(s)
of a complex technique need to be adjusted to increase
an athlete’s performance.

o Perception and Attention in Sports
== The demands on perception and attention are
particularly high in complex team sports.
== Experts are better able to cognitively process
sport-specific information than novices.

2.2 Perception

Perception is defined as the subjective impression of our
environment or body shaped by the sensory processing of
stimuli by different sensory modalities. Put simply, per-
ception describes the process of receiving and processing

different stimuli and forms the basis of human recog-
nition, experience, and action (Marr, 1982). Individual
experiences are based on the information a person
receives via the senses and then processes and stores in
subcortical and cortical recognition structures of the dif-
ferent perceptual systems (Bruce et al., 1996). Human
perception works via one or more senses and helps to
identify and classify the environment. Visual perception
plays a particularly important role in many everyday
situations as well as in sports. It includes the reception
and transmission of various stimuli via the eyes—or in
other words, the sense of vision. From a physiological
point of view, visual perception involves the reception of
photons by photoreceptors in the eyes and the conver-
sion of these stimuli into electrical signals. The electrical
signals are registered, processed, and interpreted first in
the occipital region of the brain and then in many other
brain regions. On a psychological level, visual perception
refers to the recognition of in particular color, shape/
form, and movement. These components constitute one
of the most important, if not the most important, way
to perceive the environment for humans, since different
situations are usually interpreted and decisions are made
based on visual perception.

— Visual Perception

The eye is the sensory organ that enables visual percep-
tion of the environment. Light waves reflected or emit-
ted from objects enter the eye, where they are focused
and converted by receptors into electrical signals that
can be processed by the brain.

The visual field is divided into central (foveal) vision and
peripheral vision. The fovea centralis is the area of the
retina that produces the sharpest vision but covers only
about 2° of the visual field. The rest of the retina covers
the area of peripheral vision, which allows for the iden-
tification of shapes and movements but not for detailed
vision. Both areas of perception constitute visual sys-
tems operating in parallel and jointly; in conjunction
they determine the visual perception of our environ-
ment. The interaction of both systems begins with the
intake of visual environmental stimuli via the peripheral
visual field. The stimuli are selected, and a decision is
made as to which area receives the most attention, that
1s, which area is fixated with central vision. The deci-
sion about the next fixation point is based, among other
things, on previous experience with the same or similar
situations. Moreover, blinking or moving objects tend to
attract attention.
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o Foveal and Peripheral Perceptual Area

A distinction is made between the foveal and periph-
eral areas of visual perception. The foveal perceptual
region covers about 2° of the visual field and provides
the part of the environment that the eye can perceive
most sharply. Outside this area, peripheral vision is
used, which is particularly sensitive to movements and
changes in our environment and directs eye movements
to those areas, if necessary.

In most cases, perception is not an isolated process of
passive information reception. Rather, the information
intake often serves to react to the environment directly or
indirectly. Especially in sports, perception often involves
an evaluation of the perceived information in relation to
one’s own body or even one’s own movement. When I see
a defender of the opposing team running toward me (at
a certain speed and from a certain direction), I need to
react in a certain way (e.g., adjusting my own speed, my
direction, my ball control) and potentially even to adjust
this reaction while the information is being acquired.
This ability to successfully integrate and coordinate
one’s own perception and movements is also vital when
catching. Results from experimental research show that
our ability to assess a ball flying toward us decreases sig-
nificantly if we lack visual information about the throw-
ing action (Panchuk et al., 2013) or if we are not allowed
to move freely during our assessment (Oudejans et al.,
1996). In addition, subjects showed better catching per-
formance when they observed the ball for a longer time
while in the air (Whiting et al., 1970), when more envi-
ronmental information was available (Rosengren et al.,
1988), when they were allowed to pick up information
with both eyes instead of only one (von Hofsten et al.,
1992), and when the ball’s acceleration was included in
their assessment (Michaels & Oudejans, 1992).

In summary, visual perception refers to the process
of the intake and processing of stimuli via the pho-
toreceptors of the eye. This process is of enormous
importance in many, if not all, areas of life. Visual per-
ception enables a person to form a picture of his or her
environment and to adjust his or her reactions to that
environment. In almost all everyday situations, visual
perception plays a decisive role. The interaction of cen-
tral and peripheral perception ensures that the human
brain does not become overloaded and that people can
make “good” decisions quickly. Also, in the context of
sports, both foveal and peripheral vision are impor-
tant for extracting the necessary, constantly changing,
relevant pieces of information from the environment
(» Side Story: Visual Field Versus Field of Vision).

Side Story

Visual Field Versus Field of Vision

When describing a person’s range of visual perception,
a distinction is made between the person’s visual field
and their field of vision. The visual field comprises
the extent of the environment that can be visually
perceived while the head and the eyes are at rest. In
contrast, the field of vision represents the area of the
environment that can be perceived visually by moving
the eyes keeping the head still; thus, it is larger than the
visual field.

2.2.1 Peripheral Perception

The process of visual perception is extremely impor-
tant, also in sports. The perception of both stationary
and dynamic elements of our environment can make
the difference between victory and defeat, especially
in complex team sports. Both where we look and the
speed at which the information can be acquired will
influence the outcome of the situation, that is, the deci-
sion leading to a particular motor action and its suc-
cess. Therefore, it already becomes obvious that eye
fixations on particular targets are a crucial tool for
athletes, since stimuli that are fixated centrally are pro-
cessed most effectively.

But what about peripheral perception? Central
and peripheral visual perceptions are two comple-
mentary components of a system that facilitates the
selective pickup of information from the environment.
Nevertheless, focus is almost always on visual fixations
and therefore central vision, and as a result the impor-
tance of peripheral perception is often neglected.
However, especially in complex team sports, players
are constantly required to simultaneously perceive a
range of stimuli and objects. The perception of a cen-
trally fixated stimulus alone is therefore often insuf-
ficient for many decision-making tasks. Since fixation
toward several spatially separated stimuli is not pos-
sible simultaneously using central vision, peripheral
perception is of great importance. Thus, peripheral
vision enables not only the selection of the most appro-
priate next fixation point but also the perception of the
game situation as a whole. This includes stationary
objects (e.g., markings of the playing field or targets
such as goals and baskets) as well as moving people
and objects (e.g., teammates, opponents, the game
equipment).
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— Peripheral Perception

Peripheral perception continuously scans the environ-
ment for movements and change. When movements
and salient contrasts are detected in the visual field,
eye movements redirect the eyes toward those objects
to be able to perceive them in detail via foveal vision.

Sport Practice

An easy-to-understand example, which highlights the
importance of the different perceptual processes, can be
found in a sport rather unknown to Europeans:
American Football. The quarterback, who controls the
ball at the beginning of a play, looks for the player he/she
can throw the ball to in order to gain as much territory as
possible. He has to perceive as much of the playing field
in front of him as possible to decide which of his team-
mates is free and ready to receive a pass, but he must also
simultaneously observe his immediate surroundings to
avoid opposing players trying to tackle him or knock the
ball out of his hands. In this case, however, it is sufficient
to observe opponents via the peripheral vision, so that,
in case of any unusual movements, the visual focus can
be altered toward those approaching opponents. This
sport-specific example illustrates that both foveal and
peripheral perceptions are extremely important in sports,
since the simultaneous perception of teammates, oppo-
nents, and the ball optimizes a players’ decision-making
behavior and improves their odds of winning.

This example from American Football can be
applied to many sport games (e.g., basketball, foot-
ball, handball, volleyball) and also to other sports
(e.g., automobile sports, synchronized swimming) in
which athletes are required to observe several objects
or stimuli simultaneously (e.g., other players, objects,
markings). The better the athlete is at combining and
making use of their foveal and peripheral perception
in a meaningful way, the easier it becomes to perform
(provided they have the necessary technical and tacti-
cal skills), for example, to defend a ball, score a goal,
or adapt to the movements of their teammates.

0 What Influences Peripheral Perception?

== An object or movement suddenly appearing in the
periphery attracts attention.

== In stressful situations people’s peripheral perception
can become restricted (Williams & Andersen, 1997).

== Because of the light sensitivity in the periphery (due to
the light-dark sensitive rods of the retinal periphery),
peripheral perception is particularly advantageous in
poor lighting conditions.

Peripheral perception describes an important process
of information pickup in sport and should, therefore,
be trained and improved to increase athletes’ overall
performance (Williams & Davids, 1998). Peripheral
perception can be enhanced, for instance, by enhanc-
ing primary skills so that the athlete has the necessary
attentional capacity to attend to peripheral information
(see Dunton et al., 2019), or it can be achieved perhaps
surprisingly by initially removing or blurring peripheral
vision to first enhance central information pickup (see
Ryu et al., 2016).

Sport Practice

Training Peripheral Perception

Particularly in competitive sports, a new scientific
approach to improving performance at the top level
has been sought in recent years via methods that train
visual perception. Indeed, various perceptual skills
(such as visual acuity, motion perception, and also
peripheral vision) seem to improve via specific train-
ing programs in the laboratory. It is still unclear,
though, whether such improvements in perceptual
skills have a direct influence on actual sports perfor-
mance, or rather whether sport-specific visual train-
ing leads to greater benefits (for an overview see
Schapschroer et al., 2011). Nevertheless, many
coaches and athletes make use of different exercises in
their daily training routines that are meant to improve
peripheral vision or the interplay of peripheral and
foveal vision, as it is undisputed that the combination
of foveal and peripheral perception is of great impor-
tance, especially in sport games. This becomes obvi-
ous when looking, for instance, at the task description
of a setter in volleyball.

The task of a setter in volleyball is to pass the ball
to one of their teammates as precisely as possible
ready for them to score a direct point. In order to
play the ball precisely, it is beneficial to fixate the ball
immediately before and at the moment touching/
playing it. At the same time, the setter needs to be
able to perceive his or her teammates to check if they
are ready to receive the ball, as well as the opposing
blocking players. Based on the positioning of the
opposing blockers, it becomes clear(er) which
attacker has the best chance of scoring a point. Thus,
while the setter fixates the ball, he or she perceives the
positions and movements of the others using periph-
eral vision. This also gives him or her the opportu-
nity to detect gaps behind the opponent’s blockers, so
that he or she does not necessarily have to pass the
ball to the attackers but can also score a point him-
or herself.
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2.2.2 Failures of Conscious Perception

Our processing capacity is highly limited. This limitation
means that the selection of perceptual content by atten-
tion is essential. Through a combination of deliberate
distribution of attention (top-down) and automatic pri-
oritization of certain representations (bottom-up), we
are usually able to use our limited capacity efficiently to
achieve our behavioral goals. This means that we con-
sciously perceive relevant items and block out irrelevant
ones. Sometimes, however, this selective prioritization
of perceptual content makes us block out items that we
might have wanted to attend to or should have perceived
consciously. When made aware of what we missed, we
often experience astonishment, particularly when miss-
ing very salient (e.g., large or loud) stimuli. Imagine you
are watching a short video of two teams of three players
each, one team wearing black shirts and one wearing
white shirts. The three players of each team are passing
a basketball back and forth. Your task is to count how
often the three players in white pass the ball back and
forth. After a short time, a person in a gorilla costume
appears in the video and walks right through the scene.
What would you think are the chances of you not notic-
ing the gorilla? Surprisingly, the chance is about 50%;
it is as likely that you notice the gorilla as it is that you
do not perceive the gorilla consciously at all (Simons
& Chabris, 1999; » Study Box: Overlooking Relevant
Events). Attention toward the passing behavior causes
many of us to block out what would usually be a highly
salient piece of information.

0 Failures of Awareness
Because our cognitive processing capacity is highly
limited, we select perceptual content. This sometimes
holds us from consciously perceiving even salient and
behaviorally relevant stimuli.

Failures of conscious perception are often a conse-
quence of our cognitive structure and occur fre-
quently in everyday life. Most of the time we do not
realize how much we miss; after all, we did not con-
sciously perceive it. But do you perhaps know some
failures of awareness from your own experience?
== You are looking for a friend in a crowd. You think he
is wearing a red jacket. You look and look again, but
you cannot find him. When he finally approaches
you, he says that he even waved his arms wildly and
that you looked directly in his direction several times.
That may be true, but he had taken off his red jacket.
== You are completely immersed in a book. Someone
is trying to talk to you. It is only when she touches
your arm that you realize you have been spoken to.
== There are many mistakes in movies: Sometimes a crew
member sneaks into the picture unnoticed, objects
change their position as if by an invisible hand, or the
actor’s hairstyle is not exactly the same in the next
scene. But how often do we actually notice these mis-
takes if nobody explicitly draws our attention to
them? Exactly, we almost never notice these changes.

Study Box

Overlooking Relevant Events

In 1995, Boston police officer
Kenny Conley was convicted of per-
jury and obstruction of justice. He had
been chasing a suspect during an oper-
ation, while two of his colleagues con-
fused another police officer with a
suspect and assaulted him. Although
Conley walked directly past the attack,
he later testified that he had not noticed
any of it. However, since the assault
happened right in front of him, no one
believed his repeated claim not to have
witnessed the assault (Lehr, 2009).

Some  attention  researchers
became fascinated by this case. Based
on their research on failures of aware-
ness, they were convinced that missing
even salient stimuli could indeed
occur under certain circumstances
and that the question of police officer

Conley’s guilt could therefore not be
automatically inferred.

Chabris et al. (2011) designed a
study that was based as closely as possi-
ble on the situation described above.
Participants were asked to follow
another person around the campus at a
fixed distance while counting how often
this person touched their head. Right
next to the path, in direct view of the
participants for at least 15 s, a fight was
simulated between three men involving
much shouting and noise. The results of
the study showed that a large propor-
tion of participants were deaf and blind
to the fight. The probability of noticing
the fight depended both on the difficulty
of the task (counting head touches sep-
arately for the left and right hand, 42%
noticed the fight; counting head touches
regardless of the hand, 56% noticed the

fight; not having to count head touches
at all, 72% noticed the fight) and on the
lighting conditions (moderately difficult
task in bright day light, 56% noticed the
fight; moderately difficult task in the
dark, 35% noticed the fight).

Conley was acquitted on appeal.
However, the research findings on
failures of awareness did not contrib-
ute to his acquittal (Lehr, 2009). Of
course, research cannot directly prove
or disprove a person’s innocence.
However, the research results do indi-
cate that it is conceivable that Conley
could have been telling the truth.
Even more so as Hiittermann and
Memmert (2012) demonstrated that
physical stress (Conley pursued the
suspect over a long time) further
reduces the probability that an unex-
pected object or event is noticed.
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Several different types of failures of awareness can be
identified. On the one hand, there is information that
we are not aware of because we deliberately inhibit it
and, thus, effectively filter it out. This is intentional
and, therefore, not a failure. On the other hand, there
is information that has such a low level of sensory
energy (e.g., too small for our eyes or too quiet for
our ears) that we cannot consciously perceive it even
when we devote our attention to it; these stimuli are
subliminal (Dehaene et al., 2006) and are discussed
in » Sect. 2.2.3. Of particular interest are failures
of awareness involving stimuli that are consciously
perceived or remain unconscious depending on the
way attention is distributed. Thus, these stimuli have
enough inherent sensory energy to be perceived but do
not always reach this threshold—mnamely, when their
representation is not sufficiently amplified by atten-
tion. The phenomenon of change blindness (Rensink
et al., 1997; Simons & Levin, 1997) describes situa-
tions in which participants look for the difference in
two versions of an image presented in rapid change
with a very short black image in between (i.e., the two
versions of the image flicker back and forth). As long
as the attentional focus does not coincide with the
part of the image in which the change occurs, partici-
pants have no conscious representation of the change.
Thus, change blindness originates from the spatial
absence of attention. In contrast, the phenomenon of
the attentional blink (Raymond et al., 1992; Shapiro
et al., 1997) arises from a temporal absence of atten-
tion: a target stimulus is not consciously perceived
when another target is presented 100-500 ms before-
hand. This is not a reaction conflict but appears to be
a 100-500 ms long “hole” in the allocation of atten-
tion which results in an associated blindness for other
target stimuli. Both lines of research (change blindness
and attentional blink) have contributed to the advance-
ment of basic scientific theories on attention and per-
ception. However, both phenomena occur primarily in
experimental tasks with specific constraints including
timing and material and might, therefore, not be easily
transferred to everyday life. In contrast, inattentional
blindness occurs regularly in everyday tasks. By defini-
tion, this is a failure of awareness that occurs when a
stimulus unexpectedly appears in our visual field while
our attention is focused on another task or stimulus
(Mack & Rock, 1998; Simons & Chabris, 1999). These
conditions are often present in our everyday life as well
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as in the context of sports. In major sport games, for
example, there is often a primary task that demands
attention (e.g., controlling the ball or concentrating
on a predetermined tactical sequence), which can lead
to an unexpectedly free player not being noticed. The
transferability to everyday life and sport is addition-
ally increased by studies showing that inattentional
blindness occurs with very divergent situational con-
ditions (e.g., with different laboratory tasks, driving
simulators, and in naturalistic settings), that it occurs
with a wide variety of unexpected objects (from a
small black square to a unicycling clown; Hyman
et al., 2010; Mack & Rock, 1998), and that it is also
robust when the unexpected object is shown for rela-
tively long presentation times (e.g., demonstrations of
200 ms to more than 15 s).

o The Most Important Failures of Awareness
== Change blindness
== [nattentional Blindness
== Attentional Blink

— Inattentional Blindness

Inattentional blindness refers to the phenomenon that
we sometimes miss objects that appear unexpectedly in
our view. The more our attention is drawn to another
task, the higher the probability that the unexpected
object is not consciously perceived.

To date, several studies have specifically addressed the
topic of inattention in sports. From these studies, some
interesting insights can be derived. For example, Mem-
mert (2006) and Furley et al. (2010) were able to show
that basketball experts are less prone to inattentional
blindness in basketball situations than novices; experts
were more likely to notice both a stimulus completely
unfitting to the situation (e.g., a gorilla; see Simons &
Chabris, 1999) as well a stimulus fitting to the situation
(a free player). A study by Memmert et al. (2009) sug-
gests that this increased perceptual capacity is specific
to expertise in a particular sport and does not generalize
beyond it: their results showed that team athletes, indi-
vidual athletes, and nonathletes did not differ in their
probability to discover an unexpected object in a neutral
(i.e., not sports-related) task » Study Box: Overlooking
Unexpectedly Unmarked Teammates).
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Study Box

Overlooking Unexpectedly Unmarked
Teammates

Memmert and Furley (2007)
transferred the classic inattentional
blindness paradigms (Mack & Rock,
1998; Simons & Chabris, 1999; Most
et al., 2001) to the context of sports.
To stick as closely as possible to the
complex reality of sport games, they
developed a study design that incorpo-
rated video recordings of handball sit-
uations. Participants were asked to put
themselves in the position of a specific
player in the video and to perform two
tasks: (1) to observe their direct oppo-
nent and evaluate whether he adopted
an offensive or defensive position (pri-
mary task requiring attention) and (2)
to state what they would have done in
this situation to maximize their chance

@ Which Factors Influencing the Detection of
Unexpected Objects Have Been Identified in the

Sport Context So Far?

== FExperts in a specific sport are more likely to detect
unexpected objects in the context of their respective
sport (Furley et al., 2010; Memmert, 2006).

of scoring a goal. After two non-
critical videos (i.e., without any unex-
pected stimulus), participants watched
a video in which an unmarked player
stood on the court unexpectedly but
very obviously. Although this player
clearly represented the best solution
in this situation and was positioned
in the center of the video scene, right
next to the opponent that had to be
observed, 50% of the participants did
not notice him.

In two further experiments, Mem-
mert and Furley (2007) discovered
interesting factors influencing the
probability of failures of awareness
in their sport-specific inattentional
blindness task. First, they found
that significantly more participants
noticed the unmarked player when

no additional instructions were given,
as opposed to when such instruc-
tions were provided (e.g., “If it makes
sense, you should take two rules into
account. First, if your opponent steps
out, try to trick him with a feint. Sec-
ond, if your opponent remains defen-
sive, try to score a goal with a jump
shot.”). Potentially, this effect arises
from differences in the breadth of the
attentional focus: when additional
instructions are given, the attentional
focus is constricted. Second, they
found that the unmarked player was
almost always noticed when he was
made more salient, by waving his arm.
These findings in the specific context
of handball have now been replicated
in another sport, namely, basketball
(Furley et al., 2010; @ Fig. 2.1).

inferred that fewer explicit instructions increase the
probability that an unmarked player is detected.
= Memmert (2006, 2014a, 2014b) was able to show that
children up to 10 years of age are particularly suscep-
tible to missing unexpected objects. Therefore, this
topic is of particular relevance for this age group.
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by Memmert and Furley (2007). g
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More salient objects (e.g., a waving teammate) are
detected with a higher probability (Memmert & Furley,
2007).

Specific tactical instructions increase the probability
that an unexpectedly unmarked teammate is missed
(Memmert & Furley, 2007). Conversely, it can be

== Extremely high or extremely low physical arousal leads
to more failures of awareness for unexpected objects
(Hiittermann & Memmert, 2012).

In order to remain as unpredictable to opponents as
possible, it is advantageous for players to have as many
convergent and divergent decision-making solutions as
possible, including those that are unusual and surprising
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to the opponent. The repertoire of possible tactical solu-
tions for any given situation will increase in alignment
with the number of players and game patterns that can
be simultaneously attended to. A broad focus of atten-
tion is therefore required of team athletes for them to be
able to make tactical decisions and to integrate original
solutions into their cognitive decision-making process
(Memmert, 2010). For this purpose, it is also necessary
that unexpectedly unmarked players are noticed and
that the decision-making process is modified adequately
based on such additional information. Perceiving and
passing the ball to unmarked players often constitutes
the best solution in complex game situations.

Coaches’ instructions (e.g., tactical routes, well-
trained moves)—which are designed to assist the
players—can sometimes negatively impact tactical deci-
sion-making by narrowing the players’ focus of atten-
tion and, thus, reducing their flexibility.

o Increasing the Number of Action Alternatives
The number of convergent and divergent decision-
making solutions in any given situation and, thus, the
unpredictability for the opponent will likely increase
commensurate with the number of game elements an
athlete is able to simultaneously attend to.

Sport Practice

How can the detection of unexpected opportunities be
fostered?

General psychological as well as sports-related
research on inattentional blindness shows that vari-
ous situational factors clearly influence whether an
unexpected object is noticed or not. The different
actors in a sport game can do different things to
increase the probability that unexpected opportuni-
ties are detected.

As unmarked teammate:

Unmarked teammates need to be aware that they
can easily be overlooked, especially when they are free
unexpectedly. Even if the passer looks directly at them,
this does not automatically mean that he or she will
consciously perceive them (Beanland & Pammer, 2010;
Memmert, 2006). Salient gestures that draw the atten-
tion of the passing player (e.g., hand waving) are rec-
ommended.

As coach:

Clear instructions for action as well as tactical
instructions from outside the playing field narrow the
attentional focus of the player and increase the proba-
bility that unexpected chances go unnoticed (Memmert
& Furley, 2007). Coaches who wish for their players to
find creative solutions and to notice unexpected
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chances should give as few tactical instructions as pos-
sible. Since children under the age of 10 have an even
higher susceptibility to inattentional blindness, exter-
nal instructions should be kept to a minimum in this
age group particularly. Otherwise their attentional
focus may be fundamentally restricted, rendering origi-
nal solutions highly unlikely (see Memmert & Furley,
2007).

As player:

Basic research on inattentional blindness has
shown that neither personality traits nor individual
cognitive abilities can reliably predict whether or not
unexpected objects are noticed across different situa-
tions (Bredemeier & Simons, 2012; Kreitz et al., 2015a,
2015b). Thus, in this context, it is useless to train one’s
basic cognitive abilities in a targeted manner. However,
it has been shown that expectations have a strong influ-
ence on the detection of additional objects (Downing
et al., 2004; Kreitz et al., 2015a, 2015b). If objects, per-
sons, or situations are expected, then inattentional
blindness hardly occurs. Players should therefore
always be aware that unexpected constellations and
opportunities can occur in addition to frequently
occurring and often practiced situations during a
game. This broadening of attention might help to raise
the awareness of unexpected chances.

2.2.3 Unconscious Perception

Due to the limitation of our cognitive capacity, we
perceive only a small fraction of our environment con-
sciously. Nevertheless, a lot of the information that
remains unconscious is processed and can even influence
our behavior (Dehaene et al., 1998; Schnuerch et al.,
2016). For example, reaction times can be shortened if
a similar stimulus is previously presented subliminally
(Dell’Acqua & Grainger, 1999; Kouider & Dehaene,
2009), the identification and naming of very briefly pre-
sented stimuli can be promoted if the same stimulus
has already been presented before (Bar & Biederman,
1998), and even decisions can be systematically influ-
enced: 60% of penalty takers’ kicks are directed to the
side of the goal with more space when the goalkeeper
is slightly displaced form the middle of the goal even
though this displacement is not consciously perceived by
the penalty takers (Noél et al., 2015; » Study Box: The
Unconscious Shot into the Free Corner).

o Influence of Unconscious Perception
== Reaction times can be influenced.
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== The identification and naming of weak stimuli can
be facilitated.
= Arbitrary decisions can be influenced.

— Subliminal

The term “subliminal” describes the presentation of
stimuli below the threshold of conscious perception.
Subliminally presented stimuli are, therefore, processed
unconsciously (if at all). Examples of subliminal stimuli
are those with very weak contrast, a very short presenta-
tion duration, or masked stimuli.

Current research shows that the conscious and uncon-
scious processing of stimuli share several common-
alities (Kiefer et al., 2011): for sensory input, many
processing steps take place even if we do not con-
sciously perceive the input (Dehaene & Naccache,
2001). We do not even need a conscious representation
of the stimulus for semantic (i.e., related to the mean-
ing of a stimulus) processing (Dehaene et al., 1998).
Furthermore, we can even process the emotional
content of stimuli without perceiving it consciously
(Gainotti, 2012; Kiss & Eimer, 2008; Naccache et al.,
2005).

9 Which Types of Processing Depend on Conscious
Perception of a Stimulus?

There seem to be only four types of processing that

depend on a conscious representation of a stimulus

(Dehaene & Naccache, 2001):

== For information to remain stable over time

= For explicit (e.g., verbal) expression of the infor-
mation

== For innovative and creative solutions to complex or
new issues

== For intentional behavior

A clear influence of subliminal perception on behavior
also becomes evident in the context of sports. For exam-
ple, more than 60% of penalty takers aim at the more
open side of the goal, even when they do not consciously
perceive that the goalkeeper is standing slightly to one
side of the middle of the goal (off-center effect).

— Off-Center Effect

The off-center effect refers to a slight offset of the
goalkeeper from the center of the goal. It increases the
probability that the penalty taker will aim at the side
with more space, even though the offset is so small that
the shooter does not consciously perceive it.

The off-center effect appears to be very robust and has
already been demonstrated with schematic computer
animations (Masters et al., 2007), with photorealistic
goalkeepers (Weigelt & Memmert, 2012; Weigelt et al.,
2012), and in field tests with real goalkeepers in real

Study Box

The Unconscious Shot into the Free
Corner

In a study by Noél et al. (2015), the
off-center effect was examined in a
realistic, game-like setting. Participants
(soccer players with at least 8§ years of
experience) were asked to position a
goalkeeper precisely in the middle of
the goal. They then took 20 penalty
kicks. Of course, due to the inherent
limitations of human perception, the
goalkeeper was never placed exactly in
the middle of the goal but usually a
few centimeters to the left or right of
the actual center. Results showed that
over 60% of the shots were kicked to
the side with more space, even though
the shooters thought the goalkeeper
was standing precisely in the middle.
The offset of the goalkeeper to one

side was so small that it was not con-
sciously perceptible to the shooters.
Nevertheless, subliminal processing of
the offset apparently took place and
influenced the behavior of the shooters
(8 Fig. 2.2).

In addition, the authors examined
the influence of common strategies
used by penalty takers and goalkeep-
ers on the off-center effect. Half of
the participants were instructed to
adopt a  goalkeeper-independent
approach for their penalty kicks
(kicking in a predetermined direction
irrespective of the movements of the
goalkeeper); the other half were asked
to use a goalkeeper-dependent strat-
egy (trying to anticipate whether the
goalkeeper will jump to the left or
right and kicking in the opposite

direction). In half of the cases, the
goalkeeper was instructed to jump
toward one of the corners of the goal
early, and in the other half, he was
asked to jump late. So, in total, there
were four different conditions:
1. shooter has goalkeeper-dependent
strategy + goalkeeper jumps early.
ii. shooter has goalkeeper-indepen-
dent strategy + goalkeeper jumps
early.
iii. shooter has goalkeeper-dependent
strategy + goalkeeper jumps late.
iv. shooter has goalkeeper-indepen-
dent strategy + goalkeeper jumps
late.

Results showed that the off-center
effect occurred independent of the
goalkeeper’s behavior when the
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O Fig. 2.2 Results of the study by Noél et al. (2015). The shots to
the larger side are given as percentages depending on the condition.
With a goalkeeper-independent shooting strategy, it makes no differ-

ence whether the goalkeeper jumps early or late. With a goalkeeper-
dependent strategy, the off-center effect is particularly pronounced if
the goalkeeper jumps late

shooter adopted a goalkeeper-inde-
pendent strategy. However, when the
shooter adopted a goalkeeper-depen-
dent strategy, the off-center effect
only occurred when the goalkeeper
jumped late. Apparently, when a

shooter adopts a goalkeeper-depen-
dent strategy, an early-jumping goal-
keeper “overwrites” the starting point
of the goalkeeper. This makes sense:
if you can already see where the goal-
keeper is jumping, you do not have to

base your decision on whether the
goalkeeper has a slight offset in the
goal; you have much more relevant
information on which to base your
decision.

goals (Noél et al., 2015). Although there is no conscious,
verbalizable perception of the goalkeeper being off-cen-
ter, the shooters’ behavior changes. This demonstrates a
clear dissociation between our conscious perception and
our cognition or behavior (» Study Box: The Uncon-
scious Shot into the Free Corner).

The off-center effect is all-the-more astonishing given
that there are many other factors that influence the
direction in which penalty takers aim their shot: the
kicker’s previous success toward the different corners,
the personal kicking preferences toward the left or right
side, and previous experiences with the respective goal-
keeper. It speaks to the strength and robustness of the
effect that a significant influence of subliminal percep-
tion can nevertheless be consistently found.

Sport Practice

How Can Knowledge About Subliminal Perception Be
Applied in a Game Situation?

As a goalkeeper, you could take advantage of the
effect by deliberately standing slightly offset but being
prepared to jump to the more spacious corner. This

could give you some advantage. However, in practice,
this can be somewhat tricky, as the offset from the
center must be large enough to be perceived sublimi-
nally. If the difference is below the threshold of sub-
liminal perception, it is not processed at all and, thus,
has no behavioral effect whatsoever. However, if the
difference is so big that the shooter consciously per-
ceives it, the shooter can process this information
consciously and make tactical decisions accordingly.
The area in which subliminal but not conscious per-
ception takes place ranges within a few centimeters
(Noél et al., 2015).

In sports, subliminal perception does not only impact
penalty situations but forms the basis of a wide range
of motor responses (Kibele, 2006): the adaptation of
movement sequences during the execution of a move-
ment is mostly based on unconscious processing of
internal and external cues (Pélisson et al., 1986). Auto-
mated motion sequences require significantly less pro-
cessing capacities and predominantly occur outside our
conscious perception. That is the reason why experts,
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whose motor responses have already been automated
over the course of many years of training, have addi-
tional capacity left to detect new and unexpected stimuli
(Memmert, 2006; Memmert & Furley, 2007). Addition-
ally, experts can use tiny hints in the movement of their
opponents to rapidly adapt their movement sequences.
Afterward, athletes often report they reacted automati-
cally without having made any conscious decision about
the movement in advance. Kibele (2006) assumes that
quick motor responses are pre-activated by uncon-
sciously represented movement features embedded in
the movement sequence of the opponents or teammates.
Relevant visual cues are linked to corresponding quick
motor responses over the course of long-term exercise
processes and can thereafter be activated unconsciously.
The benefit of such an unconscious, automated connec-
tion of cues with quick movement adaptations is that it
works very fast and that hardly any cognitive resources
are needed.

o Automated Motion Sequences Under Time
Pressure
Automated motion sequences are primarily initiated
and controlled unconsciously, particularly under time
pressure. This means that in some situations athletes
react without having made any conscious decision
beforehand.

2.2.4 Perceptual Deceptions
and Distortions

With increasing performance levels, athletes usually
try to optimize their technical skills in such a way that
information which might be indicative of their action
intentions is minimized. Or they even try to gain per-
formance advantages over opponents by using decep-
tion or feints. In these cases, opponents are deliberately
presented with false indications of the intended action
(Renshaw & Fairweather, 2000), to entice them to react
differently to the actor than they usually would. In
the case of successful deception, players obtain a time
advantage and thus possibly a performance advantage
over their observers/opponents (Schmidt & Lee, 2005;
Schmidt & Wrisberg, 2008).

Perceptual Deception

Perceptual deception refers to a player gaining a tem-
poral advantage over his or her opponent by deliber-
ately providing false indications of their intended
action.

Two types of possible deception and feint are distin-
guished: body feints and head fakes. Whereas body
feints involve the movement of the whole body to
deceive the opponent, in many situations the use of
misleading glances is sufficient to deceive the oppo-
nent. Such head fakes increase the reaction time of the
opponent and thus delay his or her reactions to the
intended action (Alhaj Ahmad Alaboud et al., 2012;
Henry et al., 2012).

0 Deception in Sport Games

In sport games, a distinction is made between two

types of deception:

1. Body feint: An action is commenced to mislead
the opponent which is then aborted and followed
by the truly intended action.

2. Head fake: A player directs his or her gaze in a
direction different to that of their intended move-
ment direction.

Perceptual deception is relevant in almost all sports
where the aim is to control a ball (e.g., in basketball or
football), to target (e.g., in fencing), or to fight (e.g., in
boxing). Since the athletes’ task can continuously switch
from an attacking to a defensive position in the course
of a game or competition, not only is the use of decep-
tive movements essential but so too is the recognition of
possible feints by the opponent. In basketball, for exam-
ple, pretending to dribble to the left can open space and
time to pass to a teammate standing on the right. The
opponent on the other hand can negate that advantage
by recognizing the movement as a feint and continuing
to block the right option.

Scientific studies have found that higher and lower
level athletes deal with deception differently. Among
other things, it has been shown that experts in the sport
of rugby are more likely to see through misleading infor-
mation than less experienced players. They are also more
likely to correctly anticipate the movement directions of
the opponents, enabling them to make their tackling
movement (holding the ball carrier and bringing him/
her to the ground) more effectively (Brault et al., 2012;
Jackson et al., 2006). Such an advantage of expertise
is also found in basketball and handball: experts are
more likely to correctly identify body feints than novices
(Canal-Bruland & Schmidt, 2009; Cafnal-Bruland et al.,
2010). Interestingly, the experience of experts, which
leads to a faster and more frequently correct identifica-
tion of deception and feints, seems to not only affect
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the expert’s own sport but appears to span across sport
types: experienced soccer players are less influenced by
a deceptive movement in basketball than inexperienced
soccer players are (Weigelt et al., 2017).

So-called perceptual illusions can be distinguished
from perceptual deception; perceptual illusions (which are
mostly optical) are not caused by another person’s move-
ments of the body or the gaze but by the visual system.

Perceptual lllusion

We sometimes perceive size, distance, or color of stim-
uli not objectively but distorted by the context they are
presented in. Such optical illusions originate from pro-
cessing in our neuronal system.

Examples of optical illusions are situations in which two
identical objects suddenly appear different in size, straight
lines appear crooked, the same colors appear lighter or
darker, or an observers sees nonexistent items. Among the
most well-known visual illusions are the so-called “Ebb-
inghaus illusion” and the “Miiller-Lyer illusion.”

— Ebbinghaus Illusion

The Ebbinghaus illusion refers to the visual illusion
that occurs when two circles of equal size appear to be
of different size because one of the circles is sur-
rounded by several larger circles and the other by sev-
eral smaller circles. The circle surrounded by the larger
circles is perceived to be smaller than the circle sur-
rounded by smaller circles.
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— Miiller-Lyer-lllusion

The Miiller-Lyer illusion is an optical illusion occur-
ring when two lines of equal length are presented while
arrowheads at either end of one line are directed
inward and arrowheads at the end of the other line are
directed outward. The line with the arrowheads point-
ing inward is perceived to be longer by the observer.

Various research groups have investigated the effective-
ness of using optical illusions in sport training. In their
article published in 2016, Cafal-Bruland, van der Meer,
and Moerman describe that a training in which the target
appears smaller due to an optical illusion (Ebbinghaus
illusion) can improve performance in a target task in sport.
In contrast, Witt et al. (2011) point out that individuals’
self-confidence can be strengthened and consequently
that their performance can be improved, by using a target
that appears to be larger due to the Ebbinghaus illusion.
Indeed, a performance increase has been observed in golf
for holes that appear larger (Chauvel et al., 2015). How-
ever, with regard to this study, it should be mentioned
that the participants had little or no previous experience
in the sport of golf. It would, therefore, be interesting to
examine the extent to which visual illusions influence the
performance of experienced players. Moreover, it is still
uncertain whether visual illusions only affect the plan-
ning of action regardless of its control (Glover, 2002) or
whether they affect both movement planning and con-
trol (Mendoza et al., 2005; » Side Story: The Perception-
Action Model by Goodale and Milner).

Side Story

The Perception-Action Model by
Goodale and Milner

After brightness and movement

The perception-action model

The scientists Melvyn Goodale
and David Milner have worked on
the concept of conscious and uncon-
scious visual perception since the
1990s. Their perception-action model
is based on neuroscientific as well as
psychological evidence. Milner and
Goodale propose that there is not one
but two visual systems: one for the
conscious perception of our environ-
ment on which we base our thought
processes and the other with which
we unconsciously pick up visual
information from the environment to
control actions in an online manner.

stimuli are recorded by the retina,
the visual information is transmitted
via the visual cortex in the occipi-
tal lobe to various areas in the brain
primarily through one of two visual
streams. These streams run spatially
separately and use similar information
in different ways (Goodale & Milner,
1992). The so-called ventral stream is
responsible for conscious recognition
and identification of objects, while the
dorsal stream unconsciously controls
movements. Although both streams
process visual information in parallel,
it is important to note that people are
capable of visually guided actions even
without conscious visual perception.

outlines a theory that is particularly
interesting in the context of sports.
In most sports, visual information
is the primary source of information
and is therefore crucial for athletes’
movement planning. Since the model
assumes that visual action control
is largely controlled by unconscious
perception and, thus, independent of
conscious visual perception, illusions
or errors that only affect conscious
perception should not play a signifi-
cant role in movement control. Thus,
the interesting question arises to
what extent it is possible to intervene
in unconsciously controlled actions
at all.
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2.3 Attention

Attentional mechanisms can be interpreted as a sup-
porting function of human perception, whose task is to
select relevant aspects from a variety of sensory impres-
sions in order to efficiently control actions and thought
processes (Posner, 1980). Visual attention, in contrast
to basic visual processes, is a higher cognitive skill.
This classification is supported by the fact that differ-
ent attentional processes are influenced, for example, by
stress, strain on working memory, or competition-ori-
ented selection (Knudsen, 2007; Schweizer et al., 2000).
On top of that, performance on attention-demanding
tasks appears to be closely related to measures of intel-
ligence, presumably because “higher” mental processes
are involved in both domains (Bates & Stough, 1997).

By now, research in sport sciences has provided
numerous findings demonstrating superior atten-
tional performance of professional athletes when
compared with relatively less experienced athletes
(Abernethy & Russell, 1987; Castiello & Umilta,
1992a, 1992b; Memmert, 2006; Pesce Anzeneder &
Bosel, 1998).

Attention theories and models help to describe,
explain, and predict sport psychological phenomena.
They are important for our (sport-)scientific thinking
and our goal-oriented approach to sport practice. Or,
as Lewin expressed in 1951 already “There is nothing so
practical as a good theory” (» Chap. 1). Unsurprisingly,
a great number of theories, models, and paradigms exist
regarding attention that is discussed both in sport psy-
chology and the wider psychological literature.

In general, four sub-processes of attention can be
distinguished based on neuroscientific and psychologi-
cal findings: selective attention, orienting of attention
divided attention, and sustained attention (e.g., Coull,
1998; Knudsen, 2007; Mirsky et al., 1991; Van Zomeren
& Brouwer, 1994).

© Four Sub-processes of Attention
The following sub-processes of attention are often the
basis of sport psychological research:
= Selective attention
== QOrienting of attention
= Divided attention
= Sustained attention

2.3.1 Selective Attention

Selective attention is responsible for directing our limited
processing capacity toward certain locations or events
at particular points in time (or within certain time win-

dows), while at the same time suppressing other events
(cf. Coull, 1998; Posner & Boies, 1971).

Selective Attention

Selective attention chooses between competing stimuli,
locations, and points in time. Thus, specific objects,
locations, or points in time are processed preferentially
while others are inhibited.

Next to the orienting of attention, selective attention
has undoubtedly been the most researched of the sub-
processes of attention in sport sciences to date (Mem-
mert, 2009, 2014a, 2014b). This is because (a) the ability
to selectively process certain perceptual contents and sup-
press other stimuli is essential in many sport tasks and
(b) there is a variety of methodological approaches to
investigate selective attention.

On the one hand, studies investigated the gaze behav-
ior of experts during competition (how exactly do they
“scan” their surroundings?) to understand how the ath-
letes are able to react as quickly and correctly as possi-
ble. Information-rich areas (Magill, 1998) contain visual
features that can be used particularly well to anticipate
movements. In tennis, for example, it is helpful to focus
attention not only on regions distant from the body
(e.g., the opponent’s racket or the ball’s trajectory) but
also on the opponent’s arm and upper body in order to
detect important information for the prediction of the
ball’s trajectory (Rowe & McKenna, 2001).

On the other hand, selective attention was system-
atically manipulated in video-based laboratory train-
ing programs (e.g., Tayler et al., 1994; Abernethy et al.,
1999; Williams et al., 2003) and real-world interven-
tions (Hagemann & Memmert, 2006). Here, attention
was drawn to information-rich areas by visual or ver-
bal cues (for an overview see Jackson & Farrow, 2005).
Conscious, unconscious, and self-discovery strategies
support the learning process (Farrow & Abernethy,
2002; Smeeton et al., 2004; Williams et al., 2002, 2003).

Sport Practice

To circumvent the limited information-processing
capacity of athletes, exercises can be developed that
direct the attention of athletes toward those game fea-
tures considered especially important by the coach.
This way, specific expectations can be developed that
focus attention toward information-rich areas.
However, specific instructions by the coach (e.g.,
tactical routes, studied moves) which are supposed to
support the athletes’ control of their selective atten-
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tion can also have adverse and unintended effects on
tactical decision-making by reducing the attentional
flexibility of the athlete. Consequently, important fea-
tures (e.g., unmarked teammates) are more likely to
be overlooked (Memmert & Furley, 2007), and solu-
tions become less creative (Memmert, 2007).

2.3.2 Orienting of Attention

Orienting of attention means that attention is directed
to salient stimuli or important parts of a stimulus.
This allows the attentional focus to quickly shift to
different locations and objects. Attention is “logged
in” and “logged out” (Tennenbaum & Bar-Eli, 1995).
Information that attention has “logged in” on is ampli-
fied, while the processing of data outside the attentional
focus is impeded (Posner, 1980).

A processing advantage can be demonstrated for
stimuli that appear in a location to which attention has
been drawn previously by a cue stimulus. Reaction times
for such stimuli are shorter than for stimuli that appear
at other locations in the display (for an overview see
Canal-Bruland, 2007).

Orienting of attention is closely related to selective
attention (» Sect. 2.3.1), as both are processes that
direct and guide attentional resources. However, the
two attentional sub-processes activate different areas of
the brain (Posner & Peterson, 1990): selective attention
favors certain stimuli over others (i.e., when there is a
multitude of stimuli competing for attentional selec-
tion), whereas the orienting of attention refers to a sin-
gle stimulus.

— Orienting of Attention

Orienting of attention directs attention to behaviorally
relevant stimuli. Such orienting is often accompanied
by eye movements (overt orienting of attention) but
can also take place in peripheral vision (covert orient-
ing of attention).

Professional athletes from open-skills sports such as
boxing (Nougier et al., 1989), hockey (Enns & Richards,
1997), soccer (Lum et al., 2002), or volleyball (Castiello
& Umilta, 1992a, 1992b) show significantly higher flex-
ibility when orienting their attention than novices do (cf.
Memmert, 2014a, 2014b). This enables the experienced
athletes to pay less attention to probable events in their
surroundings and in turn devote more of their atten-
tional resources to unlikely events. Further study results
suggest this is not the case for athletes from closed-
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skills sports (e.g., swimming; Nougier et al., 1996).
Furthermore, experts are also better able to modify
their attentional resources according to the specific task
requirements during competition (e.g., Nougier et al.,
1989; Castiello & Umilta, 1992a, 1992b).

Sport Practice

A processing advantage (i.e., shorter reaction times)
can be shown when an athlete’s attention is directed
to a specific location where a relevant event will take
place (e.g., extremity that will hit the ball, point on
the field where the ball will land). For everyday train-
ing, this means that coaches’ instructions and tips,
which direct an athlete’s attention, should be appro-
priate for the respective situation and need to be rein-
forced in the learning process. To convince athletes of
the advantages of certain actions in certain situations,
coaches should always make their intentions behind
the instructions clear.

2.3.3 Divided Attention

In sports, it is often necessary to perform several tasks
simultaneously, between which the limited attentional
resources must be divided. Divided attention enables
people to focus on two or more sources of information
simultaneously (cf. Coull, 1998). This type of atten-
tional skill can be captured by dual-task paradigms
(Castaneda & Gray, 2007). Numerous practical require-
ments in sports presuppose the ability to divide atten-
tion and also require a sufficiently broad breadth of
attention (» Sect. 2.3.3.1; Memmert, 2014a, 2014D).

Divided Attention

Divided attention refers to the simultaneous distribu-
tion of attention to different stimuli.

2.3.3.1 Breadth of Attention

Over the previous decades, several different methods
and paradigms have been developed to investigate
the distribution of visual attention or determine the
spatial breadth of the visual focus of attention. One
of the best known and most influential test meth-
ods is the so-called useful field of view (UFoV; Ball
& Owsley, 1993). When performing this test, partici-
pants are required to focus on a centrally presented
stimulus while at the same time identifying and locat-
ing a stimulus presented in the periphery. The UFoV is
mainly used in the context of investigations of atten-
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tion in driving. It enables the collection of data on the
detection, identification, and localization of stimuli in
the central and peripheral visual field. However, other
everyday situations are not considered, for example,
situations in which two peripheral stimuli need to
be observed simultaneously. Such situations do not
only occur in road traffic, for example, when other
road users or events need to be observed to the right
and the left of one’s own vehicle simultaneously, but
also in sports, when teammates, opponents, and the
ball have to be simultaneously observed. To be able
to assess and measure attention performance during
such situations, Hiittermann et al. (2013) developed a
new testing, the so-called attention window task. By
means of this method, the maximum distance between
two peripheral stimuli (i.e., the maximum attention
breadth) can be measured. Stimuli are presented along
one horizontal, one vertical, and two diagonal axes.
The maximum breadth of attention measured along
each axis allows the determination of an individu-
al’s maximum visual attention window, within which
stimuli can be consciously perceived with one look.
During the test, two stimuli are presented along one
axis, always at the same distance from the center. The
limit of the attention window is determined by the
maximum attention breadth on each axis, that is, the
point up to which both stimuli can still be simultane-
ously identified correctly with at least 75% response
accuracy. Each stimulus consists of four different
objects. Combinations of shapes and colors are used
to ensure that attention processes are needed in the
process. Light and dark grey circles and triangles are
presented, and the participants’ task is to identify the
number (0-4) of light-grey triangles for each of the
two stimuli. During the task, participants focus their
gaze centrally between the two stimuli and perceive the
stimuli peripherally. To prevent jumps of gaze between
the two stimuli (and, thus, ensure divided attention),
the stimuli are presented for only 300 ms.

Attention Window

Attention window refers to the spatial area of the
visual field in which several peripheral stimuli can be
consciously perceived simultaneously (» Methods:
Attention Window Task).

Methods: Attention Window Task

One trial consists of six different display sequences
(B Fig. 2.3). At the beginning of each trial, a fixation
cross is presented at the center of the presentation area
for 1000 ms. Subsequently, in the second display
sequence, two cue stimuli are shown for 200 ms at pre-
cisely the same locations the target stimuli will later
appear. In each trial, the stimuli are presented on a
selected axis, on opposite sides of and at the same dis-
tance from the center of the projection. The separation
of the two stimuli varies between trials with viewing
angles of 5°-45°. The time interval between the presen-
tation of the peripheral cue stimuli and the target stim-
uli is 200 ms. The two target stimuli, each consisting of
a random combination of four light or dark grey cir-
cles or triangles, are presented simultaneously at the
locations previously indicated by the cue stimuli. In the
fiftth and sixth display sequence, participants indicate
how many light-grey triangles they perceived in each of
the two different object formations.

The stimuli in the attention window task are pre-
sented at equal distances from the center of the pro-
jection along four axes (one horizontal, one vertical,
and two diagonal axes) with eight orientations (0°,
45°, 90°, 135°, 180°, 225°, 270°, and 315°).
O Figure 2.4 shows the stimuli on one of the two
diagonal axes at a total viewing angle of 30°. (The
participants cannot see the individual axes in the real
test condition. Only the stimuli on the white screen
are visible for them.)
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O Fig. 2.3 Display sequences
of the attention window task X
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90° © Breadth of Attention
Especially in team sports, it is often necessary to per-
ceive several stimuli simultaneously (e.g., teammates
and opponents). Difficulties in dealing with such situ-
ations indicate that especially large distances between
relevant objects exceed our maximum attentional
focus. To determine the individual maximum possible
breadth of attention when processing two stimuli,

20° Hiittermann et al. (2013) developed the attention win-

I 0° dow task (» Study Box).
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O Fig. 2.4 Schematic representation of the axes of the attention
window task
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O Fig.2.5 Attention windows
of athletes and nonathletes

The Breadth of the Attentional Focus
of Experts in Different Sports
Various studies indicate that ath-
letes show more efficient performance
and more flexible orientation patterns,
adapt the size of the attentional focus
more quickly, and are able to main-
tain attention over longer periods of
time compared to nonathletes (Pesce
Anzeneder & Bosel, 1998; Turatto
et al., 1999). By means of the atten-
tion window task, Hiittermann et al.
(2014) were able to further differenti-
ate the differences in visual attention
between experts and novices often

diagonal axis

25 T

—Experts - "horizontal" team sports
—Experts - "vertical" team sports
——Non-athletes

horizontal axis

mentioned in the literature (e.g.,
Helsen & Pauwels, 1993; Williams
et al.,, 1994; Ryu et al., 2015; Ryu
etal., 2013; Ryuetal., 2016); Williams
& Davids, 1998). Their results indicate
that athletes have a 25% larger atten-
tion window compared to nonathletes
(8 Fig. 2.5). Moreover, there are also
differences in the attention window
between experts in different sports:
experts from sports in which a primar-
ily horizontal distribution of atten-
tion seems to be required (e.g., soccer)
showed a distribution of visual atten-
tion that was 8% wider along the hori-

vertical axis

diagonal axis

Study Box

zontal axis, compared to athletes who
mostly need a vertical orientation of
attention for a good performance in
their sport (e.g., volleyball). In con-
trast, volleyball players and basket-
ball players showed a 15% greater
vertical distribution of attention than
soccer players and other athletes who
require a primarily horizontal focus in
their sport. This finding indicates a
systematic relationship between the
shape of the attention window found
in laboratory tasks and the real-world
visual requirements of different expert
groups.

Sport Practice

In sports, the necessary orienting of visual attention is
dependent on the requirements of the tasks athletes
face. Flexible orienting of the size of the visual atten-
tional focus can be decisive for performance, especially
in the fast-paced team and racket sports. Depending
on the game situation, players have to alternate
between a broad focus of attention (e.g., attending to a
wide area on the pitch to discover free teammates) and
a narrow focus (e.g., fixating the ball during a penalty
kick). A narrow focus of attention is essential for per-
ception and recognition of details in situations such as

penalty shootouts, for example, to be able to detect
potential information about the shooting direction of
the penalty taker by observing the position of his or
her hips. On the other hand, a broad focus of attention
is essential to, for example, be able to integrate the
positioning of as many teammates and opponents as
possible into the decision-making processes, i.e., to
generate tactical decisions and to be able to incorpo-
rate the best possible solutions into this cognitive deci-
sion-making process (Memmert, 2010).

Athletes in team sports, in which the simultaneous
observation of several objects and situations is an
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ongoing requirement, should in training frequently be

confronted with exercises and tasks in which they

have to focus their attention on multiple areas simul-
taneously. The following tips can be carried out in dif-
ferent variations:

1. Implementation of game forms in which team
athletes require a broad focus of attention to gen-
erate various tactical decisions that allow the
players to act creatively.

2. Development of game forms in which unexpected
solutions arise for the players (e.g., an additional
neutral player); this way, the players can learn to
modify their decision-making process based on
new, additional information.

3. Increasing the number of elements/objects to be
perceived (e.g., teammates, opponents, balls).

Furley and Memmert (2005) describe sample exer-
cises and give further tips for the systematic training
of the visual attentional focus of athletes. The sug-
gested exercises are constructed in a way that trains a
broader focus of attention.

o Training the Breadth of Visual Attention in Sports
Based on the attention window task, in which two
peripheral stimuli have to be identified simultaneously,
different rules/principles can be established by which
an athlete’s focus of attention can be trained (narrowed
and broadened):
== The more elements of a game a player can con-
sciously perceive simultaneously across a large
spatial area, the greater is his/her repertoire of
possible tactical solutions for a given situation.

= Too many instructions (e.g., by the coach) can
negatively affect the tactical decision-making of
players and limit their flexibility in orienting their
visual attention.

@ Which Factors Influence the Breadth of Visual
Attention?
== Personal characteristics/developments:

— Age: Young people have a bigger attention window
than older people.

— Sport expertise: Team sport athletes have a bigger
attention window than athletes from individual
sports and nonathletes.

== Tasks:

— Gaze behavior: The attention window is bigger
when foveal gaze is directed between two periph-
eral stimuli, compared to when one of the stimuli
is fixated and the other is perceived in the far
periphery.
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== Situation:

— Physical stress: During moderate physical stress,
people’s attention window is bigger than it is dur-
ing periods of low or high stress.

— Mood: Positive mood increases the size of the
attention window, while negative mood decreases it.

2.3.3.2 Internal/External Focus of Attention

Wulf and Prinz (2001) distinguished between an inter-
nal and an external focus of attention while individu-
als perform sport movements and other motor actions
(e.g., Beilock et al., 2004; Rowe & McKenna, 2001).
When focusing internally, learners direct their attention
to the movement itself (e.g., on the nodal points of the
motion sequence when driving in golf). When focus-
ing externally, attention is directed on the effects of the
movement, that is, on the target itself (e.g., on the ball
or hole when putting in golf). In general, an external
focus of attention appears to be superior to an internal,
that is, movement-related, focus across different move-
ment skills, skill levels, and target groups (Gray, 2011;
Wulf et al., 2001; Wulf, 2007). Accordingly, an external
focus of attention leads to better acquisition and learn-
ing performance (Wulf et al., 2002; see Gray, 2004, for
a more differentiated position). Expert athletes are even
more likely to be hindered by an internal focus of atten-
tion when performing highly automated motor skills
(Beilock et al., 2002).

— Internal Focus of Attention

With an internal focus of attention, individuals direct
their attention directly toward the movement execu-
tion itself (e.g., the movement pattern during the golf
swing).

— External Focus of Attention

With an external focus of attention, attention is
directed to the effect that is supposed to be achieved by
the movement or on the movement target (e.g., on the
ball or hole when putting in golf).

2.3.4 Sustained Attention

Sustained attention is the sub-process of attention that
maintains the focus on relevant information, a stimulus,
or a location for a sustained period of time (cf. Coull,
1998). The terms “concentration” and “vigilance” are
often used synonymously. Vigilance, however, refers to
long-lasting attention processes ranging from minutes
to hours, while concentration tends to refer to processes
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lasting from seconds to minutes. An example of con-
centration in the sport context would be the fixation of
the trajectory of a ball during a 60-m pass in soccer to
“pluck the ball from the sky.” In contrast to selective
attention, which operates rather spatially, concentra-
tion seems to be a temporal process (Fernandez-Duque
& Posner, 1997). Although concentration plays a sig-
nificant role in a large number of sports, surprisingly,
there is little established empirical evidence on this sub-
process of attention (Memmert, 2014a, 2014b). Moran
(1996, 2003, 2004) puts forward some suggestions as to
how athletes can improve their ability to concentrate

(Tip).

Concentration

Sustained attention which ensures that attention is
maintained on a specific stimulus over a certain period
of time (seconds to minutes).

Sport Practice

Athletes could train their sustained attention by per-
forming tasks in which attention has to be maintained
over a certain period of time (cf. Moran, 2003, 2009,
2011). For example, during serve training in racket
sports, it can be instructed that different zones must
be hit consistently. On the opposite side of the court,
zones (the size depends on the player’s level of exper-
tise) are marked in the service courts. These zones
must now be hit by performing a precise serve. For
each zone that is hit, one point is awarded. The player
has to concentrate on the particular target (the spe-
cific area on court) over an extended period of time.

2.4 Trainability of Perception

and Attention in Sports

Experts in a particular sport are clearly superior to nov-
ices in their perceptual and attentional performances in
that given sport (Cafal-Bruland et al., 2006; Ericsson
& Hagemann, 2007). For example, experts recognize
patterns in individual elements of a game situation, a
cognitive ability that allows them to process and store
more information simultaneously (Abernethy et al.,
1994, 2005; Allard & Burnett, 1985; Williams & Davids,

1995). Moreover, experts orient their attention differ-
ently compared to novices: they focus their attention
less on expected and predictable stimuli and patterns
and focus more on unlikely events (Memmert, 2009).
In contrast, a large number of studies demonstrate that
experts from different sports do not differ from novices
regarding their general, sport-independent perceptual
abilities. General laboratory-based tests of perception
typically do not reveal any differences (e.g., Blundell,
1985; Hughes et al., 1993; West & Bressan, 1996). Thus,
experts, for example, notice unexpected objects more
frequently in sport-specific situations (Memmert, 2006),
but not in nonspecific situations (Memmert et al., 2009).

o Cognitive Differences Between Experts and Novices
Experts appear to be superior to novices in their
sport-specific perceptual and attentional performance.
However, they do not appear to be superior in their
non-sport-specific cognitive abilities.

Sport Practice

Since the research results described above show that
athletes in all probability do not possess better gen-
eral cognitive abilities, it can conversely be concluded
that training general cognitive abilities does presum-
ably not lead to performance advantages in a specific
sport. Consequently, the recommendation that can be
derived is that perceptual and attentional skills should
not be trained in general but rather in a sport-specific
way in direct relation to the relevant sport.

How can perceptual abilities be trained in a sport-
specific way? An interesting line of research shows
that experts are superior to novices in the anticipation
of actions (Abernethy, 1990; Ripoll, 1991; Rowe et al.,
2009; Smeeton & Williams, 2012). Thus, experts are
better able to anticipate action outcomes based on the
perception of little information. This creates a perfor-
mance advantage as the athlete can initiate his or her
counterreaction more quickly. Anticipatory decision-
making can be trained, for example, by means of the
occlusion technique (Cafial-Bruland et al., 2005, 2006,
2007). Since both spatial and temporal factors often
play an important role in sports, it is possible to work
equivalently with both spatial and temporal occlusion
techniques (» Methods: Temporal and Spatial Occlu-
sion Technique).
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Methods: Temporal and Spatial Occlusion Techniques

Two methods widely used to deter-
mine performance differences between
experts and novices in sport psychol-
ogy are the temporal and spatial occlu-
sion techniques.

The temporal occlusion technique
involves the manipulation of the
amount of movement information
available to the observer. For example,
participants are presented with a
video clip showing a tennis player per-
forming a serve. The movement/
action is interrupted at different
points in time (Farrow et al., 2005) or

during critical phases of the move-
ment (Miiller et al., 2006). The par-
ticipants’ task is to make statements
about the likely outcome of the shown
action, for example, about the direc-
tion of the stroke performed by the
tennis player or about the direction of
a penalty kick in soccer.

When applying the spatial occlu-
sion technique, selected regions (e.g.,
the torso) are not visible to the
observer so that information con-
tained in the respective areas is not
available to predict action effects
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(Miiller et al., 2006). The technique is
used to better understand the infor-
mation on which experts base their
anticipatory judgments.

In different sports, it was shown
that experienced athletes can more
frequently predict the correct out-
come of an observed action based on
early movement information than
inexperienced athletes (e.g.,
Hagemann & StrauB3, 2006) and that
they can also extract information
from different regions more efficiently
(e.g., Williams et al., 2009).

Another line of research reliably finds differences in
visual attentional performance between experts and
novices using the dual-task paradigm, that is, when sev-
eral tasks have to be performed simultaneously (e.g.,
Castiello & Umilta, 1992a, 1992b; Helsen & Pauwels,
1993; Hittermann et al., 2014; McAuliffe, 2004; Williams
& Davids, 1998; Williams et al., 1994). Studies using the
attention window task (» Sect. 2.3.3.1) not only con-
firm the performance differences between experts and
novices, but they can also quantify those differences.

In sport psychology and in general cognitive research,
there has been a controversial discussion for many years
about whether the commonly found differences between
experts and novices in visual attentional tasks constitute
a preexisting characteristic or whether the differences
can be explained as consequence of learning and train-
ing processes. Some studies assume that preexisting dif-
ferences in visual attention are responsible for superior
athletic performance, that is, the athletes that become
successful have had superior attentional abilities from
birth (e.g., Maxeiner, 1988). Most researchers though
suggest that individual attention ability can be improved
over time through experience (e.g., Konzag, 1981) and
that experts have optimized the orientation of their
visual attention through years of training (Ericsson &
Hagemann, 2007). They have developed better “soft-
ware” (Starkes, 1987, p. 147), meaning more efficient
information processing and more extensive knowledge
representations, which, among other things, enable them
to discover and identify objects or information relevant
to decision-making more quickly than novices (Canal-
Bruland et al., 2006; Ericsson et al., 1993).

o What Came First?

There are two different explanatory models for the find-

ing that experts show better perceptual and attention

performance in their respective sports than novices:

(a) People innately differ with regard to their cogni-
tive abilities and subsequently benefit in their
respective sports.

(b) People train and develop their cognitive abilities
through sport-specific training.

Most research suggests that (b) is the dominant causal
direction.

Assuming that differences in perceptual and attentional
performance are preexisting and rather constitute a
selection criterion in the sport context, the trainability
of these cognitive abilities must be questioned. However,
based on the more widespread assumption that the dif-
ferences between experts and novices in perception and
attention are (at least in part) caused by the years of
training, such training should be implemented in a goal-
and performance-oriented manner.

Learning Control Questions
Basic:

1. Briefly describe the difference between perception
and attention in your own words and substantiate the
distinction using examples from the field of sports.

2. What are the characteristics of foveal and periph-
eral perception? What distinguishes them?
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3. Use various examples to describe perceptual
deception and its importance in sports.

4. What are perceptual illusions? What role do they
play in the context of sport?

5. Name the sub-processes of attention. Describe
their significance in the context of sport using
practical examples.

6. Briefly name and describe some failures of aware-
ness.

7. What is inattentional blindness? Name some influ-
encing factors. To what extent is this phenomenon
important in the context of sport?

Advanced:

8. To what extent is unconscious perception relevant
in sport?

9. What is an “attention window”? How does the
attention window differ in size for sports with dif-
ferent requirements?

10. What is the difference between an internal and
external focus of attention? What are advantages
and disadvantages of each?

Experts:

11. What is orienting of attention and how is this sub-
process of attention relevant in the context of
sport?

12. What is selective attention?

13. What is sustained attention? How can it be trained
in the context of sport? Give different examples.

14. Describe the occlusion technique. Which conclu-
sions can be drawn from this method?

15. Which perceptual and attentional skills differ
between experts and novices in sports and which
probably do not?
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Learning Objectives

Basic:

== To understand the psychological foundations of learn-
ing and memory

Advanced:

= To differentiate and describe learning mechanisms and
memory processes

= To evaluate practice variables and their effects on
learning outcomes in sports

Experts:
= To understand how sport skills are stored and repre-
sented in memory

3.1 Introduction

Learning and memory are prerequisites for the acquisi-
tion, storage, and recall of sport skills. The chapter deals
with the psychological foundations of learning and
memory. It introduces the central concepts of the psy-
chology of learning and memory and presents the basic
theories and models. Furthermore, the most important
aspects of the design of teaching and learning processes
in sport are discussed, and the representation of com-
plex sport skills is presented. The aim of the chapter is
to provide a basic introduction to the topics of learning
and memory in sport.

3.2 Fundamentals of the Psychology

of Learning

Learning is mirrored in the permanent changes of peo-
ple’s behavior. Such changes are the result of experi-
ences made through simple repetition, systematic
training or observation (cf. Squire, 1992). Through
experience, people can continuously adapt to changes
in their natural and social environment (“learning as
adaptation”). According to this common assumption,
one can observe from the behavior of other people
whether they have learned (or not learned). However,
this presupposes the application of the learnt in the
execution of behavior. This is referred to as perfor-
mance. Learning can, however, also already be initiated
with those changes in the behavioral potential that
result from the acquisition of knowledge (“learning as
knowledge acquisition”). This also includes learning
about regularities, for example, which events are caused
by one’s own or other's actions in the environment. In
this sense, this is referred to as acquisition. Whether a

behavior is carried out after the acquisition (and thus
observable) depends further on external incentives and
the varying motivation of a person (Selg & Schermer,
2015; Chaps. 7 and 8).

Learning

Learning refers to a relatively permanent change in a
person’s behavior or behavioral potential, based on
experience and knowledge acquisition.

o Learning as Change

Often, learning is perceived primarily as an improve-
ment of knowledge (e.g., language, spelling, and math-
ematical formulae) and skills (e.g., sewing, cycling, and
baking bread), which are associated with an increase
in performance in a particular area of life. However,
the term should be used broader. For example, learn-
ing also means the loss of knowledge or the decrease
in the performance of a skill. The latter is not only
important in a sport or academic context but also in
everyday life. That is, whenever previously learned
material is not repeated over a certain period of time,
then performance deteriorates again. This means that
experience-related changes also occur when experience
in a particular field is lacking.

3.2.1 Learning by Association

An essential learning mechanism is based on building
links between events (Squire & Kandel, 1999). These
connections are called associations in learning psychol-
ogy. Associations can be formed between two events in
the environment (e.g., lightning followed by thunder) or
between one’s own behavior and the resulting effects in
the environment (e.g., an inside kick in soccer and a flat
trajectory of the ball) (law of effect). This elementary
learning mechanism enables us, for example, to predict
thunder and to protect ourselves after lightning by rush-
ing into a house entrance or to anticipate the lower left
corner of the goal for a penalty kick and to shoot the
soccer ball with an inside kick (» Sect. 3.2.1.3). The
strength of association between two events is deter-
mined by how reliably they occur together. If two events
regularly occur together or in quick succession, then a
strong association between these events is formed. In
addition to the temporal and spatial proximity of two
events (contiguity), associations can also be based on
their similarity or their contrast. The formation of asso-
ciations plays an important role in a number of theories
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of learning psychology, such as classical conditioning,
instrumental learning, observational learning, or
implicit learning.

Associations

An association is the elementary connection between
two events, based on the laws of contiguity, similarity,
and contrast.

0 Law of Effect

The law of effect goes back to the work of Edward
L. Thorndike (1911). According to this law, in certain
situations (S), those reactions (R) are strengthened,
which repeatedly lead to positive consequences (C). In
contrast, those reactions that are not accompanied by
positive consequences will be less frequently selected
or suppressed in the same situation in the future. This
is based on the acquisition of S-R compounds, with
a higher associative strength for successful reactions
than for unsuccessful reactions.

3.2.1.1 Classical Conditioning

Classical conditioning, as a behavioristic approach to
learning, goes back to the observations of Iwan
P. Pawlow (1953), who examined salivation in dogs in a

B Fig. 3.1 Apparatus of the
animal experiments conducted
by Pavlov (taken from Hoffmann
& Engelkamp, 2017) and a
schematic depiction of the
learning process through
classical conditioning. In the
testing phase, the sound (CS)
triggers a salivation response
(CR), which was initially only
associated with food (US) before
conditioning, after the sound
(CS) has been associated with
food (US) in the learning phase
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series of animal experiments (B Fig. 3.1). It starts with
innate reflexes, which always produce the same reac-
tions to a particular stimulus. Reflexes are therefore
elementary S-R connections, which, as unconditioned
stimuli (US) and unconditioned responses (UR), form
the basis of human (and animal) behavior. In the case
of Pavlov’s experiments, the presentation of food (a US)
regularly led to a salivation response (an UR). Stimulus
and reaction are called unconditioned here, because the
presentation of food, as an event in the environment,
leads to a physical reaction (i.e., salivation response) in
the dog without prior learning. The sound of a bell as a
neutral stimulus (NS) initially triggers an orientation
reflex in the dog (e.g., putting up the ears). Learning in
the sense of classical conditioning occurs when the
sound is presented as an additional stimulus together
with the food. After some time, this stimulus is associ-
ated with the food and can, after a sufficient amount of
repetition, also trigger the salivation response alone,
which was originally only bound to the US. The sound
then acts as a so-called conditioned stimulus (CS),
which causes salivary flow as a so-called conditioned
response (CR). The basic mechanism of learning by
classical conditioning is depicted in B Fig. 3.1.
Important aspects, which influence learning in terms
of classical conditioning, are contiguity, stimulus gener-
alization, stimulus discrimination, and extinction. For

Befora Food (US) ———> Salivationresponse (UR)
conditioning Sound (NS) ———> Orientation reflex (UR)
Food (US) ———— Salivation response
Learning phase
Sound (CS) ‘/’-//”//J7
Testing phase Sound (CS) ———> Salivation response (CR)

(& Extinction)
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as long as the CS reliably predicts the US, the CR is gen-
erated with the same strength (contiguity). Stimulus
generalization takes place, when the CR is activated by
a stimulus, which is similar to the previous CS, at the
beginning of the learning process. However, as practice
continues, the learner learns to differentiate more and
more between the stimuli, up to the point, where only
the CS is effective as an imperative, triggering stimulus
(stimulus discrimination). Finally, extinction refers to
the decrease of the CR, when the CS is no longer paired
with the US. In this case, the learner learns that when
presenting the CS, the US will not occur, which leads to
the extinction of the CR.

— Reflex

A reflex is an innate S-R connection, that is, a certain
stimulus is always followed by the same physical reac-
tion.

— Classical Conditioning

Classical conditioning is a learning process, which is
based on the association of a previously neutral stimu-
lus (NS) with an existing connection between an
unconditioned stimulus (US) and an unconditioned
response (UR), after which the NS, as a conditioned
stimulus (CS), leads to a conditioned response (CR).

3.2.1.2 Instrumental Learning (Operant
Conditioning)

Instrumental learning (also known as operant condi-
tioning) is also based on Thorndike’s (1911) associative
learning approach. According to the “law of effect”,
S-R connections are strengthened when they are accom-
panied by positive consequences. This was first shown in
animal studies on the behavior of cats. Thorndike
observed that cats learned to pull on a rope and then
push a pedal to free themselves from a cage, according
to the principle of trial and error. For this, they were
rewarded with food outside the cage. When the cats
received no more food, however, the behavior weakened
again, followed by the extinction of the S-R connec-
tions. Thorndike (1911) assumed that the respective
reward (food) only strengthened the S-R connections
but was not tied to the associations.

Burrhus F. Skinner (1938) changed this paradigm by
associating certain behavioral patterns of animals (rats
or pigeons) with either a reward (positive stimulus) or a
punishment (negative stimulus) in his so-called Skinner
box (B Fig. 3.2). The animals thus learned new S-R

B Fig. 3.2 Depiction of a typical Skinner box, which features a a
signal light, b a food dispenser, ¢ a lever, and d an electric grid (taken
from Hoffmann & Engelkamp, 2017)

connections, which increased or decreased in strength
depending on the consequences associated with the
behavior. Positive reinforcement can be observed when a
certain behavior (e.g., lever presses) occurs more often,
because it is rewarded with a positive stimulus (e.g.,
food). If a certain behavior is followed by punishment
(e.g., electric current), however, then the probability for
this behavior to occur in the future is reduced. In a simi-
lar way, the withdrawal of a positive stimulus (e.g., tak-
ing away food) also acts as a kind of punishment and
reduces the corresponding behavior. If, however, a nega-
tive stimulus can be removed by a certain behavior (e.g.,
by switching off the electric current), then the probabil-
ity of this behavior increases. This is called negative rein-
forcement. Learning is instrumental in the sense that the
learner acquires knowledge about which operant behav-
ior leads to desired or undesired consequences in the
environment.

Instrumental Learning

During instrumental learning, new behavior is learned
through the consequences of behavior, that is, depend-
ing on whether a particular association of stimulus
and response is reliably rewarded or punished.

3.2.1.3 Learning of Action-Effect Relations

Expanding on the assumptions of Thorndike (1911) and
Skinner (1938) on associative learning and instrumental
learning, respectively, Joachim Hoffmann (Hoffmann,
1993; Hoffmann et al., 2007) postulated in his “anticipa-
tory behavioral control (ABC)” framework that learning
rather depends on the acquisition of complex situation-
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O Fig. 3.3 Illustration of the
basic framework of action-effect
learning that is based on two
learning mechanisms, the
primary formation of action-
effect association and the
secondary contextualization of
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Primary formation of
action-effect associations

action-effect associations, respec-
tively (adapted from Hoffmann
& Engelkamp, 2017)

Voluntary action,

Effect
anticipation
(Eant)

Real effect

(Avolunt) (Ereal)

action effect (SAE) triples. For these SAE triples, the
strength of association between voluntary actions
(A, and anticipated effects (E_ ) is decisive for the
selection of a particular behavior in a given situation
(S), in order to produce the intended events in the envi-
ronment (as real effects (E__)). To this end, those A-E
connections are strengthened in the primary learning
process, which reliably lead to the desired effect (primary
formation of action-effect associations). In the second-
ary learning process, these A-E connections are linked
to those situational conditions under which the actions
run successfully (secondary contextualization of action-
effect associations; @ Fig. 3.3). Based on these learning
processes, the counterattack in team handball (as a vol-
untary action), for example, can be initiated quickly and
reliably after a successful goalkeeper parade (situational

Secondary contextualization
of action-effect associations

condition as a triggering stimulus) to score a goal (antic-
ipated effect), for as long as this behavioral routine has
been practiced (i.e., learned) in training before. The
acquisition of such action-effect relations forms the core
of ideomotor approaches to explain human behavior,
according to which complex actions are selected depend-
ing on intended goal states (Hommel & Nattkemper,
2011; » Side Story: Anticipative Behavioral Control
and flow experience (Hoffmann, 1993)).

Action-Effect Learning

Action-effect relations are established when under cer-
tain situational conditions a voluntary behavior reli-
ably leads to the desired event in the environment.

Side Story

Control
and Flow Experience (Hoffmann,
1993)

In his book entitled Prediction and
Knowledge (German title Vorhersage

Anticipatory  Behavioral

und Erkenntnis), Joachim Hoffmann
(1993) connects the occurrence of
predicted behavioral consequences
with the so-called flow experience
(Csikszentmihalyi, 1985). Such “flow

experiences” can happen in sports
when a certain action seems to run
smoothly and effortlessly and, thus,
results in a feeling of deep physical
satisfaction. In these situations, ath-
letes are in complete harmony with
the environment, and their actions
reliably lead to the intended con-
sequences, which is continuously
accompanied by positive feedback

on one’s own actions. The action “is
therefore part of a rational system of
cause and effect, within which, what
it does, has realistic and predictable
consequences” (Csikszentmihalyi,
1985, p. 58). One’s own physical activ-
ity is “in the flow” with the situational
conditions that define the frame for
behavior as environmental incentives
(» Chap. 8).
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3.2.2 Observational Learning

The development of associations also plays a major role
in observational learning. However, these are not
acquired through one’s own activity, as in classical con-
ditioning or in instrumental learning, but by observing
other people who perform these actions (as models).
Learning is therefore based on those representative
experiences, which are made by observing the behavior
of others. Because the observation of different models,
whose behavioral patterns are imitated, is central to this
kind of learning, the term social cognitive learning (or
social cognitive theory) is often used, which goes back to
the work of Albert Bandura (1977).

Social Cognitive Learning

Social cognitive learning is based on the observation
of other people, who serve as models and whose behav-
ioral patterns are imitated.

An important prerequisite for social cognitive learn-
ing is the ability to imitate (B8 Fig. 3.4). For example, it
is not difficult for us to try out simple dance steps that
we observe in a TV show. This ability to spontaneously
imitate an observed behavior is innate. Like the different

V.

O Fig. 3.4 The spontaneous imitation of unfamiliar behavior as a
basic learning principle. (© Peoplelmages/Getty Images/iStock)

reflexes, it is part of the basic setup of human (and ani-
mal) behavior. For example, newborns already imitate
the facial gestures of an adult model person (Meltzoff &
Moore, 1977), and preschool children can imitate com-
plex movements (Bekkering et al., 2000) or reproduce
action effects, which have been previously generated by
an adult model (Gergely et al., 2002).

Imitation

Imitation is the spontaneous imitation of an unfamil-
iar behavior, which is expressed in the reproduction of
an observed movement or action effect.

Observational learning goes insofar beyond mere
imitation as an instinctive behavior, in that the social
consequences of desired or undesired behavior are also
taken into account. People copy previously observed
behavior of other model persons (e.g., a famous soccer
player dives in the penalty area and is awarded a penalty
kick), if they hope for a reward and/or recognition in a
certain situation (e.g., in case of a slight physical contact
in the penalty area, they will also dive to receive a pen-
alty kick). People suppress the same behavior, however,
if they fear punishment and/or rejection (e.g., in the
same situation, they do not fall, because they had
already received a yellow card and want to avoid a sec-
ond yellow card for diving, which would lead to dis-
missal).

In Bandura’s “social cognitive theory (SCT)
(Bandura, 1977), the imitation of foreign behavior falls
into one of three classes of reactions: (1) as a model
effect, when a new behavior occurs after it has been
observed in a model; (2) as an inhibition or disinhibition
effect, when an undesirable behavior is omitted or a
previously inhibited undesirable behavior is displayed
after a model has been punished or rewarded; and (3) as
a triggering effect, when the observation of a model
stimulates already acquired behavior in the observer.

According to Bandura (1977), a total of four sub-
processes are necessary for social cognitive learning to
take place through the observation of a model: the per-
son must perceive the behavior of the model (attention
processes) and store it (retention processes). He or she
must also be able to carry out the behavior himself or
herself (reproduction processes) and be motivated to do
so (motivation processes). The first two sub-processes
control the acquisition; the last two sub-processes are
responsible for the performance of the behavioral pat-
terns, which is modeled (Study Box: Bobo Doll Study on
Imitating Aggression in Children (Bandura, 1965)).

2
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Case Study
Bobo Doll Study on Imitating
Aggression in Children (Bandura,

1965)

The classic finding on observa-
tional learning comes from a series of
studies from Albert Bandura’s labora-
tory on aggression in preschool chil-
dren (Bobo doll study; Bandura,
1965). In the Bobo doll study, 4- and
S-year-old children were shown films
of a male adult, who behaved verbally
or physically aggressive toward a
clown doll. The children saw the adult
model calling the doll names, hitting,

kicking, or lifting the doll up and
throwing it onto the floor. After some
time, either (A) a second person came
into the room, praised the adult for his
behavior and gave him sweets; (B) a
second person entered the room,
blamed the adult for his behavior and
punished him with beatings and
threats; or (C) the behavior remained
uncommented. When the children
were then confronted with the plastic
doll themselves, they imitated the
behavior just observed by the model.
Those children, who behaved particu-

larly aggressive, were the ones who
had just observed the adult model,
which was praised and rewarded.
Later, when the experimenter offered
children a reward in the form of sweets
for their aggressive behavior, all the
children showed an increased level of
aggression toward the clown doll. This
shows that reward and punishment via
the mechanisms of operant condition-
ing also influence social cognitive
learning, but the processes of acquisi-
tion and performance are affected dif-
ferently.

3.2.3 Implicit Learning

Implicit learning occurs when learners acquire knowl-
edge without realizing how the acquisition process
works. Acquisition is incidental and not influenced by
intention. The crucial difference to explicit knowledge
acquisition is the absence of awareness. Learning is
implicit when people are not aware of the fact that they
are learning (Frensch, 2006). A frequently used example
is language acquisition. Children learn language and
complex grammars long before they acquire explicit
knowledge about grammar rules later at school. The

same is true for children who learn soccer “on the street”
without being specifically instructed about the execution
of shooting techniques and the use of offensive and
defensive tactics within a training session. Implicit learn-
ing has been empirically investigated in experiments on
the construction of artificial grammar (Reber, 1989), on
learning hidden covariations (Lewicki et al., 1992) or on
motor sequence learning (Nissen & Bullemer, 1987).
Currently, research on implicit learning is contributing
to highlight the role of consciousness in human behav-
ioral control (» Side Story: Implicit Learning of
Action Sequences).

Side Story

Implicit Learning of Action Sequences

The acquisition of complex
sequences of action is often implicit.
This is tested in experiments with the
so-called serial-reaction-time (SRT)
task (Nissen & Bullemer, 1987). For
this purpose, participants are presented
with stimuli in the form of asterisks at
different spatial positions on a screen,

one after the other, upon which they
must respond with a spatially cor-
responding reaction (typically with a
keystroke). With increasing practice,
participants form associations between
several elements of the sequence (so-
called chunking) and, thus, learn the
structural properties of the stimulus-
response sequence without being aware

of it. This is reflected in shorter SRTs,
that is, the individual keystrokes are
executed faster for the entire sequence
of actions. If the acquired sequence
is then replaced by a new sequence in
a transfer phase, the SRT rises again.
The latter shows that not the mere
stimulus-response coupling, but the
(whole) action sequence was learned.
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Implicit Learning

Implicit learning is based on the ability to acquire
knowledge without realizing how this knowledge was
acquired.

3.3 Designing Teaching and Learning

Processes in Sports

Learning processes in sports occur in a variety of fields.
These concern not only the acquisition of motor skills
but also the acquisition of general knowledge about
rules, as well as game and competition tactics. The fol-
lowing sections focus on the field of motor learning. For
this, those learning processes will be addressed, which
underly the acquisition of motor skills.

3.3.1 Learning Phases and Learning
Processes

Motor learning processes represent the changes in mem-
ory, relevant for motor control. Corresponding repre-
sentations change not only in terms of the resulting
behavioral competence but also in terms of their coding
(Hikosaka et al., 1999), the corresponding neural sub-
strates (Keele et al., 2003), and the mode of control when
these representations are recalled for behavioral control
(Chein & Schneider, 2012; @ Fig. 3.5). There are numer-
ous, mostly two- or three-stage models that differentiate
between early and late learning phases (c.g., Fitts &

O Fig. 3.5 Changes of the
representation of motor skills in
early and late phases of learning
(mod. Olivier et al., 2013; with
permission of Hofmann

ing of
Publishing) coding o

representation

dominant
neuronal
substrates

control mode

motor representation

spatial representation

prefrontal cortex,
hippocampus, PMC, preSMA...

attentional control/
working memory dependent

Posner, 1967; Chein & Schneider, 2012). According to
these models, early phases are dominated by cognitive
processes that highly rely on limited information pro-
cessing resources (e.g., working memory resources). For
example, spatially coded representations are postulated,
which are recalled at the beginning of a learning process,
depending on working memory and are gradually trans-
formed into motor commands. In parallel, working
memory independent representations are also developed
(e.g., motor programs; Schmidt, 1976), which usually
control motor skills in later phases of learning (Hikosaka
et al., 1999). Correspondingly, a structural shift in the
neuronal substrates (Lohse et al., 2014) and a change in
the mode of control, which is less dependent on capac-
ity-limited working memory resources (non-attentional/
automatic control), can be detected. At the same time,
so-called dual-task costs are reduced as learning pro-
gresses (Abernethy, 2001; » Methods: Measuring
Automatization by Means of Dual-Task Paradigms
(Abernethy, 2001).

Methods: Measuring Automatization Using the
Dual-Task Paradigm (Abernethy, 2001)

The dual-task paradigm is often used to measure
automatization. Here, the motor primary task and a
cognitive secondary task (e.g., counting backward in
steps of three, tone counting tasks) are tested in sin-
gle- and dual-task conditions. So-called dual-task
costs are determined as the difference in perfor-
mance between single- and dual-task conditions.
High dual-task costs are attributed to a high demand
for cognitive control processes, and low dual-task
costs are attributed to a high degree of automaticity.

basalganglia
motor cortex,...

automatic control/working
memory independent
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3.3.2 Instruction and Feedback

Information provided to learners by extrinsic sources of
information can support or supplement the processing
of information perceived by the learners (intrinsic feed-
back based on sensory feedback). A distinction is made
here between the future-oriented form of instruction
and the past-oriented form of feedback on the move-
ment outcome (knowledge of results) or on the move-
ment itself (knowledge of performance) (Schmidt et al.,
2019). In addition to external persons, such as the coach,
external information can be transmitted through vari-
ous media (e.g., screens, speakers), in various forms of
coding (e.g., verbal, spatial), and through various sen-
sory modalities (e.g., visual, acoustic, kinesthetic, tac-
tile). In the following, selected aspects for providing
external information are discussed.

— Intrinsic Feedback

Intrinsic feedback refers to sensory impressions that
result directly from the execution of the movement.

— External Information

External information refers to instructional informa-
tion and augmented feedback information from exter-
nal sources (e.g., trainers, videos, diagrams, etc.).

Instruction: Variables
of Observational Learning

Observational learning is most often based on demon-
strations of successful movement executions (e.g., using

3.3.2.1
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various forms of video presentation or demonstrations
by the instructor). In the case of dynamic-visual demon-
strations, it is also referred to as modeling (when this
practice procedure is deliberately used) or imitation
(when reenactment occurs rather spontaneously). The
observations are processed in two different ways. On the
one hand, the observation of the model can result in
visually and spatially coded representations, which
depend on working memory and are transformed into
motor commands (Rumiati & Tessari, 2002). Thereby,
attentional processing requires the learner to select
information (i.e., selective attention), because of limited
attentional resources. Therefore, attention should be
directed to the most relevant elements of the movement.
In the case of using screen displays, for example, slow
motion, still images, as well as textual and graphical
attentional cues can be used to take the limitations of
the visual information processing into account. The
resulting performance of this visuomotor transforma-
tion process can thus be significantly increased (Blischke
et al., 1999). On the other hand, as well as in addition to
this working-memory-dependent route of processing,
ideomotor processes can also support the imitation of
movements. The mirror neuron system is regarded as the
neuronal substrate for the transformation of visual per-
ceptions into executive motor representations (Fabbri-
Destro & Rizzolatti, 2008). Accordingly, action
observations evoke corresponding motor representa-
tions without the need to immediately execute these
movements. The visual perspective of observation mod-
ulates these ideomotor effects to a large extent (on the
influence of the observation perspective. B Figure 3.6;
» Study Box: Observation Perspective: Neuronal
Activation and Imitation Performance).

Case Study

Perspective: Neuronal Activation and
Imitation Performance

The observation of hand move-
ments from an egocentric perspec-
tive leads to a strong neural
resonance of motor representations,
where brain areas related to these
movements are more activated as
compared to when one observes a
model person sitting opposite

(Jackson et al., 2006). Both, the spa-
tial-temporal imitation of arm
movement sequences presented by a
video model (Krause & Kobow,
2013) and the comprehension of
visual tactical instructions
(Koopmann et al., 2017; Krause &
Weigelt, 2020) are more effective
with low model-observer disparity
(B Fig. 3.6). Besides the stronger

activation of corresponding motor
representations in the brain, it can
be assumed that an increased model-
observer disparity requires mental
rotation processes to transform the
observation into the own egocentric
reference system. Such mental rota-
tion processes seem to interfere with
motor planning and execution pro-
cesses (Wohlschldger, 2001).
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O Fig. 3.6 Observational
perspectives with varied
model-observer-disparity (left,
Krause & Kobow, 2013,
copyright with permission from
Elsevier; middle, Physiofun,
2010, copyright Kaase health

demand for
mental
rotation

model-

observer-
disparity

GmbH; right, Krause & Weigelt, high high
2020, copyright with permission
from Springer)

low low

In addition to visual forms of instruction, which are
particularly suitable for conveying corresponding spa-
tial structures (Daugs et al., 1989), acoustic forms of
instruction can also be used, which are particularly suit-
able for conveying temporal structures, since the audi-
tory sense has a very high temporal resolution
(Effenberg, 2005). For acoustic instructions, for exam-
ple, dynamometric or kinematic series of measurements
of model movements can be converted to music (so-
called sonification). Multimodal models (e.g., audiovi-
sual multimodal models) appear to be particularly
effective as compared to unimodal models (e.g., purely
visual models) (Effenberg, 2005).

3.3.2.2 Instruction: Focus of Attention

Instructions can be used to direct the focus of attention
on the body (internal) or on the effects in the environ-
ment (external). According to the “constrained action
hypothesis” (Wulf et al., 2001), it is assumed that an
internal focus of attention tends to induce attentional,
cognitive-dominated control processes that suppress
(constrain) the recall of established automatisms, while
an external attention focus leads to more automatic con-
trol. The latter goes along with a more efficient execu-
tion of movements, which can have a positive effect on
endurance performance, for example in swimming
(Freudenheim et al., 2010) or running (Schiicker et al.,
2009).

Internal Focus of Attention

An internal focus of attention addresses particular
aspects of the movement itself (e.g., the arm swing of
the tennis serve).

activation of

motor examples

representations

low

high

External Focus of Attention

An external focus of attention addresses the action
effects, which result from a movement in the environ-
ment (e.g., bat-ball contact in baseball).

The impact of the focus of attention on skill acquisi-
tion was first shown in the studies of Gabriele Wulf (for
a review, see Wulf, 2009). According to these studies, an
external focus of attention is generally superior to an
internal focus. This can be seen both in the short-term
improvement of movement performance (motor perfor-
mance) and in the long-term changes of behavior
(motor learning). These findings are supported by stud-
ies with children, adults, and elderly, as well as patients
with various diseases (e.g., Parkinson’s disease, stroke,
speech disorders). The improved performance due to an
external focus of attention is accompanied—among
other things—by more efficient neuromuscular activity
and/or coordination. An external focus of attention ben-
efits novices and experts across a large variety of skills.

Instruction: Movement Rules

and Analogies

Verbal instructions in the form of explicit movement
rules can be related to single elements of an action,
where the corresponding information details usually
require a similar amount of cognitive effort to be pro-
cessed and transformed into a representation.
Alternatively, analogies can be used as metaphorical
instructions (e.g., “bend like a bow” at the end of the
backswing of a tennis serve). These make it possible to
induce a holistic idea of the movement, without all
details necessarily becoming conscious and requiring a
similar amount of attentional resources during learn-

3.3.2.3
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ing and later on, during recall. Instruction by analogies
benefits implicit learning processes and a rather auto-
matic mode of control (Lam et al., 2009; » Study Box:
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Analogy Instructions: Robustness in Pressure

Situations (e.g., Lam et al., 2009)).

Case Study

Analogy Instructions: Robustness in
Pressure Situations (e.g., Lam et al.,
2009)

Analogy instructions, like “Shoot
as if you are trying to put cookies
into a cookie jar on a high shelf!”
(set shot in basketball; Lam et al.,
2009) and “Move the bat as if it is
traveling up the side of a mountain!”
(forehand topspin in table tennis;
Poolton et al., 2006), induce implicit

learning. This is the reason why
learners (with comparable acquisi-
tion performance) show superior
performance in more challenging
situations, such as when concur-
rently solving additional cognitive
tasks (i.e., in dual-task scenarios) or
when performing under pressure.
Learners, on the contrary, who have
been trained with explicit movement
rules (e.g., “Extend the elbow fully at

ball release! Follow-through by snap-
ping wrist forward, so that the palm
of shooting hand is facing down-
ward! Release the ball with your fin-
gertips!”, Lam et al., 2009) can
explicitly describe single movement
elements, but due to these explicit
attention-demanding memory con-
tents, their performance suffers in
dual-task scenarios and under pres-
sure.

3.3.2.4 Feedback: Timing and Frequency

Especially in initial stages of learning, learners are very
imprecise when it comes to interpret intrinsic feedback
(internal information, e.g., kinesthetic, vestibular, or
tactile sensory feedback). Extrinsic feedback (external
information, e.g., feedback from the coach or a techni-
cal medium) can reduce information deficits (Schmidt
etal., 2019) and supports learners in successfully solving
the movement task (“guidance hypothesis”; Salmoni
et al., 1984). However, the “guidance hypothesis” also
states that a high availability of extrinsic feedback may
lead to a situation in which the learner becomes depen-
dent on the guidance by extrinsic feedback, while the
processing of intrinsic information is neglected. This
prevents the development of error detection mechanisms
and results in a reduced performance whenever the guid-
ing extrinsic information is not available (» Study Box:
Feedback: “Less Is More!”). The demand for an effec-
tive feedback delay of about 5-30 s can be argued in a

pre-feedback interval/

feedback delay

motor

execution
processing

intrinsic

feedback intrinsic

B Fig. 3.7 Processing of extrinsic and intrinsic feedback in motor learning (mod.

Publishing)

similar way (e.g., Swinnen et al., 1990). Immediate feed-
back without any delay might prevent the processing of
intrinsic feedback, while longer delays (e.g., more than
30 s) are accompanied by the “fading” of intrinsic feed-
back in short-term memory, so that it can no longer
be compared to the extrinsic information (B Fig. 3.7).
However, the comparison is important to enable the
development of error detection mechanisms.

3.3.2.5 Feedback: Positive and Negative
Valence

Extrinsic feedback can be perceived by learners with
positive or negative valence. The valence (i.e., the value
of the feedback) can be determined both by the subjec-
tive level of aspiration and by the type of feedback.
Thus, target areas can be defined for the feedback,
within which qualitative-positive feedback can be
provided (bandwidth feedback, e.g., Sherwood, 1988) or
normative reference values can be added (normative

post-feedback interval

motor
execution

intrinsic
feedback

Krause et al., 2019; with friendly permission of Thieme
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feedback/social-comparative feedback, e.g., Wulf &
Lewthwaite, 2016). Based on the “reward-prediction-
error-hypothesis” (Glimcher, 2011), it can be expected
that feedback with (rather unexpected) positive valence
is of higher significance for learning (i.e., reinforcement
learning), because it is associated with an increase in the
firing rate of dopaminergic neurons in the midbrain,
which in turn causes a dopamine-dependent long-term
potentiation of the neuronal activation patterns corre-
lated with the feedback event. To state it metaphorically:
the neuronal activation patterns that led to the success-
ful execution of the action are post-activated somewhat

beyond the end of the execution and are “bathed” in the
dopamine release (Glimcher, 2011).

For feedback with (rather unexpected) negative
valence, however, it can be assumed, that it induces an
increase in attention-dependent processes, in order to
reduce sources of error through cognitive strategies,
triggered by a decrease in the firing rate of dopaminergic
neurons. The cognitive involvement can have a short-
term positive influence on practice performance but par-
ticularly limit motor automatization—as a partial aspect
of long-term learning (» Study Box: Feedback Valence
and Motor Automatization).

Case Study

Feedback: “Less Is More!”
Numerous experimental studies
have shown that acquisition perfor-
mance is positively influenced by a
high availability of extrinsic feed-
back, but retention performance,
which is wusually tested without
extrinsic feedback, tends to benefit
from a reduced frequency (e.g.,

after 30-60% of the trials). This
reversal effect can be observed after
larger amounts of practice (more
than 90 trials of practice) and for
tasks that can be characterized by
motor program learning (overview:
Marschall et al., 2007). The conse-
quence for teachers is that they
should not provide feedback as fre-

quently as possible but should
rather deliberately use feedback less
frequently, to promote the develop-
ment of error detection mecha-
nisms. Recent findings also show
that more frequent error feedback
can limit motor automatization
processes (Krause et al., 2018).

© Effective Use and Effective Design of Instructions

= Modeling, a procedure to enable observational
learning, generates spatial representations of
the movement and activates motor representa-
tions.

== The spatial disparity between the model and the
observer should be as low as possible during
modeling.

= Analogies and instructions addressing an external
focus of attention induce implicit processes and
promote a more automatic control of movements.

o Effective Use and Effective Design of Augmented

Feedback

= Augmented (extrinsic) feedback directs the learner
into the direction of the learning objective by
pointing to the discrepancies between the desired
state and the actual state of performance and
helps by the interpretation of the intrinsic
feedback.

= A reduced feedback frequency promotes the
development of error detection mechanisms and
improves performance without augmented
feedback.

= Feedback with negative valence hinders, whereas
feedback with positive valence promotes motor
automatization.

3.3.3 Practice Schedules

3.3.3.1 Distributed and Massed Practice

Concerning the temporal distribution of practice, a dis-
tinction is made between massed practice, as practice
without interruption, and distributed practice, where
practice is interrupted by resting periods. In general,
distributed practice schedules show better learning
effects than massed practice schedules (e.g., Shea et al.,
2000). This applies both to the intervals between
repeated practice trials within a practice session and to
the interruption of practice by longer time intervals, for
example, by day- or night-sleep intervals. Several com-
plementary approaches can be used to explain this so-
called spacing effect. In case of longer interruptions,
consolidation processes enable the learner to perform
further practice trials by using changed (consolidated)
long-term memory representations, which are based on
the previous practice before the retention interval.
Restarting practice at a higher performance level
describes the so-called reminiscence effect (Shea et al.,
2000). In the retention intervals, task-relevant represen-
tations can be positively influenced by a mental simula-
tion of the execution (Mental practice; » Chap. 20). A
stagnating performance can be observed when practice
is scheduled without interruptions, which is signified by
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reactive impedance due to changes in the availability of
physical and psychological resources or an accumula-
tion of inhibition potentials (especially in the case of
non-reward and high physical demands), so that the
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learner is no longer able to reach the previous acquired
level of performance.

Case Study

Feedback  Valence
Automatization

In addition to the learning advan-
tages for movement accuracy and
consistency (e.g., Sherwood, 1988),
Agethen and Krause (2016) were able
to show that the use of feedback with
positive valence (in form of band-
width feedback) leads to increased
motor automatization. For this pur-
pose, a dual-task paradigm (see
Method Box in » Sect. 3.3.1) was
used in the pretest-posttest design to

and Motor

measure automatization effects. One
group of participants, who had
received positive qualitative feedback
in most of the practice trials and
quantitative error feedback in only
comparatively few practice trials
(approx. 14 %), were able to almost
eliminate their dual-task costs com-
pletely from pretest to retention test.
Another group of participants with a
comparable reduced error feedback
frequency, but without additional
positive qualitative feedback, was able

to reduce the dual-task costs
by about one half. Yet another group
of participants, who received quanti-
tative error feedback after each prac-
tice trial, displayed a similar level of
dual-task costs in the pretest and the
retention test. Accordingly, both, the
reduction of the frequency of feed-
back with negative valence and the
addition of feedback with positive
valence seem to promote motor
automatization.

3.3.3.2 Part Practice and Whole Practice

A strategy to simplify the learning situation is to break
down the learning task into single subtasks relative to
either the simultaneously (fractionalization) or succes-
sively (segmentation) arranged elements, where the sin-
gle elements are practiced in isolation. This approach is
called part practice, as opposed to whole practice. Like
these part practice methods, other simplification strate-
gies can also be differentiated (e.g., using other objects,
attentional cues, or rhythmic cues, as well as reducing
performance speed). For example, as a simplification
strategy, the whole task can be executed, but the learn-
er’s attention can be directed to a single aspect or sub-
task in the sense of a variable priority training (Wickens
etal., 2013). Part practice seems necessary when the task
is very challenging, because of high task complexity

(relative to the number of sub-elements). Naylor and
Briggs (1963) also recommended to take the degree of
organization (relative to the interdependence of the sin-
gle sub-elements) into account. An isolated practice of
single elements that are highly interdependent (i.e., high
degree of organization) can lead to limited transfer
when trying to coordinate the individual elements
appropriately in the combined execution. For example,
problems may arise in case of high biomechanical
dependence, especially when the strategies of fractional-
ization and segmentation are applied. In general, tasks
with high complexity and relatively low degree of orga-
nization should benefit from part practice strategies
(Study Box: Meta-analyses on the Effectiveness of the
Part Practice Method (Fontana et al., 2009; Wickens
et al., 2013)).

Case Study

Meta-analyses on the Effectiveness of
the Part Practice Method (Fontana
et al., 2009; Wickens et al., 2013)
Fontana et al. (2009) have ana-
lyzed 20 studies and revealed a high
degree of heterogeneity in the findings,
which, however, fit well with the con-
siderations of Naylor and Briggs
(1963). According to this meta-
analysis, the effectiveness of the part
practice method may be more effective
or more ineffective than the whole-
practice method, depending on the

setting, which is determined by the
task characteristics and skill level. For
tasks with high complexity and a low
degree of organization (e.g., dance
sequences), the part practice method
appears to be best. For tasks with a
high degree of organization (e.g., jug-
gling), the whole-practice approach
should be taken instead. The meta-
analysis by Wickens et al. (2013)
comes to a similar conclusion based
on these considerations and demon-
strates that part practice often leads to

reduced learning effects. More specifi-
cally, fractionalization (the practice of
task elements) shows on average 29%
lower learning effects, as compared to
the whole-practice method.
Segmentation (the isolated practice of
successive task elements) appears to
be more effective when the task com-
plexity is low and the skill level
requires a part practice method to
avoid an informational overload. The
variable-priority-training method,
focusing on the prioritization of single
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task elements, has been shown to be
the most effective method in this meta-
analysis, with on average 27% higher
learning effects than the whole-prac-

tice method without prioritization of
single task elements. Based on both
meta-analyses, it can be concluded
that the part practice method should

only be used in selected settings.
Under certain circumstances, alterna-
tive simplification strategies may offer
a more effective way of practice.

3.3.3.3 Practice Variability

Practice variability can be defined for different aspects
of practice. The “schema theory” (Schmidt, 1975) pro-
poses that higher parameter variability (e.g., a variation
of the force parameter) during practice results in a bet-
ter development of the motor schema, i.e., the goal-
adequate use of the movement parameters, than
monotonous practice. According to the “contextual
interference hypothesis” (Shea & Morgan, 1979), prac-
tice schedules should integrate more frequent changes
between different motor programs or parameters to
optimize learning effects. Changing tasks in a serial or
randomized order significantly affects learning when
motor parameter (e.g., throwing over different target
distances) and/or motor programs are varied (e.g., golf
putt and golf tee). In addition, the level of contextual
interference should be adapted to the expertise to set

the optimal level of practice demands (optimal-
challenge-point theory; Guadagnoli & Lee, 2004).

The contextual interference effect is explained by
both, motivational and cognitive mechanisms.
According to the “motivational hypothesis”, frequent
switching between tasks after every trial or a block of a
few trials leads to less monotony. With regards to the
“elaboration hypothesis”, a deeper and more elaborative
information processing can be expected because the sin-
gle tasks can be better related to each other (commu-
nalities and distinctions). The “reconstruction
hypothesis” assumes, that the repeated reconstruction
of the action plan before each execution should lead to
better recall and formation of the underlying represen-
tations in long-term memory (Schmidt et al., 2019;
» Side Story: The Reversal Effect in Motor Learning
with Varying Variability).

Side Story

The Reversal Effect in Motor

Learning with Varying Variability

In general, an increase of prac-
tice variability leads to poorer initial
performance but to better long-term
learning (Brady, 2008). For simple

movement tasks (e.g., arm move-
ment sequences; Shea & Morgan,
1979) and for complex sport skills
(Brady, 2008), blocked practice leads
to better acquisition in the begin-
ning. However, when considering

performance improvements after a
longer retention interval, this effect is
reversed in favor of conditions with
higher variability during practice
(reversal effect).

Another form of practice variability results from
changing the side of the body for skill execution during
acquisition and training (bilateral practice). In many
sports, the bilateral use of skills is crucial for success
during competition (e.g., dribbling with the left and
right hand in basketball). Recent studies reveal that
bilateral practice, as compared to unilateral practice,
also proves to be advantageous when only the dominant
side is used in competition (e.g., for long jump; Focke
et al., 2016). If there is a frequent change of the lateral
side in bilateral training, the contextual interference
effects described above could also be taken to account for
these bilateral practice effects. The advantages of bilat-
eral practice can further be explained with the func-
tional asymmetry of the two brain hemispheres
(“dynamic dominance hypothesis”; Sainburg, 2002).

Accordingly, bilateral practice should address the spe-
cialized cerebral hemisphere (left hemisphere = tempo-
ral-sequencing of the action and dynamic aspects of
motor control; right hemisphere = spatial orientation
and target coordination), respectively. Sequential
effects, which can be observed after changing from
one side of the body to the other side, can also be viewed
in the context of hemispheric specialization. In this
regard, it is better to involve that side of the body dur-
ing early skill acquisition, which activates the brain
hemisphere, which is specialized for the processing of
the dominant control aspects of the task. (“specialized
processing and information transfer model”; Stockel &
Weigelt, 2012; Study Box: Training of One Hand Does
Not Automatically Lead to Better Skill Acquisition
(Senff & Weigelt, 2011)).
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Case Study

Training of One Hand Does Not
Automatically Lead to Better Skill
Acquisition (Senff & Weigelt, 2011)
In the study conducted by Senff
and Weigelt (2011), 10- to 12-year-old
schoolchildren were asked to slide
coins across a table into a target (aim-
ing task). Two groups of the children
were only allowed to use their left or
their right index finger for practice,

respectively, while another two groups
of the children used either their left or
their right hand during the first part
of practice and then switched to the
other hand for the second part,
respectively. According to the results,
those children learned the motor task
best, who first started with the left
hand and then switched to the right
hand. Practicing with only one hand

(or first with the right hand and then
with the left hand) did not lead to any
long-term learning effects. The
authors explained these findings with
the early activation of the specialized
(right) cerebral hemisphere for pro-
cessing the spatial information in the
aiming task by initial practice with
the left hand.

Differential learning goes far beyond the limits of the
approaches mentioned so far regarding practice variabil-
ity (Schoéllhorn et al., 2014). According to the differential
learning approach, the fluctuations in execution that occur
from trial to trial should be increased during practice.
Therefore, individual practice trials show high differences
relative to numerous execution variables (e.g., variation of
the initial and final state of a movement, variation of
amplitudes, variation of the external and internal rhythm
of a movement). The strengthening of the fluctuation is
usually induced by instructions for movement variation.
The entire range of variation and combination of the exe-
cution variables defines the solution space. The solution
space should be “scanned” at its edges by the differential
executions, and in this way, “the system” should be able to
interpolate individual optimal solutions for the movement
task based upon self-organization processes. The approach
of differential learning has been also critically discussed
(Kiinzell & Hossner, 2012; Schollhorn et al., 2013).

Tip

© Considerations for the Effective Design of Practice

Schedules

= The systematic distribution of practice and
practice interruptions (distributed practice) has a
positive influence on the learning process.

== Practicing single parts of a task (part practice) can
reduce the informational overload during the
practice of complex sport skills and positively
influence skill learning, for as long as the single
elements practiced in isolation do encompass a low
degree of organization.

== The variable practice of different execution param-
eters (schema theory), the frequent change of the
movement task (contextual interference, but also
differential learning), and the change of the side of
the body (bilateral practice) can be used to benefit
long-term learning.

The practice info box provides different examples and additional notes for the practice of the jump shot in basketball

with different approaches of variable practice.

Approaches of
practice variability

Examples for the practice of jump shots in
basketball

Variation of the distance to the basket:
eg,25m,3.0m,3.5m,4.0m,4.5m

Schema theory

Contextual
interference

Variation with more or less frequent
changes between a number of tasks
(common number of tasks: n = 3)
Example A: Serial or random trial-to-trial
changes between throwing distances (i.e.,
parameter variation cf. schema theory)
Example B: serial or random trial-to-trial
changes between different techniques, like
a jump shot, a chest pass, and a dribbling
sequence (i.e., program variation)

Additional important notes

— The schema theory makes no prediction whether the
frequency of parameter changes is of any significance for
learning (cf. contextual interference).

— Moderate contextual interference (e.g., shooting mini
blocks of three consecutive throws, before the distance is
changed) seems to be preferable for learners with low
expertise.

— For high intra-task variability (two consecutive jump
shots show different movement- or outcome-related
kinematics), the level of contextual-interference should be
kept low.

— It is efficient for learning to increase the level of contex-
tual interference from blocked to serial or random practice
(e.g., 12 shots from each of three distances in a blocked
schedule, followed by a change of distance after mini blocks
of three consecutive throws, followed by a distance change
after each of the 36 shots).
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Approaches of

practice variability basketball

Bilateral practice Variation of the throwing arm for the
jump shot
Example A: 40 trials with the left arm,

then 40 trials with the right arm

Example B: Alternate the throwing arm

after each of 80 trials

Differential learning
with the aim to practice without any
repetition of the same movement
Variation A: Stand with your feet close
together/at shoulder width/wider than
shoulder width

Examples for the practice of jump shots in

Variation of several kinematic variables

Additional important notes

— Frequent changes between the left and right throwing
arm (cf. example B) can also be considered as an increased
level of contextual interference.

— If a blocked schedule is used in bilateral practice, the
choice of the side for the first phase of practice affects
learning. Accordingly, jump shot practice should start
with the left throwing arm, because of the high require-
ments on spatial precision.

— For some sport skills, the transfer of what has been
practiced to what is required during competition might be
limited.

Example B: Shoot with full/half extension

of your throwing arm

Example C: Shoot with a steep/normal/flat

release angle

Example D: Combine and interchange the

features of Examples A—C

3.3.4 Transfer of Learning

Every change in behavior influences past experiences
and takes effect upon future learning processes.
Generalization is assumed to take place when a skill is
transferred from the practice condition to a new con-
text, e.g., in rowing when switching from the rowing
ergometer to the rowing boat. Transference is the trans-
fer of previous learning experiences in task A to the cur-
rent learning of task B. Hence, motor learning transfer
refers to the influence of one learning process upon
another learning process. Regarding the kind of transfer
performance, a distinction is made between the transfer
of single movement elements, the transfer of actions
rules or structures, and effector transfer. Basically, three
possibilities of learning transfer can be assumed: (1)
positive transfer of learning occurs when current learn-
ing is facilitated by earlier experiences (e.g., from ice
skating to inline skating), (2) negative transfer of learn-
ing occurs when learning of an earlier task hinders the
acquisition of the new task (e.g., two-handed backhand
to one-handed backhand in tennis), and (3) for null
transfer, there is no influence of an earlier task on cur-

rent learning (e.g., if both tasks are too different, such as
the volleyball serve and unicycling). Sometimes it is also
necessary to relearn an already acquired movement, for
example, when the development in a particular sport
domain requires a new sporting technique (e.g., from the
parallel jump style to the V-style in ski jumping) or when
new materials or sport equipment enter the market (e.g.,
ice speed skating shoes with clap blades). The phenom-
enon that one learning process can interfere with,
inhibit, or cancel another learning process is called
interference (Sperl & Canal-Bruland, 2020). There are
two kinds of interference: (1) retroactive interference
means that task A is negatively affected by the following
task B. (2) In the case of proactive interference, however,
task A makes it more difficult to acquire or relearn task
B. Transfer and interference effects are often explained
by the similarity of the tasks. According to the so-called
“identical elements theory” (Thorndike & Woodworth,
1901), the greater the number of identical elements
between two skills is, the greater should be the transfer
from one task to the other task. Here, the identical ele-
ments refer to the motor, perceptual, and strategic-
tactical requirements of a task.
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3.4 Fundamentals of Memory Psychology

The modern psychology of memory is based on the
early work of Hermann Ebbinghaus (1885). Among
other things, he investigated how long it takes to memo-
rize long lists of meaningless syllables and over which
periods of time they are remembered (» Study Box:
Forgetting Curve (Ebbinghaus, 1885)). As it turned
out, some of the syllables are forgotten after a short
time. This phenomenon is known from many everyday
situations, when people forget important information or
cannot remember certain things, despite intensive reflec-
tion. This is not only a matter of storing and recalling
verbal information but also of recognizing people,
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places, and other things, as well as reproducing motor
skills (Hoffmann & Engelkamp, 2017). Memory is thus
crucial for the performance of perception and action,
without which mastering the tasks of everyday life
would not be possible.

— Memory

“Memory refers to processes and systems that are
responsible for the storage, retention, retrieval and
application of information, as soon as the original
source of the information is no longer available” (Gru-
ber, 2018, p. 2 [own translation]).

Study Box

Forgetting Curve (Ebbinghaus, 1885)

In a series of experiments,
Hermann Ebbinghaus (1885) himself
learned lists of meaningless syllables
of three letters. Therefore, he
repeated each list until he could
reproduce it without mistakes. After
a certain time interval (after 20 min,
1 h, 9 h, 1 day, 2 days, 6 days, 31
days), Ebbinghaus then repeated the
whole procedure, which then took

him less time than the first time to
reproduce all the syllables of a list
without errors. Accordingly, repeat-
ing the exercise after a certain time
interval saved (some) time to learn
these lists. People therefore refer to
this method as to the saving method
in this context. How big this saving
was depended in the experiments of
Ebbinghaus (and thereafter in many
other studies) on the length of the

time interval between both learning
sessions. The following relationship
emerged: the greater the time interval
was, the fewer syllables Ebbinghaus
was able to reproduce. From this he
derived the so-called forgetting curve,
for which the negatively accelerated
curve suggests that the loss of mem-
ory is greatest in the first hours of
memorization.

3.4.1 Representation of Knowledge

Knowledge is represented in human memory in the form
of names or concepts that are assigned to different cat-
egory systems, which include a vertical and a horizon-
tal dimension. The vertical dimension relates to the
inclusiveness of an object to a certain category, whereas
the horizontal dimension separates different categories
from each other at the same level of inclusiveness. The
assignment of an exemplar to a category is made by
means of common attributes or characteristics, by which
a class of objects can be defined. There are two
approaches to this assignment: the “prototype theory”
and the “exemplar theory”.

The “prototype theory” put forward by Rosch (1978)
assumes that a category system is represented by a set of
objects that share some common attributes or charac-
teristics. The averaging of all objects within a category
results in the prototype. Each new exemplar object is
then compared with the prototype and, if there is suffi-
cient similarity, is included into the category. Thereby,

the prototype is updated again. Thus, in each category
system, there are objects, which are more similar to the
prototype than others. One can imagine different balls
(e.g., a soccer ball, volleyball, basketball, handball, table
tennis ball, football, and rugby ball), for example. This
results in a specific family resemblance of all objects
within a category system with more or less typical exem-
plars.

The “exemplar theory” of Medin et al. (1982),
instead, assumes that each new exemplar object is com-
pared with all other exemplars in a category, to which
the object fits best. Hence, individual object characteris-
tics are compared but without relying on a prototype.
The “exemplar theory” thus places higher demands on
memory capacity than the “prototype theory.”

By assigning objects to category systems, complex
taxonomies (i.e., knowledge representations) are created,
whose exemplars are hierarchically represented on dif-
ferent levels. An example can be found in @ Fig. 3.8. On
the basic level, concepts (i.e., basic level objects) are rep-
resented with certain characteristics that make them dis-
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O Fig. 3.8 Example of a
hierarchical network of

Can a canary sing?

has skin Can a canary fly?

representational structures, ”_w canmove around Can a canary breathe?
including different exemplars of Animal Q\‘ Does a canary have gills?
two basic level objects (bird and \ eats
fish), which are organized on breathes
different levels (taken from
Collins & Quillian, 1969, with
permission from Elsevier)
has wings /' has fins
Bird Q———»can fly Fish O—’ can swim

"_wcansing
Canary

is yellow

tinguishable from other concepts (Rosch, 1978), such as
fish or bird. Basic level objects combine a set of exem-
plars that share these characteristics and are represented
on a subordinate level. For example, sharks and salmon
are fish, because they share a number of common attri-
butes of the concept of “fish” (both have fins and gills,
and they are able to swim), although they differ natu-
rally in many other characteristics. Birds and fish also
share common characteristics (both breathe, eat, and
move). Therefore, they can be assigned to the concept of
“animals” at a superordinate level.

In memory, entire networks of hierarchically orga-
nized representational structures are formed in this way
(Collins & Quillian, 1969). Within these networks, con-
cepts on the basic level play a special role, as they are
acquired earlier and can be recalled more quickly in
memory than concepts on other levels of representation.
In addition, they are functionally related to our behav-
ior or behavioral potential. Let us consider the concept
of “balls” again. A ball can be thrown, rolled, bounced,
juggled, caught, etc. Therefore, a ball is always consid-
ered as an object with regard to its behavioral potential
for the interaction with the environment and can (pre-)
activate specific motor actions (» Sect. 3.5.2 Structures
in Movement Representations). Through action, basic
level objects are also integrated into events (i.e., as action
representations).

— Knowledge Representations

Knowledge is represented in human memory in the
form of names or concepts within single categories
according to common attributes or characteristics and
is connected via the vertical organizational structure
hierarchically over various levels to other categories.

Ostrich Q

has feathers has gills

P r:isnllzgz can bite is pink
. Shark Salmon ( )— is edible

-
el —*isdangerous Q\ swims upstream
can'tfly to lay eggs

Knowledge Acquisition from a Developmental Perspective

Put yourself into the mental shoes of a young child,
and imagine how he or she acquires knowledge repre-
sentations about different animal categories. When
the child begins to speak his or her first words, par-
ents will (most likely) start teaching them about ani-
mals by using pointing gestures and referring to
different exemplars in a book by naming the animals
on the basic level of the category systems, like “this is
a dog,” “this is a cat,” “this is a bird,” and so on. They
will sing the child tune Old MacDonald had a Farm,
and the child associates specific characteristics to dif-
ferent animal exemplars (e.g., for a cow, the song text
goes “With a moo moo here and a moo moo there,
...”"). Imagine, that during a journey on the weekend,
the parents will then take the child to a farm nearby
and say, “look, there is a cow,” “look, there is a pig,”
“look, there is a duck,” and so on. The child may pet
the different animals, feed them, and run after them.
Through these interactions, he or she will find out
more about the characteristics of these animals, such
as the difference between fur and feathers, what the
animals eat, and how fast they are while escaping.
Back in kindergarten, the child has fun to imitate ani-
mals during play, such as when walking like a horse,
barking like a dog, or hopping like a rabbit. With
more experiences, the number of animal exemplars
increases, and the child will form more and more dis-
tinct categories, based on similarity and family resem-
blance. Soon, he or she will be able to distinguish
animals from a particular basic level concept (e.g.,
birds) on a subordinate level (e.g., a duck, from a
chicken and a pigeon), according to specific charac-
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teristics (e.g., a duck lives near a pond and can swim).
Hence, through perceptual and motor interactions as
well as language development, the child will form
hierarchically organized knowledge representations in
long-term memory about different animals and other
concepts in the world.

3.42 Memory Systems

According to the structural approach, memory is divided
into several separate systems, which are considered in
so-called multistore models of memory. The classical
multistore (or modal) model of memory by Atkinson
and Shiffrin (1968) distinguishes a sensory memory, a
short-term, and a long-term memory system. Today,
however, one rather assumes a sensory memory, a work-
ing memory, and a long-term memory system. These
different memory systems are explained in more detail
below.

3.4.2.1 Sensory Memory (or Sensory
Register)

The sensory memory collects information from the envi-
ronment or one’s own body via the receptors of the dif-
ferent senses (i.e., initially modality-specific) and
transforms it into perceptual representations. This
results in transient memory traces about the physical
properties of the stimuli, which are based on perceptual
experience and which are temporarily maintained in dif-
ferent sensory storages, until they either decay or are fur-
ther processed (via other memory systems) and finally
are transformed into permanent representations. The
sensory memory is therefore a transient memory system.

— Sensory Memory

In sensory memory, information from the environment
or one’s own body is briefly maintained in different
sensory storages as transient memory traces, before
either decaying or being transformed into permanent
representations in forthcoming processes.

In principle, different sensory memories can be
assumed for each of the different senses. However, most
of the research work addresses the visual sensory mem-
ory and the auditory sensory memory. From the early
experiments of Georg Sperling (1960) on the visual
sensory memory, it is known that a 3x4 matrix of letters,
which is only being presented for 50 ms, is almost com-
pletely represented in the sensory (short-term) storage.
However, this iconic image (suggestive of an iconic
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memory) of the matrix decays within about 1 s. Similar
findings were also found for the auditory sensory mem-
ory (Darwin et al., 1972). Here, the participants were
able to report three auditory lists of three numbers and
letters almost completely (suggestive of an echoic mem-
ory). The auditory information decays within about 4 s.
Overall, the (perceptual) capacity of the sensory mem-
ory seems to be relatively large, but the stored informa-
tion decays rapidly.

3.4.2.2 Working Memory (Short-Term
Memory)

Because the information in the sensory memory decays
after a short time, it must be transferred to another
memory system. The classical multistore model of mem-
ory by Atkinson and Shiffrin (1968) assumes a short-
term memory, which can be characterized as follows: it
has a storage capacity of 7 plus/minus 2 items (Miller,
1956), the information can be retained for about 20 s
(Murdock, 1961), items from the beginning and end of a
list are remembered best (so-called serial position effect;
Murdock, 1962), and the search processes in short-term
memory are serial and exhaustive (Sternberg, 1966).

For a long time, short-term memory was only
regarded as a kind of “buffer” between sensory memory
and long-term memory, in which information can be
stored by maintenance rehearsal, until it is either forgot-
ten or transferred to long-term memory. Newer
approaches, however, see the short-term memory rather
as a working memory, in which the information is not
only temporarily stored but can also be transformed,
integrated multimodally, structured, and manipulated
through elaborate rehearsal. This is accompanied by a
deeper processing of the information, which is under the
influence of long-term memory and enables the process-
ing of complex tasks.

— Working Memory

Working memory is a storage system of limited capac-
ity that draws on knowledge representations from
long-term memory and, thus, enables information to
be available for the processing of complex tasks over a
short period of time.

Currently, there are two influential models address-
ing the structure of working memory: the “three-
component model of working memory” and the
“embedded processes model”.

The “three-component model of working memory”
was developed by Baddeley and Hitch in 1974 and in its
current version (Baddeley, 2003) adopts three systems
for the short-term storage of information: the phono-
logical loop for storing and transforming auditory ver-
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bal information, the visuospatial sketchpad for storing
visual and spatial information, and the episodic buffer
as a multimodal storage system for the short-term stor-
age of coherent episodes. For example, basketball play-
ers can briefly memorize the next game play (episodic
buffer) during a time-out, which the coach verbalizes for
them (phonological loop) and draws on the tactic board
(visuospatial sketchpad). According to Baddeley (2003),
the central executive serves as a superordinate structure,
which flexibly coordinates the three systems as a kind of
control center.

The “embedded processes model” by Nelson Cowan
(1997) postulates that working memory is an activated
part of long-term memory. Individual elements or
entire information nodes are activated and thus made
available for the working memory. Elements in the
focus of attention are consciously perceived (explicit
memory), whereas elements outside of attentional
focus can become unconsciously effective (implicit
memory). Cowan (1997) also assumes a central execu-
tive, which primarily controls those cognitive processes
that are subject to voluntary control. Both models
assume a transient memory system for the working
memory.

3.4.2.3 Long-Term Memory

Long-term memory is assumed to store information per-
manently and (most likely) without capacity limits.
According to van der Meer (2006), the content of long-
term memory is based either on (1) one’s own experi-
ences or observations, (2) on facts and rules conveyed by
language (or images), or (3) on one’s own insights into
facts, based on cognitive operations.

The basic function of long-term memory is to pro-
vide information for the organization of one’s own
behavior or the behavior of groups. This concerns the
retrieval of information for decision making, as well as
for behavioral control and subsequent evaluation.
Basically, long-term memory is divided into a declara-
tive and a non-declarative memory (Squire & Kandel,
1999; @ Fig. 3.9).

Declarative memory

— Long-Term Memory

The long-term memory is the storage system that
stores information permanently and without capacity
limitation, whereby a fundamental distinction is made
between declarative and non-declarative memory con-
tents.

Declarative memory (explicit memory): The knowl-
edge stored in the declarative memory can be accessed
consciously, that is, it can be verbalized or visualized
and be used flexibly (especially in new situations). With
reference to the recall process, declarative memory is
also often referred to as explicit memory. According to
Endel Tulving (1985), a distinction is made within
declarative memory between episodic memory and
semantic memory. The episodic memory contains
context-specific knowledge about one’s own experiences
in the past, for example, the memory of the first visit to
the indoor climbing hall, the belt examination in martial
arts, or the last victory in the ongoing season. The place
and time of the event are also stored in an episode. If the
memory refers to one’s own biography, then it is often
referred to as autobiographic memory.

If one remembers that he/she wanted to carry out a
certain action in the future (e.g., riding a bicycle
around a lake the next day for a training session), it is
called prospective memory, because the episodic con-
tent refers to a future event. Our general knowledge of
the world is stored in the semantic memory. The most
important informations stored are names of persons
or objects, languages, mathematical formulas, and
knowledge about physical laws. As discussed in » Sect.
3.4.1, Knowledge Representations, this is a form of
conceptual knowledge, which, on the one hand, is
acquired through explicit instruction and with an
intention to learn (intentional learning) but, on the
other hand, also often incidentally and without any
instructed intention to learn (incidental learning). It is
important to note that both episodic and semantic

Non-declarative memory

Episodic Semantic Procedural PRS Classical Non-associative
memory memory memory conditioning learning
Personal experiences/ World knowledge,  Motor skills Perceptual CS-Ucs Habituation,
Autobiographic language, priming Association sensitization
memory semantic priming

O Fig.3.9 The illustration shows the organization of long-term memory into different subsystems of storage. (Adapted from Gruber, 2018)
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contents can be deliberately retrieved from long-term
memory, regardless of how this knowledge was
acquired previously.

Non-declarative memory (implicit memory): In con-
trast to the declarative memory, the non-declarative
memory is independent from the conscious access of
information. To this end, it builds on previous experi-
ences that we cannot verbalize or visualize and controls
our behavior unconsciously and involuntarily. It is
therefore also called implicit memory. An example are
the behavioral changes through habituation and sensiti-
zation. Due to regular training, the water’s temperature
in the lake will not feel as cold after some time for an
open-water swimmer, that is, he or she will get used to
the temperature (habituation). A non-regular visitor,
instead, will tend to perceive the temperature of this lake
as being colder, that is, he or she will react more strongly
when jumping into the lake (sensitization). Besides of
these two nonassociative forms of learning, non-
declarative knowledge can also be acquired through
classical conditioning (i.e., by associative learning pro-
cesses).

Two further subsystems are particularly important
for coping with everyday life and performing in sports:
the perceptual representation system (PRS) and the pro-
cedural memory. The PRS represents the perceptual
parts of the non-declarative memory. Information from
the environment is being processed on a pre-semantic
level, without access to declarative memory, which can
be observed when a person initiates a particular behav-
ior, without being aware of it (so-called unconscious
priming). Thereby, it is very likely that multiple domain-
specific PRSs exist, that is, priming can influence our
behavior via almost all sensory modalities. For the visual
PRS, for example, it has been shown that even the slight-
est displacement of a goalkeeper on the goal line influ-
ences the choice of goal side during penalty kicks in
soccer (Masters et al., 2007). Automated skills, behav-
ioral routines, and habits are stored in the procedural
memory. In the broadest sense, this is about the repre-
sentation of actions and their execution, based on
perceptual-motor codes. Examples are cycling, snow-
boarding, or sailing. Also, such routines as the fast
break after a turnover in basketball or returning to the
line of scrimmage in American football are actions that
are stored in the procedural memory. At this point, it is
important to note that many of these actions are first
acquired through deliberate practice (being a form of
explicit knowledge acquisition), before they are trans-
ferred into the procedural memory. Hence, the single
subsystems of the long-term memory do not exist sepa-
rately but interact with each other through different pro-
cesses.
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3.43 Memory Processes

In addition to the structural approach, in which mem-
ory is divided into several separate systems (Atkinson &
Shiffrin, 1968), memory performance can also be viewed
from a procedural approach. This approach focuses on
the individual processes that take place in the different
systems. The following phases are distinguished: (1)
encoding, (2) retention, (3) consolidation, (4) recall, and
(5) forgetting. Three aspects are important for the pro-
cessing of information across the individual phases
(Zimmer & Kaernbach, 2006): First, information is pro-
cessed hierarchically (i.e., it is abstracted from sensory
stimulus properties to symbolic-conceptual representa-
tions). Second, since the information is received by indi-
vidual sensory systems, the initial processing 1is
modality-specific, before it is integrated and represented
multimodally. Third, the entire processing of informa-
tion is cascaded (i.e., the output of one process serves as
an input for the next process).

3.4.3.1 Encoding

The first phase of information uptake is called encoding,
where the new information (stimulus) is received and
stored by different sensory modalities. Through this, the
information enters working memory. This happens, for
example, when one watches the presentation of the
starting five in basketball on TV. The sensory storage of
this information into working memory is disrupted,
when the (visual or auditory) presentation of the players
finishes. Therefore, the encoding phase only lasts for as
long as the stimulus is being presented. How and if
information is processed afterward depends upon
whether or not the stimulus has been perceived and
given attention.

3.4.3.2 Retention

The second phase is about retention. After the presenta-
tion of the information is finished, it must be retained in
working memory, so that it does not immediately vanish
again. Therefore, the information can be repeated in the
working memory, for example, by internal (subvocal) or
loud speech in the phonological loop. In this way, the
team’s lineup can be recited aloud to oneself again and
again. The active maintenance of information is suscep-
tible to interference and requires attention and
concentration. At the same time, the next process is initi-
ated, the consolidation (of at least parts) of the informa-
tion.

3.4.3.3 Consolidation

Maintaining information in the retention phase also
leaves traces in long-term memory. The process of trans-
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ferring information into long-term memory is called
consolidation, where new information is integrated into
existing knowledge. For example, the team lineup of the
current match day is compared with that of the previous
week. Consolidation processes often take hours, several
days, or even several weeks. This process is also prone to
disruption.

3.4.3.4 Retrieval

In the fourth phase, the information must be made avail-
able or potentially be made available. This is done by the
retrieval of the information from long-term memory.
For this purpose, the information is transferred into
working memory, where the information can be used
further. For example, one can use it to inform another
person, who came too late to watch the beginning of the
basketball game, about the team’s starting five and pos-
sibly point out changes to the last game.

3.4.3.5 Forgetting

Finally, it can happen that certain information is no lon-
ger remembered. In this case, forgetting means that pre-
viously learned content is no longer available. For
example, it is very likely, that in a while, one will not
remember the starting five of the basketball team from
the TV broadcast anymore. On the one hand, this may
be due to the decay of memory traces over longer peri-
ods of time and, on the other hand, to interference
effects that occur when “old” memory content is over-
written by “new” information. However, forgetting can
also mean that certain information cannot be accessed
temporarily. This often occurs when emotional events
suppress certain memories (which illustrates the close
connection between emotion and memory) and thus
prevent their recall.

3.5 Representation of Motor Skills

As already introduced in » Sect. 3.4.1, there are very
elaborate models for the representation of object and
event concepts in long-term memory. These have been
advanced for a long time, and therefore today, much is
known about how these long-term representation struc-
tures are used for cognitive processes (e.g., speaking,
thinking). Much less is known, however, about how
those representations are structured, which represent
the cognitive building blocks of behavioral control for
actions of varying complexity, ranging from everyday
actions (such as grasping an object) to the control of
complex athletic skills (such as multiple twists and som-
ersaults in springboard diving).

Movement Representations

Movement representations are those cognitive units
stored in long-term memory that are the building
blocks for the control of movement skills.

Knowledge about movement representations enables
us to look at problems during skill execution in sport
practice from a cognitive, inner perspective and not only
from a movement-related, outer perspective. For exam-
ple, there may be a point in time during the acquisition
and optimization of the Fosbury Flop in high jump
(» Sect. 3.3), at which an athlete cannot perform the
movement sequence at the optimal skill level. Repeatedly
failing to be successful signals that the goal of the move-
ment (i.e., to clear the bar) has not been achieved.
However, the reason for the performance failure may
not be always visible from outside. With the application
of experimental methods for measuring cognitive repre-
sentations of complex sport skills (Methods:
Measurement of Movement Representations), the cog-
nitive causes of movement problems can be uncovered
and analyzed. These cognitive representations of com-
plex sport skills also play an important role in mental
training procedures (also known as imagery training;
» Chap. 21 Excurse: Mental Training).

Mental Training

Mental training is the deliberate, repeated, planned,
and conscious imagining of a skilled action, without
its simultaneous execution (Eberspacher, 2007, p. 70;
own translation).

Side Story

Mental Training

The theoretical assumption, which is central for the
effectiveness of mental training, is that both, the execu-
tion and the imagination of a movement are based on
the same cognitive representation structure. During
mental training, those cognitive structures are there-
fore activated that form the basis for the execution of
the action (“theory of mental simulation”; Jeannerod,
2001). As a result, multimodal mental training can
improve motor learning and performance (Driskell
et al.,, 1994). An area of application is motor reha-
bilitation, where neurological patients suffering from
movement impairments (e.g., stroke patients) can be
supported by mental training of everyday activities
(e.g., drinking from a cup) (Braun et al., 2006).
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3.5.1 Building Blocks of Complex Skills

When considering the representation of actions, the
question of how complex skills are stored in long-term
memory to enable the voluntary control of the motor
system with its many effectors, muscles, and joints, is of
most interest. The following section therefore explains
how such cognitive structures are designed to store
aspects of both, action representation (action knowl-
edge) and action execution (control of movement execu-
tion).

3.5.1.1 Goal Representations and Effect
Representations

The main goal of voluntary actions is to achieve a distal

effect (i.e., a distal perceptual event) in the environ-

ment (e.g., basketball passing through the rim). Such an

effect is usually accompanied by proximal effects (i.e., a
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proximal perceptual event) arising from the movement
of one’s own body (e.g., tactile and kinesthetic sensa-
tions of the fingers while throwing the ball). Both, distal
effects in the environment and proximal effects of physi-
cal sensations are associated with the movement that
reliably produces these sensory effects (e.g., a particular
basketball free-throw technique). At this point, it is
important to understand that this association between a
particular action and its sensory effects is bidirectional.
This means that the execution of a certain movement
leads to the activation of the corresponding effect repre-
sentation and, at the same time, that the anticipation of
a particular effect representation is sufficient to activate
the corresponding action. This idea is fundamental for
goal-directed behavior and has been known since the
middle of the nineteenth century as the “ideomotor
hypothesis” (for a historical overview, see Stock & Stock,
2004; » Methods: Response-Effect Compatibility
(Kunde et al., 2004)).

Methods: Response-Effect Compatibility (Kunde et al., 2004)

Many experimental studies, which
investigated the so-called response-
effect compatibility-effect between
motor responses and associated
effects, demonstrated the influence of
effect anticipations on the choice of
actions across different tasks. Kunde
et al. (2004), for example, showed that
pressing a response key softly or pow-

erfully for a green or red stimulus was
faster when the key press generated a
compatible effect as opposed to an
incompatible effect. That is, partici-
pants performed the key presses faster
if a soft or powerful keystroke was
followed by a quiet or loud tone,
respectively. The authors argued that
response-effect compatibility affected

response selection because partici-
pants anticipated the sensory effect in
advance (i.e., the loudness of the
sound). This seems to be the only way
to explain how a preceding response is
influenced by a subsequent effect.
Therefore, the study by Kunde et al.
(2004) lends direct support for the
“ideomotor hypothesis.”

0 Ideomotor Hypothesis
According to the “ideomotor hypothesis”, actions are
represented in terms of their sensory effects and are
bidirectionally connected to them. The simple imagi-
nation or anticipation of these effects can activate the
corresponding action (James, 1890).

3.5.1.2 Representation of Biomechanical
Parameters

The assumption that actions are represented in terms of
their sensory effects includes that these effects are spe-
cific to the movement system of the actor (e.g., body
size, length of the effectors). For example, children will
not produce the same sensory effects as adults do when
performing a tennis serve, because the trajectories of the

racket’s motion differ greatly, due to the different lengths
of the limbs. The representations of complex skills must
therefore also include the biomechanical parameters of
the acting person, representing the boundary conditions
of behavioral control.

Another important assumption in this context is
based on the work of Wolfgang Prinz (1997) and posits
that the perception of actions is mediated by shared
representations, which also represent these actions
(“common coding theory”, Prinz, 1997). This assump-
tion can be tested empirically: Predicting of one’s own
action effects should be easier than predicting the
action effects of other people because the representation
of the biomechanical parameters of one’s own move-
ment system should convey the perception of one’s own
movement system more precisely. This assumption was
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confirmed by Knoblich and Flach (2001) (» Study Box:
Biomechanical

Representation  of
(Knoblich & Flach, 2001)).

© Common Coding of Perception and Action
Perception and action are coded as perceived and pro-

Parameters

which provide a direct link between perception and
action (“common coding theory”; Prinz, 1997). The

“theory of event coding” (TEC; Hommel et al., 2001)

duced perceptual events within shared representations,

assumes that the representation of events conveys the
codes of their features, which refer to the distal percep-
tual events (i.e., sensory action effects).

Study Box

Representation of Biomechanical
Parameters (Knoblich & Flach, 2001)

Knoblich and Flach (2001) con-
ducted an experimental study to test
the hypothesis that predicting one’s
own actions is more precise than pre-
dicting the actions of others. For this
purpose, participants observed video
sequences in which they threw darts
on a dartboard or in which other peo-

ple threw darts on the board. The
throws could hit either the upper,
middle, or lower third of the dart-
board. Participants only saw the
throwing movement (i.e., biomechani-
cal parameters), but not the trajectory
or the landing position of the dart.
When asked to predict the landing
position of the darts (bottom, middle,
top), participants were more accurate

in predicting own throws compared to
the throws of other people. This result
suggests that the representation of the
biomechanical parameters of one’s
own movement is used for the predic-
tion of self-observation. However,
since the representation does not fit
the movement system of another per-
son, the prediction for throws of
other people is less accurate.

3.5.1.3 Basic Action Concepts (BACs)

The previous two sections focused on the movement
informations, that must be represented in long-term
memory, in order to plan, to execute, and to predict
actions, and to anticipate their outcomes. The cognitive
units that tie this information together in the context of
complex actions were called basic action concepts
(BACs) by Thomas Schack (2004, 2010). BACs repre-
sent the nodes of a certain action (e.g., Fosbury Flop;
@ Fig. 3.10), which are central to solve the task. They
are (within limits) conscious and explicable, and are
often communicated in training processes (e.g., “lift
your hips” for the Fosbury Flop). The sensory percep-

B Fig. 3.10 Functional phases
of the Fosbury Flop (A-E) from
a biomechanical perspective.
Pictures are taken from Gohner
(2002) (grey-scaled print,

Fig. 17. S. 76, with friendly
permission from Ulrich
Gohner). The basic action
concepts (BACs) of the different
movement phases are given in
terms of verbal labels (1-12)

tual effects that a sub-movement causes are stored in
and recalled from long-term memory based on these
BAC:s. Thereby, the representation structure of complex
actions is defined by the functional relation of the BACs
within the execution of the movement.

— Basic Action Concepts

Basic action concepts (BACs) are the cognitive build-
ing blocks of movement representations and combine
the following features of an action: (1) proximal sen-
sory effects, (2) distal sensory effects, and (3) biome-
chanical parameters of one’s own movement system.

(A) Approach weeep (B) Take-Off e (C) Take-Off w=t (D) Flight == (E) Landing
preparation

1. drive Phase
2. lateral lean

3. upright body
4. swing arms back

8. vertical take-off

9. pop up
10. lift hips

5. foot contact

6. double arm swing

7.whole body
stretched

11.legs snap straight
from knee
12. chin to the chest
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3.5.2 Structures in Movement
Representations
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3.5.3 Measurement and Variability
of Movement Representations

The representation of action knowledge in long-term
memory is, like the representation of semantic knowl-
edge (» Sect. 3.4.1), the result of learning processes.
The information available in motor learning processes,
for example, feedback from the trainer (extrinsic feed-
back) or self-perception (intrinsic feedback), is stored,
integrated, and organized in long-term memory. This
results in a specific arrangement of the BACs for the
execution of the action, namely, a functional representa-
tion structure, reflecting all phases of movement execu-
tion.

For an example of a functional representation
structure, consider the biomechanical structure of the
high-jump movement (Go6hner, 1983, 1996): The main
goal in high jump is to clear the bar after a one-legged
takeoff without tossing it down. Different preparatory
phases, namely, the approach and the takeoff prepara-
tion, must be carried out in a way to ensure that the bar
is cleared in the main phase (flight). During landing in
the final phase of the movement, the actual task has
already been solved.

Each of these movement phases has a function,
which serves the main goal. For example, the curve of
the run-up serves to lower the body’s center of mass to
extend the vertical acceleration path. The main goal of
the takeoff is to achieve the highest possible takeoff
speed. During landing, the primary aim is to transfer the
action from a dynamic into a static state (i.e., from
dynamic to static balance) and to avoid injuries (Gohner,
2017; @ Fig. 3.10).

All cognitive units represented as BACs, which serve
the same function (e.g., horizontal acceleration), are
represented in long-term memory within so-called clus-
ters. Within a cluster, BACs are linked with each other,
if they are functionally related (e.g., “pop up” is the pre-
condition for “lift hips”) and if they share similar char-
acteristics (e.g., only by popping up can the hips be lifted
and the associated kinesthetic sensations be achieved).
Such a representation structure is comparable to other
categorical representations of knowledge (» Sect.
3.4.1).

Functional Representation Structure

A functional representation structure reflects the bio-
mechanical structure of the movement execution and
ensures the achievement of the main goal of the action.

In the context of motor learning (» Sect. 3.3), the ques-
tion arises of how movement representations change
with increasing motor performance. One approach to
investigate this question is to conduct learning studies,
while the other approach is to use comparative studies
with novices, intermediate athletes, and expert athletes.
Both approaches require the measurement of cognitive
movement representations. For this purpose, Schack
(2004) applied the “structural dimensional analysis”
(SDA), which is a method of cognitive psychology to
measure conceptual structures in long-term memory
(Lander & Lange, 1992). For the analysis of movements,
the method was called “structural dimensional analysis-
motoric” (SDA-M) (Schack, 2004).

Studies investigating the movement representations
of complex skills have shown (1) that these representa-
tion structures develop over the learning process (Frank
et al., 2013), (2) that they differ between novices and
expert athletes (Schack & Mechsner, 2006) and approach
the optimal functional structure relative to the biome-
chanics of movement execution with increasing exper-
tise (Blasing et al., 2009), (3) that the SDA-M method is
suitable for individual skill diagnostics in high-
performance sports (Weigelt et al., 2011), (4) that the
representation of team tactics differs between experi-
enced and less experienced athletes (Lex et al., 2015),
and (5) that the representation structures can be changed
through mental training (Frank et al., 2014).

As can be seen in B Fig. 3.11, dendrograms can be
used to visualize different cluster solutions between
experts and novices. These dendrograms were obtained
for the Fosbury Flop (high jump) using SDA-M
(» Methods: Measurement of Movement
Representations). Each cluster solution is determined by
the so-called critical Euclidean distance (horizontal dot-
ted line, d ). All connections between BACs below d
are considered as associated concepts. Connections above
the critical value are considered as nonassociated con-
cepts. Accordingly, the expert displays a representation
structure, which corresponds well with the biomechanical
and functional structure of the Fosbury Flop. Hence, in
the expert structure, every movement phase of the high-
jump movement is represented (B Fig. 3.10). Only BAC
8 (vertical takeoff), which marks the beginning of the
flight phase, was assigned to the takeoff phase by the
expert. In contrast, there are three clusters in the novice
structure, which have no plausible correlation to the bio-
mechanical and functional structure of the complex skill.
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Methods: Measurement of Movement Representations

Structural Dimensional Analysis—
Motoric (SDA-M; Schack, 2010,
2012)

The procedure to analyze a par-
ticular action representation within a
multistage sorting process using the
SDA-M can either be conducted with
the SPLIT-software online or offline
on a computer. The participants are
being presented with a BAC (e.g.,
“upright body”; B Fig. 3.10) of the
movement (either as a picture or ver-
bal label) in the so-called anchor posi-
tion and must decide whether this
BAC is associated with another BAC
(e.g., swing arms back), which is dis-
played in the “reference position.”
For the comparison, the BAC in the

Fosbury-Flop (expert)

reference position must be “assigned”
or “put away” from the BAC in the
anchor position. This decision is
repeated for every other BAC, after
which a new BAC is placed in the
anchor position and the assignment
procedure starts again for all remain-
ing BACs. After every BAC had been
placed in the anchor position and was
compared to every other BAC, the
sorting process is finished. For move-
ments with 12 BACs, 12 x 11 = 132,
decisions must therefore be made by
the participants.

To establish the relationships
between the BACs, several statistical
methods (e.g., hierarchical cluster
analysis, factor analysis) are applied

to examine the cluster formation
(structuring) of the BACs. To this
end, the SDA-M reveals, which BACs
are assigned to the same cluster due to
their  functional interdependence
(functional phases; cf. » Sect. 3.5.2).
The cluster solutions are visualized in
so-called dendrograms (B Fig. 3.11).
The cluster solutions and dendro-
grams can be used to compare partici-
pants of different skill level (e.g., to
examine the differences between nov-
ices and expert athletes) or to evaluate
changes in the representation struc-
ture using repeated measurements
(e.g., to evaluate the effects of inter-
vention and training on the represen-
tation structure).

Fosbury-Flop (novice)
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hips; 11 = legs snap straight from knee; 12 = chin to the chest). Let-
ters from A to E indicate the biomechanical phases of the high-jump
movement (A = approach; B = takeoff preparation; C = takeoff; D =
flight; E = landing)

O Fig. 3.11 Dendrogram of an expert (left side) and of a novice
(right side). Numbers from 1 to 12 depict the basic action concepts
of the Fosbury Flop (1 = drive Phase; 2 = lateral lean; 3 = upright
body; 4 = swing arms back; 5 = foot contact; 6 = double arm swing;
7 = whole body stretched; 8 = vertical takeoff; 9 = pop up; 10 = lift
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Learning Control Questions

Basic:

1. What are the similarities and differences between
the various theoretical approaches for the basic
learning mechanisms?

2. Which roles do conscious and unconscious cogni-
tive processes play during the different phases of
motor learning? What is motor automatization?

3. How are knowledge representations structured in
long-term memory?

4. Which memory systems are distinguished in so-
called multistore models of memory?

5. Which memory processes become effective when
processing information?

Advanced:

6. Which roles do conscious and unconscious cogni-
tive processes play during the different phases of
motor learning? What is motor automatization?

7. Which categories of motor transfer effects can be
differentiated, and on which aspects depend the
amount and direction of the transfer?

8. How are the cognitive representations of complex
sport skills stored in long-term memory?

9. What role do sensory effects play in the control of
complex movements according to the ideomotor
hypothesis?

Experts:

10. How should the use of external information
(instructions and feedback) be designed to effec-
tively promote motor learning processes?

11. What are the differences between the learning
mechanisms that effect classical conditioning and
the learning of action-effect relations?

12. How does the structure of skill representation dif-
fer depending on athletic expertise?
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Learning Objectives

Basic:

= Knowing the definition of neurocognition

== Be able to reproduce the basic structure of the brain

== Understanding the (neuro-)biological principles of
movement control

Advanced:

= Knowing how neurocognition changes over the lifes-
pan

= Knowledge of the importance of physical activity for
cognitive processes and the brain

Experts:

== Understanding the concept of neuroplasticity
== Understanding neurophysiological processes
= Knowing about components of executive skills

4.1 Introduction

This chapter focuses on the neurophysiological consid-
eration of motor skills and motor learning. In addition
to internal motor control processes themselves, the
emphasis is on changes in these processes. The aim is
to merge observed behaviour with neuroscientific find-
ings. This is particularly important when permanent
changes in coordination competence, i.e. processes of
motor learning and motor development, are consid-
ered. In this chapter learning is understood as physio-
logical changes of brain functions which are expressed
in behaviour, e.g. changed transmission behaviour at
synapses, the formation of new synapses or a change
of myelinisation of axons. For example, the brain of
small children differs noticeably from that of adults,
and this difference can certainly be connected with
changed prerequisites for complex enhanced coordina-
tion and learning performance. Before dealing with
single topics of neurocognition and movement, a short
overview of relevant neurobiological basics is pro-
vided.

Neurocognition

Neurocognition concerns the cognitive performance
(e.g. learning, thinking, planning, understanding, etc.)
as the result of neuronal processes that are realised in
the brain, or rather in the nervous system.

4.2 Movement Control

Our entire behavioural repertoire is made up of move-
ments controlled by motor systems in the brain (see
» Side Story: The Brain) and spinal cord. Motor sys-
tems should be understood as all areas of the brain that
are involved in the planning, execution, and control of a
movement or in the success and/or error feedback of a
movement.

Motor systems use nerve impulses to generate con-
traction force in muscles and thus induce movement.
These motor systems enable us to maintain posture and
balance; to move the body, limbs and eyes; and to com-
municate through speech, gestures and facial expres-
sions. Even to perform simple movements, such as
extending the hand, different joints are moved and the
body’s centre of gravity shifts. Therefore, stretching the
hand forward requires contraction of the leg muscles to
compensate for the shift in the centre of gravity. The
mechanical properties of the muscles, bones and joints
must also be considered (see Ghez & Gordon, 1996).

Motor systems transmit precisely timed commands
to many muscle groups. To accomplish these tasks, they
continuously receive sensory information about the
position and alignment of the body and limbs as well as
the degree of muscle contraction. The sensory informa-
tion from the muscles and joints, the skin and the other
sensory organs is transmitted to the brain via the affer-
ent (leading) pathways (sensory feedback). Based on
this information, the brain initiates a movement. This
motor command is transmitted via the efferent (path-
ways) to the spinal cord, which is then used for muscle
innervation. This is summarised under item of sensory
motor feedback.

Side Story

The Brain

The brain is divided into five
areas; cerebrum, cerebellum, dien-
cephalon, midbrain and posterior
brain. The cerebrum is the largest
and most advanced area of the brain.
It is made up of one thick strand of
nerve fibre (corpus callosum or bar)
and is divided in the middle into

two hemispheres which are intercon-
nected. The cerebrum consists of the
cerebral cortex, a 2- to 4-mm-thick
layer of nerve cell bodies (grey mat-
ter) and the nerve fibres and tracts
(white matter), which processes
impulses in a forward trajectory (for
further neuroscientific basics, see
Bear et al., 2007).The structures and

functions of the brain are subject
to constant change over the entire
lifespan (neuroplasticity). Different
stimuli can have an influence on brain
plasticity such as stress and non-use.
Motor control is particularly related
to five areas of the brain: cerebrum,
cerebellum, basal ganglia, brain stem
and spinal cord.
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4.2.1 Hierarchically Organised Motor
Control Instances

The motor systems are divided into five control instances:
the cerebral cortex, the cerebellum (Crbl), the basal gan-
glia (BG), the brain stem and the spinal cord (B Tab.
4.1), which initiate and control movements in an orderly,
cooperative and autonomous manner. For example, at
the spinal cord level, without the involvement of the
higher centres, reflexes can be generated. On the other
hand, in the case of a purposeful arm movement (spe-
cific motor activity), for example, the maintenance of
balance is controlled via different pathways than the lift-
ing of the arm (8 Table 4.1).

D Table 4.1 Structure and main functions of movement
control in the brain
Structure Function

Cerebral cortex Decision (if, what), design (how),

(cortex) execution
Cerebellum (Crbl) Monitoring, fine-tuning
Basal Ganglia (BG) Evaluation, fine-tuning, forecasting

Brainstem and spinal Execution, reflexes

cord

Basal Ganglia
reward learning

Cortex
Hebbs' learning

73

The example of a ball throw in handball is used to
demonstrate how motor systems interact. The planning
of the throw is cooperatively carried out by the cortex,
the Crbl and the BG, whilst the complex execution is
undertaken by the brain stem and spinal cord. The deci-
sion whether to throw the ball is made recursively (in
feedback loops) in the motivational and limbic parts of
the cortex and the BG, which leads to the formation of
possible movement patterns. From these preselected
movement patterns (e.g. jump throw), a first draft of
how the planned movement should be performed is cre-
ated in the association fields (see Definition in » Sect.
4.2.2) of the cortex. This draft action is synchronously
transmitted to the BG and Crbl, and a final pattern of
action is developed. In doing so, the BGs optimise the
draft of the throw with regard to a positive prediction
error (e.g. the throw arrives exactly at the player;
@ Fig. 4.1: Basal ganglia/reward learning), and the Crbl
refines the spatio-temporal structure of the design based
on previous experience of errors (e.g. the throw was too
low or too high to be caught by the other player;
O Fig. 4.1: cerebellum/supervised learning). Both
results are combined in the motor cortex and form the
final pattern that is executed by the brainstem and spinal
cord.

The feedback signals from Crbl and BG support
cortical learning during the execution of movements
and also in the subsequent movements (B Fig. 4.1: cor-
tex/Hebb’s learning). Knowledge gained in subcortical

Cerebellum
supervised learning

> Input <
¢ reward error
prediction pattern correction
pattern ; rough pattern formation E—— program
classification selection i \‘ ‘, . gain <+ tefnemaiit
* N A Output o J J
A: y T A A
‘\_._ \""'—-__ _-"_'__ ______ -f\-"- ------- "'"
Ittt bttt T ,STOP!* signal
Evaluation of action plans .
[ on ]+
i execution

O Fig. 4.1 Schematic representation of the hierarchical organisa-
tion of the motor control instances. Blue arrows, projections between
and within the control instances; red arrows, cortico-striatal and

spinal chord

&

cortico-cerebellar feedback loop; black dashed arrows, reciprocal
connections between BG and Crbl
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structures is progressively transferred to the cortex by
the BG and Crbl. The execution of the throw through
the brainstem and spinal cord is also monitored by the
BG and Crbl. Furthermore, bidirectional connections
between the BG and Crbl have been anatomically
proven (B Fig. 4.1: dashed lines), whose tasks have not
yet been fully clarified. The projection from the Crbl to
the BG serves the model-based evaluation of possible
actions during reward learning. The path from the BGs
to the Crbl provides the Crbl with an internal “Stop!”
signal to activate programmes that inhibit current

movements, e.g. when an opponent crosses on the
planned path of the throw. A strict separation of learn-
ing and control is not possible from a physiological per-
spective.

As the description above shows, every movement
control includes a “relearning” of the movement itself.
Motor learning in the neurophysiological sense would
then be a recurring interlocking of the motor systems,
which change the neural processes depending on feed-
back (internal/external) (see » Side Story: Neurophys-
iological Forms of Learning).

Side Story

accumbens and the frontal cortex.

Neurophysiological Forms of Learn-
ing

Hebbian learning is assumed to be
the learning mechanism for the cortex.
Here, if a neuron A excites a neuron
B in such a way that neuron B forms
action potentials, the synapse from A
to B is strengthened. This means that
if neuron A is subsequently excited,
it becomes more likely that B will
also be excited (“What fires together,
wires together™). Special forms of this
learning can be found in the cerebel-
lum as supervised learning and in the
basal ganglia as reward learning.

Supervised learning presupposes
that there is a basic pattern of move-
ment with which the planned or to be
performed movement is compared.
The current model assumes that the
cerebellar hemispheres and the deep
cerebellar nuclei create a forward
model that predicts the outcome
of an action (Wolpert et al., 1998).

Spatial and temporal deviations are
calculated between the model and
the real movement. The resulting cor-
rections become visible as an adjust-
ment or adaptation of the current
movement. Due to the association of
sensory and motor skills, anticipation
of movements can also be learned in
this way.

Reward learning is found in the
mesolimbic system. The neurophysi-
ological basis for today’s under-
standing of reward learning and its
pathological malfunction in the form
of addiction dates back to the work
of Wolfram Schultz and colleagues
(Schultz et al., 1997). Dopaminer-
gic neurons of the ventral tegmental
area in the midbrain and the substan-
tia nigra compacta (> Sect. 4.2.4.1)
project to areas of the brain that
are relevant for motivation or goal-
directed action, such as the striatum
of the basal ganglia, the nucleus

These neurons are continuously
active, which results in a continu-
ous release of dopamine. The neural
activity increases if a reward is given
(e.g. something tasty to eat/drink,
also catching a ball toss). When there
are sensory stimuli that precede the
reward, the reward is associated with
those stimuli. When the stimulus is
given in the future (e.g. seeing that a
ball is about to be thrown), the reward
is expected, and the neural activity
increases already at the time of the
stimuli (positive prediction error, e.g.
I will catch the ball). If the expected
reward is missing (e.g. failure to catch
the ball), there is a sharp drop in neu-
ral activity (negative prediction error)
at the time of the expected reward.
Repeated occurrence of this senso-
rimotor pairing leads to a firm cou-
pling between perception, action and
expected success.

4.2.2 Motor Cortex Areas

The neocortex is the most highly organised part of the
cerebral cortex and encompasses approximately 90% of
the cerebral cortex. In addition to its vertical division
into six layers of neurons, it is divided horizontally (two-
dimensional) into so-called cortex regions. The division
into cortex regions follows the cytoarchitectural work of
Korbinian Brodmann (BA for Brodmann areas), who
originally divided the cerebral cortex into 52 regions
(Brodmann, 1909). In this nomenclature, for example,

the primary motor cortex (M1) is called BA 4, whilst the
primary visual cortex (V1) is called BA 17. If recent ana-
tomical or functional findings make an additional or
different division necessary, specific designation are
used (Matelli & Luppino, 1992; Matelli and Luppino
2004; Zilles et al., 1996). The neocortex is involved in
higher-order brain functions and is in humans pro-
nounced developed in gyri (brain convolutions) and
sulci (furrows).

Sensory information (e.g. visual, acoustic, somato-
sensory) directly reaches the respective sensory fields
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(primary visual, auditory or somatosensory cortex) in
the cortex. They serve the direct processing of sensory
information. Associative fields link different informa-
tion of the sensory fields with each other and/or with
information of the motor fields. In addition to the pri-
mary motor cortex (M1), the premotor area (PMA) and
the supplementary motor area (SMA), the motor fields
include the frontal eye field (frontal eye field, FEF) and
the posterior parietal cortex, which is important for sen-
sorimotor integration.

The primary motor cortex (M1), the premotor area
(PMA) and the supplementary motor area (SMA) have
the same characteristics of a somatotopic structure.
This means that all parts of the body are distributed on
the M1, SMA and PMA like a map (homunculus). All
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motor areas together with the primary somatosensory
area (S1) form the descending tract (distribution approx.
40% PMA/SMA, 30% M1, 30% S1).

One method used to try to assign properties to cor-
tex areas is transcranial magnetic stimulation (TMS;
see » Study Box: Motor Evoked Potentials (MEPs)
by TMS). For example, magnetic stimulation of the
hand region, i.e. both via M1 and PMA, can lead to a
contraction of the finger muscles on the contralateral
side. Electrical stimulation of both areas by microelec-
trodes in primates, depending on the intensity of the
stimulation, not only leads to simple movements (e.g.
finger twitches) but also to complex movement pat-
terns (e.g. defensive movement of hand and arm;
Graziano, 2016).

Motor Evoked Potentials (MEPs) by TMS

Transcranial magnetic stimulation
(TMS) over the hand region of the
motor cortex triggers contractions
in the associated muscles, which can
be measured as motor evoked poten-
tials (MEPs) (B8 Fig. 4.2: upper
line of the normal control, NC). In
this manner, the integrity of the
efferent pathway from the cortex to
the hand muscles can be investi-
gated. Conversely, electrical stimula-
tion of the median nerve can be used

to measure evoked potentials in the
somatosensory cortex using an
EEG. These evoked potentials are a
measure of the integrity of the affer-
ent pathway. If both methods are
combined in such a way that the
electrical stimulation is given 20 ms
before the TMS pulse, the MEP
amplitude is reduced to approx. 41%
in normal controls compared to the
control condition (B Fig. 4.2:
lower line of NC). This effect is

Control

called short-afferent inhibition and
is a consequence of cholinergic
(inhibitory) projections from the pri-
mary somatosensory cortex to the
motor cortex. If the same stimula-
tion protocol is used in Alzheimer’s
patients, the MEP amplitude is only
reduced to approx. 86% of the con-
trol condition. This is an indication
that the inhibitory cholinergic pro-
jections in the neocortex are dis-
turbed in Alzheimer’s patients.

AD
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O Fig.4.2 Original recordings of MEPs of the first M. interosseus
in a normal control (NC) and an Alzheimer’s patient (AD). Top line
(“control”): MEPs during the administration of a single TMS
impulse (“test”). The peak-to-peak amplitude is about the same for
both subjects. Lower line (ISI = 20): combined stimulation of the

median nerve (“condition”) and a TMS pulse delayed by 20 ms
(“test”). In healthy volunteers, the MEP amplitude is significantly
more reduced with combined stimulation than in Alzheimer’s
patients (Figure from Sakuma et al., 2007; all rights reserved).
Sakuma et al., Clinical Neurophysiology 118:1460-1463 (2007)
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The PMA is characterised by the fact that it encodes
both the target location and the hand to be executed,
simultaneously during pointing movements, which is
why it is integral in neural movement planning (Beurze
et al., 2007). The basis for this is the special neuronal
equipment with cells that first encode the location of a
target and then the movement to be performed
(Crammond & Kalaska, 1994; Gail et al., 2009; Weinrich
& Wise, 1982). Planned movements that are to be car-
ried out with a delay are also coded by neurons of the
PMA (set-neurons; Bauswein & Fromm, 1992).

One of the special characteristics of SMA is that it is
important in the imagination of movements and in the
bimanual coordination of movements (Swinnen, 2002).
For example, studies on primates demonstrate that fol-
lowing damage to the SMA, they were no longer able to
perform two different movements with their hands in a
coordinated manner. The SMA is also important for the
ability to abort a planned movement due to an external
“stop” signal (Logan et al., 2015; Scangos et al., 2013;
Stuphorn, 2015).

In such a varied system, several actions can be con-
ducted at the same time. Also, the decision for one of the
possible actions seems to be located in the same senso-
motoric circuits that perform planning and execution—
and not, as often assumed, in the prefrontal cortex (for
references see Cisek & Kalaska, 2010). For example,
bimanual response-choice tasks in monkeys demon-
strated neural activity in the premotor areas of both
hemispheres until the hand to be used becomes specified
(Hoshi et al., 2000; Hoshi & Tanji, 2006). Similarly,
investigations with electroencephalography (EEG) in
humans show the simultaneous activation of the premo-
tor and motor areas of both hemispheres until the
moment when the subject has decided which hand to use
(Henz et al., 2015).

o Motor Cortex Areas Are Closely Intertwined
Motor cortex areas are closely interlocked: the indi-
vidual cortex regions are strongly interlinked with each
other, and individual functions can be attributed to
them less distinctively than has long been assumed.

4.2.3 Cerebellum

The cerebellum (Crbl) corresponds to about 10% of the
cerebral mass and approximately 50-75% of the surface
of the cerebral cortex. The functional significance of the
Crbl is determined by the number of neurons. It con-
tains about 50% of all neurons of the entire central ner-
vous system. Luigi Rolando (1809) was the first to point

out the motor significance of the Crbl. It controls and
supports motor functions, especially balance, and coor-
dinates the support of motor function for the target
motor function. The cerebellum is also responsible for
detecting and correcting errors. Thus, it is active in
motor adaptations and in the association of motor tasks
and sensors. The calculated correction of performances
is projected to the cortex, brain stem and spinal cord. In
contrast, there is almost no activity if a learned task is
performed correctly.

Functional knowledge of the Purkinje cells is essen-
tial for understanding the performance of the cerebel-
lum (B Fig. 4.3: blue cells). These cells receive input
from the entire sensory system, informing them about
planned movements or movements in progress. From
this information, the respective adjustment can be calcu-
lated.

For a long time, motor tasks were regarded as the
only tasks of the Crbl. Only with the work of the
American neurologist Schmahmann (1997) a new view
of the Crbl began as an important instance for the neu-
rocognition of movement. He hypothesises that the Crbl
is critical for the modulation of sensorimotor, cognitive
and limbic functions. Damage to the Crbl leads to func-
tional disorders of thinking and the affect (dysmetria of
thought) with restricted modulation of intellect and
emotion (cerebellar cognitive active syndrome, CCAS).
However, people with pure cerebellar lesions do not nec-
essarily show severe cognitive deficits (Timmann-Braun
& Maschke, 2003).

4.2.3.1 Anatomy and Function
of the Cerebellum

The cerebellum can be macroscopically divided into the
cerebellar cortex and the deep cerebellar nuclei (DCN).
The cerebellar cortex is divided functionally into three
sections to which one or two cerebellar nuclei are
assigned (Timmann-Braun & Maschke, 2003). The Crbl
has several types of characteristic neurons (B Fig. 4.3:
Purkinje cell, granule cell, Golgi cell, star cell, basket
cell). To understand how it functions, it is important to
know that both the Purkinje cells in the cerebellar cortex
and the DCN receive the same information from the
periphery. The inferior olive uses climbing fibres directly
to the Purkinje cells, whereas, nuclei of the pons project
to granule cells in the cerebellar cortex. In turn, the
granule cells transmit the signal excitatory via parallel
fibres (B Fig. 4.3: red signal pathways). The Purkinje
cells (B Fig. 4.3: blue neurons) inhibit the DCN, which
are also simultaneously stimulated. In addition, there
are interneurons (B Fig. 4.3: black neurons) that have
an inhibitory effect between the Purkinje cells. The Crbl
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O Fig.4.3 Simplified scheme
of the cerebellum. Schematic
block cut of the cerebellar
hemispheres. Red, entrances
from the inferior olive and brain
stem nuclei via the granule cells;
blue, Purkinje cells; black,
inhibitory interneurons of the
cerebellar hemisphere

Thalamus - Cortex

Nuclei of the
brain stem

spinal chord

forms a complex feedforward inhibition network that
adapts the programmes to be executed to the sensory
situation and associates sensory and motor functions
together.

Figuratively speaking, the task of the Crbl can be
compared to that of a stonemason. Just like a stonema-
son cuts a figure out of a rough stone, the cerebellum
cuts a feasible course of action out of a provisional plan.

4.2.4 Basal Ganglia

The basal ganglia are important in the planning and
evaluation of motor tasks. They are responsible for the
programmed sequence of slow movements, for which
they deliver precisely, spatially and temporally adapted
excitation patterns to the performing motor cerebral
cortex. This is done via three projection paths in the
basal ganglia. The direct pathway (8 Fig. 4.4: red
arrows) promotes movement, whilst the indirect path-
way (B Fig. 4.4: blue arrows) dampens movement.
Dopamine from the substantia nigra compacta (SNc)
creates a balance between these two pathways
(B Fig. 4.4: purple arrows). In addition, there is the
hyperdirect pathway (B8 Fig. 4.4: green arrows) from the
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cortex to the subthalamic nucleus (STN). It is assumed
that the function of this path is the choice of action.

The evaluation of movements performed by the
basal ganglia does not only question whether the tasks
were performed correctly but also assesses whether “I
like this movement sequence,” “That’s the way I want to
move” and also “A figure like this gets a better rating.”
This form of evaluating motor skills is also important
when choosing the target of a possible action. The eval-
uation and planning performances are carried out in a
feedback loop with the cortex.

4.2.4.1 Anatomy of the Basal Ganglia

The basal ganglia are a network of functionally inter-
connected nuclei of the cerebrum, thalamus and brain
stem (B Fig. 4.4). The entry structure is the striatum,
which consists of the caudate nucleus and the putamen
and receives entry from the entire cortex (8 Fig. 4.4).
The exit structures are the globus pallidus internus
(GPi) and the substantia nigra reticularis (SNr). The
basal ganglia also include the globus pallidus externus
(GPe), the nucleus subthalamicus (STN) and the sub-
stantia nigra compacta (SNc). This network acts as an
open-loop as well as a closed-loop network inhibitory
or dis-inhibitory on cortical areas and/or brainstem




78 C. Voelcker-Rehage et al.

Cortex

Thalamus

Thalamus

motor nuclei

of the brainstem

O Fig. 4.4 Simplified diagram of the basal ganglia. GPe/GP1i, glo-
bus pallidus externus/internus; STN, nucleus subthalamicus; SN¢/
SNr, substantia nigra compacta/reticularis. Core areas that have an
excitatory effect on subsequent areas are shown in red; those that
have an inhibitory effect are shown in blue. Red circles/arrows, neu-

nuclei to promote or suppress specific actions (Nelson
& Kreitzer, 2014). The relationships can be summarised
in two functional groups: the direct pathway and the
indirect pathway. The direct pathway (B Fig. 4.4: red
arrows) has a movement-enhancing effect. The starting
point is the specific projection neurons of the striatum
(8 Fig. 4.4: red circles), which have an inhibitory effect
on the GPi and SNr. The inhibitory effect of GPi and
SNr on the thalamus is damped, and its projections to
the cortex are promoted. The indirect pathway
(B Fig. 4.4: blue arrows) has a motion-dampening
effect. The starting point here is a second class of spe-
cific projection neurons of the striatum (8 Fig. 4.4:
blue circles), which have an inhibitory effect on the GPe.
Its inhibitory effect is attenuated upon the STN. The
STN has an excitatory effect on GPi and SNr. The
reduced inhibition by GPe increases the excitation of
the STN, and thus GPi and SNr are more strongly

rons/projections of the direct path; blue circles/arrows, neurons/pro-
jections of the indirect pathway; green arrow, hyperdirect pathway;
purple arrows, dopaminergic projections from the substantia nigra
compacta (SNc); black arrows, input projections and projections
belonging to more than one pathway

aroused. Their inhibitory effect on the thalamus is thus
strengthened, and its projections to the cortex are
diminished. The dopaminergic projections of SNc
(B Fig. 4.4: violet arrows) have a mediating effect
between the two pathways. Dopamine has a stimulating
effect on striatum neurons of the direct pathway (via
Dl-receptors) and an inhibiting effect on striatum neu-
rons of the indirect pathway (via D2-receptors). Overall,
there is a movement-enhancing effect in the case of
dopamine release and a movement-dampening effect in
the case of dopamine deficiency (e.g. Parkinson’s dis-
ease). Additionally, there is a direct projection from the
cortex onto the STN which is called a hyperdirect path-
way (B Fig. 4.4: green arrows). Excitation of the STN
excites the GPi and SNr with ultimate inhibition of the
thalamus (see above). Hence, the function of gating, i.e.
the selection of an action, is attributed to this hyperdi-
rect pathway.
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4.2,5 Brainstem and Spinal Cord

The brain stem controls the motor system of posture
through its reflex (e.g. vestibulospinal reflex, tonic laby-
rinthine reflex, righting reflex) and enables targeted
movements. It receives information from various centres
about muscle length and tension, joint angle position
and skin contact, information from the vestibular organ
and visual impressions. This enables the body to be
raised to an upright position and the gaze (head and
eyes) to be held parallel to the horizon. Consequently,
the brain stem offers a basic repertoire of movements
which can be combined to complex tasks. Furthermore,
it is involved in visceromotor tasks such as respiratory
and cardiovascular control, which have to be adapted to
motor performance.

The spinal cord forms the lowest level of skeletal
motor control. By means of reflex arcs, it adjusts given
limb positions and muscle contractions and keeps them
constant against external perturbations. Furthermore,
these reflex arcs enable the spinal cord to perform
stimulus-induced complex movement patterns. For
example, kicking an object with the foot causes a stiffen-
ing of the leg on the opposite side and then leads to lift-
ing of the foot on the irritated side (flexor reflex). This
stimulus-response sequence is considered the basic pat-
tern of locomotion.

4.3 Brain Anatomy and Brain Functions

in Different Age Ranges

The brain reaches its maximum weight of about 1400 g
at the age of about 20 years. Between the 25th and 80th
year of life, the weight is then reduced by approximately
20%, whereby weight loss accelerates after the age of 60

Differentiation-Dedifferentiation Hypothesis
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(Haug, 1986). The development and change of the brain
takes place over the entire lifespan up to old age.
Depending on stimuli, new nerve cell networks are con-
stantly being created, converted and degraded. This
neuronal plasticity leads to the fact that people can learn
over the entire lifespan.

4.3.1 Brain Development in Childhood
and Adolescence

Brain development plays a particularly important role in
childhood and puberty. By the age of about 6 months,
the positioning of the neurons in the motor cortex is
completed. At the same time, during the first 2 years of
life, there is massive new formation of synapses between
cells in many areas of the brain.

By the age of ten months, the number of synapses
has more than doubled. Subsequently, the density of
synapses in the brain decreases by about two-thirds
until puberty, albeit with great regional differences.
This happens due to experience-based activation or
non-activation. Those synapses that are needed have
the best chance of being retained, according to the
motto “use it or lose it” (Hebb’s learning). At the same
time, a higher conduction speed due to the myelina-
tion of the axons leads to increased cognitive and
motor capacities. The improvement of cognitive abili-
ties during school age leads, for example, to children
and adolescents being able to direct their attention
more precisely, better remember instructions and plan
their working steps more effectively. Brain physiologi-
cal maturation also leads to changes in the motor sys-
tem, such as improved muscle control and faster
stimulus perception and processing (see » Study Box:
Differentiation-Dedifferentiation Hypothesis).

According to the differentiation-
dedifferentiation hypothesis, differen-
tiation  processes occur  during
childhood and adolescence and dedif-

during childhood and increases again
in later adulthood. Eyre et al. (2001)
were able to show by means of tran-

ated with intellectual performance
than in younger adults (Li &
Lindenberger, 2002). For example,

ferentiation processes in old age.
These (de-)differentiation processes
are described on different levels and
for different dimensions. For example,
the correlation between different
intellectual achievements decreases

scranial magnetic stimulation (TMS)
that ipsilateral corticomotor path-
ways are present in newborns, which
regress in the course of early child-
hood in normal children. In older
adults, motor and sensory perfor-
mances are more prominently associ-

brain imaging data show that children
and younger adults show very specific
activations in the ventral visual cortex
for faces, places and words, whereas
older people show less specific activa-
tions (Park et al., 2004).
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4.3.2 Brain Developmentin Old Age

The development and change of the brain are not lim-
ited to childhood but continues over the entire lifespan,
up until old age. New nerve cell networks are constantly

being created, converted and degraded. In old age,
changes occur in anatomy as well as in the functioning
of the brain. However, as age increases, individual
regions of the brain are affected differently (see » Side
Story: Brain Functions and Connectivity).

Side Story

Brain Functions and Connectivity
Functional activations are those
activations in the brain that are
observed in certain brain structures
when solving or performing a certain
task or are observed in a certain pro-
cessing state. Changes in the func-
tional activation of brain regions
can be seen, for example, in changes
in activation strength, as measured
using functional magnetic resonance

imaging (fMRI) or functional near-
infrared spectroscopy (fNIRS), or
in changes in the electrophysiologi-
cal signals in the EEG (» Meth-
ods: Methods of Brain Research).
These measurement methods are
also used to examine the functional
integration or networking of the
brain (connectivity analyses). In this
context, the anatomical connectiv-
ity describes constant connections

between brain regions, whilst the
functional connectivity describes a
statistical connection, and the effec-
tive connectivity describes a causal
dependence of the neurons in the
neural network. The functional
and effective connectivity is by no
means fixed but is flexibly modulated
depending on the situation and is
based on sensorimotor and cognitive
performance (Stephan et al., 2009).

Brain degenerations are particularly pronounced in
areas of the cerebral cortex responsible for vision, hear-
ing and sensorimotor functions, in the Crbl, in the hip-
pocampus (functions in learning, memory and the
processing of emotions), in the BG and in the spinal
cord. The consequences of these age-related changes
are, for example, slower or ineffective information pro-
cessing, reduced performance in cognitive and motor
tasks and a reduced ability to regenerate. The ageing
brain is also characterised by changes which may repre-
sent attempts to compensate for neurophysiological
losses. Accordingly, the brain of older people can com-
pensate for age-related deficits by involving other areas
that were not needed for these tasks in younger years.
Older people show, for example, an additional prefron-
tal activation in the execution of motor tasks, which is
interpreted as a higher proportion of cognitive control,
which, makes the execution of tasks less automated.
This is particularly evident in complex tasks.

Side Story

How the Brain and Behaviour Can Be Related

An important question is how neural activation
patterns can be related to cognitive, motor and sensory
functions. Since there is no linear relationship between

neurophysiological and cognitive changes, cognitive
changes (gains or deficits) only become visible when a
certain threshold of structural and functional changes
has been exceeded (Cabeza, 2002). Concurrently, the
same cognitive performance in older and younger people
can be associated with very different activation patterns.
Age research shows that the processes in the brain are
not directly and causally related to the observed behav-
iour of a person. The question remains of how exactly
the activation patterns are related to sensory and motor
skill.

These phenomena are often investigated with the
help of so-called dual-task paradigms (see » Sect. 4.6),
in which a test person is expected to perform a motor
and cognitive task simultaneously. Young adult partici-
pants often show comparable performance in these dual
tasks, as in single tasks. Whereas, in older adults there
are greater costs during these dual tasks. This is attrib-
uted to the lack of brain resources of the older test per-
sons, i.e. older persons need (more) cognitive resources
to perform a motor task, which are then no longer avail-
able for the cognitive tasks under dual-task conditions
and vice versa (see P Methods: Brain Research
Methods).
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Structural Imaging

Structural  magnetic
imaging (sMRI) provides non-inva-
sive, high-resolution three-dimen-
sional anatomical images of the
brain. Based on the magnetic prop-
erties of the protons (hydrogen
nuclei) and their specific density in
the tissue, different structures of the
brain (grey matter, white matter,
ventricles, air-filled cavities, etc.)
can be differentiated and made visi-
ble. With
sequences and analytical methods,
the thickness and volume of the cor-
responding structures in the entire
brain or in individual areas can be

resonance

suitable measurement

determined.

Functional Imaging

Functional MRI (fMRI) is a
variant of MRI that can be used to
display the activation of areas of
the brain during certain tasks or
processing  procedures. Oxygen
bound to haemoglobin changes the
magnetic properties of the blood,
thus leading to a weakening of the
MRI signal in regions with an
increased supply of oxygen-satu-
rated blood. The temporal resolu-
tion of this so-called BOLD signal
(blood oxygenation level dependent;
depending on the blood oxygen con-
tent) is rather low. Complex statisti-
cal procedures and analytical
methods nevertheless make it possi-
ble to define functional and even
causal connectivity patterns between
activated brain regions.

A method related to fMRI is
functional near-infrared spectros-
copy (fNIRS). In contrast to fMRI,
fNIRS reveals differences in the

light absorption of oxygen-free and
oxygen-saturated haemoglobin. For
this purpose, near-infrared light is
radiated into the skull. This light
penetrates 1-2 cm into the brain and
is partially absorbed by the haemo-
globin. The proportion of light
absorbed corresponds to the neuro-
nal activation in the tissue. The dis-
advantage of this method is the low
penetration depth of the light into
the brain. As a result, the method is
only suitable for making neural
activity in the outer layers of the
brain visible. One of the advantages
is that the method can now be used
under very realistic conditions and
even in motion.

Neurophysiological Procedures

Electroencephalography (EEG)
can be used to record the electrical
activity of nerve cells in the brain.
The EEG uses electrodes placed on
the skull to measure the electrical
field that is created by the activity of
the nerve cells within the brain. This
method has a very high temporal
resolution and measures both
endogenously generated electrical
oscillations in different frequency
bands (e.g. alpha 8-13 Hz, beta
14-30 Hz) and task or stimulus-
dependent changes (event-related
potentials [ERP]) in amplitudes and
latencies. The spatial resolution of
the EEG depends on the number of
electrodes or sensors used. Thirty-
two to 128 channels are commonly
used in todays practice. EEG sys-
tems have now been developed that
enable wireless measurements in the
field and in motion.
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Methods for
Activity

In transcranial magnetic stimula-
tion (TMS), a strong magnetic coil is
used to induce an electromagnetic field
that can be used to influence the neural
activity in its area. This makes it pos-
sible, among other things, to record
the motor stimulus threshold using so-
called motor evoked potentials
(MEDPs). If the stimulation is repetitive
(rTMS), depending on the level of the
stimulation frequency, an excitatory
(>5 Hz) or inhibitory (<1 Hz) influ-
ence can be exerted on the activity of
brain areas, such as the primary motor
cortex (M1). For example, TMS can
be used to disrupt processing in certain
areas of the brain (virtual lesion).
With behavioural experiments carried
out in parallel, it is possible to examine
whether the areas concerned are

Influencing  Brain

involved in a certain task or function
or are even necessary.

In addition to TMS, transcranial
direct current stimulation (tDCS) is
increasingly being used to a certain
extent, to modulate neuronal activity.
In this method, a weak direct electri-
cal current is applied to the cortex
through electrodes attached to the
skull. Depending on the polarity and
current strength, the induced electric
field can increase or decrease the
activity at the synapses in the brain.
In contrast to TMS, the electric fields
in tDCS are usually too weak to
directly induce nerve impulses.
Rather, the probability of occurrence
of the nerve impulses (action poten-
tials) is increased or decreased. That is
why tDCS is also known as a method
of neuromodulation.
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4.4 Neuronal Plasticity

In neurobiology, the term “plasticity” refers to the abil-
ity of synapses, nerve cells or entire brain areas to
change their characteristics depending on their use. In
developmental psychology, plasticity generally describes
the changeability (intra-individual variability) within a
person.

Neurobiology distinguishes between two forms of
learning: non-associative learning and associative learn-
ing. Non-associative learning includes habituation
(adaptation through repeated identical stimuli), sensiti-
sation (increase in response to a standard stimulus as a
result of an intermediate disturbance stimulus) and dis-
habituation (increase in response to a standard stimulus
as a result of an unknown stimulus or because a behav-
ioural response was previously reduced or completely
absent through habituation). Associative learning
includes classical conditioning, operant conditioning
and learning through observation and information.

— Plasticity

In neurobiology, the term “plasticity” describes the
properties of synapses, nerve cells or entire brain areas
that change in their characteristics depending on their
use.

In developmental psychology, plasticity generally
describes the changeability (intra-individual variabil-
ity) within a person.

— Non-Associative Learning

“Non-associative learning is the behavioural change
that occurs over time in response to a single stimulus”
(Bear et al., 2007, p. 867). Non-associative learning
includes habituation (adaptation through repeated
identical stimuli), sensitisation (increase in the
response to a standard stimulus as a result of an inter-
vening disturbance stimulus) and dishabituation or
weaning (increase in response to a standard stimulus
as a result of an unknown stimulus or because a behav-
ioural response was previously reduced or completely
absent due to habituation (lack of behavioural reac-
tion).

— Associative Learning

“In associative learning, you create connections
between events” (Bear et al., 2007, p. 868). Associative
learning includes classic conditioning, operant condi-

tioning and observational learning.

All learning processes involve neuroplastic processes.
In the case of “so-called” synaptic plasticity, the struc-
ture of synapses can change in addition to the number.
Therefore, the efficiency of the neuronal circuitry
changes. In addition, new contacts between nerve cells
can develop or existing contacts can be broken down.

The synaptic changes often result in altered activa-
tion patterns, which can be detected in humans using
non-invasive methods (e.g. EEG or fMRI). Changes at
the molecular level are visible in human studies as func-
tional changes (altered activation patterns) but also as
structural changes, such as volume changes of the grey
and white matter of the brain. The formation of new
nerve cells (neurogenesis) has so far only been demon-
strated in individual regions (hippocampus, striatum) of
the human brain and at a very low rate (turn-over <3%/
year; Ernst et al., 2014; Spalding et al., 2013). The enor-
mous plasticity of our brain is also shown by the fact
that, for example, after brain damage (accidents, stroke),
the functions of the damaged brain regions can be taken
over/compensated by other regions.

Memory content is not stored in specific regions and
learning does not take place in certain regions but in a
network of those areas which are also involved in record-
ing and processing the information (» Sect. 4.2.2).
Learning can change both the size of the representative
areas and the supply structures and networks. In the
learning process different stages of cognitive processing
are distinguished. In the first phase of acquisition, a
high cognitive demand is assumed, i.e. the learner has to
consciously process and control the movements to be
learned (B Fig. 4.5). In later learning phases, when a
movement is mastered, it is processed automatically
(consolidation, automation; Luft & Buitrago, 2005; see
» Sect. 4.3.2).

These differences in the processing or control of
motor movements and in the motor learning process can
be visualised with brain imaging techniques such as
fMRI. Therefore, motor tasks basically display func-
tional activity in the motor areas of the brain described
previously (Doyon et al., 2002; Gobel et al., 2011;
Hamzei et al., 2012; Kwon et al., 2012; Xiong et al.,
2009). Additionally, the acquisition phase of a move-
ment is associated with activation in prefrontal (Doyon
et al., 2002; Floyer-Lea & Matthews, 2004; Gobel et al.,
2011; Kwon et al., 2012) and parietal areas (Doyon
et al., 2002; Floyer-Lea & Matthews, 2004; Gobel et al.,
2011; Hamzei et al., 2012; Kwon et al., 2012). This fron-
tal and parietal activation gives an indication of the cog-
nitive contribution in the acquisition phase (Doyon &
Benali, 2005). The brain activation then changes with
repeated execution of a newly learned movement. The
activity in frontal areas is reduced, and the activity in the
Crbl remains stable (e.g. Floyer-Lea & Matthews, 2004).
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O Fig. 45 Motor learning of a fine motor precision grip task
dependent of age. Age differences in brain activation at the begin-
ning and end of the learning phase of a fine motor power modula-
tion task in precision grip: contrast of the first > last trials. Older

The overall activity is less distributed and more focused,
which is interpreted as an indication of efficient move-
ment processing. Such changes in activation patterns
demonstrate that learned movements are processed
more automatically and require fewer cognitive resources
(Doyon et al., 2002; Floyer-Lea & Matthews, 2004;
Gobel et al., 2011; Toni et al., 2002). On the behavioural
level, the changed activity patterns are accompanied by
an improvement in motor performance.

Greater motor performance after training is also
associated with improved functional connectivity
(» Sect. 4.3.2; » Digression: Brain Functions and
Connectivity) in motor regions (Coynel et al., 2010;
Hamzei et al., 2012; Ma et al., 2010; Vahdat et al., 2011).
For example, improved functional connectivity was
observed within the “so-called” default mode network
(DMN), a functional network that exhibits activity
under resting conditions (also resting state network,
measured by resting state fMRI or EEG). Ma et al.,
2011, demonstrated changes in functional connectivity
in central and parietal regions following 4 weeks of daily
practicing of a finger sequence task (Ma et al. (2011)).

OA: First > Last

adults (OA) show significantly stronger activation in frontal and
parietal areas and in the cerebellum at the beginning of the learning
task b, whereas younger adults (YA) show stronger activation only in
the posterior parietal cortex a (Godde et al., 2018)

Taubert et al. (2011), observed a change in the fronto-
parietal network after only 1 week of two short training
sessions for learning a whole-body balance task (Taubert
etal., 2011), which was further manifested after 6 weeks.
Interestingly, even a one 11-min learning unit (visuomo-
tor joystick tracking task) showed changes in fronto-
parietal areas of the DMN (Albert et al., 2009).

In addition to functional adjustments, structural
(anatomic) alterations also occur in the brain. For
example, after 40 h of golf practice, beginners demon-
strated volume increases in the grey matter in cortex
regions of the sensorimotor network, such as the central
sulcus and the premotor and parietal cortex (Bezzola
etal., 2011). Juggling studies have demonstrated changes
in the volume of the grey matter in the frontal cortex
(Boyke et al., 2008; Driemeyer et al., 2008), temporal
cortex (Draganski et al., 2004; Driemeyer et al., 2008)
including the hippocampus (Boyke et al., 2008), parietal
cortex (Draganski et al., 2004; Driemeyer et al., 2008;
Scholz et al., 2009), occipital cortex (Scholz et al., 2009)
and nucleus accumbens (Boyke et al., 2008; > Excursus:
Motor Learning Depending on Age).

Side Story

Motor Learning Depending on Age
Physical and neurophysiologi-
cal requirements influence learning
and training effects. This includes
the experience of previously learned
tasks, the personal requirements and
the level of development. In child-
hood, the necessary cognitive, motor
and sensory prerequisites must first
be developed in order to learn com-
plex movements. Thus, as long as
certain prerequisites are not devel-
oped, little can be achieved through
practice. Therefore, the ability to

learn increases with age. It can often
be observed that older children have
an advantage over younger children/
toddlers when it comes to movement
learning. This can be illustrated using
the example of swimming. Whereby,
S-year-old children learn to perform
a swimming movement such as the
front crawl, in fewer hours of prac-
tice than 2- to 4-year-old children
(Blanksby et al., 1995; Parker &
Blanksby, 1997). In the case of more
complex movements, such as jug-
gling and lacrosse, it was shown that

only 9-year-old children achieved
clearly visible improvements in per-
formance, following a learning inter-
vention (Voelcker-Rehage, 2008). Of
course, younger children also showed
performance gains but to a much
lesser extent. This also provides hints
and recommendations for a sports-
specific  specialisation. However,
simple sequences of movements that
do not require any special prior expe-
rience or physical fitness are learned
in childhood, sometimes even faster
than in adolescence and adulthood.
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4.5 Physical Activity to Promote

Cognition

Physical activity is positively related to cognition and
brain functions. A distinction must be made between
immediate (acute) and long-term (chronic) effects of
physical activity. Immediate effects are changes in cogni-
tive performance during or immediately after physical
activity. Persistent effects describe the relationship
between physical fitness and cognitive performance or
the effect of targeted intervention programmes over a
period of several weeks or months.

4.5.1 Acute Effects of Physical Activity
on Cognition

Acute effects from exercise on cognition were treated
with different forms of intervention (endurance activity,
coordination training, etc.), different characteristics of
the intervention in terms of cognitive measures, differ-
ent points in time of measurement and different dura-
tion and intensity as well as on the basis of different
samples (e.g. McMorris et al., 2011).

Immediately after exertion (regardless of the type of
exertion), cognitive performance is improved on aver-
age, whereas during exertion, depending on duration
and intensity, negative effects on cognition tended to be
observed (Lambourne & Tomporowski, 2010). These
effects appear to be independent of cognitive measures
(e.g. executive functions, memory, crystalline intelli-
gence) (Chang et al., 2012).

In addition to the time of measurement, two other
important factors contribute to different results regard-
ing acute exercise on cognition. These are the intensity
and duration of exercise. A meta-analysis by McMorris
and Hale (2012) supports the assumption of an inverse
U-shaped relationship between excitation and perfor-
mance, according to the Yerkes-Dodson law (Yerkes &
Dodson, 1908). As such, the best and most robust results
of acute exercise on cognition (especially on executive
control) are achieved at submaximal moderate intensi-
ties, with a duration between 20 and 60 min (Chang
etal., 2012; McMorris et al., 2011; Tomporowski, 2003).
In contrast, high-intensity exercise seems to be effective
in athletes or very active persons, but not in less active
individuals (Alves et al., 2014; Budde et al., 2012). These
findings suggest that regular physical activity can lead to
neurobiological adaptations that enable effects of high-
intensity exercise on cognitive processes. The duration
of exercise also seems to have an effect. According to
this, positive effects on cognition are recorded from the
20th minute up to exertion (Chang et al., 2012).

In addition, training effects differ in terms of the
time of cognitive testing after exposure. The effects of
acute activity are evident immediately after training and
last up to 30-40 min after recovery (Pontifex et al., 2009)
but seem to have vanished after 2 h (Hopkins et al.,
2012). However, the exercise load also seems to play a
role here: in the case of low- to moderate-intensity exer-
cise, the effects are usually only present directly after the
exercise, whereas after more intensive exercise (>75% of
the maximum heart rate), positive effects are also pres-
ent after a time delay (Chang et al., 2012).

@ Moderating Factors of Acute Effects of Exercise on

Cognition

== Time of measurement (during/after exercise)

== Exercise duration

== Exercise intensity

== Cardiovascular fitness status, physical activity behav-
iour

== Temporal arrangement of cognitive testing after exer-
cise

== Cognitive dimension (e.g. executive functioning, work-
ing memory, attention and processing speed)

Studies on the acute effects of exercise have so far mainly
been carried out in young adults, but comparable results
appear to be achievable in children. In 9- to 10-year-
olds, for example, after 20 min of moderate walking on
a treadmill, better cognitive performance was measured
than under resting conditions (Hillman et al., 2008).
Even after a 10-min coordination training session, 13- to
15-year-old schoolchildren were able to demonstrate
improved concentration than after a rest condition
(Budde et al. 2008). Some studies have also shown posi-
tive effects of moderate endurance exercise on informa-
tion processing speed (Stroop test; Barella et al., 2010)
or working memory performance (n-back test; Hogan
et al., 2013) in older adults.

The Mandatory Sports Lesson

The information that short-, moderate-intensity
exercise sessions can improve cognitive function has
important implications for various target groups, e.g.
for the school context, in the context of active breaks
or active lessons. This is especially true for cognitively
weaker adolescents (Budde et al., 2010). For example,
according to the Folkeskole Act, passed by the Danish
Parliament in 1993 and updated in 2014, it is manda-
tory for Danish primary and lower secondary schools
to offer an average of 45 min of physical activity per
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school day. In addition, a supplementary PE lesson per
week was introduced in class 1 and a final exam in class
9. Day care facilities are required to develop an educa-
tional curriculum that describes the day care centre’s
local goals in six thematic areas, one of which is “body
and movement.”

One aspect that is currently lacking investigation are
the sex effects of (physical or cognitive) training on cog-
nition. Previous literature has identified that there are
areas of cognitive performance that differ between males
and females (Miller & Halpern, 2014). For example,
females have been suggested to perform greater during
tasks involving perceptual speed, visual memory, verbal
fluency and fine motor control, whilst males excel in spa-
tial tasks such as the mental rotations test (Hamson
et al., 2016). One explanation could be sex hormones
which fluctuate and change in males and females
throughout prenatal development, childhood, adoles-
cents and at an older age. This has been an area of con-
sideration since the 1980s. It was hypothesised that
cognitive sex differences can be explained by how much
of the brain’s left or right hemisphere is dominant when
performing a specific cognitive task. Prenatal androgens
(such as testosterone) were suggested to affect the devel-
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opment of the left hemisphere, meaning that males are
possibly dominant than females in their activation of
the right hemisphere (slowing down the development).
These lateralisation sex differences could be a factor in
the differences of cognition between sexes, due to the
fact that verbal tasks often rely more on the left hemi-
sphere and spatial tasks more on the right hemisphere
(Halpern, 2013). Therefore, it could be assumed that
males and females respond differently to (physical or
cognitive) training and have subsequent differing
changes in cognition. Although this research has not
been often directly conducted, a pair of recent meta-
analyses on the effects of exercise on cognition have
compared research containing high and low numbers of
female participants, with equivocal findings. Barha and
colleagues (Barha et al., 2017) determined that females
respond greater than males in the development of execu-
tive functions, regardless of training type (aerobic, resis-
tance and multimodal training), whereas, Ludyga et al.
(2020) suggested that a greater effect of a progressive
exercise intervention on cognitive functions occurs in
samples containing a lower percentage of female par-
ticipants. These findings in training response alongside
the brain development (potentially due to hormones)
differences across sexes suggest that sex is an integral
element of the training prescription and should be con-
sidered greatly.

Side Story

Sex Hormones

The three key hormones that work
synergistically throughout prenatal
development up until old age are pro-
gesterone, oestrogen and testosterone.
Progesterone is the precursor of both
sex-specific hormones. In males there
are greater levels of testosterone,
whilst females have a greater concen-
tration of oestrogen. These sex hor-
mones act throughout the entire brain
of both sexes via hormone-specific
receptors and through many cellular
and molecular processes. These func-
tions have been identified to alter
the structure and function of neural
systems and influence behaviour, as

well as providing neuroprotection
(McEwen & Milner, 2017). Moreover,
effect-driven research has indicated
that hormones relate to certain cogni-
tive tasks (Colzato & Hommel, 2014).
Interestingly, fraternal twins (male
and female), whereby the female is
exposed to greater androgens, have
similar scores as males in tasks such as
mental rotation (Heil et al., 2011). In
terms of a sporting context, females
may be influenced due to the fluctu-
ating concentrations of hormones
throughout the menstrual cycle. Pre-
vious research has suggested that
female footballers may be limited aer-
obically during the luteal phase (when

both oestrogen and progesterone are
elevated) (Julian et al., 2017). This has
been related to potential thermoregu-
latory effects of progesterone, which
have been noted to raise core body
temperature and thus increases car-
diovascular strain at same work inten-
sity. These key sex hormones have
been identified to affect several physi-
ological, metabolic, thermoregula-
tory and cognitive functions which in
turn could alter physical and athletic
functioning (Constantini et al., 2005;
Frankovich & Lebrun, 2000; Lebrun
et al., 2013).
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In several studies, to better understand the underly-
ing brain processes, neurophysiological methods, mainly
EEG, were used during or after an acute exercise ses-
sion. It was repeatedly shown that acute exercise modu-
lates the evoked potentials. Thus, an acute session of
moderate intensity is accompanied by an increased P3
amplitude (positive excursion 300-500 ms after stimulus
onset) and shorter latencies during a subsequent cogni-
tive task (Drollette et al., 2014; Kamijo et al., 2007
Magnie et al., 2000; Nakamura et al., 1999; Scudder
et al., 2012). The increase of the P3 amplitude is inter-
preted as an increased use of resources (attention con-
trol) (for an overview: Kamijo, 2009). Studies that
analyse EEG frequency bands (especially alpha fre-
quency) (» Methods: Brain Research Methods) also
indicate an increase in neural resources.

4.5.2 Chronic Effects of Physical Activity
on Cognition

For school-aged children and adults, there is a positive
correlation between physical activity and cognitive per-
formance. The correlation is stronger for children of pri-
mary school age than for older children (Sibley & Etnier,
2003). A meta-analysis showed for older adults aged
55 years and older—irrespective of the intervention
type, the length of the programme, the amount of train-
ing and the cognitive abilities investigated — that physical
training increases cognitive performance (Colcombe
et al.,, 2003). Performance improvements can be
observed, especially in tasks that require executive con-
trol (e.g. response inhibition, updating, task switching;
see » Side Story: Dual/Multitasking Models).

In childhood and adolescence, physical activity also
shows a positive correlation with the development of

O Fig.4.6 The functioning of
the brain in children and
adolescents demonstrates a
positive correlation with regular
physical activity. ((C) matimix/
Getty Images/iStock)

intellectual abilities and school performance (8 Fig. 4.6).
For example, cardiovascular fitness correlates positively
with standardised school tests to assess mathematical
skills and reading comprehension. One explanation is
that good cardiovascular fitness is associated with
improved function of the fronto-parietal brain network,
which is also used for mathematical skills and reading
comprehension (summarised: Hillman et al., 2008).

Not only the functioning of the brain shows a posi-
tive correlation with regular physical activity but also its
anatomical structure: children with high cardiovascular
fitness showed a larger hippocampal volume associated
with better memory performance (Chaddock et al.,
2010a) and a larger volume of the basal ganglia associ-
ated with better attention performance (Chaddock
et al., 2010b; Chaddock et al., 2012; see » Study Box:
Physical Frailty and Dementia).

Physical Frailty and Dementia

There are correlations between physical frailty (a mea-
sure of muscle strength, walking speed, body composi-
tion and fatigue), the risk of Alzheimer’s dementia and
cognitive decline. Boyle et al. (2010) followed 900
elderly people who were free from dementia at the start
of the study for 12 years. Older people with a better
overall physical constitution showed a smaller decline
in cognitive functions and fewer cognitive impairments
and less often suffered from Alzheimer’s dementia than
people with a higher degree of frailty. The protective
effect of a good physical condition remained signifi-
cant even when various possible influencing factors,
such as body mass index, physical activity, lung func-
tion, vascular risk factors, vascular diseases and apoli-
poprotein (E4) levels, were monitored.
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The starting point for studies with older adults are
the limitations in cognitive performance observed with
age, such as a reduced speed of information processing
or a reduced capacity of the working memory.
Endurance-trained older people show better cognitive
performance, e.g. in tasks concerning selective attention
or episodic memory. On a neurophysiological level,
functional changes can be observed which indicate faster
and more effective information  processing.
Communication between different areas of the brain
also appears to be improved by regular physical train-
ing, as connectivity analyses or network analyses show.
It is remarkable that regular physical activity/exercise
can improve cognitive performance even in previously
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inactive seniors. Meanwhile, there are indications that
not only endurance training but also other forms of
training, such as coordination training, can have a posi-
tive effect on cognitive functions (Voelcker-Rehage
et al., 2011). Regarding the structure of the brain, older
subjects with good cardiovascular fitness show signifi-
cantly lower losses of grey and white matter of the brain
than subjects with poor fitness. This is especially appar-
ent in the frontal, parietal and temporal areas and in the
hippocampus (Voelcker-Rehage & Niemann, 2013; see
> Self-Reflection: Can I improve my cognitive perfor-
mance by physical activity?; see » Side Story: Dose-
Effect Relationships Between Physical Activity and
Cognitive Control).

Can I improve my cognitive perfor-
mance by physical activity? The
cause-and-effect relationships
between physical activity and cogni-
tive performance are complex. The
biological mechanisms that underlie
the effects of physical activity on
cognition have so far been primarily
investigated in animal experiments.
These indicate that endurance train-
ing leads to a multitude of physiolog-
ical changes within the brain, which
in turn, may be the basis for the
changes in cognitive performance.
For example, regular endurance
training promotes the formation of
new nerve cells (neurogenesis) and
their connections in the hippocam-
pus and dental gyrus (synaptogene-
sis). Further causes are an increasing
production of nerve growth factors
(neurotrophins), an improvement in
capillarisation (angiogenesis) in the
hippocampus, Crbl and in the motor
cortex, as well as lower cortical

Dose—Response Relationship Between Physical Activ-

ity and Cognitive Management

So far, little is known about the optimal amount,
required intensity and duration of physical activity
to promote cognition. Moderate physical activity,
two to three times a week, for at least 30 min has

losses. One of the tasks of the newly
formed capillaries is to transport suf-
ficient nutrients to the existing and
newly formed neurons (see for a sum-
mary: Voelcker-Rehage & Niemann,
2013).

Physical activity can presumably
also have an effect on cognitive per-
formance via other channels, for
example, by reducing the risk of ill-
ness and increasing emotional well-
being. An improvement in motor
skills and abilities can also lead to
the fact that cognitive resources,
which were previously required for
the execution of movements, are
available for the execution of cogni-
tive tasks.

Changes due to acute exercise
are attributed to short-term changes
in the activity of the neural net-
works involved in the cognitive
task. It is assumed that physical
activity changes the neuronal state
of excitation, which means that

Side Story

mental processes run faster and
memory processes are facilitated.
Changed hormonal conditions,
such as an exercise-induced
increased release of cortisol and
testosterone, can also be responsi-
ble for improved cognitive perfor-
mance. Studies show an inverted
U-shaped relationship between cor-
tisol and testosterone levels and
cognitive performance.

It can be assumed that an inter-
play of various factors moderates the
influence of physical activity on cog-
nitive functions.

How would you answer the ques-
tion posed at the beginning? What
arguments could you put forward to
motivate a person who is not keen on
sports to become more physically
active? Think of a friend, a neigh-
bour or a member of our family, and
prepare your arguments in such a
way that they are comprehensible
and convincing.

been shown to have a positive effect, with positive

effects already noticeable after a few weeks. Older

people show an almost linear change in their brain

et al., 2011).

activation patterns over 12 months of training.
Therefore, it can be assumed that longer-term train-
ing leads to further positive effects (Voelcker-Rehage
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4.6 Multitasking

In everyday life and sports, one is constantly confronted
with double or multiple tasks (dual or multitasking), e.g.
when driving a car, making a phone call or crossing a
street during a conversation. In sports situations, this
becomes apparent when, for example, a throw has to be
executed and, at the same time, other players and oppo-
nents have to be kept in view. Such multiple tasks are a
great challenge for the brain. This is because even a
(highly) automated movement, such as walking, requires
neural resources. This is particularly observed in older
people, since in this population, motor tasks are often
less automated in comparison to younger people.

© Dual-Task Paradigms in Neuroscientific Research
Dual-tasking paradigms and their neurophysiological
correlates are increasingly being studied with the help
of brain imaging techniques. Methodologically, it is
difficult in an MRI to separate the specific activation
under dual-task condition from the activation during
a single task. In a dual-task situation under MRI, the
performance (brain activation) of both single tasks
cannot be considered separately as it is the case in
behaviour. In behavioural studies, for example, gait
performance and cognitive performance are recorded
separately, regardless of whether they were performed

under single or dual-task conditions. Szameitat et al.
(2011) discuss different approaches to the identifying
of DT-specific activation in MRT studies. Therefore,
the best approach is to compare the activation under
dual-task condition with the sum of the activation
under single-task condition.

Motor functions, such as walking and standing,
require progressively more cognitive control, attentional
resources and executive functions with increasing age
(Woollacott & Shumway-Cook, 2002; Yogev-Seligmann
et al., 2008). At the same time, older people have fewer
cognitive resources available, which can lead to poor
performance or problems if two or more tasks have to
be completed at the same time, and the available
resources have to be distributed between both tasks.
Current studies use the “so-called” dual-task paradigm
to investigate interactions between motor skills and cog-
nition. The main research areas in gerontology are driv-
ing performance, fine motor skills and fall prevention.
For example, a motor task (e.g. balance tasks) is com-
bined with other motor tasks (e.g. carrying a tablet) or
cognitive tasks (e.g. counting backward) with varying
degrees of complexity. In the context of sports, dual-
task paradigms are primarily used to investigate the
extent to which a movement is automated (» Sect. 4.4;
Digression: Dual/Multitasking Models).

Side Story

Dual/Multitasking Models

Several theoretical models describe
the mechanisms of motor-cognitive
interactions. The common crux is that
the various tasks compete for cogni-
tive attentional resources or that the
cognitive processing takes place seri-
ally and not in parallel. The “theory
of the central bottleneck” is based on
serial central processing. It states that
the information processing of the var-
ious task requirements is reaching its
limits (bottleneck), since not all infor-
mation can be processed at the same
time. This results in longer processing
times, due to the inability of the sec-
ond task to be processed until the first
has been completed (Pashler et al.,
2001). The “attentional resource
theory” explains the motor-cognitive
interferences, by the competition of
the subtasks for limited attentional
resources (Kahneman, 1973). These
unspecific resource theories have been

replaced by concepts, such as the
four-dimensional “multiple resource
model” by Wickens (2002). This
model demonstrates that the dual-
task interference increases when the
tasks have the same or overlapping
modalities in the area of information
acquisition and processing and/or
behaviour production.

Another assumption hypoth-
esises that a superordinate manage-
ment system distributes the available
resources, depending on task require-
ments and task prioritisation. This
superordinate resource management
mechanism, called the supervisory
attentional system (Norman & Shal-
lice, 1986) or the central executive
(Baddeley, 1986), was later divided
into distinct components. Undoubt-
edly the most popular taxonomy dif-
ferentiates between the components
of task switching, updating and
response inhibition (Baddeley, 1996;

Miyake et al., 2000; Strobach et al.,
2014). Some authors have increased
the number of executive components.
They argue that multitasking is based
on a separate executive function
(executive function “dual tasking”)
rather than a mixture of the other
three (Enriquez-Geppert et al., 2013;
Strobach et al., 2014).

The need for a central executive to
monitor the distribution of resources
depending on the tasks accord-
ing to higher-order strategies was
recently challenged by the threaded
cognition perspective (Salvucci &
Taatgen, 2008). It hypothesises that
several tasks are processed by the
brain according to simple rules: each
task requests the required resources
and releases them as soon as they are
no longer needed. Each resource ful-
fils the requests in turn, and if there
are conflicts, the longest waiting one
is processed first. According to this
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concept, multitasking is the emer-
gent property of a simple algorithmic
process and does not need overriding
objective setting and decision-mak-
ing. This process leaves little room
for individual differences in multi-
tasking performance. Proponents of
the threaded cognition perspective
therefore justify inter-individual vari-
ability in multitasking performance,

with a varying size of resource pools,
and not with differences in multi-
tasking ability (Dale & Arnell, 2010;
Taatgen et al., 2009). When this is
the case, multitasking performance
in one condition should not cor-
relate with performance in another
condition—a claim for which experi-
mental evidence has varied (Brook-
ings & Damos, 1991). Advocates of
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the threaded cognition perspective
further assume that the neuronal acti-
vation under multitasking conditions
should not exceed the sum of the
activations under the individual tasks
(Klingberg, 1998)—another claim for
which heterogeneous experimental
results are available (Erickson et al.,
2005; Szameitat et al., 2002; van Impe
etal., 2011).

Learning Control Questions
Basic:
1. Which structures in the CNS are involved in the per-
formance of a movement?
2. What are the respective tasks of the structures that
are involved in the performance of a movement?
3. Which neurophysiological mechanisms underlie
(motor) learning?
4. What are the Brodmann areas and what is their
importance?

Advanced:

5. What are similarities and differences in brain devel-
opment in childhood and adolescence compared to
brain development in old age?

6. What are the differences in motor learning between
young and older people?

7. What is the relationship between arousal and per-
formance in the Yerkes-Dodson Law?

8. With which methods can neurophysiological pro-
cesses be made “visible"?

Experts:
9. What is neuroplasticity? (How) can it be assessed?
10. What is the assumption that the effects of acute
physical activity on cognition are based on? Describe
the key message of this relationship. What research
is needed to advance this field of research?
11. What are the central components of executive skills?
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Learning Objectives

Basic:

= Describe theories and models of judgment and
decision-making.

== Describe and explain undesirable influences on judg-
ments and decisions in sport.

Advanced:

= Discuss the consequences of errors of judgment and
decision-making in sport.

== Describe studies on judgments and decisions in sport
and explain their study design.

Experts:
= Make suggestions for improving judgments and deci-
sions in specific sports situations.

5.1 Introduction

When you think of sports psychology, the first thing you
probably think of is using imagery, goal-setting, motiva-
tion, or team cohesion. Judging and deciding is not an
obvious topic that comes to mind in sports psychology.
However, sporting activities of all kinds are directly or
indirectly influenced by judgments and decisions.
Teachers have to assess sporting performance and give
marks. Performance in gymnastics is evaluated by a
panel of judges. Soccer players must decide whether to
pass the ball or to try to score a goal themselves.
Goalkeepers choose whether to plant their feet or jump.
Referees choose whether or not to call a penalty or to
give a yellow or red card. Coaches and managers assess
the performance of players and decide whether to recruit
them and then if they should select them for an upcom-
ing game. Theories of judgment and decision-making
can help explain and understand these judgments and
decisions (> Sect. 5.2). They attempt to determine uni-
versal mechanisms of judgment and decision-making.
At the same time, there are numerous studies that exam-
ine more specific situations of judgment and decision-
making (> Sect. 5.3). Often these studies identify certain
judgment biases. This means that there are factors that
influence judgments and decisions when they should
not. For example, there is evidence that referees are
influenced by the noise of the crowd when they award
yellow cards. On the one hand, these studies help to bet-
ter understand judgments and decisions, and on the
other hand, they offer concrete starting points for prac-
tical interventions with the aim of improving judgments
and decisions (» Sect. 5.4).

0 Judgments and Decisions
Judgments and decisions are omnipresent in sport and
can have a great influence on sporting success and per-
formance in physical education. However, they are sus-
ceptible to systematic errors.

5.2 Theoretical Background

5.2.1 Judgments

Judging can be defined as the assignment of judgment
objects to values on a judgment dimension (Betsch et al.,
2011). A distinction is made between the explicit judg-
ment (“The game was exciting”) and the psychological
process of assigning the value itself. This is called the
judgment process. Both objects of judgment and judg-
ment dimensions can be of a very diverse nature. People,
objects, performances, the truth value of statements, the
weather, ideas, or future developments can become
objects of judgment, to name just a few examples.
Judgment dimensions can be evaluative or nonevalua-
tive. In the case of evaluative judgments, the underlying
dimension says something about the evaluation of a
judgment object. In nonevaluative judgments, the
underlying dimension does not initially say anything
about the judgment object’s rating. However, depending
on the context, the same nonevaluative judgment may
be good or bad. For example, an athlete’s height is ini-
tially neither good nor bad. However, depending on
whether [ am looking for a jockey or a basketball player,
the same height may have a different value on an evalu-
ative dimension: tall is good for basketball players, but
not good for jockeys. If the underlying dimension
describes probabilities, we speak of probability judg-
ments. If the probability of future events is assessed, for
example, the outcome of a football game, judgments
become predictions. In this case we also speak of predic-
tive judgments.

Judgment

Judgment refers to the psychological process that
underlies when people assign a value on a judgment
dimension to an object of judgment and explicitly
express the resulting judgment (Betsch et al., 2011).

In psychological research on judgments, it is assumed
that people are aware of their judgment. However, they
do not necessarily have insight into the judgment pro-
cess, 1.e., they do not need to know how they made a
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particular judgment. In research on judgments there are
different theories that deal with exactly this question:
How do people make judgments? When looking closely,
this single question turns into several different ones:
What information do people use to make judgments?
How do they select this information? Is the information
weighted, and if so, how? How is different information
translated into values on the judgment scale? Are there
undesirable influences on the judging process? In the fol-
lowing chapter, we will focus on those theories and mod-
els and the key questions they highlight that give us the
most insight into judgment in sports psychology.

o Judgments
There are different types of judgments: evaluative
judgments contain ratings of judgment objects; non-
evaluative judgments do not contain ratings. Predictive
judgments refer to the future.

5.2.1.1 Brunswik’s Lens Model

A particularly influential model for understanding
human judgment is Brunswik’s lens model (1952;
Doherty & Kurz, 1996). It is suitable for structuring a
judgment or decision-making environment and allows
conclusions to be drawn about the circumstances under
which good judgments result. The basic assumption of
the lens model is that people who want to make a judg-
ment usually do not have direct access to the variable to
be judged (distal variable or criterion), but must access
it—as if looking through a lens—via visible features of
the same (proximal variables or cues) (B Fig. 5.1). At
the same time, the lens model assumes that there is a true
state of the criterion that people want to assess as accu-
rately as possible. The agreement between judgment and
criterion is called achievement. The lens model is there-
fore particularly suitable for understanding judgments
which actually involve assessing the true state of an
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object of judgment (i.e., the criterion) as accurately as
possible (e.g., medical judgments). Typical examples
come primarily from the field of medical diagnostics,
where the lens model has had a particular influence
(Wigton, 1996). For example, a doctor cannot see
directly which disease a patient is suffering from but
must derive it from various visible symptom:s.

The most important assumption of the lens model
is that cues and criteria are not deterministically but
probabilistically related (Doherty & Kurz, 1996;
Goldstein, 2004). This means that cues and criterion
correlate with each other, but these correlations are not
perfect. Correlations between cues and criterion are
called ecological validities and indicate how well the
criterion can be developed based on the -cues.
Correlations between cues and judgment indicate the
extent to which judges use these cues for their judg-
ment (cue usage coefficients). In the lens model, the
quality of a judgment is understood as the accuracy
with which this judgment maps the respective criterion.
This accuracy is called achievement. It is important to
note that both sides of the lens play a role in the expres-
sion of accuracy, both the ecological validity and the
cue use. The higher the cue-criterion correlations are
and the more precisely the cue use is oriented toward
them, the more likely it is that a judgment will agree
with the criterion (be correct). Conversely, it follows
that judgments can be imprecise for two reasons: on
the one hand, the cue usage of a judge can be incorrect
even if there are actually valid cues (i.e., high cue-
criterion correlations). On the other hand, if the cue
validity is low, this results in an upper limit to the accu-
racy of the judgment, which judges cannot further
improve through their cue use (Cooksey, 1996). This
consideration of both the structure of the environment
and the cognitive structuring of a judgment is an essen-
tial feature of the lens model. It offers a fruitful start-

Achievement (r,)

Judgment

Cue Usage Coefficients
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ing point for the analysis of real judgment situations
(Hammond, Stewart, Brehmer, & Steinmann, 1975).
Consequently, the lens model has also been used to

understand judgment situations in sport (e.g., Plessner
et al., 2009; Unkelbach & Memmert, 2010; » Side
Story: Application of the Lens Model in Sport).

Side Story

Applying the Lens Models to Sports
The lens model can be applied to
the activities of referees in the follow-
ing way (Plessner, Schweizer, Brand
& O’Hare, 2009): referees must assess
a distal criterion (foul or no foul) by
using visible cues. For example, a
football referee’s decision to call foul
may be based on the following obser-
vations: player one slips into player
two (cue 1), player two falls (cue 2),

and the ball had already been played
at that moment (cue 3). These cues
are probabilistically related to the
criterion (it is not a foul every time a
player falls). They are also intercor-
related (after a contact between two
players, it is more likely than not that
one of them will fall). The higher the
correlation of the three cues with the
criterion (ecological validity), the
more confident the referees can be in

making their decision if they use the
three cues correctly (cue use). Based
on the lens model, deeper insights into
the decision situation can be gained.
For example, analyses can be used to
indicate which and how many cues the
referee used. Furthermore, attempts
can be made to determine the causes
of misjudgments (e.g., cue 3 was not
used) but also to improve decisions
(e.g., training the use of cue 3).

© The Lens Model

The lens model assumes that people usually do not
have direct access to a variable (criterion) to be judged
but that its condition can be deduced from its observ-
able characteristics (cues). The higher the correlations
between cues and criterion, the better the judgments
that can be made. Judgments are always understood
as probabilistic.

5.2.2 Decision-Making

Deciding is the process of choosing between at least
two options with the aim of achieving desired conse-
quences and avoiding undesired consequences (Betsch
etal., 2011). Options in this case refer to action alterna-
tives between which we have a choice. A decision is
made when one of the options has been chosen. Every

day we make numerous decisions. The consequences
associated with each option can be short-term or long-
term, significant or insignificant. In some situations, we
are aware that we are making an important decision
and we think long and hard about the best option. If
the decision seems particularly important, we may try
to obtain additional information about the options
available. In other situations, we settle for an option
that promises sufficiently positive consequences with-
out necessarily trying to find the best one. In many
other situations, however, we choose between different
options without giving much thought to the options
and their consequences and sometimes even without
realizing that we have just made a choice. Sometimes
the consequences of a single decision are insignificant,
but cumulatively (i.e., across many individual deci-
sions), the consequences are severe (» Side Story:
Judging or Deciding).

Side Story

Judging or Deciding

Despite their different definitions,
it is sometimes not clear whether a
particular phenomenon is a judgment
or a decision. The main difference
between judgments and decisions, in
terms of definition, is that a decision
always involves a choice between at
least two options. So, if there is no
choice between options in a situation,
there can be no decision. Conversely,
however, the existence of a choice does
not mean that no judgment processes
are involved. Thus, there are phenom-
ena which are clearly judgments (e.g.,
“I like the movie Free Solo a lot”) or

clearly decisions (e.g., “Do I get up for
an early run or do I stay in bed and
continue to sleep”).

The distinction between judg-
ments and decisions can become com-
plicated when a decision seems to be
based on a judgment. For example,
a yellow card is given in football for
serious foul play. On the one hand,
referees must therefore judge the
severity of the foul. On the other
hand, they have to choose or decide
between the options of no card, yel-
low card, and red card. Whether sci-
entists interpret these phenomena as
judgments or decisions depends on

which of the two components they
consider to be more relevant. If I
assume in a refereeing decision that
the judging process is decisive for the
behavior of the referee because a deci-
sion on the severity of the foul neces-
sarily leads to a certain decision, I will
try to understand the judging process.
However, if I assume that the verdict
on the severity of the foul is only one
of several pieces of information that
the referee must take into account in
order to weigh the consequences of
the decision options, then I will try to
understand the process of weighing
the options and thus the decision.
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o Decision-Making
Deciding is the process of choosing between at least
two options with the aim of achieving desired conse-
quences and avoiding undesired consequences. In the
best case, the process leads to a decision (choice). An
option is selected and the intention to implement it is
formed, e.g., to perform an action (Betsch et al., 2011).

5.2.2.1 Expected Utility Theory

Classical decision theories state that for an optimal deci-
sion, the option with the highest expected value or util-
ity should be chosen (Betsch et al., 2011). To calculate
this, all possible consequences of all options must be
assigned a value or a utility. In addition, each possible
consequence must be weighted by the probability of its
occurrence. The weighted consequences of each option
are then added together. The option with the higher
expected value or utility is chosen. Therefore, these theo-
ries are called “expected value theory” or “expected util-
ity theory.” Expected utility or expected value theories
are not originally descriptive but normative. They do
not imply that people actually calculate the expected
value or utility of all options but that optimal decisions
choose the option with the highest expected value or
utility. Nevertheless, from this perspective, decision
behavior presents itself as a conscious and controlled
process of complex information integration that serves
to maximize the objective value or subjective utility
(Baron, 2000; Dawes, 1998; Edwards, 1954; Kahneman
& Tversky, 1979).

Let us imagine the following example: Ralf has the
choice between two different lottery tickets. With ticket
A, he has the chance to win 10,000 Euro, but only one of
100 tickets is a winner. Ticket A therefore has the
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expected value of 100 Euro. Ticket B only promises the
prize of 5000 Euro, but 10 out of 100 tickets are winning
tickets. Ticket B therefore has the expected value of 500
Euro. According to the expected value theory, Ralf
should choose ticket B. If people actually consciously
make or are influenced in making decisions in the way
the theories of expected value or expected utility
describe, there are some necessary preconditions: first of
all, people must be aware of the different consequences
of the options and be able to convert them into a uni-
form scale of value or utility, so to speak. In addition,
decision-makers need to know about the probability of
the various options occurring. This latter requirement is
especially unlikely to be met in reality for many deci-
sions. From the perspective of these theories, good deci-
sions depend on decision-makers being aware of all the
possible consequences of the options, on correctly deter-
mining their value or utility, on knowing the probabili-
ties of the options occurring, and finally on correctly
calculating their value or utility. However, even if people
make decisions that are consistent with the predictions
of the theories of expected value or utility, this does not
necessarily mean that they have actually consciously cal-
culated the expected value or benefit of all options
(» Side Story: Darwin’s Wedding; » Side Story:
Difference Between Value and Utility).

o Expected Value and Expected Utility Theories
Theories of expected value state that optimal decisions
result if the consequences of all options are assessed
and weighted with the probability of their occurrence.
Then the evaluated and weighted consequences are
added up for each option and the option with the high-
est value is chosen. Theories of expected utility do not
refer to an objective value of an option but to its sub-
jective utility for the decision-maker.

Side Story

Darwin’s Wedding

Charles Darwin, the founder of
the theory of evolution, proved to be
an early follower of the expected util-
ity theories in his private life—per-
haps without being aware of it: when
Darwin was faced with the choice of
whether to marry, he made a list of
pros and cons (C. R. Darwin, 1838).
This list has been preserved for poster-
ity and is currently in the Cambridge
University Library (Cambridge, GB;
» http://darwin-online.org.uk/con-
tent/frameset?viewtype=side&iteml

D=CUL-DAR210.8.2&pageseq=1).
Among the arguments for marriage,
Darwin lists that a wife could give him
children (“children—if it please god”)
and take care of the house (“home,
& someone to take care of home”).
Among the arguments against mar-
riage, Darwin argues that a bachelor
can go where he wants (“freedom to
go where one liked”) and is not forced
to visit relatives of the wife (“not
forced to visit relatives™).
Interestingly, both the weight-
ing of the individual arguments

and their perceived certainty can be
deduced from Darwin’s notes. Thus,
the main advantage of marriage in
his eyes seems to be that it could save
him from loneliness, especially in old
age. This argument appears several
times and is thereby emphasized.
The main disadvantage of marriage
seems to him to be that marriages
take time, because he has underlined
“loss of time” several times. It is also
interesting that Darwin distinguishes
between safe and uncertain conse-
quences, because he has marked the


http://darwin-online.org.uk/content/frameset?viewtype=side&itemID=CUL-DAR210.8.2&pageseq=1
http://darwin-online.org.uk/content/frameset?viewtype=side&itemID=CUL-DAR210.8.2&pageseq=1
http://darwin-online.org.uk/content/frameset?viewtype=side&itemID=CUL-DAR210.8.2&pageseq=1
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consequence of having children as
an uncertain one (“if it please god”).
In the end he decided to marry and
wrote “Marry—Marry—Marry
Q.E.D.” on his note. His consider-
ation had almost the status of a math-
ematical proof for him, as the Q.E.D.

@ What Kinds of Decisions Can We Distinguish? 3.

1. Decisions under ignorance: decision-makers do
not know all possible consequences.

2. Decisions under certainty: consequences are cer-

tain to occur.

The Difference Between Value and
Utility

The expected value theory refers
to the objective value of the vari-
ous options (Betsch et al., 2011).
Bernoulli further developed this
approach by making subjective util-
ity the decisive criterion for a good

(quod erat demonstrandum = what
was to be proven) indicates. The mar-
riage with his wife Emma, as far as his
biographers know, was a happy one,
by the way. His last words to Emma
were: “I am not the least afraid of
death—Remember what a good wife

you have been to me—Tell all my
children to remember how good they
have been to me” (E. Darwin, 1882).
Darwin’s hopes, which he had put on
paper 44 years earlier as arguments
for marriage, seem to have been ful-
filled.

Decisions under risk: consequences occur with a
known probability.

4. Decisions under uncertainty: consequences occur

decision instead of the objective
value. The theory of expected value
became the theory of expected utility.
The difference can be illustrated with
the following example: the value of a
potential profit of 1000 Euro is always
the same and should therefore be
included in all decision-makers’ calcu-

with an unknown probability.

lations in the same way. However, the
utility of 1000 Euro depends on how
much money I already have. For rich
decision-makers, 1000 Euros should
therefore have a different utility than
for poor decision-makers and should
therefore be included differently in a
corresponding decision.

5.2.2.2 Heuristics

Within the framework of the bounded rationality
approach (Gigerenzer & Selten, 2001; Simon, 1982), the
ideas of the theories of expected value or utility were
rejected as unrealistic. It has been argued that in most
real-life situations, people lack the cognitive capacity to
perform such complex computational operations, espe-
cially when decision time is limited. Instead of describ-
ing how people can make optimal decisions in theory,
the focus of psychological theory and empirical research
evolved in to understanding how people actually make
successful decisions in everyday situations (Gigerenzer
& Goldstein, 1996).

Under the influence of bounded rationality, a num-
ber of heuristic approaches to human decision-making
behavior have emerged (Gigerenzer & Goldstein, 1996;
Gigerenzer & Selten, 2001; Gigerenzer, Todd and the
ABC Research Group, 1999; Tversky & Kahneman,
1974; Kahneman et al., 1982). These approaches assume
that people use simplifying rules, so-called heuristics, to
make decisions.

Two of the best known and best-studied of these
approaches are the classical heuristics and biases pro-

gram by Kahneman and Tversky (Tversky & Kahne-
man, 1974; Kahneman et al., 1982) and the adaptive
toolbox (Gigerenzer & Selten, 2001; Gigerenzer, Todd
and the ABC Research Group, 1999). The adaptive
toolbox emphasizes the functionality of heuristics.
The basic idea of the adaptive toolbox is that people
have a set of heuristics, each of which is particularly
suitable for certain decision situations. From the per-
spective of this approach, good decisions depend on
decision-makers using the most appropriate heuristics
for a given situation. When people make decisions
based on heuristics, they do not compute all cues in a
decision situation according to their respective validi-
ties but rely on a single or a reduced number of cues.
The available cues are searched according to a certain
rule (search rule), and this search is also stopped
according to a certain rule (stopping rule). A decision
is then made using a decision rule. Such a procedure
does not always lead to a perfect decision, but it allows
for sufficiently good decisions, especially in situations
where people have to make decisions under subopti-
mal conditions (e.g., time pressure, stress, incomplete
information). The heuristics and biases program of
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Kahneman and Tversky, on the other hand, empha- [ Heuristic

sizes more strongly that heuristics make people sus-
ceptible to systematic errors of judgment and decision,
so-called biases (Tversky & Kahneman, 1974; » Side
Story: The Take-The-Best-Heuristics; » Side Story:
Random and Systematic Errors).

Numerous heuristics have also been proposed for
decisions in sports (for an overview see Bennis &
Pachur, 2006). Some of them represent applications of
already existing heuristics to sports settings, while
other heuristics have been proposed specifically for
sports applications. The first group includes, for exam-
ple, the application of take-the-first heuristics to the
generation and selection of options by athletes
(Johnson & Raab, 2003). According to this approach,
an expert playmaker would be best off by choosing the
first option that comes to his mind in a given game
situation while searching for the most valid option on
the field.

A heuristic is a rule that simplifies a complex judgment
or decision situation by reducing the amount of infor-
mation that is considered (Gigerenzer, Todd and the
ABC Research Group, 1999). Heuristics have rules on
how the available information is searched (search rule),
how this search is stopped (stopping rule), and which
option is selected on the basis of the information
searched (decision rule).

o Heuristics
People can make good decisions by using heuris-
tics, even if they lack time or other resources. Some
research programs emphasize the functionality of heu-
ristics (e.g., the adaptive toolbox), while other research
programs emphasize their error-proneness (e.g., the
heuristics and biases program).

Side Story

The Take-The-Best-Heuristic

A well-known heuristic is the
take-the-best-heuristic ~ (Gigerenzer
& Goldstein, 1999). It is often dem-
onstrated using the so-called city size
paradigm. Participants are presented
with the names of two cities and a
range of information on each of these
cities. Their task is to decide which
of the two cities is the larger. If par-
ticipants use the take-the-best heu-
ristic, they proceed as follows: they
search the information in order of
validity (search rule). They stop this
search at the first information that
distinguishes between the two options

Random and Systematic Error

In judgment and decision research,
two types of errors are distinguished:
random errors and systematic errors.
While the former type is sometimes
labelled as noise (Kahneman et al.,
2021), the latter errors are also called
biases and represent systematic dis-
tortions of judgments and decisions.
There are different perspectives on
what exactly a bias is. Kahneman and

(stopping rule). Then they choose the
option that has a higher value on this
information (decision rule). All other
information is ignored. In concrete
terms, this means that they rank all
information according to its signifi-
cance for the size of a city and search
through it until they find information
that distinguishes between the two
cities. For example, the participants
could first look to see if both cit-
ies have an airport. If only one city
has an airport, the participants stop
searching here, ignore any further
information, and choose the city that
has an airport as the larger one. If

Tversky understand biases as devia-
tions from a theoretically optimal
judgment or decision strategy or as
the result of applying a heuristic in a
situation where it leads to erroneous
results (Tversky & Kahneman, 1974).
Numerous individual biases have
been identified in the psychological
literature. For example, the hindsight
bias describes the human tendency to
overestimate in retrospect how well

both cities have an airport, they con-
tinue searching in the order of per-
ceived significance of the information
until they find information that dis-
tinguishes between the two cities (e.g.,
city A has a football stadium, city B
does not). The city with the “better
value” for this information is taken;
all other information is ignored.

The take-the-best-heuristic is
therefore non-compensatory. This
means that much information point-
ing to option B as the larger city
cannot compensate for the fact that
the most valid information points to
option A.

Side Story

we have predicted a particular event.
For example, many people believe
after a football match that it was clear
beforehand who would win it. But if
they had been asked beforehand, they
would not have been as certain.

From the perspective of the lens
model, a bias arises when judges
use a cue for their judgments that in
reality is not correlated with the cri-
terion, or when judges include a cue
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in their judgments more than is jus-
tified by the correlation of that cue
with the criterion. A bias would thus
be, for example, if a lecturer gave bet-
ter grades to more attractive students,

or if larger football players were con-
sidered more aggressive than smaller
ones. From this perspective, the dis-
tinction between bias and meaningful
cue use depends on whether or not

cue and criterion correlate in the real
world: if taller players are actually
more aggressive than smaller ones,
the apparent bias becomes meaning-
ful cue use.

5.2.2.3 Fast and Slow Decisions

There is a story about Mark Zuckerberg, the founder of
Facebook, that he only owns one pair of pants, a t-shirt
and a sweater. Mind you—not one copy of each, but one
model. This way he doesn’t have to think about what to
wear in the morning and saves valuable time and
resources for the important decisions of the day. There
are similar stories about Steve Jobs (founder of Apple)
and his black turtleneck sweater or Barack Obama and
his ties. These anecdotes may be wrong, but they point
to an important point: making decisions can be exhaust-
ing. But this is not true for all decisions. Indeed, an
important distinction between different types of deci-
sions is how much resource they require (Evans, 2010;
Evans & Stanovich, 2013; Furley et al., 2015).

Some decisions are quick, and we simply make them
without a conscious process of weighing different
options and their consequences. For example, without
thinking, we choose our toothbrush instead of our
roommates’, we step on the brake instead of accelerat-
ing at a red light, and we play the ball to a well-positioned
teammate in the shortest possible time instead of trying
to score a goal ourselves. In some of these situations, we
may not even notice that we have just chosen one of sev-
eral options. Other decisions take time, and we experi-
ence them as the result of a conscious process of
weighing up the pros and cons. For example, we com-
pare different homes, we weigh up whether or not to get
married, and we think long and hard about which play-
ers would fit well into our team.

Fast, seemingly effortless decisions are made possible
by Type 1 processing (Evans, 2010; Evans & Stanovich,
2013). Type 1 processing is characterized by the fact that
it does not require working memory capacity. It is trig-
gered by contextual features and comes to a result with-
out the need for intention or conscious control. Type 1
processing can be modeled as a spreading activity in a
network, which is able to process large amounts of
information in a very short period of time. In order for
Type 1 processing to produce a result in a given situa-
tion, learning processes over a longer period of time
must have resulted in essential parts of the task being
represented in long-term memory. For example, a per-
ception of the cue “red traffic light” leads to the option
“brake” being activated and the option “accelerate”

being inhibited. This is only possible if both cues and
options have become part of the network in long-term
memory.

If cues and options are not represented in the net-
work (e.g., a decision with which we have no experience)
or if it is not clear which option should be selected in the
network (e.g., because of ambiguous learning experi-
ences in the past), Type 2 processing is additionally acti-
vated. Type 2 processing is based on working memory
capacity. Because working memory capacity is limited,
Type 2 processing takes time and can only process a lim-
ited amount of information at once. The more informa-
tion that needs to be considered and the more
complicated the available information is to weigh up, the
longer Type 2 processing takes, and the more likely it is
to produce a suboptimal result. Suboptimal means, in
the case of a decision, that the option chosen is not the
one that provides the maximum expected benefit. For
example, most people have little experience in deciding
whether or not to get married. Therefore, they cannot
use Type 1 processing to solve this decision. Decisions
that rely only to a small extent on Type 2 processing are
sometimes referred to as intuitive decisions or routines.
Decisions that rely on Type 2 processing in addition to
Type 1 processing are sometimes called deliberative
decisions (Evans, 2010).

It cannot be said in general terms that one processing
mode is superior to the other. Both have their strengths
and weaknesses. However, one can deduce the condi-
tions in which each mode is more suitable and should
lead to optimal results. The main advantage of Type |
processing is that it can process large amounts of infor-
mation in a very short period of time. Decisions based
on Type 1 processing are therefore useful in situations
where quick decisions have to be made, such as pass
decisions or tactical decisions in sports (Furley et al.,
2015). However, Type 1 processing only leads to good
results if decision-makers have had ample opportunity
to learn, i.e., if they have expertise in a particular field.
To make good decisions using Type 1 processing,
decision-makers must have made many such decisions
and received feedback on them.

Type 2 processing leads to good results if decision-
makers have the necessary resources to weigh up the
advantages and disadvantages of the various options.
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These resources are time and working memory capacity.
Type 2 processing can also act as a kind of control
mechanism for Type 1 processing.

Both processing mechanisms are vulnerable to certain
errors. Decisions made using Type 1 processing reflect the
circumstances in the situations in which they were learned.
In a concrete decision situation they are therefore only
meaningful to the extent that the decision situation is
similar to the situations in the learning phase. For exam-
ple, a defender may have learned that an opponent in a
certain game situation typically tries to pass to the right.
This enables them to react very quickly. If the opponent
suddenly passes to the left, the defender will react incor-
rectly. Decisions made using Type 2 processing are subop-
timal if there are not enough resources available.

The distinction between Type 1 and Type 2 process-
ing has a long history in psychology but is new in this
form. Therefore, many older decision theories do not say
anything about the type of processing they assume.
Expected utility theories, for example, only describe
when optimal decisions result. However, they do not say
anything about how people actually process the underly-
ing information (Betsch et al., 2011). Thus, it can be
shown that Type 2 processing is not a prerequisite for
the results of decisions to be consistent with the predic-
tions of expected utility theories (Glockner & Betsch,
2008). Heuristics, on the other hand, are understood by
some researchers to be based on Type 1 processing and
by others to be based on Type 2 processing (e.g., Betsch,
2008). However, the definition of a heuristic as described
above does not really make any statement about the
underlying processing mode.

— Type 1 Processing

Type 1 processing does not require working memory
capacity. It is triggered by context characteristics and
comes to a result without the need for intention or
conscious control. Multiple pieces of information are
processed in parallel, that is, simultaneously. Type 1
processing is fast and based on experience. Decisions
based primarily on Type 1 processing are also called
intuitive decisions.

— Type 2 Processing

Type 2 processing requires working memory capacity.
Information is processed serially, that is, one after the
other. Decisions that rely heavily on Type 2 processing
in addition to Type 1 processing therefore take longer
and may resemble a deliberate weighing of the advan-
tages and disadvantages of various options.
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5.2.3 Conclusion

It cannot be said in general terms that people always
decide on the basis of heuristics or always take all rele-
vant information into account. Similarly, a decision is
not necessarily bad because it does not perfectly follow
the predictions of the expected utility theory. People
probably use different judgment and decision strategies
in different situations. For example, people can only rely
on intuitions and routines if they have gained extensive
experience in a particular area. Conversely, it follows
that decision-makers must have extensive experience if
they are to make intuitive decisions in a particular area.
It can also be useful to make heuristic decisions in some
situations. In this case, however, care must be taken that
heuristic decisions are not systematically distorted and
do not become biases.

Judgment and decision research thus offers us
numerous theoretical and model-based ideas. We can
use them to understand judgments and decisions and to
improve them if necessary. The problem is that the theo-
ries of judgment and decision research are often difficult
to apply to problems in practice, as will become clear in
the following sections. Conversely, research on judg-
ments and decisions in a particular area, such as sport,
is often more phenomena-oriented (cf. Raab et al.,
2019). This means that one does not try to systemati-
cally test the validity of a theory in a field but rather
observes an interesting phenomenon and then tries to
understand it. In doing so, one can fall back on existing
theories of judgment and decision-making or formulate
new ones.

From Athletes to Officials: Who Makes
Judgments and Decisions in Sports?

5.3

In the second part of this chapter, we present concrete
examples of sports psychological research on judgments
and decisions and discuss their implications. Although
many of the phenomena described have mainly been
studied in relation to a specific group of people, they
also play a role for other actors in sport. Nevertheless,
the organization of the following chapters reflects the
focus of the underlying research, which concentrates on
the role of the judge or decision-maker: athletes, coaches,
and trainers or officials.

5.3.1 Athletes and Coaches

Athletes and coaches make a variety of judgments and
decisions, which of course vary greatly depending on the
sport. For example, coaches decide on the composition
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of the team or squad, on the team lineup, on substitu-
tions, and on which tactics are played.

Athletes, for example, assess match situations and
decide whether to pass or shoot on goal themselves.
They evaluate teammates and opponents and decide on
the basis of this for one or the other move. And they can
decide to foul or play fair. Although coaches and ath-
letes undoubtedly make serious judgments and deci-
sions, there are comparatively few studies on their
decisions.

On the one hand, this may be due to the fact that the
decisions mentioned seem to ideally follow the theoreti-
cal models of utility maximization presented in the first
part of this chapter. Coaches should choose the team,
tactic, or formation from which they expect to derive the
maximum benefit, i.e., usually the highest probability of
winning. Athletes should also choose the most promis-
ing pass option.

On the other hand, it may be because athletes’ deci-
sions are often examined from a different theoretical
perspective than that of decision research. There are
numerous studies on the role of perception and atten-
tion for tactical decisions (Furley & Memmert, 2012,
2015; » Chap. 2). Tactical decisions are also examined
from the perspectives of creativity and game intelligence
(Memmert & Roca, 2019). In this context, creativity
refers to the ability to find tactical solutions that are sur-
prising and thus unexpected for the opponents. Game
intelligence generally refers to the ability to find the best
possible solutions for tactical situations. If one replaces
“best possible” with “utility-maximizing,” the proximity
to classical decision theory is noticeable here as well.
Nevertheless, all the areas mentioned (perception, atten-
tion, creativity, game intelligence) represent separate
fields of research with their own theory formation and
methodological approaches.

In the following, we will concentrate on phenomena
that are mainly investigated from the theoretical and
methodological perspectives of judgment and decision
research. A supplementary current collection can be
found, for example, in a special issue on judgment and
decision-making in sports by the Journal of Economic
Psychology (Balafoutas et al., 2019).

5.3.1.1 Sophomore Slump and Regression

to the Mean

When assessing sporting performance, especially over
longer periods of time, it is important to bear in mind
that the performance observed at any given time is
always made up of (at least) two factors. This consid-
eration results from the assumptions of classical test
theory (e.g., Lord & Novick, 1968; for applications to
sports psychology, see, for example, Schweizer et al.,
2020; Vaughn et al., 2012). One factor represents the

“actual performance” we are interested in when mak-
ing the assessment. Changes in performance at the
expense of this factor are also called systematic
changes. At the same time, however, random influ-
ences always have an impact on performance: some-
times you have a good day, sometimes a bad one. We
humans tend to regard random performance fluctua-
tions as systematic. We commit this error of judgment
especially when random influences do not alternate
but occur serially. We can easily attribute a single bad
game to chance. However, when football players or a
football club play a few bad games in a row, experts
look for the cause of this “performance deterioration”
and possibly even change the training or nutrition of
the player. Television analysts begin to call for struc-
tural changes in the club. In doing so, they underesti-
mate the proportion of random fluctuation in
performance, and they underestimate that positive and
negative random influences do not necessarily alter-
nate but can occur in series.

An example of the confusion of random and system-
atic influences in performance assessment is the so-
called sophomore slump. A sophomore slump refers to
when a performance in the second year (or second sea-
son) is worse than in the first. For example, students
might notice a drop in performance in the second year
of college, or a Bundesliga club might play worse in the
second year in the first division than in the first.
Specifically, sophomore slump refers to the observation
that college athletes who performed particularly well in
their first year (the rookie or freshman year) often per-
form worse in their second year (the sophomore year).
On the one hand, this decline can be understood as a
systematic one, and, accordingly, one can start to search
for the causes: Is the athlete suffering from homesick-
ness? Do they party too much? Do they have difficulty
adapting to the changed life in college? These causes
would lead to the demand for appropriate interventions.
For example, athletes could be offered psychosocial sup-
port, their families might be invited for a visit, or the
athletes might be forbidden to party. Before taking such
measures, however, it is worth taking a look at the statis-
tics. When doing so, the sophomore slump can be
explained as a special case of regression to the mean
(Campell & Kenny, 1999). If systematic and random
factors always contribute to a specific performance and
its respective measurement, then absolute peak perfor-
mance can only occur if both the systematic and as
many of the random factors as possible exert a positive
influence. Since the random influencing factors are ran-
dom, however, they are not correlated across several per-
formances—they will therefore exert a negative influence
again at some point after the peak performance has been
achieved.
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These considerations give rise to a statistical neces-
sity: if a performance was particularly good at a certain
point in time, it must deteriorate in the following period
(at least if the systematic component does not improve).
The same applies, incidentally, to particularly poor per-
formances and can thus explain why football players
who change clubs after a particularly bad season virtu-
ally flourish with the new club in the following season.
These considerations only apply to particularly bad and
particularly good performances—but it is precisely these
that are often of interest when assessing sporting perfor-
mance. Moreover, these considerations only apply if the
performance or measurement of performance contains
a random element.

What do these considerations mean in practice?
Individual fluctuations in performance per se should not
be overrated. Instead, it is worth looking at the trend,
i.e., the average performance development over a period
of time. The more single athletic performances are
included in the assessment, the more the random fluc-
tuations are averaged out (B Fig. 5.2) and the system-
atic part becomes visible. Under no circumstances
should one overreact after a single poor performance
and establish extensive changes in training. Otherwise
you will end up like the Israeli Air Force, which stopped
rewarding its pilots for particularly good flight perfor-
mances—because it assumed that these rewards were
bad for the subsequent efforts of the pilots and thus
responsible for the drop in performance in the following
flights (see Kahneman, 2011, for this example of over-
looked regression to the mean).

performance

time

O Fig. 5.2 Random performance fluctuations. This figure shows
the development of the true value of an athlete’s performance over
time (diagonal line). The points represent the performances mea-
sured at a given moment. Deviations of the points from the straight
line are random variations
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0 Systematic and Random Fluctuations in Performance
People tend to perceive random fluctuations in per-
formance as systematic. This becomes problematic if
either changes are made as a result of fluctuations and
their interpretation or if the fluctuations themselves
are understood as a consequence of measures taken.

— Sophomore Slump

Sophomore slump refers to the observation that ath-
letes who have had a particularly good year or season
seem to perform worse the following year. This deteri-
oration need not have a systematic cause but can be a
random fluctuation.

5.3.1.2 Passing Decisions and the Hot Hand

Basketball players often have to decide which of their
teammates they want to pass the ball to. Their goal is to
make the decision that will most likely lead to a basket.
What information can players use to make the best deci-
sion? First of all, they could of course take into account
which player is in a favorable throwing position and
where the opponents are. They could also take into
account that some of their teammates are generally bet-
ter shooters than others. Finally, they could take into
account which of their teammates is the most likely to
score at that moment.

In basketball, players and coaches believe that a
player has a better chance of scoring a basket if his or
her previous attempts were successful than if the previ-
ous attempts were not successful. A player who is on a
winning streak is “hot.” In research, this phenomenon is
called the hot hand (Gilovich et al., 1985). Studies sug-
gest that the majority of all athletes and coaches in vari-
ous sports believe in the hot hand. In addition, coaches
as well as athletes use the hot hand for pass decisions:
when a player is “hot,” he or she is more likely to score a
basket, so it makes sense to pass the ball to that player.
From the point of view of sports psychology, the hot
hand also seems plausible (Bar-Eli et al., 2006): a suc-
cess should increase the expectation of self-efficacy, and
an increased expectation of self-efficacy should in turn
increase the probability of success (Bandura, 1997).

Although almost all athletes believe in the hot hand,
and although it is consistent with accepted psychologi-
cal theories, it is surprisingly difficult to find empirical
evidence for it. Indeed, the first article on the hot hand
concluded that it is a myth (Gilovich et al., 1985): data
from several studies showed no evidence of the hot
hand, i.e,, in these studies the probability of success of
an attempt was independent of the success of previous
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attempts. Therefore, the authors concluded that relying
on the hot hand for pass decisions is a potentially harm-
ful error. If the hot hand does not exist, but players
make pass decisions based on their belief in the hot
hand, they do not use the information that is important
(e.g., the general probability of success of a player) for
these decisions. In the following decades, numerous
studies on the hot hand were conducted in various
sports. Almost half of these studies found evidence for
the hot hand; the other half did not (Bar-Eli et al., 2006).
In spite of these findings, there is still agreement that
almost all coaches and athletes believe in the hot hand.
But why do so many people believe in the hot hand
when in reality it does not exist? One answer to this ques-
tion is that people are very good at recognizing patterns
but very bad at distinguishing systematic from random
variation (par. 5.3.1.1). Another answer is that belief in
the hot hand could be functional even if the hot hand
does not exist (Raab et al., 2012). Even if the hot hand
does not exist, athletes with a higher basic probability of
success should also have more and longer sequences of
successful attempts. In this case, passing the ball to the
player who is apparently “hot” would result in passing
the ball to the player who is more successful overall. We
haven’t heard the last word on the hot hand yet, and thus
it remains a fascinating research topic at the interface

between decision research and sports psychology (» Side
Story: How to Find Empirical Evidence for the Hot
Hand?; » Methods: Hot Hand).

— Hot Hand

A person (a player) has the hot hand (“is hot”) if their
probability of scoring a basket is higher because they

have scored in their last x (usually three) attempts than
if they have not scored in their last x (usually three)
attempts (see Gilovich et al., 1985).

In general: A person (a player) has the hot hand
(“is hot”) if their probability to perform a successful
action is higher when their last x actions were success-
ful than when their last x actions were not successful
(cf. Gilovich et al., 1985).

o Hot Hand
In many sports, athletes and trainers believe in the hot
hand: if an athlete has just had a “run,” the probabil-
ity of further successful actions increases. Therefore,
it seems to make sense to pass the ball to the “hot”
player. However, the empirical evidence for the hot
hand is mixed: some studies find evidence for the hot

hand, others do not.

Side Story

How Do You Find Empirical Evidence
for the Hot Hand?

The research literature discusses
how the hot hand should be defined
and assessed. The classical definition

of Gilovich et al. (1985) defines the
hot hand as a conditional probability.
It states that the conditional probabil-
ity of scoring a basket after three hits
(“hits”) is higher than the conditional

probability of scoring a basket after
three misses. Formally this can be
expressed as

p (Basket |all previous three attempts were hits) > p (Basket |all previous three attempts were no hits)

To search for evidence of the hot
hand according to this definition,
look at all attempts by a player during
a game, and search for all episodes of
three hits and three misses. Then, in
the next step, you can count whether
the player in question has a better
ratio of hits to misses after three hits
than after three misses (» Methods:
Hot Hand). So after each sequence of
three hits and three misses, both hits
and misses are considered.

This method seems intuitively
useful, but it is not as trivial to use as
one might think, as it involves some

subtle mathematical problems that
were only described after decades
of research (Miller & Sanjurjo,
2015, 2016, for a controversial dis-
cussion). Some authors argue that
after correcting for these mathemati-
cal problems, results that have been
interpreted as evidence against the
hot hand so far actually represent
evidence for the hot hand (Miller &
Sanjurjo, 2015, 2016).

There are two further methods
to define and thus operationalize
the hot hand (Bar-Eli et al., 2006;
Gilovich et al., 1985). First, the hot

hand can be understood as a corre-
lation between successive attempts
(“autocorrelation”).  Accordingly,
one would look for evidence for the
hot hand by correlating successive
attempts. Second, the hot hand can
be understood as the occurrence of
more sequences of consecutive iden-
tical events than would be predicted
from a player’s base rate. Accord-
ingly, one would look for evidence
of the hot hand by comparing the
number of sequences that actually
occur to the number predicted by
the baseline.
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Methods: Hot Hand

We define the hot hand as follows: a
player has the hot hand if his or her
probability of having another hit after
three misses is higher than his or her
probability of having a hit after three
misses:

p(H|HHH) > p (H|MMM)

In @ Fig. 5.3, players A and B
have a base rate of 0.5, i.e., a total of

50% of their attempts are hits, and
50% are misses. Players C and D have
a base rate of 0.65, meaning that a
total of 65% of their attempts are hits
and 35% are misses.

Players A and C show signs of hot
hand (their success rate after hits is
higher than their success rate after
misses). Players B and D show no
signs of the hot hand (their success
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rate after hits is equal to their success
rate after misses).

A sequence may partially over-
lap with itself. For example, the
sequence HHHHM contains two
sequences of three hits, the first of
which is followed by another hit
(HHH - H), the second by a Miss
(HHH - M).

5.3.2 Officials

5.3.2.1 Influence of Prior Knowledge

Numerous studies from different areas of human judg-
ment and decision-making suggest that people are influ-
enced by prior knowledge when making judgments and
decisions (Betsch et al., 2011). First of all, this is not a
bad thing; on the contrary, it is virtually essential for
survival: imagine that you had to cope with every situa-
tion anew without being able to use your previous expe-
riences! On the positive side, one could say that people
fortunately have the ability to incorporate their previous

O Fig. 5.3 In search of the hot
hand: H (Hit) = successful
attempt (e.g., basket); M

(Miss) = non-successful attempt Attempt
(e.g., missing the basket); 1
green = all hits and misses
following three hits; red = all hits
and misses following three
misses
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knowledge into current judgments and decisions and to
make use of this ability. This useful feature of human
judgment and decision-making becomes problematic if
either the prior knowledge used is systematically biased
or if, in a certain context, rules apply which prohibit the
use of prior knowledge. The latter is often the case with
judgments and decisions made by officials.

It is important to stress that studies on the influence
of prior knowledge on officials do not necessarily show
that the use of prior knowledge makes judgments and
decisions worse. In fact, the studies in question do not
usually investigate this at all. They only show that peo-

Player C
p(H) =.65

Player C
p(H) = .65

Player A
p(H)=.5

Player B
p(H)=.5
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ple (e.g., officials) use prior knowledge, and this use is
considered problematic because it is considered prohib-
ited in the context studied.

For example, studies suggest that referees consider
the reputation of players in their decisions (Jones et al.,
2002): if players have a reputation for committing many
fouls because they have committed many fouls in the
past, referees are more likely to call an ambiguous call
that could go either way a foul. On the one hand, this
seems to make sense: by using prior knowledge, more
correct decisions could be made over many decision sit-
uations than without using it. On the other hand, the
use of prior knowledge in this case can lead to unfair
individual decisions. After all, the player with a bad rep-
utation is always at a disadvantage. Furthermore, the
use of prior knowledge leads to a seemingly paradoxical
effect: the same incident could be called as a foul in one
situation (if a player with a bad reputation was the
potential offender) and not in another (if a player with a
good reputation was the potential offender). This is
probably contrary to the idea of fairness of many fans
and would not be in accordance with the rules.

Similarly, studies suggest that judges in gymnastics
consider the order of athletes in their judgments
(Plessner, 1999). Judges know that coaches usually send
the best athlete to the apparatus last. Therefore, they
have lower expectations of the first gymnast than of the
last. The result is that the same exercise is rated better if
it is performed last than if it is performed first. In the
literature this is also called sequence or expectation
effect. However, the basis of the expectation is the judges’
prior knowledge of which athletes will compete when.

Prior knowledge can have a special influence when
several judgments have to be made in a sequence. In this
case one also speaks of sequential judgments. Examples
are referees in football who make up to 200 judgments
and decisions per game (Helsen & Bultynck, 2004),
judges in gymnastics who evaluate one athlete after
another (Plessner, 1999), and also sports teachers who
grade all the students in the class one after the other. In
the case of sequential judgments, judges have prior
knowledge not only of the qualities and characteristics
of the athletes to be judged and their performances but
also of the judgments they have already made.

o Prior Knowledge
Prior knowledge often affects judgments and decisions.
This is seen as problematic when prior knowledge is
either systematically biased or undesirable. However,
prior knowledge does not per se make judgments and
decisions better or worse.

Sequential Judgments

Sequential judgment occurs when several judgments
are made one after the other or when several objects
are judged one after the other.

5.3.2.2 Compensation Decisions

An example of prior knowledge effects in sports is the
compensation penalty in football, which every football
fan knows. In fact, Plessner and Betsch (2001) were able
to show that football referees are more likely to decide
on a penalty kick against one team if they have already
called a penalty kick against the other team. Conversely,
referees are less likely to decide to call a penalty against
a team if they have already called a penalty against that
team (a kind of “compensation non-penalty”). This pat-
tern has not only been shown in an experiment but has
also been confirmed by data from the Bundesliga
(Schwarz, 2011).

But why do referees tend to call a compensation
penalty and its counterpart, the compensation non-
penalty? Plessner and Betsch assume that referees are
consciously or unconsciously motivated to influence a
football match as little as possible by their decisions
(» Study Box: An Experiment on Compensation
Penalties (Plessner & Betsch, 2001)). Considering that
most football matches end with a maximum of one
goal difference, a penalty kick represents an interven-
tion in the game that can be decisive in many cases.
Referees may then be inclined either to try to compen-
sate for a first significant intervention in the game (the
classic compensation penalty) or, after a first signifi-
cant intervention, try not to influence the game even
more in the same direction (the compensation non-
penalty). They try, so to speak, to compensate for their
own intervention in the course of the game. In basket-
ball, too, referees show a tendency to compensate for
their own decisions made in the course of the game so
far (Anderson & Pierce, 2009; » Side Story: Are
Football Referees Artists or Craftsmen?; » Side Story:
Do Compensation Decisions Make the Sport More
Aggressive?)

0 Concession/Compensation Decisions
Referees are expected to influence the course of the
game as little as possible. Referees therefore tend to
compensate for their own decisions. For example,
in football they are more likely to call a penalty kick
against one team if they have already called a penalty
kick against the other.
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Study Box

An Experiment on the Compensation
Penalty (Plessner & Betsch, 2001)

Plessner and Betsch (2001) showed a
group of football referees videos of
contact situations in the penalty
area. These videos were selected in
such a way that it could not be
clearly determined whether the con-
tact shown was a foul or not. When
there was a foul in the penalty area,

Is Soccer Refereeing a Craft or an
Art?

Plessner and Betsch (2001) inter-
pret the compensation penalty as a
classic judgment distortion due to
prior knowledge and thus as a mis-
take, since the rules require referees
to make independent decisions on
penalty offences. Mascarenhas et al.
(2002) argue that the effect might not
be a misjudgment, but on the contrary
the result of a philosophy of adequate
game management (refereeing as art).
This means that referees must not
only make correct decisions but also

Do Compensation Decisions Lead to
More Aggression in Sports?
Anderson and Pierce (2009) dis-
cuss the possible consequences of
compensation decisions. The purpose
of a foul call (or of penalty kicks, free
throws, or time penalties) is to pun-
ish the respective team for its foul
play. However, this punishment will
be mitigated if, as a result of a pun-
ishment against one team, referees

the referees should have awarded a
penalty kick. The participating ref-
erees were divided into different con-
ditions. All referees had to make
decisions on two potential fouls one
after the other. In one condition, the
first foul was committed by one team
and the second foul by the other
team (the “compensation penalty
kick condition™). In the other condi-

decisions that are appropriate to the
context and that these decisions may
deviate from the rules. For example,
referees may adapt their decisions
to the rigors of the match and at the
same time try not to influence the
course of the game too much. In a
laboratory study such as the study
by Plessner and Betsch (2001), this
decision-making behavior is then
found to be incorrect. Plessner and
Betsch (2002), on the other hand,
point out that penalty kicks in
football, even from the perspective
of adequate decisions, are hardly

are subsequently more likely to pun-
ish the other team. When referees
compensate, they increase the incen-
tive for players to commit fouls: the
advantage of fouls remains the same,
but the disadvantages are reduced.
In the medium term, Anderson and
Pierce argue that compensation
tendencies should therefore lead
to more fouls being committed. At
least in the American college bas-

tion, both potential fouls were com-
mitted by players of the same team
(the “compensation non-penalty
kick condition”). The decisive factor
was how the referees assessed the
first potential foul: depending on
whether or not they awarded a pen-
alty kick, the decisions on the sec-
ond potential foul  differed
drastically.

Side Story

among the situations in which ref-
erees have room for interpretation
(refereeing as craft). Irrespective of
which side one is inclined to agree
with in the discussion described
above—current thinking on this
topic even goes in the direction of
assuming that referees systematically
change their decision-making style
depending on the situation (Raab
et al., 2020): it makes it clear that
there are sometimes different opin-
ions as to which decision is right and
whether the right decision should
always be taken.

Side Story

ketball league NCAA, this trend has
been observed. Whether the increas-
ing aggressiveness in the NCAA is
actually due to compensation deci-
sions cannot be said with certainty.
Nevertheless, the example of Ander-
son and Pierce shows that it is worth
remembering that decisions are not
only made with reference to past
events but always create incentives
for future behavior.

5.3.2.3 Crowd Noise Effects

Studies suggest that in football, referees are influenced
by the noise of the spectators. This effect is also called
the crowd noise effect. If a foul is accompanied by loud
screams from the spectators, the referees are more likely
to award a yellow card. This is especially true for fouls
committed by the away team. Originally, this effect was

explained by motivational forces (Nevill et al., 1999): if
spectators react loudly to a foul, they put pressure on
the referees to punish the foul. The referees yield to this
pressure because they are motivated to avoid negative
reactions from spectators and therefore give a yellow
card. The referees want to keep the crowd happy, so to
speak.
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Another view explains the crowd noise effect using
the lens model (Unkelbach & Memmert, 2010): the crowd
noise correlates with the severity of a foul. This means
that the more severe a foul was, the louder the screaming
of the spectators. In the course of their career, referees
learn this correlation and, conversely, use the crowd noise
as an indication of the severity of the foul. Normally this
behavior is undesirable, because referees use information
that they should not use. Nevertheless, the use of the
information “crowd noise” alone should not lead to
worse decisions. On the contrary, it could even be that
referees who use the cue noise make more correct deci-
sions overall than referees who do not use it. This could
be the case if the correlation between crowd noise and the
severity of the foul is high and there are otherwise few
valid cues. However, the use of the cue “crowd noise” is
problematic and becomes a judgment bias because this
particular cue is systematically biased at football matches,
because there are usually more supporters of the home
team than of the away team in the stadium. Football
fans, on the other hand, shout louder when fouls are
committed against players of their team than when fouls
are committed against players of the other team. Referees
who use crowd noise as a cue would thus systematically
prefer the home team (Unkelbach & Memmert, 2010).
Some authors even speculate that the crowd noise effect
could contribute to home advantage (Unkelbach &
Memmert, 2010). This speculation is supported by the
fact that the crowd density in a stadium and the differ-

ence in the frequency of yellow cards for the home vs.
away team correlate. This means that the more spectators
there are in a stadium (relative to the maximum capacity
of the stadium), the more yellow cards the away team
receives compared to the home team.

The crowd noise effect is an excellent example of the
importance of basic research for the development of
practical interventions. Depending on which theoretical
explanation is applicable, very different interventions
result to protect referees against the crowd noise effect:
if the crowd noise effect occurs because referees yield to
the pressure of spectators, the result is the development
of a program that makes referees resistant to crowd
noise. If the crowd noise effect occurs because the refer-
ees have learned a correlation between the crowd noise
and severity of the foul, then this results in a different
intervention. In this case one could, for example, try to
make the referees “unlearn” the learned connection
(» Study Box: An Experiment on the Crowd Noise
Effect (Unkelbach & Memmert, 2010))

© Crowd Noise Effect

Referees use the noise and volume of the spectators in
the case of a foul as information about whether they
should award a yellow card. The louder the specta-
tors are, the more likely referees are to award a yellow
card. Since there are usually more fans of the home
team than of the away team in a stadium, this behavior
favors the home team.

Study Box

An Experiment on the Crowd Noise
Effect (Unkelbach & Memmert, 2010)

Unkelbach and Memmert (2010)
investigated the question of whether
referees are influenced by crowd
noise by means of an experiment.
They used videos of 56 fouls from
56 different matches. By doing so,
they tried to prevent the later results
of the study from being dependent
on the particularities of a single
match. Half of the incidents used
had resulted in a yellow card during
the match; the other half had not. In
addition, Unkelbach and Memmert
used four different audio files, which
originally did not belong to one of
the 56 fouls. All four audio files con-
tained crowd noise, and all four
were used in a quiet and a loud ver-

sion. The quiet version was 50 deci-
bels quieter than the loud version.
Twenty referees of the German
Football Association participated in
the experiment. They were divided
into two equally sized groups. The
first group saw all 56 scenes in ran-
dom order. A computer program
randomly assigned a sound to each
scene in either the quiet or the loud
version. The participating referees
were supposed to think that the
sound belonged to the respective
scene. For each scene, each referee
indicated whether he would award a
yellow card. The experiment was
exactly the same in the second
group—with one crucial difference:
if a scene in the first group was cou-
pled with high volume (loud) noise,

it was coupled with low volume
(quiet) noise in the second group
and vice versa. This procedure is
called yoking in experimental psy-
chology. If under these conditions
there was a difference between the
quiet and the loud version of the
scenes, it could only be due to the
volume.

This was exactly what happened:
on average, the participating referees
were more willing to award a yellow
card when a scene was coupled with a
loud spectator noise than when it was
coupled with a quiet spectator noise.
The referees were also more willing to
award a yellow card when the incident
had actually resulted in a yellow card.
However, this effect was independent
of the effect of the volume.
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5.3.2.4 Assimilation and Contrast

Before you read this section, please think about the
following problem for a second. Imagine you have an
oral exam or a practical sports exam. You can choose
whether you want to be examined before or after a
particular fellow student. You consider the fellow
student to be very good, but you consider yourself to
be rather mediocre. Do you want to be tested before
or after your fellow student? Most people spontane-
ously wish to be tested before their very good fellow
student. However, this section deals with the best way
of answering this question.

In the psychology of perception, two opposite tenden-
cies can be distinguished, namely, assimilation and con-
trast. Assimilation means that two (or more) objects are
perceived to be more similar to each other than they
actually are. Contrast means that two (or more) objects
are perceived to be more dissimilar than they actually
are. The Selective Accessibility Model (SAM) explains
how assimilation and contrast can influence judgments
and what influence when either assimilation or contrast
occurs (Mussweiler, 2003).

The Selective Accessibility Model initially assumes
that in a judgment situation, we do not consider all
information equally but that some information is sys-
tematically more accessible than other information
(selective accessibility). If we focus on similarities and
neglect differences, assimilation results. If we focus on
differences and neglect similarities, contrast results. The
“standard mode” that most people use seems to be
assimilation. This means that if there is no reason to
contrast, we overestimate the similarity between several
objects of judgment. In order to contrast, there must be
some additional information that leads us to switch
from assimilation to contrast.

Assimilation and contrast can also occur in the
sequential assessment of athletic or school performance
(Damisch et al., 2006). In the simplest case, a judge must
assess two athletic performances in succession. When a
judge assimilates, he assesses the second performance as
more similar to the first performance than it actually is.
In the case of a good first performance, the second per-
formance would be judged better than it actually is. In
the case of a bad first performance, the second perfor-
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mance would be judged worse than it actually is. If a
judge contrasts, then she judges the second performance
as less similar to the first performance than it actually is.
So in the case of a good first performance, the second
performance would be judged worse than it actually is.
In the case of a bad first performance, the second per-
formance would be judged better than it actually is.

As an example, imagine an oral examination in
sports science. Most candidates will probably not give
only right or wrong answers but a mixture of right and
wrong answers. If the first candidate was very good and
the professor assimilates, then he or she will focus more
on the right answers than on the wrong answers in the
second candidate. Conversely, if the first candidate was
very bad, then the professor will focus more on the sec-
ond candidate’s wrong answers than on the right ones.
As a result, the two successive candidates are evaluated
more similarly than they would have been in the case of
theoretical objective performance recording.

Studies suggest that assimilation and contrast also
play a role in the sequential assessment of athletic per-
formance (Damisch et al., 2006). The degree of assimila-
tion or contrast depends on the degree of perceived
similarity or difference between successive athletes. If
two athletes of the same nationality compete in succes-
sion, assimilation is more likely to occur. If, on the other
hand, two athletes of different nationalities compete in
succession, contrast is triggered. In sports where judges
evaluate sporting performance, assimilation and con-
trast effects can be strong enough to influence who will
win a medal. Although these effects are likely to be
small, the distances between competitors are also small.

To get back to the initial question: As a tendency,
you should therefore enter the exam as second if your
fellow student is likely to be very good, because people
generally tend to assimilate rather than contrast. You
can still support this tendency: dress similarly to your
fellow student and emphasize to the professor that you
have studied together. The exact opposite is true if you
assume that your fellow student is worse than you!

0 Assimilation and Contrast
In sequential judgments, people can either focus on
similarities between the objects of judgment (assimila-
tion) or on differences (contrast). Which one of these
is triggered depends on whether successive objects are
perceived to be more similar or dissimilar than they
actually are.
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5.3.2.5 Calibration

Again, before you read this section, please think
about the following problem for a second. Imagine
once again that you have an oral or a practical sports
examination. This time you can choose whether you
want to have the first examination slot on the day or a
later one. Which slot do you choose? Sports psychol-
ogy research suggests that your choice should depend
on whether you hope for an A or even fear failing.
You can find out the reason for this in this section.

At the beginning of a sequence of judgments, judges shy
away from giving extreme judgments. This phenomenon
is explained in the literature as calibration (Unkelbach
& Memmert, 2014; Unkelbach et al., 2012). When peo-
ple make judgments, they must first establish (“cali-
brate”) their internal scale of judgment. This means
they have to find out which attribute (e.g., which sport-
ing performance) gets which value on the judgment scale
(e.g., which grade). In doing so, they strive for consis-
tency. Consistency means that all performances that are
worse than others should also receive a worse grade (and
vice versa). At the same time, performance assessments
should differentiate between different performances.
There is therefore often a norm not to award extreme
assessments exclusively. The interplay of these two fac-
tors results in a tendency for judges not to award extreme
judgments at the beginning of a series of judgments in
order to keep more options open for later judgments.
Once the judgment scale is calibrated, i.e., once the judge
has assessed a certain number of performances, extreme
judgments become more likely again. The following
example illustrates these relationships well: if a profes-
sor gives the first student an A, and all subsequent stu-
dents are at least as good as the first one, then the
professor must give all students an A on that day. The
same applies if the professor fails the first student. If all
subsequent candidates are at least as bad as the first,
then the professor must fail all candidates on that day.
The avoidance of extreme judgments at the beginning
of judgment sequences has been empirically proven in
various areas. Not only judges but also trainers and even
referees in football avoid extreme judgments at the begin-
ning of a series of judgments (Fasold et al., 2015;
Unkelbach & Memmert, 2008). It has been empirically
shown that the avoidance of extreme judgments is actu-
ally related to the fact that judges want to keep options
open for later judgments: if judges assume that they only
have to make a single judgment, they do not show any
avoidance of extreme judgments. Only when they antici-

pate further judgments do they shy away from extreme
judgments at the beginning of the sequence. This means
that the same (extremely good or extremely bad) perfor-
mance is judged differently, depending on whether the
judges expect to judge further performances or not. At the
same time, the same (extremely good or extremely bad)
performance is judged differently depending on whether it
occurs at the beginning or in the middle of a sequence.

To return to the question from the beginning of this
section: If you think that your performance is worthy of
an A, then you should try to get a later exam time slot.
However, if you are afraid of failing, try to get the first
exam slot!

0 Calibration
Judges strive for consistent and differentiating judg-
ments. They therefore shy away from giving extreme
judgments at the beginning of a judgment sequence.
This means that the same sporting performance can be
judged differently depending on whether it occurs at
the beginning or at a later point in the sequence.

5.3.2.6 Offside

Referees in football have to make a very special decision,
which also occurs in a similar form in other game sports:
the offside decision. It is estimated that approximately
26% of all offside decisions are wrong (Helsen et al.,
2006) and wrong offside decisions can have serious con-
sequences for the football match in question. Offside
decisions are divided into two different types of error,
the flag error (FE) and the non-flag error (NFE). These
terms are used because assistants raise their flag to indi-
cate offside. In the case of a flag error, the assistant will
display offside even though there is no offside. In the
event of a non-flag error, the assistant does not display
an offside even though there is an offside.

Offside decisions are very interesting from a psycho-
logical point of view, as there are different approaches to
explaining how mistakes are made when offside posi-
tions are detected. The two most prominent approaches
are less related to the theoretical approaches presented
in this section: correctly recognizing offside positions is
essentially a perceptual task, and thus the correspond-
ing theoretical approaches are of a perceptual psycho-
logical nature (» Chap. 2).

One approach to understanding offside decisions is
based on the so-called flash lag effect (Baldo et al.,
2002). The flash lag effect describes the following phe-
nomenon: when people are asked to indicate where a
moving object (e.g., a fast-moving clock hand) is at a
certain point in time, usually indicated by a short flash,
they tend to perceive this object further ahead in its
direction of movement than it actually is (» http://
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Translated to the offside situation, this means that the
moving object is the player running toward the oppo-
nent’s goal and whose position is to be decided as offside
or not offside. The certain point in time is the moment
when the ball is played. If the player in question is actu-
ally standing on or near the offside line, the flash lag
effect would cause the assistant referees to perceive him
or her as standing offside, when in fact he or she is not.
The flash lag effect is therefore particularly suitable for
explaining how flag errors occur.

Another approach to understanding offside deci-
sions is the optical error hypothesis (Oudejans et al.,
2000). The starting point of the optical error hypothesis
is the observation that offside positions can only be cor-
rectly detected if the assistant referee is exactly on the
offside line. This is an optical necessity. Depending on
whether the assistant referee is in front of or behind the
offside line, and depending on whether the attacking
player or defender is first in his or her line of vision, dif-
ferent errors occur systematically (B Fig. 5.4). The opti-
cal error hypothesis thus allows precise predictions to be
made as to which error should occur under which cir-
cumstances.

There is empirical support for both explanatory
approaches. Presumably, both the flash lag effect and the
optical error contribute to wrong offside decisions.

Again, basic research has a great influence on the
development of interventions for practice. The optical
error hypothesis and flash-lag effect lead to completely
different training programs: either referee assistants
have to work on their positional play, or they have to
learn how to correct the flash lag effect with a computer-
supported training program. Both interventions exist
and are used in practice.

Both the flash lag effect and the optical error hypoth-
esis can explain how errors occur in offside decisions.
Both explanatory approaches have been incorporated
into training programs.

Offside

Players are in an offside position if:

== Any part of the head, body, or feet are in the oppos-
ing team’s half (excluding the halfway line).

== Any part of the head, body, or feet are nearer to the
opposing team’s goal line than both the ball and the
second last opponent.

The hands and arms of all players are not consid-
ered.

Players are not in an offside position if level with
the:
== Second last opponent
== [ast two opponents

Offside is defined in Law 11 of the Laws of the
Game (IFAB, 2020).

Flag Error (FE)

The assistant referee indicates offside, although there
is no offside.

Non-Flag Error (NFE)

The assistant referee does not indicate offside, although
there is offside.

O Fig.5.4 Optical error hypothesis
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To @ Fig. 5.4:
If the assistant is in front of the offside line, then in
the example he or she will @ Fig. 5.4 (left):
== Make a non-flag error if the attacking player is in
front of the defender in his or her line of sight.
== Make a flag error when the attacking player is behind
the defender in his or her line of sight.

If the assistant is behind the offside line, then in the

example he or she will be in 8 Fig. 5.4 (right):

== Make a non-flag error if the attacking player is
behind the defender in his or her line of sight.

= Make a flag error when the attacking player is in
front of the defender in his or her line of sight.

5.3.2.7 Conformity in Group Judgments

So far, we have mainly looked at the judgments and deci-
sions of individuals. However, some judgments and
decisions are not made by individuals but by groups.
These include, for example, panels of judges in gymnas-
tics. Whenever judgments are made in groups, confor-
mity can occur. Conformity means that individual
judges adapt their judgments to those of others in the
group.

In the literature a distinction is made between infor-
mational and normative conformity (Deutsch & Gerard,
1955). Informational conformity exists when people
adapt their judgments to those of the other judges
because they are unsure and think the others might
know better. Normative conformity exists when people
adapt their judgments to those of the others because a
norm (i.e., a statement regulating behavior) calls for uni-
form judgment.

Such a norm can be explicit or implicit. If a norm is
explicit, it is openly communicated, and deviations from
the norm are officially sanctioned. For example, some
sports federations evaluate the performance of their
judges based on their deviations from the other judges.
In turn, further assignments as judges and the level at
which they take place may depend on these evaluations.
Implicit standards are not openly communicated but are
known to the group members. Violations of implicit
standards therefore cannot be officially sanctioned, but
they can have far-reaching consequences.

Studies from the fields of gymnastics, synchronized
swimming, and skipping suggest that even experienced
judges in panels tend to make conforming judgments
(Boen et al., 2008; Boen et al., 2006; Vanden Auweele
et al., 2004). These studies usually compare a series of
scores where the judges learn how the other judges have
scored with a series of scores where the judges have no
information about the scores of the other judges. The

following result is often reported: over several scores, the
scores in the group with information about the other
scores will increasingly converge, i.e., the variance
between the scores will decrease. No such effect occurs in
the group without information. Such a pattern is inter-
preted as evidence of conformity in panels of judges.

While it seems relatively easy to answer the question
of whether there are conformity effects in panel judg-
ments, it is much more complicated to decide what con-
sequences should come from these findings. In the
literature, it is sometimes suggested that judges should
not be given information about their colleagues’ evalua-
tions. Apart from the fact that implementing this pro-
posal (if it is possible at all) would entail major changes
in the rules of the sports concerned, the question arises
as to whether the complete avoidance of conformity
effects is actually desirable.

© Conformity
When judgments are made in groups (e.g., panels of
judges in gymnastics), individual judges adjust their
judgments to those of the other group members. In
some sports, this effect is reinforced by the fact that
uniform judgments are explicitly desired.

— Normative Conformity

People adapt their judgments to the judgments of oth-
ers because they perceive an accepted practice or need
to judge as uniformly as possible.

— Informational Conformity

People adapt their judgments to the judgments of oth-
ers because they are uncertain and think that the oth-
ers might be able to make better judgments.

Choose a sport in which conformity effects can be
expected. Basically, these are all sports in which sev-
eral judges give scores and in which they learn how
their colleagues have judged. Find out how exactly
the scoring system works in the chosen sport. Then
make a concrete plan on how to prevent conformity
effects in this sport. Please reflect: What advantages
would the “new” scoring system have? What disad-
vantages, costs, or “side effects” do you fear? Please
weigh them up: considering the advantages and disad-
vantages, would you suggest that the sport in question
change its scoring system?
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5.4 Optimization of Judgments

and Decisions

On the previous pages, you have learned that numer-
ous factors, which should not, influence your judg-
ments: the order of the objects of judgment (e.g.,
candidates), the position of the objects of judgment
in a sequence, your previous knowledge, and more. At
the same time, many readers of this section will prob-
ably find themselves in situations in their professional
lives where they have to make judgments, e.g., when
giving marks at school or evaluating sporting perfor-
mance in a sports club. What can you practically do
to make your judgments as resistant as possible to the
above factors? Please think of a situation in which
you will have to make judgments later in your profes-
sional life. Please make yourself a concrete and prac-
tical plan on how you can later make the best possible
judgments. This plan should be based on the above-
mentioned factors. Do you see possibilities to elimi-
nate previous knowledge? How can you prevent
sequence and calibration effects? Can you make your
judgments generally more reliable?

In order to improve judgments and decisions, it seems
essential to understand the underlying processes and
mechanisms. As explained in » Sect. 5.3.2.6, a different
training intervention results from the flash lag effect
than from the optical error hypothesis. Similarly, refer-
ees would need to be trained differently depending on
whether the crowd noise effect has motivational causes
or is based on a learned correlation between crowd noise
and severity of the foul. It is therefore problematic to
formulate general rules to improve judgments and deci-
sions. As an overall principle, the specific judgment
errors or biases described above can only have an influ-
ence if judgments or decisions are made under uncer-
tainty. Instead of trying to “unlearn” a specific error,
one can also strive to make a judgment or decision situ-
ation fundamentally more secure. An example of this is
the so-called calibration effect, in which judges are “cal-
ibrated” to a specific line of judgment with the help of
videos (Unkelbach & Memmert, 2008). Similar
approaches also exist for referees in football and basket-
ball (e.g., Schweizer et al., 2013). An overview of differ-
ent approaches to optimize decisions by athletes can be
found, for example, in Williams and Jackson (2019).
Before deciding to introduce a specific intervention,
all potential consequences of the intervention should
always be considered—both positive and negative. Thus,

113

whether the advantages of improving a judgment or
decision outweigh the disadvantages must be consid-
ered. To do this, it is helpful to know the advantages and
disadvantages of different psychological processes but
also the specifics of different sporting contexts. For
example, it could be that a particular intervention makes
decisions better but slower. This may be an acceptable
price for a video referee in football, but probably not for
the referee on the pitch who has to make decisions in a
fraction of a second. Moreover, interventions to improve
judgments and decisions should be continuously evalu-
ated—as should all other interventions (a fascinating
overview of interventions that have achieved exactly the
opposite of what they were supposed to achieve is pro-
vided by McCord, 2003).

The combination of detailed knowledge of the
underlying psychological processes as well as of the spe-
cific judgment or decision environment thus promises a
basis on which specific judgments or decisions can be
improved. It should always be borne in mind that,
although science can make statements about the pre-
sumed effects of an intervention, only the actors them-
selves can decide after careful consideration of all
advantages and disadvantages whether or not it should
ultimately be introduced.

Learning Control Questions
Basics:

1. Define judgments and decisions. What different
judgments and decisions are there? What is the dif-
ference between judgments and decisions?

2. Describe Brunswik’s lens model. Develop an appli-
cation to a judgment situation in sports.

3. What are heuristics? Why do some scientists assume
that people make decisions based on heuristics?

4. What is a bias?

5. What is the difference between Type 1 and Type 2
processing? In which situations are more intuitive
decisions beneficial? In which situations are more
deliberative decisions beneficial?

Advanced:

6. Name at least two components that each measured
sports performance consists of. What are the pos-
sible explanations for the sophomore slump?

7. Why or when is the influence of prior knowledge
on judgments and decisions problematic?

8. What is meant by compensation decisions? Why
could they lead to increased aggressiveness?

9. What is meant by the crowd noise effect? Name at
least one explanation of the crowd noise effect.

10. Describe the experiment by Unkelbach and Mem-
mert (2010) on the crowd noise effect.
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Experts:

11. Explain the Selective Accessibility Model and its
significance for the assessment of sporting perfor-
mance.

12. What are calibration effects, and how can they be
explained theoretically?

13. What different explanations for incorrect offside
decisions do you know? Describe why and how the
different explanations lead to different interven-
tions.

14. Name the different sources of conformity effects.
What are the arguments for and against “eliminat-
ing” conformity effects?

15. Describe some concrete ways to optimize judg-
ments and decisions.
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Learning Objectives

After having read this chapter, our readers...

Basic:

== Should be able to define embodied cognition and
describe its relevance for sports

== (Can reflect how movements influence cognition and
vice versa

= Know about the differences between classic cognition
theories and embodied cognition approaches

== Can describe the theoretical frameworks of embodied
cognition and summarize their main characteristics

Advanced:

== Should be able to compare different embodied cogni-
tion approaches

== Have acquired knowledge about study designs and
methods that can be used to determine the influence of
movement on cognition as well as of cognition on
movement

== Should be familiar with empirical findings on the inter-
actions of movement, cognition, and perception in
sports

Experts:

== Have acquired knowledge about study designs and
methods that can be used to determine the influence of
movement on cognition as well as of cognition on
movement

= Be able to formulate how and why an embodied cogni-
tion perspective could change sport psychology
research

= Are able to find research gaps and build their own
experiments for an added value in this area

6.1 Introduction

» “To say that cognition is embodied means that it arises
from bodily interactions with the world. From this
point of view, cognition depends on the kinds of expe-
riences that come from having a body with particular
perceptual and motor capabilities that are inseparably
linked and that together form the matrix within which
reasoning, memory, emotion, language, and all other
aspects of mental life are meshed.” (Thelen et al.,
2001, p. 1)

As this quote by Esther Thelen vividly puts it, the term
embodied cognition describes a perspective on the
human being that assumes substantial interactions
between cognition, perception, and movement. A logi-
cal consequence of this interaction is that these three

cannot be considered independently of each other. In
contrast to classic, amodal! cognition theories, which
consider the brain to be the central governor of mental
representations and cognition, embodied cognition
approaches postulate that thought processes are not
independent of perception and movement processes
but are embodied in a multimodal manner. From this
assumption it follows that thought processes do not
exist exclusively as internal processes in the head but
consist of interactions between the body of an indi-
vidual (and its abilities and skills) and the environment
(cf. Rowlands, 2010). By definition, what the environ-
ment affords is highly interrelated with the level of the
individual’s abilities and skills (see also Cafial-Bruland
& van der Kamp, 2012). Consequently, from an
embodied cognition perspective, the brain is only one
part of a broader action system that generates solu-
tions for tasks from all three elements combined: cog-
nition, perception, and movement. A clear example,
relevant to sport psychology, is found in baseball: How
does an outfielder catch a fly ball? How does the player
know where in the field to be and when to be there in
order to catch the ball? Amodal cognitive theories
would say that the outfielder visually perceives the fly
ball and its speed, size, direction, and so on, and the
brain uses this information to create an internal model
that predicts where the ball will land. The brain then
sends instructions to the body to move to that loca-
tion. According to this solution, the optimal move-
ment toward the ball would be a straight line (because
people prefer the shortest distance between two
things).

Embodied cognition approaches would seek the
solution to the outfielder task by first asking the follow-
ing question: What resources does the outfielder have to
solve the task most efficiently? Yes, the outfielder could
build an internal model, but this is a time-consuming
and difficult endeavor. The player could likewise use
their cognitive, perceptual, and movement capacities in
combination, for example, by moving (movement skills)
and observing the ball (perceptual skills) with the over-
all goal (cognitive capacity) of catching it. As soon as
the player begins to move, they no longer see the ball
first rise and then fall in a parabolic curve. Instead, they
sense their own movement and the movement of the fly-
ing ball. The player now has several options for adapt-
ing their movement to that of the ball and thus getting
to the place where the ball will land: One way is to

1 Amodal describes that the neural representation of sensory
input such as vision will be transduced to a representation that is
not modality specific and therefore amodal such as a semantic
network.
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match their running trajectory to the trajectory of the
ball so that the trajectories zero each other out and the
ball looks as if it is flying in a straight line from the
outfielder’s point of view. Another possibility would be
that instead of adjusting their running trajectory, they
adjust their running speed to that of the ball: If the out-
fielder first runs faster and then slows down as soon as
the ball loses speed, then from their perspective the ball
looks as if it is moving at a constant speed. Both solu-
tions result in the outfielder being in the right place at
exactly the right time to catch the ball. If we compare
the solutions of the amodal approach and the embod-
ied cognition approach (see B Fig. 6.1), it quickly
becomes clear that the solutions of the embodied cog-
nition approach are the ones that reflect reality much
better (fielders rarely walk in a straight line at constant
speed). Which of the two strategies proposed by embod-
ied cognition approaches (adjusting the movement
curve or adjusting the speed of movement) is used
depends, among other things, on contextual factors (for
a virtual reality study, see Fink et al., 2009; for a semi-
nal paper on catching fly balls, see McBeath et al., 1995;
for a study of strategies used by dogs to catch flying
objects, see Shaffer et al., 2004). Either way, an embod-
ied cognition perspective can help explain human
behavior in a holistic and efficient way.

“Embodied cognition is the theory that many fea-
tures of cognition, whether human or otherwise, are
shaped by aspects of the entire body of the organism”
(see » https://en.wikipedia.org/wiki/Embodied_cog-
nition.). The current debate in multiple disciplines
indicates that a more specific definition depends on
the theoretical perspective and discipline (Newen
et al., 2018). We use the term “embodied” based on
the seminal definition of Varela et al. (1992, pp. 172—
173): “By using the term embodied we mean to high-
light two points: first that cognition depends upon
the kinds of experience that come from having a body
with various sensorimotor capacities, and second,
that these individual sensorimotor capacities are
themselves embedded in a more encompassing bio-
logical, psychological and cultural context.”

O Fig. 6.1 The outfielder
problem: “amodal” solution
versus “embodied” solution
(adapted from Wang et al., 2015)
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In the following section, we give an overview of the
(philosophical) origins of the embodied cognition per-
spective and present various newer embodied cognition
approaches with their respective relations to sport psy-
chology (» Sect. 6.2). This forms the foundation for a
discussion of empirical embodied cognition studies that
investigate the interactions between movement and cog-
nition (P Sect. 6.3) and between movement and percep-
tion (> Sect. 6.4). At the end of the chapter (» Sect.
6.5) we outline how embodied cognition effects can be
specified and quantified. Furthermore, the limits of
embodied cognition research are discussed and (cau-
tious) predictions about the future of embodied cogni-
tion research in the context of sport psychology are
proposed.

6.2 Embodied Cognition Approaches:

Theoretical Framework

The idea of a holistic understanding of cognition that
encapsulates perception and movement is by no means
new. Philosophers, especially representatives of phe-
nomenology, laid the foundation for today’s embodied
cognition approaches. Phenomenologists (e.g.,
Merleau-Ponty, 1945) placed the experience of the
environment in the foreground. The central question
was determining the meaning of objects, events, the
self, or others and how this meaning is created through
a person’s experience of and interaction with the envi-
ronment.

What today’s embodied cognition approaches have
in common is that they agree in their central assump-
tion: Cognition, perception, and movement processes
cannot be considered independently of each other but
rather influence and condition each other. Today’s
embodied cognition approaches differ mainly in terms
of the role ascribed to the body.

0 The central assumption of embodied cognition
approaches is that cognition, perception, and move-
ment processes are closely interconnected and influ-

ence each other.
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Maurice Merleau-Ponty

The work of Merleau-Ponty
(1908-1961), a French philosopher
and one of the most important voices
in phenomenology, has had a par-

ideas by focusing on the body and
its perception (“corporeality”) and
calling for the abolition of the clas-
sic dichotomous division of the body
on the one hand and the soul on the

Side Story

with my presence in the world
and to others, as I am now real-
izing it: [ am all that I see, [ am an
intersubjective field, not despite
my body and historical situation,

ticular influence on today’s embodied other.
cognition approaches. Merleau-Ponty
further developed Husserl and Hei-

degger’s Dbasic phenomenological

0 Shapiro (2011) distinguished three different perspec-
tives on embodied cognition:
== Conceptualization
== Replacement
== Constitution

In the following we present examples and influential lit-
erature for each of the three perspectives.

The conceptualization perspective argues, in general
terms, that the way we understand the world depends on
the shape of our bodies. Conceptualization predicts that
differences between different bodies create different con-
ceptualizations of the world. In other words, different
bodies perceive different worlds or lead to different
worlds.

An illustrative example is the perception of color.
Which colors we perceive and how we perceive them
depend on neurophysiological conditions that differ
from person to person (Varela et al., 1992; see Arguments
for why colors are not in the world but are created by the
individual).

Arguments for Why Colors Are Not in the World but Are

Created by the Individual (Varela et al., )

1. Color perception is determined by our visual sys-
tem and does not represent one-to-one the charac-
teristics of the external world.

2. Since our color perception does not correspond to
the characteristics of the outer world, but rather
colors are created by our individually different
visual systems, there are no colors in the world.

)» “True reflection presents me to
myself not as idle and inaccessi-
ble subjectivity, but as identical

but, on the contrary, by being this
body and this situation, and
through them, all the rest.” (Mer-
leau-Ponty, 2002, p. 525)

What do you think: Is the argument for why colors
are not in the world but are created by the individual
derived from Varela et al. (1992) logical? (B Fig. 6.2)

B Fig.6.2 The original photo that caused confusion on social net-
works. What do you see: a black-and-blue or a white-and-gold
striped dress?
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The Many Colors of “The Dress”

In 2015, an image of a two-colored
dress confused users of social net-
works worldwide: #TheDress (see
B Fig. 6.2). Some saw a black-and-
blue striped dress in the photo, others
a white-and-gold striped dress. How
is it possible that the perception of
color differs so drastically between
different people?

Karl Gegenfurtner and col-
leagues examined this phenomenon
empirically under controlled light
conditions. They found that all par-
ticipants in their experiment saw
similar shades of color that differed
only in their brightness. The per-
ceived colors ranged from a very
bright light blue to a bright medium

blue on one side and from a gold to
a dark brown on the other. Both col-
ors of the dress are located in the
color circle on the so-called daylight
axis: depending on the time of day
(or the position of the sun) daylight
tends to be bluish (midday) or yel-
lowish (morning and evening).
Normally people unconsciously fil-
ter out the influence of this bluish or
yellowish light and thus correct for
the influence of daylight—but for
this they need colors as comparison
points that lie outside the daylight
axis (such as greenish or reddish
shades). These are completely miss-
ing in #TheDress, and therefore any
information about the lighting con-

ditions is missing. The interpretation
of the colors depends on the envi-
ronment in which the dress is situ-
ated—it could be a blue dress
exposed to warm yellowish light, but
it could just as well be a white dress
exposed to cool bluish light.

The popular image of the two-
colored dress that preoccupied the
social networks thus showed in an
impressive way that we do not just per-
ceive the pure physical properties
through our senses. Rather, we have
assumptions about the world that
influence our interpretation of sensory
stimuli—and these assumptions can
be very different across individuals.

A second proposition of the conceptualization perspec-
tive is that our ability to form and understand concepts
is based on the fact that we move in the world by using
our bodies: The concepts of “front” and “back,” for
example, only make sense to beings who themselves have
a front and a back. “If all beings on this planet were
uniform stationary spheres floating in some medium
and perceiving equally in all directions, they would have
no concepts of front and back” (Lakoff & Johnson,
1999, p. 34). Our body with its specific characteristics
therefore determines the emergence of concepts (Lakoff
& Johnson, 1999). If we take this thought a step further,
the question arises whether this also applies to abstract
concepts that have no direct relation to our bodies or
sensorimotor experiences made through our bodies
(such as our concept of time). According to Lakoff and
Johnson, the answer is yes, because abstract concepts are
grounded in concrete concepts that can be perceived
with our sensorimotor system. It is assumed, for exam-
ple, that the abstract concept of time is based on the
concrete concept of space: This is reflected, among other
things, in our language: “The evening lies before me” is
a sentence with temporal information that is expressed
with a spatial expression (“before”). Because in a sport
psychological context the connection between move-
ment, time, and space plays an important role, the sport
psychological arena is particularly well suited to testing
predictions from an embodied cognition perspective.
This topic will be further explored in » Sects. 6.3.1 and
6.3.2 of this chapter (see @ Fig. 6.3).

A third proposition of the conceptualization per-
spective (Shapiro, 2011) is an “embodied” response to
the “symbol grounding problem” (e.g., Barsalou, 1999;
Glenberg, 1997; Glenberg et al., 2005; Glenberg &
Kaschak, 2002; Glenberg & Robertson, 2000; Zwaan &
Madden, 2005). The symbol grounding problem is about
how language acquires meaning for us. A well-known
thought experiment is the Chinese room illustrated in
@ Fig. 6.4. From an embodied cognition perspective,
the answer is that language acquires meaning as soon as
we move in the world as embodied agents and interact
with it. Without interaction we can learn language, but
it remains meaningless.

The next perspective explained in Shapiro (2011) is
the replacement perspective. The replacement perspec-
tive says, in general terms, that the classic understanding
of cognition should be replaced with a definition in
which the brain has an important function but is down-
graded “from a star to a co-star, an equal partner in the
creation of cognition alongside body and world”
(Shapiro, 2011, p. 137). Proponents of the replacement
perspective emphasize the situatedness of cognition.
Situatedness of cognition means that the properties of
the world (e.g., sunlight) determine what possibilities a
person has relative to their body. The properties of the
environment thus also determine what information and
possibilities the individual has. The term “sunlight” can
be used as an example to explain this. The sunlight in the
world allows us to see, influences our sleep-wake rhythm,
and much more. If the properties of sunlight change, we
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O Fig.6.3 Movement and metaphors (drawn by Farina Klein, adapted from “The Family Circus”)

change too—our bodies, our perceptions, and our
cognitive processes.

Brooks (1991) was one of the first to apply the
replacement perspective to robotics. The trigger was the
robot “Shakey,” developed and based on the “sense—
model-plan—act” structure: Shakey had a camera in
front as a sensor (“sense”). A computer used the input
from the camera to construct a symbolic model, which
in turn was used by a program (“STRIPS”) to give the
robot a command to move in a certain direction (“plan”)
based on the description of the environment, which the
robot then executed (“act”). Shakey’s task was, among
other things, to navigate through a simple space and
avoid objects standing around. Shakey was very slow
and very bad at this task, because creating a new model
was very time-consuming and inefficient. Shakey shows
how a robot is built from a classic cognitive theory per-
spective: The most important steps, the steps that deter-
mine the robot’s behavior, take place in a computer
outside the actual robot body. The “brain” of the robot
is thus literally disembodied.

In his attempt to improve the robots existing at the
time, Brooks (1991) was inspired by the embodied cog-
nition idea of situatedness. He then constructed the
robot “Allen,” which was based on a completely differ-
ent system from Shakey’s. Instead of building on the
classic sense-model-plan—act structure, he linked per-
ception directly to the robot’s action. This new robot
was much faster and more efficiently able to perform its
task (walking through a room without hitting anything).

The embodied cognition perspective fueled a ground-
breaking first step toward increasingly independent
moving robots. This can be seen, for example, at the
annual Robot Soccer World Cup (RoboCup). There,
two robot teams play against each other for the title. The
officially formulated goal of the RoboCup is that by
2050 at the latest, the winning team of the RoboCup will
win against the best human, professional soccer team at
that time (Kitano & Asada, 1998). Even if this ambi-
tious goal is considered unlikely from a sport psycho-
logical perspective (see Raab, 2017), the soccer skills of
robots are improving at a rapid pace. In fact, the
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O Fig. 6.4 The Chinese Room is a thought experiment demonstrat-
ing that human intelligence cannot be simulated by a computer pro-
gram. It goes like this: Imagine that a person who does not know
Chinese is in a room and is slipped a piece of paper through a gap in
the wall to the outside with stories and questions about these stories in
Chinese. The person in the room has a handbook (in a language that
the person understands) with instructions on what to say based on the
story and the questions. Using the handbook, the person in the room
now answers by returning the responses through the gap to the out-

RoboCup 2016 was the first time that a robot team won
a soccer match against a human soccer team—even if
not against a professional one (see » https://www.
youtube.com/watch?v=9CNuTSxVwt4).

The last perspective explained in Shapiro (2011) is
the constitution perspective. This perspective claims, in
general terms, that cognition basically includes the body
(and the environment), rather than cognition being
influenced by one’s own body and environment. In other
words, the body, its movement, and its environment are
cognition. Consequently, supporters of the constitution
perspective often argue that the term cognition needs to
be replaced with a broader definition that includes the
body, its movements, and the environment.

123

B | b Hnis SHhG e
this snape, | tollowed by TS SFHPE.

side. In doing so, the person gives the correct answers but does not
understand the answers they are giving. To someone standing outside
the room, however, it seems as if the person inside the room is fluent in
Chinese. Transferring this argumentation to the Turing test, the con-
clusion is that a program that passes the Turing test is not necessarily
intelligent; it just appears intelligent. To really develop intelligence, it
would have to interact actively with its environment and move within
it (drawn by Farina Klein)

Influential proponents of the constitution hypothe-
sis include Clark (2008), O’Regan and Noé (2001), and
Wilson (2004). @ Figure 6.5 illustrates how cognition is
defined according to the classic, amodal perspective ver-
sus how it is defined by embodied cognition and the con-
stitution perspective.

A theory particularly relevant to sport psychology is
the sensorimotor theory of perceptual experience
(O’Regan & Nog, 2001). This theory is based on the
view that we perceive the world as we do because we
learn sensorimotor contingencies between our move-
ments and the resulting perceived changes in the envi-
ronment. According to the theory, a ball looks like a ball
because it looks like this as soon as we move our eyes.
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O Fig.6.5 Representation of
cognition from two different
perspectives. In the left view, all
the systems that solve the
arithmetic problem are located
within the brain, whereas in the
right view, the eyes and the
environment (i.e., the sheet of
paper on which the arithmetic
steps are written) contribute to
the solution of the problem
(Figure: Hannah Haunhorst)

All three embodied cognition approaches presented
here (Shapiro, 2011) make it clear that the body, its move-
ments, and its environment should be included in the
study of mental processes in order to get to valid conclu-
sions. This applies bidirectionally: When investigating
the body and its movements, mental processes and envi-
ronmental conditions should be considered. The grow-
ing importance of embodied cognition is demonstrated
by the growing number of discussions about the specifi-
cation of embodied cognition mechanisms (e.g., Gentsch
et al., 2016; Korner et al., 2015; Loffler et al., 2016) and
its inclusion in standard textbooks of general psychol-
ogy (e.g., Miisseler & Rieger, 2016). In the following, we
focus on the bidirectional influence of movement and
cognition (» Sect. 6.3) and the bidirectional influence of
movement and perception (> Sect. 6.4).

6.3 Movement and Cognition

6.3.1 Influence of Movement on Cognition

General influences of movement on cognition have been
known for a long time. Consider, for instance, the well-
known phrase, “Mens sana in corpore sano” (a healthy
mind in a healthy body). Recent meta-analyses (e.g.,
Johnson et al., 2016; Kennedy et al., 2017) have shown
that this saying of the Roman poet Juvenal, meant to be
ironic almost 2,000 years ago, contains at least a bit of
truth. Developmental psychology studies have shown

that especially children (Bornstein et al., 2013) and older
people (Scherder et al., 2014) benefit from regular exer-
cise. These general, long-term influences of movement
on cognition do not directly speak to embodied cogni-
tion research.

o Embodied cognition research is mainly concerned
with very specific, rather short-term effects of exercise
on cognition.

Therefore, in the following we report studies that inves-
tigated whether certain movements influence cognitive
processes and, if so, how. This is particularly important
in the context of sport psychology: Does an upright (as
in horse show jumping) or bent (as in hockey) posture
change my memory processes? Is there any benefit in
taking a so-called power pose before a competition to
begin the competition with confidence?

What do you think of when you see someone walking
upright? Probably such concepts as good mood,
pride, joy, and self-confidence come to mind. On the
other hand, what do you think of when you see some-
one walking bent over? Probably concepts such as bad
mood, humility, sadness, and low self-esteem are
more likely. So it seems that certain concepts are auto-
matically associated with certain gait patterns.

Study Box

In a study by Michalak et al. (2015), it
was experimentally examined whether
positive (or negative) concepts are
activated by an upright (or bent) gait.
The starting point was the fact that
several studies have shown a close

connection between a flexed gait and
depression (Bader et al., 1999; Lemke
et al., 2000; Paleacu et al., 2007;
Sloman et al., 1982; Sloman et al.,
1987). In a preliminary study, the
researchers compared the movements

of a group of depression patients in a
depressive phase with a group of
healthy people. They found that the
depressed people walked more slowly,
swung their arms less, moved their
upper extremities vertically to a lesser
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extent, swayed more to the left and
right with their bodies, and took a
more bent and forward-leaning posi-
tion than healthy people (Michalak
et al., 2009; for a demonstration of
happy and depressed walking styles,
see P https://www.biomotionlab.ca/
html5-bml-walker/). Michalak et al.
(2015) then manipulated people’s gait
by letting them walk on a treadmill
and giving them online feedback on
their gait patterns. A display mounted
in front of the participants was pro-
grammed so that the bar on the dis-

play deflected to the right for one
half of the participants when they
walked upright and to the right for
the other half when they walked
bent. The participants were instructed
to walk in such a way that the bar in
front of them moved to the right. The
authors hypothesized that a bent and
depressed gait would activate more
negatively associated words and an
upright and happy gait would acti-
vate more positively associated
words. This was measured with a
memory task: The participants were
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given 20 words (10 positive, 10 nega-
tive) to read before the movement
manipulation. After the movement
manipulation they were asked to
name as many words as possible.
Indeed, the participants who walked
bent during the movement manipula-
tion remembered more negative
words (M = 6, SD = 2.36) than posi-
tive words (M = 3.8, SD = 1.67) com-
pared to the participants who walked
upright (negative words: M = 5.47,
SD = 2.23; positive words: M = 5.63,
SD = 2.89).

Activation of a concept by performing movements asso-
ciated with this concept is not limited to positive and
negative words. Mussweiler (2006) showed that a slug-
gish gait activates the concept “overweight” and a very
slow gait activates the concept “elderly” (but see a cur-
rent debate on the difficulty of replication of priming
studies; Doyen et al., 2012).

What are the mechanisms by which the activation of
certain concepts is realized during execution of move-
ment patterns? One possible process is neurophysiologi-
cal reenactment (Barsalou, 1999). This means that
information (e.g., the concept “depression”) consists of
neuronal activation patterns that include, among other
things, certain movements or perceptions. This informa-
tion is stored by neurons in adjacent associative fields
(Damasio & Damasio, 1994). If a certain movement is
now carried out, this results in a partial reactivation of
the entire concept (e.g., the concept “depression”).

0 An upright (or bent) gait can activate concepts (e.g.,
positive, negative, overweight, elderly, depression).
The assumed mechanism is neurophysiological reen-
actment (concepts consists of neuronal activation
patterns that also include certain movement. The
movement can trigger the whole concept).

Under what circumstances does the mechanism described
have an influence on our behavior? Do we perform better
if we adopt a so-called power pose before a competition
in order to activate the concept of “self-confidence” and
accordingly enter the competition with confidence? For
some time now, the media (including The New York
Times; Hochman, 2014) have been propagating the idea
that power poses have an influence on various behavioral

and hormonal parameters. A high-power pose is a pose
that takes up a lot of space, is directed upward, and radi-
ates overall strength and self-confidence. In contrast, a
low-power pose is a pose that takes up little space, is
directed downward, and overall tends to radiate weak-
ness and low self-confidence (see B Fig. 6.6).

The evidence regarding the effect of power posing is
mixed: On the one hand, studies have reported that a
high-power pose produces an increased self-reported
feeling of strength compared to a low-power pose
(Carney et al., 2010), leads to a lower cortisol level and
an increased testosterone level (Carney et al., 2010),
improves self-esteem and motivation (Fischer et al.,
2011; Riskind & Gotay, 1982; Schubert & Koole, 2009),
leads to a better performance in a job interview (Cuddy
et al., 2015), and increases risk behavior (Huang et al.,
2011; Yap et al., 2013) and cognitive bias (e.g., the ten-
dency to remember negative rather than positive words)
in depressed people (Michalak et al., 2014). On the other
hand, studies have reported that high-power poses do
not increase risk behavior compared to low-power poses
(Garrison et al., 2016), do not lead to higher testoster-
one levels (Ronay et al., 2016), and do not produce an
increased self-reported feeling of strength (Garrison
et al., 2016; Ronay et al., 2016). Differences in the study
results show that the activation of a particular concept
by a particular movement does not happen at any time
and under any circumstances but rather is probably
modulated by many factors, such as social (Ranehill
et al., 2015) or developmental (Loffler et al., 2016) fac-
tors. Accordingly, a challenge for embodied cognition
research is to identify these modulating factors and to
test them in ecologically valid settings, such as sport set-
tings.
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O Fig.6.6 High-power versus
low-power pose. High-power
poses radiate strength and
self-confidence, while low-power
poses radiate weakness and low
self-confidence

» “I'm an interpreter of space. Every good, successful
player, especially an attacking player, has a well-
developed sense of space and time. It’s not a phenom-
enon you only find in two or three people on earth.
Every great striker knows it’s all about the timing
between the person who plays the pass and the person
making a run into the right zone” (Thomas Miiller, for-
mer German National Team player and Bayern Munich
player, quoted in Hesse, 2016).

This quote by Thomas Miiller impressively shows the
importance of temporal and spatial concepts in sport.
As explained in the section on the theoretical framework
of embodied cognition approaches (para. 6.2), one of
the assumptions of the embodied cognition perspective
is that our ability to form and understand concepts is
based on the fact that (and how) we move with our body
in the world. Thus, concepts are created by combining
bits of information from perception, movement, and
mental states and connecting them in a meaningful way.
Take the spatial concept “in front,” for example: We can
perceive, say, where a dog has its front. We can move for-
ward. And we can imagine a ball being shot forward. All

this information is combined to form the overall concept

2

“in front.” If we now take the temporal concept “future,
things become more complicated: We cannot perceive
the future. We cannot move into the future (except with a
time machine, of course). But we can still imagine the
future. So, time has no direct relation to the body, but we
still have a concept of time. Are abstract concepts (such
as time), which are not directly perceptible through sen-
sorimotor experience, a contradiction to the embodied
cognition assumption that concepts are multimodal, cre-
ated by the sensorimotor experiences of our body? Not
necessarily: Lakoff and Johnson (1980) explained that
abstract concepts build on more concrete concepts. For
time and space, this means that abstract, temporal con-
cepts are built on concrete, spatial concepts. As briefly
explained in this chapter’s Introduction, this is reflected
in the fact that temporal relationships are often repre-
sented by spatial expressions. “My 20th birthday is
approaching” or “We are moving toward summer” are
examples. In both sentences a spatial expression (“some-
thing is approaching,” “moving toward something”) is
used to represent a temporal relationship. Looking at the
content of these two sentences, it is noticeable that time
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O Fig.6.7 a, b How would you spontaneously answer the following
question: “The soccer training is usually every day at 3:30 pm.
Tomorrow’s training has been moved forward 1 h. What time is the
training now that it has been rescheduled?” If your answer is “2:30
pm,” you are among the 50% of people who answer in a time-moving
frame of reference. If your answer is “4:30 pm,” you are among the
50% of people who answer in an ego-moving frame of reference
(Figure: Max Roebel)

is represented by two different frames of reference (see
Boroditsky, 2000). In the first sentence, the person is sta-
tionary, and time approaches (time-moving reference
frame), while in the second sentence people are actively
moving through time (ego-moving reference frame).
Through ambiguous, temporal questions, it is now pos-
sible to find out what kind of time-moving reference
frame someone has (see @ Fig. 6.7).

© Concepts are created by information from perception,
movement, and mental states which are put together
to meaningful entities.

Similarly, one can find out what spatial frame of refer-
ence someone has by asking ambiguous, spatial ques-
tions (see @ Fig. 6.8). When Boroditsky (2000) asked
participants such questions, the answer distribution in
English-speaking samples was usually 50/50.

O Fig. 6.8 How would you spontaneously answer the following
question: “The golf instructor asks Max to putt into the front hole.
What color is the hole that Max is supposed to putt into?” If your
answer is “red,” you are among the 50% of people who answer in a
time-moving frame of reference. If your answer is “blue,” you are
among the 50% of people who answer in an ego-moving frame of
reference (picture: Max Roebel)

Whether and under what conditions one or the other
frame of reference is preferred depends, among other
things, on cultural norms and language (Boroditsky,
2001). Several studies have shown that the spatial frame
of reference influences the temporal frame but that the
temporal frame of reference does not influence the spa-
tial frame to the same extent (e.g.,, Casasanto &
Boroditsky, 2008; Casasanto et al., 2010). This observa-
tion supports Lakoff and Johnson’s (1980) assumption
that more abstract temporal concepts are based on more
concrete spatial concepts and suggests a fundamental
space—time asymmetry. Is this asymmetry really a fun-
damental phenomenon, or does it arise from pieces of
information of varying degrees of precision that are rep-
resented? One way to find out is to represent the tempo-
ral dimension more clearly and distinctly than the spatial
dimension. For example, Cai and Connell (2015) asked
participants to touch physical sticks while listening to an
auditory note and then reproduce either the length of
the stick or the duration of the note. In three experi-
ments either participants could only feel the physical
stick or they could feel as well as see the stick. Results
indicate that when spatial information relies on touch,
the effect of time on space is substantially stronger than
the effect of space on time. This effect was not found
when participants could also see the stick. This indicates
that the space-time asymmetry is not a fundamental
phenomenon but rather depends on the mode of repre-
sentation and the associated information content
(Loffler et al., 2018).
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The following two tasks are about estimating space
(i.e., size of an object) and time (i.e., length of a
sound).

1. Find a playing partner.

2. Close your eyes and ask your partner to put an
object into your hands. Then, without looking at
the object, estimate its size by holding your fingers
apart in the estimated size of the object. Ask your
partner to measure the distance between your fin-
gers.

3. Now open your eyes.

4. Repeat Step 2 with another object, but keep your
eyes open at all times.

5. Close your eyes and ask your partner to play a
sound for a certain time. Then estimate how long
the tone was by producing a tone of the same
length yourself.

6. Now compare your performance in the spatial
and temporal task. How far did both estimates
deviate from the actual size of the object or the
length of the sound? Did the method of represen-
tation have an influence on your performance?

The connection between movement and the associated
access to temporal and spatial information is particu-
larly important in the context of sports, when temporal
information is transformed into spatial information, as
in dance, for example. Music carries mainly temporal
information (e.g., rhythm), which is translated into spa-
tial information by the dancer (Ribbat, 2011). A new
technological development also makes the other direc-
tion possible: Body movements are translated into music
in real time (software “Nagual Dance”). Thus, no tem-
poral (acoustic) information is transformed into spatial
information, but spatial information is transformed into
temporal (acoustic) information (see B8 Fig. 6.9). This
opens new movement horizons and changes the existing
transformation flow.

In summary, the interactions between movement,
time, and space play an important role in the sport psy-
chology context—be it in instructions (“Please stand in
front of the bars™), in the physiological and psychologi-
cal effects of upright or bent postures, or in dance, where
temporal information is translated into spatial informa-
tion (or vice versa) through movement.

6.3.2 Influence of Cognition on Movement

In this section, we report on studies that examine
whether and how cognitive processes influence move-

B Fig. 6.9 With the software Nagual Dance, body movements are
translated into music in real time, that is, spatial (movement) infor-
mation is converted into temporal (acoustic) information (Figure:
» www.nagualsounds.de, rights of use obtained)

O Fig. 6.10 Illustration of the metaphor learned in Slepian and
Ambady (2014), “the past weighs heavily,” and the transfer to the
assessment of the weight of old books (Figure: Max Roebel)

ment from an embodied cognition perspective. This is
especially important in the context of sport psychology:
To what extent do cognitive processes influence our
movement patterns? Can we learn movements through
mental simulation? When lifting weights, is a weight
considered lighter depending on the metaphorical
expressions used to describe it?

A methodological difficulty in experimentally
answering the second question is that certain multi-
modal associations are already linked to a metaphor, so
previous experience with the metaphor cannot be con-
trolled. Slepian and Ambady (2014) circumvented this
problem by having participants learn a new metaphor
(see @ Fig. 6.10). One half of the participants read a
text in which the past was described as very difficult and
the present as easy. The other half of the participants
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read a text in which the past was described as easy and
the present as difficult. Afterward they were asked to
estimate the weight of an old or new book while either
(a) holding the book in their hands or (b) looking at the
book (visual presentation). The results showed the pre-
sumed interaction between metaphor, book, and repre-
sentation: Participants who had learned the metaphor
that “the past weighs heavily” assessed the old book as
heavier than the new book when they interacted with it.
If they were asked to evaluate the book only by visual
representation, this effect disappeared.

The influence of metaphorical expressions on the
estimation of weight has been shown for things other
than books (for a failed replication on related research,
see Pecher et al., 2015). For example, hard disks with
very important information (e.g., of personal impor-
tance) were considered heavier than hard disks with
unimportant information (Schneider et al., 2014). In
practical sport psychology, this means that weightlifters,
for example, could use various metaphorical expressions
to perceive the lifted weight as lighter or heavier. Further
questions include whether the perceived weight also
changes performance and what metaphorical expres-
sions have the greatest effect on the perceived weight.
The function of metaphorical instructions has been
applied and analyzed in martial arts, for example, in
judo when learning harai goshi. Harai goshi (“floating
hip throw”) is a well-known and often used method in
judo to overcome an opponent (see B Fig. 6.11). In
harai goshi the judoka and their opponent embody a
scale: The judoka uses their torso as a lever, which makes
the opponent float in a horizontal position. At the point
where both together form a kind of scale, the judoka

O Fig. 6.11
ture: Sanchez Garcia & Gonzéalez Alvarez, 2014, rights of use
obtained)

Metaphorical instruction in judo for harai goshi (Pic-
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rotates and throws the opponent to the ground. An
effective strategy for making this method accessible to a
learning judoka is to give metaphorical change informa-
tion, such as “add weight to throw the scale off balance”
(Abrahamson, 2016; Sanchez Garcia & Gonzalez
Alvarez, 2014).

Can thinking about the future or the past uncon-
sciously influence our movements? Does it affect our
movements that we associate the future with the space in
front of us and the past with the space behind us? In the
following, we present preliminary answers to these and
other questions and explore this association in the con-
text of sport psychology.

As already discussed in the section on the influence
of movement on cognition using the example of
movement, space, and time (» Sect. 6.3.1), a unique
characteristic of humans is that we can imagine the
future in our thoughts. This ability enables us to adapt
our behavior in daily life to meet daily challenges
(Schacter et al., 2007; Tulving, 2002), such as preparing
for future competition through mental simulation (e.g.,
Guillot & Collet, 2008). According to embodied cogni-
tion approaches, notions of abstract things (such as
temporal concepts) are based on concrete experiences
(such as spatial concepts). That imagining the future has
an influence on our movements, as predicted by embod-
ied cognition approaches, has been investigated by Miles
et al. (2010), among others. Miles et al. examined
whether imagining the future (unconsciously) triggers
forward movements and vice versa, whether imagining
the past triggers backward movements. For this pur-
pose, participants were asked to stand up in a natural
way. Two different instructions followed: They were told
to bring to mind what their daily life looked like 4 years
ago and to imagine a typical day then or to think about
what their daily life will look like in 4 years and to imag-
ine a typical day in the future. While they were imagin-
ing the future or the past, a motion sensor above the
knee recorded whether the participants leaned forward
or backward. The results showed that the participants
tended to lean forward when thinking about the future
and backward when thinking about the past.

Stins et al. (2016) took up these initial results and
expanded the design in various ways. For example, they
compared different time intervals (4 days vs. 4 years in
the future or past) and measured weight shifts forward
or backward with a force plate. The force plate offers
more valid measurements in terms of predicted weight
shifts compared to the above-knee motion sensor, as it
can be influenced only by weight shifts and not by move-
ments in the vertical axis, which could be misinterpreted
as forward or backward leaning, as the motion sensor
does. Stins and colleagues could not (conceptually) rep-
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licate the original experiment. The participants showed
no weight shifts while imagining the future or the past.
These two exemplary studies show how important it is
to specify the predictions made by embodied cognition
approaches. Why was a small change in the design (force
plate instead of motion sensor above the knee) decisive
for the results? Could it also be that instead of leaning
forward “toward the future,” the participants in the
experiment were moving in the vertical axis, that is,
“kneeling in front of the future?” Systematic and poten-
tially interdisciplinary research programs are needed to
specify concrete effects and the underlying mechanisms
(see » Sect. 6.5 below in this chapter).

6.4 Movement and Perception

In addition to the embodied cognition approaches
described in the Introduction, a field of research has
developed in parallel that investigates the extent to
which embodiment effects are already anchored at the
level of perception.

In sum, both the established theories (e.g., Proffitt,
2006) and the empirical findings (for an overview, see
Witt, 2011) are currently being put to the test, on the one
hand theoretically (e.g., Canal-Bruland & van der
Kamp, 2012, 2015) and on the other hand empirically
(Firestone & Scholl, 2015). The test includes fundamen-
tal methodological criticism. The scientific discourse is
in full swing, and in our opinion, research in sport psy-
chology can and should make a significant contribution
here. In addition, sport psychology can benefit from the
knowledge gained from this discourse, both for the
development of sport psychology theory and for the
generation of evidence-based recommendations for
practice (see Canal-Bruland & van der Kamp, 2012).

What is embodied perception? Let’s begin with an
example from the world of sports: Mickey Mantle, an
American baseball legend, once said after a home run
that the ball seemed as big as a grapefruit (see Witt &
Proffitt, 2005), thus establishing a correlation between
hitting performance and the perceived size of the base-
ball. Exactly this relationship is referred to as “action-
specific effects on perception” (Witt, 2011; Witt &
Proffitt, 2008).

In the following, we first explain the theoretical
assumptions of the embodied perception approach
(» Sect. 6.4.1). We then present empirical studies with a
direct relation to sports (» Sect. 6.4.2). We end with a
critical examination of theoretical assumptions and
empirical methods, from which implications for future
research can be derived (> Sect. 6.4.3).

6.4.1 Theoretical Background

In his embodied perception approach, Dennis Proffitt
(2006, 2008) argued that the possibilities for action—so-
called affordances (Gibson, 1979)—that arise when we
move through our environment, whether we are climb-
ing a mountain or shopping, are inextricably linked to
visual perceptual processes. “Perceiving spatial layout
combines the geometry of the world with behavioral
goals and the costs associated with achieving these
goals” (Proffitt, 2006, p. 110).

o Proffitt postulated that visual perception changes
depending on the anticipated energetic costs (e.g.,
how strenuous the climb to the top of the mountain is
estimated to be) and the ability to act.

Proffitt thus was describing visual perception as a con-
stitutive element of the economy of action, placing him-
self on the shoulders of ecological psychology and its
founder, James J. Gibson (1979). Seminal work by Prof-
fitt and colleagues (Bhalla & Proffitt, 1999; Proffitt et al.,
1995; Proffitt et al., 2003) provided the first evidence on
which the embodied perception theory is based. For
example, the studies cited suggested that physical
exhaustion has an influence on perceived possibilities
for action. Mountains were estimated to be steeper
(Bhalla & Proffitt, 1999; Proffitt et al., 1995) and dis-
tances larger (Proffitt et al., 2003) when participants car-
ried a backpack or were exhausted. Proffitt offered the
following theoretical explanation for this effect: Since
mountaineering with a heavy backpack generates more
energetic costs (i.e., is more physically demanding), per-
ception changes, so that the person wearing the back-
pack—implicitly or explicitly—makes an economic
decision to act in this situation. Although the method-
ological critique is discussed in more detail in » Sect.
6.4.3, it should not be left unmentioned here that a num-
ber of studies have been unable to confirm these experi-
ments and have identified methodological weaknesses,
such as experimenter bias, as an explanation for the
findings (e.g., Durgin, Hajnal, et al., 2010; Durgin, Li, &
Hajnal, 2010; Woods et al., 2009).

In addition to the sports-related studies that can be
categorized as embodied perception research, discussed
in the following section, there are numerous studies
related to sports that have also investigated the relation-
ship between perception and action but are theoretically
located in embodied cognition research (for an overview
see Shiffrar & Heinen, 2010; for a critical comparison of
theories see Cafal-Bruland & van der Kamp, 2012).
These studies include a study published in Nature
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Neuroscience: Aglioti et al. (2008) were able to show in
the abovementioned study that basketball players’ motor
expertise makes them better able to predict the success
of a basket throw (hit or no hit) than coaches and jour-
nalists with less motor experience who had comparable
visual experience. These and similar studies suggest, for
example, that the outcome of observed movements that
one has performed oneself can be better predicted than
the outcome of the same observed movements per-
formed by strangers (Knoblich & Flach, 2001). These
findings can be theoretically assigned to one of the three
theoretical embodied cognition approaches: common
coding, internal model, or simulation theories (Gentsch
etal.,2016). A full treatment of all approaches is beyond
the scope of this chapter, so we focus here—as outlined
above—on the embodied perception approach.

6.4.2 Empirical Findings in Reference
to Sports

Perhaps the first work to present so-called performance-
specific action effects was a study by Wesp et al. (2004),
which investigated whether the hit performance in darts
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had an influence on the size perception of the target to
be hit. Indeed, the results of the study showed that the
number of throws required to hit the dart target corre-
lated negatively with the size perception of the target. In
other words, the fewer the number of throws (in other
words, the better the performance), the larger the target
was estimated to be. Wesp et al. (2004) argued that dart-
throwing performance affects the memory for size per-
ception.

More attention was given to a paper published a
year later in Psychological Science by Witt and Proffitt
(2005), who found performance-specific perception
effects in softball (a sport similar to baseball). The
experiment was amazingly simple in nature. Following a
softball game, the authors asked batters to identify on a
poster with circles of different sizes the circle that cor-
responded in size to the softball they had hit during the
game. The results showed a correlation between hitting
performance and the size estimation of the ball; the
more successful the player, the larger the ball was esti-
mated to be.

Witt et al. (2008) replicated this correlation in golf a
little later (for contradictory findings, however, see
Memmert et al., 2009).

Study Box

Further, in golf, Cafnal-Bruland et al.
(2011) investigated whether the align-
ment of visual attention to the action
goal is an essential prerequisite for the
effects shown (see also Canal-Bruland
& van der Kamp, 2009). In three
experiments, participants played golf
balls into a target circle. In the first
experiment, the participants had full
visibility of the target circle. In the
second experiment, the participants
played the ball underneath a curtain.

The view of the target circle was thus
blocked during the execution of the
movement. For each individual exper-
iment, the participant received feed-
back regarding the result of the
stroke. In the third experiment, the
participant had the task of first suc-
cessfully passing the ball through a
small goal. Hits in the target field
were only scored if the ball was suc-
cessfully played through the goal. The
purpose of this instruction was to dis-

tribute the visual attention between
the target circle and another action-
relevant target. Performance-specific
perception effects were found only in
the first experiment. However, when
the alignment of visual attention to
the action goal was disrupted (Exp. 2)
or visual attention was distributed
(Exp. 3), the correlation between scor-
ing performance and size perception
of the action goal was absent (Canal-
Bruland et al., 2011).

In line with the assumption that visual attention pro-
cesses play a significant role in the development of
performance-specific perception effects, Cafial-Bruland
and van der Kamp (2009) formulated the perceptual
accentuation hypothesis. The hypothesis is based on the
functional perception theory of Bruner (1957), a
Harvard professor and one of the founders of the cogni-
tive revolution (Bruner & Postman, 1949).

Bruner and colleagues had shown in early work that
the desire for an object (e.g., a coin, see Bruner &
Goodman, 1947) leads to a greater appreciation of this

relevant object or to a perceptual accentuation of it. A
study by Veltkamp et al. (2008) points into a similar
direction. Participants rated a glass of water as larger if
they were thirsty and were encouraged to drink by
unconscious priming. This effect did not occur when no
priming was performed to activate action. From these
findings Veltkamp et al. (2008) concluded that the inten-
tion to act activates a readiness to act and by this affects
basic perceptual processes. On the basis of these find-
ings and Bruner’s functional perception theory, Cafal-
Bruland and van der Kamp (2009) argued that it seems
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likely that the perceptual accentuation of action goal
objects, as reported in the case of performance-specific
perception effects, serves the purpose of attentional
emphasis on the action goal object. In other words, the
target object appears larger because it is accentuated by
other objects in the environment to serve the intended
target action (functional perspective).

From the perceptual accentuation hypothesis, it fol-
lows that primary action goals should evoke
performance-specific perception effects, whereas sec-
ondary or subordinate action goals should not (or not
to the same extent) evoke these effects. To test this,
Cafial-Bruland and van der Kamp (2009) used an origi-
nal paradigm, the so-called chocolate marshmallow
throwing machine (see B8 Fig. 6.12) to study children
who performed either a pure throwing task (“hit the tar-
get circle”) or a throwing and catching task (“hit the tar-
get circle and, in case of a hit, catch the ball flying
toward you,” see @ Fig. 6.12). For the concrete task, the
following predictions were made: Children who hit the
target more often in the pure aiming task should esti-
mate the target to be larger. On the other hand, in the
throw-and-catch task, the effect should no longer occur
for the target circle to be hit, but there should be a
change in the assessment of the size of the ball depend-
ing on the number of balls caught. The results of the
study confirmed the authors’ predictions in two separate
experiments and thus provided the first empirical evi-
dence supporting the perceptual accentuation hypothe-
sis as an explanatory approach for performance-specific
perception effects.

How exactly the accentuation processes work has not
yet been clarified. However, initial assumptions can be
derived from sport psychology studies in particular. For
example, it is assumed that gaze behavior could have a
specific influence on performance-specific perception
(Canal-Bruland & van der Kamp, 2012; Canal-Bruland
et al., 2011). Numerous expert studies in sport science
show that those who are trained and those who are less
trained show clear differences in their gaze behavior
(Mann et al., 2007). From quiet-eye research, for exam-
ple, it is known that specific gaze behavior—or rather,
fixation behavior (e.g., longer goal-oriented fixation
before the start of a movement)—is associated with better
performance (e.g., in golf, Vickers, 1992; for contradic-
tory evidence, however, see Heinrich et al., 2020). Whether
specific fixation behavior is also a significant predictor of
the development of performance-specific perceptual
effects must be investigated experimentally in the future.

In addition to the perceptual accentuation hypothe-
sis and the associated assumption that attention pro-
cesses play a significant role in performance-specific
perceptual effects, a number of other alternative expla-
nations have been proposed that cast doubt on a direct
link between perception and action as postulated by
Proffitt (2006) and Witt (2011). What these studies have
in common is that although they report similar distor-
tions of perception, these are completely independent of
one’s own performance. These studies show that, for
example, the reputation of an observed person (Masters
et al., 2010) can produce similar perceptual effects.
Masters et al. showed participants videos from the pen-

O Fig.6.12 Chocolate marshmallow throwing machine a and the throwing-at-target and target-and-catching task b (Picture: Springer)
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alty shootout of the 2005 Champions League final
(Liverpool FC vs. AC Milan). One group saw videos in
which the then Liverpool goalkeeper (Jerzy Dudek)
saved the penalties. Another group was presented with
videos in which the penalty kicks were successful. Before
and after watching the videos, the participants were
asked to estimate the size of the goalkeeper. If partici-
pants had previously observed how the goalkeeper saved
the balls, they estimated him to be taller. If participants
had observed how the goalkeeper could not save the
balls, they rated him smaller. This study shows that
although the participants were not involved in the situa-
tion as actors but were observers, perception distortions
still occurred. It follows that perception effects are not
necessarily dependent on one’s own performance and
therefore do not necessarily have to be performance spe-
cific. If this is true, however, such alternative explana-
tions would have to be empirically excluded for
performance-specific perception effects (see Caial-
Bruland & van der Kamp, 2012); otherwise these effects
could not be considered evidence supporting the embod-
ied perception theory (Proffitt, 2006).

This and other studies, for example, by Wesp et al.
(2004), seem to support Bruner’s (1957) original ideas.
Bruner showed that in contrast to richer children, poorer
children more clearly overestimated the sizes of coins
(Bruner & Goodman, 1947): For the poorer children,
the coins had a higher value, so they perceived them as
larger. At the time, Bruner’s studies were criticized on
the basis of contradictory findings and for methodolog-
ical weaknesses (e.g.,, Klein et al., 1951). The
performance-specific perception effects have been criti-
cized as well, and this criticism should be carefully con-
sidered, given that the findings form the basis of Proffitt’s
(2006) embodied perception theory.

© There has been intense debate in several outstanding
behavioral and neuroscientific (e.g., Behavioral and
Brain Sciences) as well as psychology (e.g., Perspectives
on Psychological Science) journals about the research
field not only theoretically (Canal-Bruland & van der
Kamp, 2015; Firestone, 2013) but also methodologi-
cally (Firestone & Scholl, 2015), contributing to the
development of theory and the validation of empiri-
cal practice and evidence.

6.4.3 Critique and Outlook

In their target article “Cognition Does Not Affect
Perception: Evaluating the Evidence for ‘Top-Down’
Effects,” published in 2016 in the journal Behavioral and
Brain Sciences, the authors Firestone and Scholl went so
far as to claim that there is not a single study that proves
that cognition (including attention, action intentions,
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etc.) influences perception. This includes all work on
embodied perception theory. Although many of the
open peer reviewers (e.g., Cafial-Bruland, van der Kamp,
& Gray, 2016) have expressed substantial criticism of
Firestone and Scholl’s basic theoretical assumptions,
not only is methodological criticism welcome, but it can
be regarded as a guideline for empirical work on this
topic in the future. The fundamental methodological
critique is based on six so-called pitfalls, and the authors
argue and discuss that there is not a single article that
does not fall into at least one of them. However, if—
according to the authors—even just one of the pitfalls
can be identified, it necessarily follows that one should
not conclude that there is evidence of the influence of
cognition and action on perceptual processes.

B Methods: the six methodological pitfalls (Firestone & Scholl, 2015)

o It would go beyond the scope of this chapter to describe
the discussion and pitfalls in detail, so we only briefly
deal with two of the six pitfalls as examples here and
refer to the article and the corresponding comments
for a more in-depth examination of the topic.
== Pitfall # 2 (perception vs. judgment) describes that an
essential methodological problem of the literature is
that although perception is often referred to as a
dependent variable, visual perception is not necessarily
measured. If we recall the study of Witt and Proffitt
(2005) in softball described at the beginning of this sec-
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tion, after a softball game the participants were asked
to identify the circle on a poster with circles of differ-
ent sizes that corresponded in size to the softball they
had hit during the game. These so-called matching
tasks are the basis of numerous studies on embodied
perception. One of the problems associated with this is
that although the participants have to estimate the size,
for example, this judgment is not based exclusively on
perceptual processes but relies on a number of other
processes (e.g., increased self-confidence) that can also
influence the judgment process. As long as methods are
used that measure judgment processes (and not percep-
tual processes) that in turn are open to other influenc-
ing factors, it should not be concluded that we are
dealing with visual distortions of perception. As a sec-
ond example, consider Pitfall # 3 (demand and
response bias). Here, Firestone and Scholl (2015)
pointed out that an experiment—Dbe it in the laboratory
or in the field—always takes place in a social context. It
follows that, for example, participants may be implic-
itly or explicitly influenced by the task or by the people
interacting with them (e.g., the study administrator),
which leads to contamination of the experiments and
their results. As a catchy example, the authors refer to
the backpack study by Bhalla and Proffitt (1999),
which we also discussed above. As a reminder, moun-
tains were estimated to be steeper (Bhalla & Proffitt,
1999; Proffitt et al., 1995) and distances greater (Prof-
fitt et al., 2003) when participants carried a backpack
or were exhausted. Proffitt suggested that the effect
occurs because mountaineering with a heavy backpack
causes more energetic costs (i.e., is more physically
demanding), and therefore perception changes, so that
the person wearing the backpack—implicitly or explic-
itly—makes an economic decision to act in this situa-
tion. Firestone and Scholl argued (with their argument
empirically based on numerous studies by Durgin and
colleagues; e.g., Durgin, Hajnal, et al., 2010; Durgin,
Li, & Hajnal, 2010) that the participants may have
shown—consciously or unconsciously—response
behavior that was influenced by their guessing the pur-
pose of the study. In other words, participants who are
asked to put on a backpack and then assess the steep-
ness of a mountain may ask themselves if the experi-
ment is designed to explore whether wearing a
backpack (and the associated increase in weight to be
carried) has an effect on the perceived steepness and
behave in accordance with the hypothesis. Numerous
studies have proven such effects in studies on embodied
perception (e.g., Woods et al., 2009). From this, numer-
ous methodological precautions can be derived for
future studies in order to avoid such distortions of
results: These range from the standardized application
of exit interviews to indirect measurement methods
and double-blind procedures.

In summary, embodied perception is a dynamic
field of research that historically rests on strong theo-
retical foundations. The importance of this research
for sport psychology, both in terms of theory develop-
ment and the generation of evidence-based recom-
mendations for practice (see Cafial-Bruland & van der
Kamp, 2012), is obvious when it comes to exploring
the extent to which possibilities for action (e.g., tal-
ented vs. less talented; fatigued vs. not fatigued, etc.)
are linked to or even influenced by visual perceptual
processes. However, to be able to issue evidence-based
recommendations, research must meet scientific qual-
ity criteria. As the methodological critique by Fires-
tone and Scholl (2015) shows, this is not (yet) the case.
At the same time, this results in the challenging task of
fulfilling these methodological requirements and of
establishing new methods that are capable of critically
examining theory-led findings. Speculatively, it should
be noted that—if the theoretical assumptions can be
empirically substantiated—the bidirectionality that
was discussed above for embodied cognition would
also open up a meaningful research perspective for
embodied perception research and sport psychology.
Theoretically, not only should possibilities for action
(e.g., sport motor skills) influence perception, but in
return, changes in perception should lead to changes
in motor control and in learning processes. For initial
empirical experiments in this direction, see Chauvel
et al. (2015) and Canal-Bruland, van der Meer, and
Moerman (2016).

6.5 What Does Embodied Cognition Mean
for Sport Psychology?

In the broadest sense, embodied cognition research in
sport psychology is applied where movements are real-
ized. A more radical view would even relate the benefits
of embodied cognition research to issues such as the ter-
mination of an athlete’s career, since sensorimotor infor-
mation from the body, possibly perceived unconsciously,
can potentially influence the cognitive and emotional
decision to retire. It is easier to investigate and theoreti-
cally deduce concrete changes in perception, for exam-
ple, if different previous sensorimotor experiences are
present. Above we have argued that the sensorimotor
theory of perceptual experience (O’Regan & Noég, 2001)
assumes that we perceive the world as we perceive it
because we learn sensorimotor contingencies between
our movements and the resulting perceived changes in
the environment. For sport psychology this statement is
applicable to all movement actions. For example, it
means that when an athlete in gymnastics learns a hand-
stand rollover over a springboard, they learn how the
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sensory information changes during their movement. A
relevant question for sport psychology is, for example,
which of the sensory changes caused by movement are
decisive for the learning performance of a certain skill?
In the case of a rollover, it could be that visuospatial,
auditory, and kinesthetic changes contribute to the
learning of the rollover to varying degrees (for an exper-
iment investigating the significance of certain visual
information such as springboard position and jumping
box in the case of a handstand rollover, see Heinen et al.,
2013).

In the following, we apply the findings of embodied
cognition research to specific questions in sport psychol-
ogy research. Instead of going into all the chapters of
this textbook in detail, we ask ourselves (sorted by prin-
ciples) where and how sport psychology research could
be changed. An important and new position for us is
that sport psychology or sports in general must not be
used as a testbed for embodied cognition research; this
research must be intrinsically motivated by what embod-
ied cognition research means for theory development as
well as empirical and applied practice in the field of
sport psychology. This has often been called for (e.g.,
Beilock, 2008) and bidirectional interactions between
cognitive and motor processes have been proposed (see
Hohmann et al., 2010, and articles in the special issue
[vol. 17, issue 4] of the German Sport Psychology Journal,
Cappuccio, 2015). We support these calls because in
sports we have the special situation of a well-structured
learning environment and the tasks often have a senso-
rimotor component. Furthermore, the expertise and
experience of athletes can be classified, and their perfor-
mance can be objectified in many cases. However, this
way of thinking has led to the expansion of embodied
cognition research into the field of sport psychology and
sports practice, without it being certain if the findings
will also bring about concrete changes in sport psychol-
ogy research or be of practical use in sports.

0 We therefore recommend answering four specific

questions:

== How can embodied cognition effects be specified?

== How can embodied cognition effects be quantified?

== What can embodied cognition not explain in sport psy-
chology?

== How can sport psychology incorporate embodied cog-
nition research in the future?

6.5.1 How Can Embodied Cognition Effects

Be Specified?

A specification of embodied cognition effects can be
made by answering the following questions: When (i.e.,
under what conditions or in what tasks) can effects be
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expected and when can they not (A.D. Wilson &
Golonka, 2013)? What sensorimotor differences between
individuals (e.g., in expertise research) suggest embod-
ied cognition effects (Raab & Werner, 2017) and in what
situations? Do embodied cognition effects have an influ-
ence both when movement and cognition are performed
simultaneously (online effects) and when they are per-
formed with a time lag (offline effects; Schiitz-Bosbach
& Prinz, 2007)?

For example, research on mental training in sports
often focuses exclusively on the influence of mental
training on movement (see Munzert et al., 2009).
However, there is little research on the extent to which
the performance of movements of the same kind
improves mental imagery accuracy (de Lange et al.,
2008). A field of research in sport psychology that
empirically pursues this idea is still in its infancy. For
example, Moreau et al. (2012) and Moreau et al. (2011)
have shown that motor training has effects on mental
rotational performance with different levels of senso-
rimotor expertise.

Another specification of embodied cognition
research that might be relevant for sport psychology is
whether cognitive processes in sports are influenced
equally or differently depending on whether one per-
forms the sport oneself (for an overview, see Hillman
et al., 2008), realizes specific directions of movement
(Loffler et al., 2018), intentionally or passively performs
the movement (Hartmann & Mast, 2012), or just imag-
ines it (Werner et al., 2019). A deeper analysis then con-
cerns, for example, differentiating movement intensities
to such an extent that, depending on the intensity, effects
on cognitive processes have a facilitating or inhibiting
effect (e.g., Drid et al., 2010).

Another important specification of embodied cogni-
tion research concerns the question of what movements
influence cognitive functions (Raab & Werner, 2017) and
what cognitive functions are specifically altered by
movements (Tomporowski et al., 2008). Furthermore, it
is important to examine to what extent person-related
factors influence specific effects of movements on cogni-
tive functions. For example, age-related effects are
increasingly but only recently been discussed (Loffler
et al., 2016; Rasmussen & Laumann, 2013).

6.5.2 How Can Embodied Cognition Effects
Be Quantified?

An important task for sport psychology is the descrip-
tion and investigation of the part of sensorimotor pro-
cesses that causes changes in cognitive processes in the
sport context and thus can proportionally explain the
complex behavior. Let us consider the complex behavior
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involved in a table tennis match. The ping-pong player
has to decide in a short period of time what movement
to perform (e.g., forehand or backhand stroke) and how
the movement should be realized (e.g., with or without
spin to the left or right corner). Classic theories describe
this behavior, for example, as selecting a motor program
and then applying specific parameters (Roth, 1989).
Such phase models are also known from the natural
decision-making literature (Klein et al., 1995), in which,
for example, the situation is first analyzed in order to
select a specific action, which is then implemented by
sensorimotor means (Vickers, 1992). The mapping of
these “what” and “how” parts of the movement to tac-
tics and technique in a complex table tennis situation
has been researched in cross-disciplinary endeavors
(Raab et al., 2005). Embodied cognition research now
argues against a sequential and phase-oriented descrip-
tion of this action. Rather, embodied cognition research
predicts that the selection of the “what” decision can be
influenced in advance by sensorimotor information
(Raab, 2017), for example, and possibly runs in parallel
(Cisek & Kalaska, 2005, for basic science studies). A
statement such as “but I can’t pass that far,” which is the
title of a research paper by Bruce et al. (2012) on
Australian football, shows that tactical decisions are
necessarily prespecified by sensorimotor components. In
our opinion, one question that is open to sport psychol-
ogy is the exact description of this relationship and a
quantification of the effects, since wheelchair users with-
out previous sensorimotor experience can also realize
specific perception and action tasks (Renden et al., 2014;
see also Aglioti et al., 2008).

o Sport psychology needs a better description and
investigation of the part of sensorimotor processes
that causes changes in cognitive processes so complex
behavior in the sport context can be explained pro-
portionally.

6.5.3 Why Does Sport Psychology Need
Embodied Cognition?

We have argued above that theoretical embodied cogni-
tion approaches can be assigned to so-called common
coding, internal model, or simulation theories (Gentsch
et al., 2016). These theories are also used for explaining
sensorimotor action in sport psychology research,
although often for other reasons (Munzert et al., 2009).
Thus, at least theoretically, and as far as movements in

general are concerned, there seems to be little reason
why sport psychology and embodied cognition cannot
jointly describe, explain, and successfully predict actions
that are relevant to sport psychology (Cappuccio, 2015).
On a second glance, however, some of the goals of basic
and applied research are fundamentally different, and
therefore we may need to reduce our expectations some-
what. If, for example, readers of this textbook search for
the keyword “embodied cognition” in the other chapters
of this textbook, they will find very few explicit refer-
ences. Rather, it seems that whole areas of research—on
motivation, emotion, personality, and social processes
in sports—can do without reference to embodied cogni-
tion. Even though we have argued above that sensorimo-
tor processes can be fundamental for other processes,
consideration of, for example, embodied emotion
research (Niedenthal, 2007) in emotion research in sport
psychology does not seem to take place or at least not
extensively. A few studies, for example, on choking
under pressure, now use the embodied cognition
approach to describe unresolved phenomena of behav-
ioral errors in sports. For example, Papineau (2015)
described the so-called yips phenomenon in golf (cf.
Lobinger et al., 2014) from an embodied cognition per-
spective, explaining why focusing on movement before
and during exercise can possibly account for behavioral
errors (Klampfl et al., 2013). Similarly, this reasoning
can also be applied to other areas of sport psychology.
In addition to the possible different goals and possible
lack of fit in certain areas of sport psychology, it may
also be that embodied cognition research needs to focus
on much more specific, complex actions in order to dem-
onstrate the above specifications, quantifications, and
explanations for sport psychology research.

How can sport psychology incorporate embodied
cognition research in the future? Predictions about the
future of research in the context of sport psychology are
not new and often reach far into the future. In the con-
text of embodied cognition research (Raab, 2017), for
example, sport psychology has predicted that the topic
of “mind and motion” will remain central until 2050
and will be characterized by stronger cooperation
between basic research and application.

Sport psychology, in all modesty, should also assign
itself the task of changing embodied cognition research
in other disciplines through research accentuated in
sport psychology. Sport psychology may be a good test-
bed that provides rich opportunities for an experimen-
tally oriented embodied cognition approach. We would
like to make a contribution to this endeavor.
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Learning Control Questions

Basic:

= How do you define embodied cognition?

== What is the difference between classical cognition
theories and embodied cognition approaches?
What’s new about it?

== (Can you explain the three perspectives on embod-
ied cognition (conceptualization, replacement,
constitution (Shapiro, 2011)?

== Can you list the embodied cognition approaches
and author names associated with them?

= What is your embodied cognition
approach? Explain why you like it the best.

favorite

Advanced:

= How do embodied cognition approaches differ
from each other?

== Which study designs and methods can be used to
assess the influence of movement on cognition?

== Which study designs and methods can be used to
assess the influence of cognition on movement?

== How can the influence of cognition on movement
be assessed?

== (Can you cite empirical evidence for the relationship
between movement and cognition? What study
convinced you the most and why?

Experts:

== (Can you describe in your own words two of the six
pitfalls listed by Firestone and Scholl (2016) (see
» Sect. 6.4.3) and explain what can be done to
counter them?

== To what extent and why could an embodied cogni-
tion perspective change sport psychology research?

= How can embodied cognition be used (or abused)
in coaching to influence performance in sports?

== (Can you think of a phenomenon in your favorite
sport which, knowing the contents of this chapter,
you see with different eyes?
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Learning Objectives

After reading this chapter, you should be able to...

Basic:

== Define motivation

= Qutline the major themes of motivation research in
sport

Advanced:

== Describe the phenomenon of motivation and different
goals in sport

== Name and characterize different theoretical approaches
to motivation

Experts:

== Critically consider measurement tools for goal orienta-
tion in sport

= Demonstrate how motivation in sport can be enhanced

7.1 Definitions and Scope

7.1.1 Motivation

If you enter the terms “motivation” and “sport” into an
online search engine, you will be overwhelmed by the
sheer number of entries. The popularity of the concept
of motivation and the breadth of its use reflect its impor-
tance for issues relating to health, athletic performance,
and general life contexts on an individual and a societal
level. Light needs to be shed on the question “What moti-
vates people to engage in sport?” and the question needs
to be considered from many different perspectives. In lay
language, many different synonyms are used for motiva-
tion like incentive, initiative, interest, passion, ambition,
and driving force. How much of this layman’s under-
standing is reflected in the scientific operationalizations
of “motivation?” The synonyms presented above share
one important aspect in common with the scientific con-
cept of motivation: the activating or energizing compo-
nent. Motivation is the driving force behind an action.

— Motivation

Motivation deals with explaining the direction, persis-
tence, and intensity of goal-directed behavior. Desired
goal states and what makes them attractive are the
explanatory variables and are what characterize moti-
vation (cf. Rheinberg, 2006).

In the above definition Rheinberg describes the essen-
tial and basic elements of motivation. Goal states can
be evaluated as positive and desirable, and therefore
individuals strive for these goals (e.g., feeling good
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after a long run through the forest). If, however, pursu-
ing the goal is evaluated negatively (e.g., profuse sweat-
ing and muscle aches while jogging), individuals will
avoid these goals. Positive and negative goal states have
an incentive character, which means they can either be
an incentive or disincentive for subsequent behavior.
Perceived or anticipated objects and events with an
incentive character (i.e., that are attractive) stimulate
action towards a particular goal (action goal, e.g., win-
ning a race or enjoying a team sport activity). In
> Sect. 7.2.2 we return to discussing the basic direc-
tion of behavior, i.e.,, approaching or avoiding an
action. Rheinberg’s definition also considers intensity
(how concentrated and effortful do I perform an
action, e.g., full training intensity or half-hearted
training) and persistence (e.g., how long can I keep up
the training, even if it becomes strenuous? Do I resume
training after a sports injury?).

7.1.2 Incentives and Affect

Let us now consider incentives in more detail. Theoretical
approaches dealing with incentives see affect as the core
element (McClelland, 1953; for a detailed description
see Beckmann & Heckhausen, 2018). Affect has a dual
role in the motivational process. On the one hand, the
execution of an activity and the goal state elicit an affec-
tive response. People may feel joy when jogging through
the forest and proud when they have completed the
10 km run in a good time. In this example, the affective
response has a rewarding effect and thus increases the
probability of similar future behavior, i.e., it encourages
the person to go jogging again in the near future. The
likelihood of behavior is lower if the activity or goal
state is associated with negative affect (e.g., aches, mus-
cle cramps at the finish line, unsatisfactory running
time). However, actual and current experiences are not
necessary to trigger motivation, but rather certain activ-
ities and goal states (which can be related to past experi-
ences, e.g., early childhood; » Chap. 9, Development of
Motives) elicit a specific affective response. More pre-
cisely, it is the anticipated, i.e., the expected, imagined
change of affect that acts as the incentive to engage in a
specific behavior (B Fig. 7.1).

© Motivation is the anticipation of a change of affect.
The change is caused by incentives that promise nega-
tive or positive goal states.

According to Kuhl (2001), affect has an additional func-
tion, namely, providing energy for actions. Positive affect
energizes action, whereas negative affect hinders action.
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O Fig.7.1 Interplay of
incentives, affect, and behavior

(Anticipated)
execution of
activity

The incentives for why people engage in sports some-
times seem to be quite strong. Some people get up at 5
a.m. every morning to go jogging before work, and
young elite athletes undergo strenuous daily training for
years in addition to attending school and putting up
with having very limited time for leisure activities. The
question inevitably arises where the sources for incen-
tives lie. It should be noted that physical activity can be
rewarding in itself. The desire to move our bodies drives
us to become active after phases of physical inactivity.
Being active holds inherent rewards such as kinesthetic
experiences. Another example includes feeling strong
and experiencing a change in body position when exe-
cuting a salto, which may be experienced as very plea-
surable and rewarding. Such states are reflective of
intrinsic motivation (» Chap. 8), and being completely
absorbed in an activity is described as a flow state
(Cszikszentmihalyi, 1975). Additional incentives for
performing an activity may relate to the outcome of the
activity, i.e., in the anticipated result. Examples of out-
come-related incentives include becoming or staying
healthy or to improve one’s appearance/figure (details
about flow and outcome- and activity-related incentives
can be found in » Chap. 8).

Abele and Brehm (1990) list ten motivation catego-
ries that reflect both outcome- and activity-related
incentives. The following are particularly relevant for
sport and exercise activities:

1. Health and fitness
2. Well-being (fun/feeling good, relaxing/counteract-
ing stress)
Appearance (having an athletic figure, losing weight)
4. Performance (effort/training, enhancing perfor-
mance, competition)
Kinesthetic experiences
Social experiences
7. Social networking (keeping in contact with old
acquaintances, making new acquaintances)
8. Experiencing excitement and trying out new things
in sport
9. Aesthetic experiences
10. Self-presentation
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response
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Even with strong activity incentives (e.g., for some peo-
ple, though not for all (!), jogging is inherently enjoy-
able) and outcome incentives (e.g., wanting to lose
weight for health reasons), it will sometimes be difficult
to get out of bed at 5 a.m. or to resist temptations to
skip behaviors needed to achieve one’s goals. Kuhl
(1983) suggested that additional processes must be
added to the motivation process in order to ensure that
an intention is translated to action and maintained until
the goal is achieved. These additional processes are
called volitional processes. Volitional skills are of great
importance, for example, in order to maintain the decade
long, extensive training required for an athlete to make
it to the top but also for keeping up regular physical
activity. Volition is described in detail in » Chap. 10.
The interaction of motivation and volition is theoreti-
cally anchored in the “Rubicon Model of Action
Phases,” which is described in more detail in » Chap. 10
and » Sect. 7.1.5.

7.1.3 Motivation as a Product of Person
and Situation: P x S Scheme

Following from the section above one could assume that
individuals anticipate that completing a challenging
sport task will fill them with joy and pride, and they
therefore will approach the task full of energy. However,
challenging and reward promising tasks do not incentiv-
ize all people equally. There are interindividual differ-
ences in incentive preferences. Some people prefer
challenges that promise pride (achievement motive),
others are more strongly attracted by social reward (e.g.,
experiencing team spirit, building friendships) in which
they feel in good hands and are happy (affiliation
motive), and yet others prefer situations in which they
experience power because they can lead and influence
others (e.g., coach, team captain, referee; power motive;
» Chap. 9). » Chapter 9 describes how different per-
sonality traits, the so-called implicit or explicit motives,
are based on different affects. The achievement motive,
for example, is based on pride; the power motive is based
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on feeling powerful and superior. Incentives therefore
do not have the same effect on all individuals but depend
on personal characteristics (e.g., motives). An individu-
al’s motivation to strive for a certain goal is determined
both by personal and situational factors (Heckhausen,
1989). Personal factors include, for example, motives,
needs, values, or goals. A motive (» Chap. 9) is a per-
sonality trait. A motive defines which incentives and
goal states an individual strives for and also has an effect
on an individual’s mood (McClelland, 1987). Part A of
@ Fig. 7.2 illustrates the person-situation-scheme (P X S
scheme), a basic model of classical motivation psychol-
ogy (Rheinberg, 2002). The lower part of the figure (b)
applies the model to the sport performance context.
Here, performance-related incentives interact with the
individual’s achievement motive and determines goal-
oriented action via the resulting performance motiva-
tion. Part B of B Fig. 7.2 also illustrates the terms
“activity-related incentive” and “purpose-related incen-
tive” and the affects associated with the activity and the
result of the activity.
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The motivation of a person to pursue a particular
goal depends on the interaction between personal
and situational factors.

7.1.4 Interaction of Desirability
and Feasibility: Expectancy x Value

The P X S scheme in Part A of B Fig. 7.2 can also be
considered the basic principle of expectancy X value
models (P X S) (cf. Beckmann & Heckhausen, 2018;
Feather, 1982). The basic assumption is that people
choose goals by offsetting the value, i.e., the attractive-
ness of the goal (e.g., success in a sporting task) against
the probability of being able to achieve it (expectancy).
If the incentive, e.g., the feeling of having achieved a
personal best, is high and the expectancy of being able
to achieve this goal is also high, training will be initi-
ated. The formula includes a multiplication which

-»‘4-. '-»‘«-.
l l

Achievement-
motivated Action

» Training * Training improvement
|:> * Measuring I::> 'St'angation
* Optimizing * Winning
® Losing

“Higher, faster, further”

/ Result of Action \

-

Activity-related Incentives
Affect while performing task

Purpose-related Incentives
Affects determined by result

G J

B Fig. 7.2 a Basic model of the classical motivation psychology (according to Rheinberg, 2002). b An example of the achievement context.
The figure also describes activity-related and purpose-related goals and affect
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means that if either the expectancy or the value is zero,
then the action does not take place because the prod-
uct is zero. Atkinson’s (1957) “risk taking model”
describes the choice of goals which can be more or less
“risky” in light of different failure probabilities. It thus
explains the level of aspiration in setting achievement
goals. Why do people, even if they have the same level
of ability, still choose goals differing in difficulty?
Some people choose easy goals (after 3 months of
training to be able to jog 3 km without stopping), oth-
ers goals with a medium difficulty (after 6 months of
training to complete a half marathon), and yet others
choose difficult tasks (after 6 months of training to
complete a marathon in 3:15 h). Atkinson’s model is a
formalized model of achievement motivation, in which
personal factors (the achievement motive) and situa-
tional factors (incentives and task difficulty) are taken
into account. The following self-reflection task pro-
vides you with a deeper understanding of the model.

Model of Achievement Motivation

In the following, the main statements of the “model
of achievement motivation” according to Atkinson
(1957) are presented. Read each sentence, look for an
example that personally applies to you, and then do
the reasoning using B Fig. 7.3. The help questions
already suggest an example. Nevertheless, try to find
an example that fits to you.
== The incentive for success increases with the diffi-
culty of the task. — blue line; help question: How
do you feel when you have completed a very easy

O Fig.7.3 Achievement
motivation as a product of
success incentive and the
probability of success in
differently difficult tasks
(modified according to Atkin-
son, 1957)

Achievement Motivation
medium high

low

task, and how do you feel when you have mastered
a difficult task?

== The likelihood of success decreases with increas-
ing task difficulty. — orange line; help question:
How likely is it that you will be able to run the
marathon in 3:15 h in half a year if you have not
even started to train?

== Performance motivation is highest in moderately
difficult tasks. This type of task has a medium
incentive and a medium probability of success. —
reversed U-form; help example: If you are aiming
for a running time that is slightly faster than the
time you have already run. The goal is demanding
but feasible and will result in positive affect.

In his model, Atkinson (1957) adds a personal factor
to explain the choice of tasks of varying difficulty. The
left part of the B Fig. 7.4 shows what already has been
explained. Atkinson assumes that the relationship
between the achievement motive and task difficulty
only applies when individuals have high hopes for suc-
cess. This refers to the approach component of the
achievement motive (» Chap. 9). Success-motivated
individuals are confident that they can succeed in tasks
and want to know how good they are and how much
they have improved. They therefore need a realistic ref-
erence to evaluate their performance standard. This
can be done with feasible (moderately difficult) goals.
On the other hand, people who are motivated by fail-
ure (or people with high fear of failure) fear being
unsuccessful. They shy away from tasks that could give

Success Incentive

easy

moderate hard

Subjective Task Difficulty
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O Fig. 7.4 Theoretical
prediction of the risk taking
model for individuals with hope
for success and fear of failure
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them a realistic appraisal of their abilities. They choose
tasks that are either too easy (these are likely to be
achieved, but one does not pride oneself in their
achievement) or too difficult (these are very unlikely to
be achieved, but since the task was too difficult, the
individual’s self-esteem is not threatened: “The task
was so difficult, no one could have succeeded”). This is
shown in the right side of B Fig. 7.4. The types of
goals that individuals motivated by fear of failure
choose may preserve their self-esteem, but by avoiding
moderately difficult tasks it makes it impossible for
them to receive a realistic appraisal of their own per-
formance level and can also lead to suboptimal perfor-
mance.

7.1.5 The Need for Motivation and Volition:
The Rubicon Model of Action Phases

Once the individuals have contemplated the attraction
and feasibility, and decided on a goal for action, they are
likely to act. However, as Kuhl (1983) pointed out,
action does not always follow these reflections. In other
words, some individuals have difficulties implementing
the intended action.

0 Key Points
Action initiation: Many people set New Year’s resolu-
tions (e.g., to lose weight) every year. However, more
often than not, individuals fail to act on these goals. In
other words, they experience problems translating their
intentions or goals into action.

Action maintenance: Many people experience diffi-
culties maintaining a goal-directed action over a longer
period of time. Often, they fail to overcome obstacles
(e.g., starting to train again after vacation, an injury,
or illness).

When discussing motivation one also needs to discuss
volition (choosing and evaluating the goal of an action).
Due to volition’s importance in the implementation of
athletic goals, » Chap. 10 focusses exclusively on this
topic (> Chap. 10). Please read the detailed information
about volition in sport in » Chap. 10. Here we only
briefly present the “Rubicon Model of Action Phases”
by Heckhausen (Heckhausen, 1989) which describes the
importance of differentiating between motivational and
volitional processes (detailed presentation in » Chap.
10). The “Rubicon Model” describes various phases and
their specific function within an action. The four phases,
which refer to both motivational and volitional pro-
cesses, are described in detail in » Chap. 10 (» Fig.
10.4). Here we would only like to address the terms
“expectancy,” “incentive,” and “affect” already men-
tioned above. Weighing the expectancy (e.g., can I
achieve the goal of going to the gym twice a week?)
against the incentive (e.g., how valuable is it for me to
achieve this?) leads to the formation of an intention, i.c.,
setting a goal (e.g., I want to go to the gym) if both
expectancy and intention are positive. In order to imple-
ment this goal, volitional processes are necessary (e.g.,
planning the implementation of the goal, persisting even
in the face of obstacles; » Chap. 10). The evaluation of
the goal (e.g., visiting the fitness studio or not) leads to
certain affective responses, which in turn influence
future action.
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Honer and Willimezik (1998) applied the “Rubicon
Model” to a variety of contexts and concluded that the
model is well suited to explain numerous behaviors in
sport, physical activity, and health. The model, for
example, has been applied in the health context (Fuchs,
2001; example of an intention: I want to lose weight), in
rehabilitation (Sudeck & Honer, 2011; example of an
intention: I want to carry on with my physiotherapy
exercises even after [ have been discharged from the hos-
pital), and in doping research (Kovar, 2009).

© Motivational and volitional processes need to com-
plement each other during physical activity and in
sports. Motivation determines the selection of goals
and the evaluation of results. Volition helps to keep
on moving towards the goals even when obstacles are
encountered.

7.1.6 Goals and Goal Concepts

A very important element of any action in sport is the
goal that is pursued. As the “Rubicon Model” outlines,
the formation of a goal intention drives the further
action. The goals, i.e., what is to be achieved or pre-
vented, guide the action and give it direction.

Goals

According to Hacker (1998), goals are more or less
conscious intentions of a person that refer to future,
desired results of their actions. At the same time, goals
contain cognitive representations of the desired results.

The goal concept—more precisely, the processes of goal
formation (e.g., expectancy X value models, goals as an
expression of motives), the analysis of structural char-
acteristics of goals, and the goal commitment (strength
of commitment to the goal)—is firmly anchored in psy-
chological research, e.g., in social, motivation, organiza-
tional, and personality psychology (for an overview see
Schiiler & Brandstitter, 2010).

0 Structural Characteristics of Goals

The following structural characteristics of goals are of

interest in psychological research, for example:

== Direction of goals (approach vs. avoidance goals,
» Sect. 7.2.2)

== Degree of agreement with underlying motives
(motive congruence, » Chap. 9)

= Degree of self-determination (» Chap. 8)

= Level of abstraction (specific goals; » Sect. 7.5.1,
goal theory)

= Type of success criterion (> Sect. 7.5.1, learning
vs. performance goals)

The goal setting theory which was originally developed
in the organizational psychology context is also fre-
quently used in sport psychology. Locke and Latham’s
“goal setting theory” (Locke & Latham, 1990; » Sect.
7.5.1) defines the characteristics that a goal must have in
order to be conducive to performance. The central
assumption is that difficult, yet realistic, specific goals
(“I want to improve my running time in the half mara-
thon by 5 min”) lead to higher performance compared
to undemanding or less concrete goals (“I want to do my
best!”). Specificity of goals is also central to “implemen-
tation intentions” (Gollwitzer, 1999; » Chap. 10) and
“action and coping planning” (Sniehotta et al., 2005).
For example, specific goal intentions (“I want to be more
physically active in order to stay fit and healthy”) are
better than no goals, because they create a certain goal
commitment, yet they are still not sufficient to result in
effective action. To result in action, goals need to be
planned and a cue (e.g., time or situation) tied to the
behavior (e.g., “Every Wednesday evening and Friday
afternoon I will go to the gym for a one-hour aerobics
class”). Coping planning helps to keep the goal on track
despite encountering obstacles (“If I have to work lon-
ger on Wednesday and miss the aerobics class (obstacle),
then I can jog home from work for half an hour
instead”). In applied sports psychology, goal setting is
an important tool to enhance self-regulation (> Chap.
20, » Sect. 7.5.1). The following section outlines goal
theories, which are frequently used in sport psychology
research. In this section it will become clear that setting
goals not only increases performance but also has an
influence on athletes’ well-being.

Performance-Motivated Actions
and Goals in Sport

7.2

This section introduces the most frequently applied
motivational theories and goal concepts in sports psy-
chology.

7.2.1 Achievement Goal Theory

It is assumed that achievement-motivated individuals
strive to demonstrate their abilities or competence in
performance-related sport situations (Nicholls, 1984).
In competitive sport, for example, the attraction is to
find out who performs best and how far performance
limits can be pushed (akin to the Olympic motto “faster,
higher, further”). The “achievement goal theory”
(Nicholls, 1984) differentiates between two distinct
motivational orientations in relation to competence. On
the one hand, athletes are motivated by situations where



Motivation and Goals in the Context of Sport and Movement

there is potential for social comparison or a competi-
tion. Success or failure is determined by comparing
one’s performance to that of others. This is called per-
formance orientation. A performance-orientated indi-
vidual wants to demonstrate his or her skills in front of
others and measure himself or herself against them. If,
however, the opponent’s performance is better, which is
very likely to happen in sport and is also uncontrollable,
then this leads to disappointment, frustration, and a loss
of motivation. This can also have a negative effect on
feelings of competence (Duda & Hall, 2001).

Other athletes are attracted by situations in which
they can learn something new or master a new task. This
is called task orientation. The aim here is for individuals
to develop competence and task mastery. Success or fail-
ure is not defined by the comparison with others but by
a comparison with one’s own performance. Task-
oriented athletes are concerned about improving their
own individual standards regardless of how they com-
pare to others, and they then to experience less fear of
failure and to perceive higher levels of competence
(8 Table 7.1).

0 The “achievement goal theory” (AGC; Nicholls,
1984) distinguishes between the following:
== Performance orientation (ego orientation; focus on
performance outcome and competition)
== Task orientation (mastery orientation; focus on
learning and mastering a task)

It should be noted that combinations of these two ori-
entations often exist. For example, athletes may show
both a high task orientation and a high performance
orientation, or both may be low. It is also possible to be

B Table 7.1 Two types of achievement goals. In addition to
Nicholls (1984), other researchers have also differentiated
two orientations towards achievement but named the goals
that result from these orientations differently. The terms
originate from different research traditions and fields of
application (e.g., education, sport), yet are conceptually
similar (see Ames, 1992, for details about conceptual

differences)

Nicholls (1984) Performance Task-oriented
goals goals

Elliot and Dweck (1988)  Performance Learning goals
goals

Duda (1987), Machr Ego- Task-

and Nicholls (1980) involvement involvement
goals goals

Ames and Archer (1988), Performance Mastery goals

Dweck (1986) goals

153

high in one orientation and low in the other (Nicholls,
1984). Further support for this perspective comes from
Hodge and Petlichkoff (2000) who conducted a cluster
analysis of goal orientation profiles in sport. Their
results revealed that groups emerged having motiva-
tional profiles that may be high on one orientation and
low on the other. Additionally, according to Hanrahan
and Cerin (2009), female athletes are typically more
task orientated than male athletes. Individual athletes
tend to be more performance oriented than team ath-
letes.

A high level of task orientation is associated with
greater enjoyment, intrinsic interest and satisfaction,
lower fear of failure, greater commitment to practice
and learning, and a greater willingness to invest effort.
For athletes high in task orientation, cooperating with
others is an important aspect of athletic success (Duda
& Nicholls, 1992), and they perceive their social rela-
tions as more positive than individuals with strong per-
formance orientations. Athletes high in performance
orientation believe that it is mainly their performance
that leads to success. Their reason for participating in
sports is to increase their social status through being
successful and achieving fame. However, performance-
oriented athletes also experience greater anxiety and are
less willing to invest effort when difficulties arise. For
them, sport is all about comparing their performance
with others and making an impression on others (Duda
& Hall, 2001; Roberts, 2001). In addition, performance
orientation seems to be correlated with deviant,
unsportsmanlike, and antisocial behavior in sport
(Kavussanu, 2006; Sage & Kavussanu, 2008; @ Fig. 7.5)
and with a more positive attitude towards doping
(Barkoukis et al., 2011).

@ Fig. 7.5 Performance orientation (ego orientation) as one of
many reasons for fouling in football
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7.2.2 Approach Versus Avoidance Goals

Another aspect of the “achievement goal theory” deals
with approach and avoidance goals (Elliot, 1999). It is
assumed that experiencing competence is not only deter-
mined by mastery versus performance orientation but
also by approach versus avoidance goals. Athletes can
either focus their attention on experiencing competence
(e.g., training regularly on a treadmill to improve endur-
ance) or on avoiding incompetence (e.g., going to the
gym regularly to avoid appearing unfit). Avoidance
goals constantly remind athletes of the negative conse-
quences. This can create stress and anxiety and reduce
the joy of pursuing goals. Furthermore, avoidance goals
can have a negative impact on self-esteem, feelings of
control, and competence perceptions. On the other
hand, athletes who set approach goals perceive them-
selves as competent and self-determined. A distinction
should therefore be made between performance and
mastery orientation as well as between approach and
avoidance goals. @ Figure 7.6 shows the four categories
that result when approach/avoidance is combined with
performance/mastery and the assumed effects.

© Examples of Combinations
In addition to task and performance orientation, the

“achievement goal theory” distinguishes between

O Fig. 7.6 Assumed effects of
performance approach,
performance avoidance, mastery
approach, and mastery
avoidance goals

- Highly competitive behavior
« Comparison with others

Performance <

approach and avoidance goals. This results in four

combinations, which are illustrated in the following

with examples:

= Mastery approach goal: “I would like to take part
in the community run to improve my personal best
time.”

== Mastery avoidance goal: “I want to participate in
the fun/community run to avoid running slower
than my personal best.”

== Performance approach goal: “I want to take part
in the race to win and beat my competitor.”

== Performance avoidance goals: “I will take part in
the race and don’t want to lose against my
competitor.”

A large number of studies have investigated the relation-
ship between goal orientations and sport. Approach
goals (both task oriented and performance oriented),
for example, are positively correlated with the physical
activity levels of university students (Lochbaum et al.,
2013). In contrast, avoidance goals (both task-oriented
and achievement-oriented goals) are correlated with a
variety of negative outcomes like anxiety and amotiva-
tion (Ommundsen, 2004). If the focus is to promote per-
formance, then the focus should lie on approach goals
(Excursus: Regulation Focus Theory).

Approach
A

- Developing new skills
« Attempts to understand tasks
- Devoting more time to tasks

« Procrastination
- Self-defeating behaviors
- Defensive pessimism

» Mastery

- Highly perfectionistic behaviors
- Performance anxiety

v

Avoidance
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The 2 (mastery, performance) X 2 (approach, avoid-
ance) approach (Conroy et al., 2003; Elliot & McGregor,
2001) has been expanded to a 3 X 2 approach (Elliot
et al., 2011) and has been applied to sport (Mascret
et al., 2015). In this approach, mastery goals have been
separated into self-based and task-based categories.
Self-based goals focus on how one is doing relative to
one’s own trajectory (e.g., degree to which one is
improving in sports), whereas task-based goals focus
on how one is doing relative to the absolute demands
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of the task or activity (i.e., to what degree the task has
been accomplished).

© Examples from the 3 x 2 Achievement Goal
Questionnaire for Sport (3 X 2 AGQ-S) (Mascret et al.,
2015) are as follows: In my sport my aim is ...
== Task approach goal: to perform well
== Task avoidance goal: to avoid performing badly.
== Self-approach goal: to do better than what I usually do
== Self-avoidance goal: to avoid having worse results than

I had previously

Side Story

Although the “regulatory focus
theory” (“RFT”) by Higgins (1997,
2000) is not by definition an achieve-
ment motivation theory, it still war-
rants mentioning here because it is
frequently applied in the context of
performance and shows similarities
with approach and avoidance goals.
This motivation theory deals with the
importance of self-regulation for goal
achievement. The basic underlying
assumption of the “regulatory focus
theory” is that people approach pleas-
ant things and tend to stay away from
unpleasant things. However, people
differ with regard to what they per-
ceive to be pleasant or unpleasant and
which goals they pursue. The RFT
distinguishes between two types of
self-regulatory foci for goal achieve-
ment, namely, promotion and preven-
tion. When the individual is focused
on promotion, attention is paid to

7.2.3 Questionnaires to Measure Goal

Orientations in Sport

striving for and achieving positive
states. People with a promotion focus
are concerned with maximizing prof-
its in the diverse areas of life (e.g.,
learning new sport skills, performing
successfully) and with self-fulfillment
(e.g., the best possible performance
development, kinesthetic  experi-
ences). Individuals with a promotion
focus are active, energetic, creative,
and occasionally also engage in risky
behaviors. In contrast, people with a
prevention focus are characterized
by being responsible and acting safe.
For them it is very important to act
in the way others think they should.
They are concerned with minimizing
losses (e.g., avoiding muscle loss in old
age). People with a prevention focus
are more passive, cautious, and con-
servative (they follow the rules). It is
assumed that these foci are relatively
stable personality traits. They must,

however, be distinguished from situ-
ational foci, which are triggered by
avoidance or approach situations.
Neither focus has a performance
advantage in sport in itself, but they
do influence athletes’ motivation
and goals. Typically, athletes tend to
have a chronic focus on promotion
rather than prevention (Unkelbach
et al., 2009). To optimize sport per-
formance, the decisive factor seems
to be whether the athlete is in a situ-
ation that is aligned with their stable
(preferred) focus. This is what Hig-
gins (2000) calls the regulatory fit
(RFT). Plessner et al. (2009) showed
that footballers benefited from a regu-
latory fit when performing penalty
kicks, and in their table football stud-
ies, Memmert et al. (2015) were able
to show that collective fit is also an
important predictor of team success.

7.2.3.1 Task and Ego Orientation in Sport

Questionnaire (TEOSQ-Sport)

Several questionnaires exist to measure goal orienta-
tions in sport. In this section we will present the “Task
and Ego in Sport Questionnaire” and the “Sport
Orientation Questionnaire.”

The “Task and Ego Orientation in Sport Questionnaire
(TEOSQ-Sport)” by Duda (1989) examines to what
extent the respondents are attracted by task-oriented or
competitive situations in sport. Seven items measure
task orientation and six items ego orientation. Items are
evaluated on a five-point scale, which ranges from
“strongly agree” to “strongly disagree.”
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Methods Box

The Task and Ego Orientation in Sport Questionnaire (Duda, 1989)

I feel most successful in sport when...

Strongly | Disagree | Neutral Agree | Strongly

Disagree Agree
1) I am the only one who can do the play or 0 1 2 3 4
skill
2) I learn a new skill, and it makes me want 0 1 2 3 4
to practice more
3) | can do better than my friends 0 1 2 3 4
4) The others cannot do as well as me 0 1 2 3 4
5) I learn something that is fun to do 0 1 2 3 4
6) Others mess up, but | do not 0 1 2 3 4
7) I learn a new skill by trying hard 0 1 2 3 4
8) | work hard 0 1 2 3 4
9) | score the most points/goals/hits, etc. 0 1 2 3 4
10) Something | learn makes me want to 0 1 2 3 4
practice more
11) I am the best 0 1 2 4
12) A skill I learn feels right 0 1 2 3 4
13) I do my very best 0 1 2 3 4

Orange = Items that measure ego orientation
Blue = Items that measure task orientation

7.2.3.2 Sport Orientation Questionnaire
(S0Q)

The “Sport Orientation Questionnaire” (SOQ; Gill &
Deeter, 1988) is a multidimensional, sport-specific mea-
sure of individual differences in sport achievement ori-
entations. Gill and Deeter (1988) distinguish between
three motivational orientations in sport, namely, com-
petitiveness, the desire to enter and strive for success in
sport-specific situations (6 items, e.g., “I look forward to
competing”); win orientation, the desire to win interper-
sonal competitive sporting events (13 items, e.g., “The
only time I am satisfied is when I win”); and goal orien-
tation, the desire to achieve personal goals in sport (6
items, e.g., “Reaching personal performance goals is
very important to me”). Each item is rated on a scale
from “1 = strongly disagree” to “5 = strongly agree.”

1. Fill out both questionnaires and calculate your
values for the subscales (see coding instruc-
tions).

2. Interpret what the values suggest regarding
your goals in sport.

3. Describe similarities and differences between
the two questionnaires and critically consider
which one is most suitable to your context.

Which inferences about sport participation can be
made on the basis of the questionnaire scores? Studies
applying the SOQ showed, for example, that competi-
tiveness is higher in competitive athletes than among
people who are not active in competitive sports (Elbe,
2004). In a longitudinal study with young elite
Norwegian athletes, Hellandsig (1998) showed that
high competitiveness and low win orientation values
positively predicted future athletic performance over
a period of 3 years. Honer and Feichtinger (2016)
used the SOQ for talent diagnostics in the German
Football Association and found that high competi-
tiveness and a high goal orientation could positively
predict football success over a period of 4 years
(» Chap. 23).
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Case Example: Applied Sport Psychology

During a sport psychology consultation session, a
17-year-old canoeist from the junior national team
complained that he lacked motivation in training and
expressed a desire to change this. His SOQ results
indicated normal range values in competitiveness and
win orientation. This means that he likes to measure
himself against others to assess his performance and
that winning was important to him. However, his goal
orientation scores were in the lower norm range sug-
gesting that comparing his performance with his own
previous performance seemed rather unimportant to
him. What is your suggestion for improving this ath-
lete’s motivation?

However, it is not only the athletes’ individual goals that
are important for keeping up regular training but also
the interpersonal atmosphere in the sports or training
group. Motivational climate describes the psychological
atmosphere that surrounds the athlete and is created by,
e.g., the coach.

7.3 Motivational Climate

The motivational climate in which a sporting activity
takes place can vary. A task-oriented climate is charac-
terized by a focus on learning, skill development, and
individual performance improvement. Mistakes are seen
as an important element of the learning process, and
learner effort and perseverance are rewarded. On the
contrary, a performance-oriented climate (also referred
to as an ego-oriented climate) is characterized by a focus
on winning, comparison with others, and punishment
of mistakes. A systematic review of the intrapersonal
correlates of motivational climates in sport and physical
activity (Harwood et al., 2008) based on more than
34,000 data sets revealed that a task-oriented climate is
associated with a variety of positive consequences for
motivation, including the experience of competence,
performance, intrinsic motivation, flow experience, and
self-esteem. In contrast, a performance climate in sport
is related to maladaptive strategy use, negative affect,
perfectionism, extrinsic forms of motivation and amoti-
vation, and reduced feelings of social relatedness and
autonomy.

The motivational climate in sport and physical activ-
ity has an impact on achievement goal setting of par-
ticipants. A task-oriented climate is associated with
task-oriented goals of participants, whereas a
performance-oriented climate is often associated with

157

performance-oriented goals of participants (Duda &
Hall, 2001). Wang et al. (2010) used structural equation
mixture modeling and demonstrated that the nature of
the motivational climate predicted the type of achieve-
ment goals, and subsequently students’ enjoyment in a
physical education setting.

7.3.1 Questionnaires to Measure Sport
Motivational Climate

The “Perceived Motivational Climate in Sports
Questionnaire” (PMCSQ) by Seifriz et al. (1992) (see
also) (Fry et al., 1993) assesses the motivational climate.
The questionnaire consists of two subscales, namely,
mastery (or task-involving) climate (“On this team, try-
ing hard is rewarded”) and performance-oriented (ego-
involving) climate (“On this team, the coach gives most
of his attention to the ‘stars’”). The “Motivational
Climate Scale for Youth Sports” (MCSYS; Smith et al.,
2008) is suitable for children and young adults and also
assesses both aspects of the motivational climate.

7.3.2 How Does One Change
the Motivational Climate in Sports
Groups? Motivational Climate
Intervention

The motivational climate influences participants’ moti-
vation and goals in sports and is strongly shaped by the
leader. Leaders in the sport context can include PE
teachers, trainers, and coaches. Such individuals are in a
position to influence behavior by cultivating either an
adaptive or maladaptive motivational climate. An unfa-
vorable motivational climate in a sports group is charac-
terized by instilling fear, being unempathetic, and
providing performance-contingent rewards, for instance,
and should be changed. Research on how to bring about
changes in the motivational climate have mostly been
investigated in the context of physical education and are
mainly based on Ames’ (1992) “TARGET model”
(8 Table 7.2). Interventions based on the TARGET
model focus on the tasks, the authority behavior, the
reward and recognition by the teacher, the grouping, the
evaluation as well as the time allocated for certain tasks.
Four of the elements of the “TARGET model” refer to
how the teaching content or units should be structured.
The other two elements of the model refer to the actual
teaching behavior. Studies show that teachers familiar
with the TARGET model are more successful at creating
a more task-oriented and less performance-oriented (or
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B Table 7.2 Elements of an intervention applying the TARGET model (based on Ames, 1992)

» Enable all students/players to participate in the activities

» Enable students/players to engage in own decision making (e.g., creation of own

Teachers/coaches should reinforce and encourage:

Tasks/exercises are performed in groups:
 Flexible grouping arrangements during/between lessons/training sessions
* Mixed groups (each group should include students/players which differ in ability/

» Explicit and frequent information about individual progress

Task: Content Tasks/exercises are characterized by:
Task design » Variety
* Novelty
» Challenging
* Meaningfulness
Authority: Content Tasks/exercises are designed to:
Decision-making process
goals, designing activities)
Reward/recognition: Behavior
Manner of distribution of * Individual effort
rewards  Persistence
Grouping: Content
Selection of working
groups
gender/ethnicity)
Evaluation: Behavior Teachers/coaches should give:
Manner of evaluation of
performance standards (Private, not public)
Time: Content

Pace of learning

Tasks/exercises should provide teacher/coach with:
» Time to give sound instructions for tasks to perform

Tasks/exercises should provide students/players with:
» Time for task completion
» Time for reflection of own improvement

ego-oriented) learning environment (Perlman & Goc
Karp, 2007). The “TARGET model” can be successfully
applied in physical education (Braithwaite et al., 2011).
Elbe et al. (2021) used the TARGET approach to change
the motivational climate in PE classes that had a high
proportion of pupils from a migrant background. The
change in the motivational climate was expected to
increase the pupils’ feelings of inclusion. The results
showed that the use of the “TARGET model” could
reduce the performance-oriented climate in PE lessons
and increase feelings of inclusion. These results are an
indication that a change in the motivational climate can
have a positive effect on group processes.

Smoll et al. (2007) conducted a different type of
intervention to change the motivational climate in bas-
ketball teams. In a 75-min training session, they
instructed coaches on how to strengthen positive behav-
ior, encourage mistakes, formulate positive suggestions
for improvement, and give understandable technical
instructions. The coaches were also taught how to avoid
punishing mistakes, how to create rules of behavior for
the team, and how to promote prosocial behavior
between players. This training at the beginning of the
season led to a higher perception of the task and a lower
perception of performance climate. Similarly, Ntoumanis
et al. (2018) explored the efficacy of a motivationally
informed antidoping intervention targeted at coaches

and found that, when compared with a control condi-
tion involving standard antidoping workshops, the ath-
letes of coaches in the intervention group were less
willing to take prohibited substances and reported lower
psychological need frustration. Coaches in the interven-
tion group also perceived greater effectiveness of
need-supporting behaviors, and reduced effectiveness of
need thwarting behaviors, pertaining to doping-related
situations. These findings highlight the potential of
incorporating principles of motivation in coaching, to
guide athletes towards more adaptive outcomes.
Another approach that is used to change the motiva-
tional climate is empowering coaching (Duda &
Appleton, 2016), which is discussed in more detail in
» Chap. 8. This program teaches coaches how to create
a task-oriented climate that simultaneously satisfies the
basic psychological needs for autonomy, competence,
and social relatedness. Irrespective of the motivational
climate that prevails in the sports environment and ath-
letes’ personal goals, it is possible in almost all sports
situations to experience either success or failure. These
are central elements of motivation, which will be dis-
cussed in the following section. In addition, peer moti-
vational climate has also shown to be of relevance in
predicting adaptive outcomes (Ntoumanis et al., 2012).
A longitudinal examination of adolescent athletes
revealed that task-involving peer and coach climates
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predicted more adaptive outcomes, highlighting the
need to consider peer influence in youth sport motiva-
tion (Ntoumanis et al., 2012).

7.4 Dealing with Success and Failure:

Attribution Theory

Athletic success (e.g., finally mastering a difficult floor
routine in gymnastics, winning the 100 m sprint) and
failure (e.g., constantly falling off the balancing beam,
being the last one to finish a race), which can be observed
particularly well in professional sport on television,
obviously result in affective reactions such as pride,
euphoria, shame, or disappointment. Success and fail-
ures thus have a decisive influence on the future motiva-
tion to engage in exercise and sports. Attribution
theories (Heider, 1958; Kelley, 1973; Weiner et al., 1971)
are cognitive theories and are based on the assumption
that individuals do not just simply accept their successes
and failures but try to find explanations for them.
Attribution theories describe the information that is
used to explain cause-effect relationships. The various
justifications for successes and failures can be described
using the dimensions locus of causality (within the per-
son: internal; outside of the person: external) and tem-
poral stability (stable, unstable). Typical attributions for
success which combine the two categories are effort
(internal, unstable), ability (internal, stable), luck (exter-
nal, unstable), and task difficulty (external, stable).
Examples of attribution for failures include lack of
effort, lack of talent, bad luck, and the task being too
difficult. @ Figure 7.7 illustrates the different types of
attribution. Robinson and Howe (1989) investigated
athletes’ attributions and found that they have a major
influence on their subsequent affective reactions. After a

O Fig.7.7 Reasons for
achievement results according to
Weiner et al. (1971)

stable

Stability

unstable

Internal
(Person)

== o
l J
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competition, for example, athletes can experience pride,
shame, or anger. Athletes feel proud when their success
can be attributed to effort (“the athlete trained hard”).
If an unexpected failure is attributed to a lack of talent,
then athletes will experience shame (“not as talented for
gymnastics as expected”). Joy is felt especially when the
success was unexpected or occurs by chance, whereas
anger is felt when unexpected failures are attributed to,
for example, a task that was too difficult. These emo-
tions in turn impact athletes’ future motivational states
in training and competitions. The dimension “locus of
causality” (internal vs. external) determines the emo-
tions following success or failure. B8 Figure 7.7 also
shows:
= The dimension of stability determines future expec-
tations. If a person considers the cause of the success
or failure to be stable, he or she will expect the same
result in the future.
== The dimension locus of causality, on the other hand,
determines affect. If a person considers himself or
herself responsible for a success or failure (internal),
strong positive affect occurs (e.g., pride, joy, guilt,
sadness). If external causes for the failure can be
found, then the affect intensity will be lower.

Two examples: Susanne experiences success in her PE
lesson in gymnastics. After practicing for a long time,
she manages to do a handstand on her own for the first
time. If she attributes this success to a stable cause,
namely, her good athletic abilities, she will expect this
success to be repeated as she learns other gymnastic
skills. She will be motivated and confident to face fur-
ther tasks in her gymnastics lessons. She may even ask
her parents if she can join a gymnastics club. However,
if Tim attributes his successful salto on the trampoline
to luck, he will not expect to succeed in the next jump.

Locus of Causality

External
(Environment)

1

Affect
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O Fig. 7.8 Which attributions does this gymnast make for his
unsuccessful routine on the high bar?

This successful salto will have no effect on his future
motivation nor on his self-confidence. It is rather
unlikely that he will develop an interest in learning more
trampoline tricks or in becoming a member of the tram-
poline club. These examples show that the dimension
“temporal stability” (stable, variable) determines expec-
tancy of future success and failure. Expectations are
important determinants of future motivation to engage
in sport, in addition to affect (which result from internal
or external attribution) (B Fig. 7.8). However, attribu-
tions are also made after unsuccessful performances in
gymnastics. Failure can also be attributed to a stable
cause (e.g., low ability), which is unconducive for self-
confidence and motivation. It would be preferable to
attribute failure to a variable cause, since this does not
have such negative consequences on the individual’s
self-evaluation. Blaming bad luck (variable and exter-
nal) for failure is beneficial for one’s self-esteem but may
not be conducive for learning how to avoid failures in
the future (bad luck cannot be influenced). Therefore, a
variable, but internal, attribution like a “lack of effort”
is more appropriate in learning contexts. Although it
blames the person for the failure (“I may not have
trained enough”), it gives a direction for future behavior
(“If T practice more next time, I can succeed”).
Attributions are also determined by the achievement
motive. The achievement motive distinguishes between
hope for success and fear of failure (» Chap. 9) and
impacts the attribution styles. Individuals with a strong
hope for success primarily feel responsible for their suc-
cess, whereas individuals with high fear of failure mainly
focus on their failures (Heckhausen, 1989). In case of a
failure, success-motivated individuals attribute it to a
lack of effort. This does not challenge their self-worth
as much as a stable attribution (e.g., “I simply have no
talent”), and individuals will expect to be successful in

the future (“If I try harder next time, it will work out™).
In other words, individuals remain confident about
being successful. In contrast, failure-motivated individ-
uals tend to blame their (stable) lack of talent for their
failure (“I'm too stupid to understand that. I will never
be athletic”) which has negative consequences for their
self-worth. This leads to negative affect and reduces
future success expectations, because a stable factor can-
not be changed quickly or at all. Weiner (1986) later
added the dimension of controllability to the two
dimensions introduced above: locus of causality and
stability. Are the causes of success or failure controlla-
ble? According to Rees et al. (2005), controllability is
the decisive factor when attributing failure. Irrespective
of whether the cause of a failure lies inside or outside of
the person, the question of whether the cause can be
controlled or not is of the utmost importance for subse-
quent affect.

You won a swim race. What are the reasons for this

success? How do you attribute this success? You can

attribute success to the following causes:

== Your swimming talent is the reason why you won
(internal, stable, uncontrollable).

== You were lucky (external, variable, uncontrolla-
ble).

== You invested a lot of effort (internal, variable,
controllable) in the last 10 m.

== You won because the opponents in the 50 m are
weak (external, stable, uncontrollable).

== You paced the race well (internal, variable, con-
trollable).

== Your opponents had poor endurance (external,
variable, uncontrollable).

You struggle to go to the gym regularly and therefore

cancel your membership. You can attribute your fail-

ure to exercise regularly to the following causes:

== Youre no good at exercising (internal, stable,
uncontrollable)

== The ridiculous fitness trainers who work there
(external, variable, uncontrollable).

== Your back pain (internal, variable, controllable in
principle).

== The gym is too far away from your home (exter-
nal, stable, uncontrollable).

= Your lack of effort (internal, variable, controlla-
ble).

== The high membership fees (external, stable,
uncontrollable).
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Hanrahan and Cerin (2009) investigated gender,
sport type, and level of participation differences in ath-
letes’ attributions. Individual sport athletes made more
internal, stable, and global and less externally control-
lable attributions for positive events, and more internal
attributions for negative events, than team sport ath-
letes. Female competitive athletes made less global attri-
butions for positive events than recreational athletes.
This difference, however, could not be found in male
athletes. Competitive individual athletes, not team ath-
letes, made less global attributions than recreational
individual athletes. These results indicate that sport psy-
chologists might want to especially focus on team sport
athletes to help them form favorable, performance-
enhancing attributions. But what is a favorable,
performance-enhancing attribution?

7.4.1 Self-Serving Attributional Bias

When finding reasons for one’s own success and failure,
a hedonistic distortion tendency can be seen, albeit more
typically for Western cultures. In other words, people
tend to see the causes for their successes coming from
within, whereas failure is attributed to external factors.
This attribution pattern, namely, to attribute success to
oneself and to regard the causes for this success as stable
and controllable, and to explain reasons for failure as
unstable and uncontrollable, fits to peoples’ general ten-
dency to perceive themselves in an overly favorable man-
ner. This phenomenon is called “self-serving bias”
(Miller & Ross, 1975) and aims at building up or enhanc-
ing one’s positive self-esteem. A cognitive technique that
contributes to self-serving bias is self-serving attribu-
tions (attributing success to oneself and failure to exter-
nal factors). They can be observed among individual
and team sport athletes as well as among sport specta-
tors (Allen, 2012). As already mentioned, success-
motivated individuals (high in the hope-for-success
component of the achievement motive) show exactly
this attribution pattern.

Studies about self-serving attributions in sport show
that other factors also have an influence on how fre-
quently they occur. Male athletes more often form self-
serving attributions than female athletes (Green &
Holeman, 2004). This is explained by gender differences
with regard to personality and indicates that women are
characterized by greater conscientiousness and emo-
tional stability (Allen et al., 2011). Furthermore, sport-
ing experience seems to have an influence on how often
self-esteem-promoting attributions are made. The lon-
ger people are involved in sport and the greater their
sport abilities, the less likely they are to attribute in a
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1995;
Hamilton & Jordan, 2000). The self-serving bias has the
advantage of building up or maintaining positive self-
esteem. The disadvantage, however, is that learning from
mistakes is hindered because only external factors are
considered when explaining failure.

self-serving manner (Grove & Prapavessis,

7.4.2 Team-Serving Attributional Bias

In team sports there is a specific type of attribution also
known as group or team-serving attributional bias
(Greenlees et al., 2007; Taylor & Doria, 1981). After
success (e.g., winning a game), individuals are more
likely to make internal, stable, and controllable attribu-
tions for the team’s performance (e.g., good strategy,
successful teamplay). In contrast, after failure, group
members are more likely to use attributions that protect
a positive image of the team. Specifically, team members
are more likely to use external, unstable, and uncontrol-
lable factors to explain poor performance (e.g., losing a
game) such as unfair referees and cheating of oppo-
nents.

Individual and team sport athletes differ in their
attribution style. Individual athletes tend to attribute
more internally than team athletes. This means that indi-
vidual athletes tend to feel solely responsible for their
performance and rarely believe that external factors
influenced their behavior. Instead of looking for reasons
for success and failure in themselves, team athletes are
likely to look for attributions in relation to the team
(Allen et al. 2011; Shapcott et al., 2010). This means that
team athletes make both self-serving and team-serving
attributions (Sherman & Kim, 2005).

7.4.3 Attribution Training

Self-serving attributions can strengthen self-esteem, yet
they can also prevent individuals from learning from
their mistakes. Attributions play a key role for well-
being and athletic performance (e.g., “I earned this win
due to my hard work”; “I am capable of performing
well”). It is worth noting that attributions are thoughts
that can be altered. One method of changing attribu-
tions is attribution training. In attribution training, ath-
letes are trained in how to change their attributions so
that they have a positive effect on, for example, effort,
future motivation, or success. In attribution training,
athletes must first become aware of their attribution
style. How do they attribute success and failure? If, for
example, an athlete attributes success exclusively to
external factors (e.g., luck) and failures to internal fac-
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tors (e.g., “I lack talent”), this can have a negative impact
on the athlete’s sport motivation and self-esteem. It is
therefore important to work with the athlete to ensure
that success is attributed to internal factors and failure
to external factors. It is particularly useful to pay atten-
tion to effort. Effort is a controllable attribution which
athletes can influence and regulate themselves. If a fail-
ure is blamed on a lack of effort, then this can be
improved next time. Attribution training can also be
applied in team sports. Here one can work on attribut-
ing failures to controllable factors, e.g., lack of effort or
a bad strategy. For teams, the recommendation is to
focus on internal, controllable, and unstable attributions.

7.5 How Can Motivation for Physical

Activity and Sport Be Enhanced?

One of the most important questions with regard to
physical activity and sport is how to ensure that indi-
viduals remain active throughout their lifespan.
Motivation is often questioned when physical activity
levels are low. Within physical activity promotion the
central question is how to motivate individuals to be
regularly physically active (» Chaps. 10, 15, and 25). In
competitive sports, the question is how athletes can stay
intrinsically motivated, experience well-being, and per-
form their best.

7.5.1 Goal Setting Training

Goal setting is one of the most widely used motivational
techniques. According to Locke and Latham’s (1990)
“goal setting theory” introduced above, successful goals,
1.e., those that are more likely to be achieved, are charac-
terized by being difficult, yet attainable, and specific.
Setting ambitious and clearly formulated goals increases
the probability of achieving them. Furthermore, setting
specific and difficult goals leads to increased attention,
effort, and persistence which is likely to result in better
performance.

o Important
The central assumptions of the “goal setting theory”

were empirically tested in many studies (Locke &

Latham, 2006):

== The effect of setting difficult goals: Setting difficult
goals results in better performance than setting
easy goals.

== The effect of setting specific goals: Setting specific
goals results in better performance than the setting
of vague, unspecific goals or compared to setting
no goals at all.

Furthermore, one distinguishes between different types
of goals, namely, outcome, performance, and process
goals.

— Definition

Outcome goals in the sport setting involve striving for
results in a competition, e.g., a certain placement in a
race or a specific rank in a league table.

Performance goals refer to striving for a perfor-
mance in relation to a standard or reference level set by
the athlete. Individual performance parameters refer
to self-referenced standards of performance. They
refer only to the athlete herself/himself. Examples
include a 10-min improvement in a marathon run or
an increase in the number of repetitions on the leg
press to 35.

Process goals allude to how certain skills or strate-
gies are implemented and deal with the qualitative
execution of an action. Examples of process goals
include a good feeling in the foot during a jump or a
calm or regular steady breathing while jogging.

Research on how successful goal training is and which
goals are most suitable for achieving excellence is not
entirely consistent (Burton et al., 1998). However, this
may be a result of contextual differences, such as train-
ing and competition situations, which have been previ-
ously neglected (Weinberg et al., 2000). Additionally, the
effect of goal training is likely to vary as a function of
several factors such as goal proximity, commitment,
specificity, difficulty, and feedback (Kingston & Wilson,
2008). One reason for the difficulties of transferring the
results of Locke and Latham’s general “goal setting the-
ory” to the sports context is that their theory was devel-
oped in organizational psychology, a field in which goals
are often set externally. However, compared to the
employment sector, sport is a voluntary activity, and
therefore goals tend to be self-chosen (rather than exter-
nally determined).

o In sport, goal setting training has proven to be a suc-
cessful technique for increasing performance. It is
advantageous to
= Set difficult and specific goals
= Link short and long-term goals
== Pursue a combination of different types of goals

(e.g., outcome, process, and performance goals;
Burton & Weiss, 2008)

An example of an advantageous goal likely to increase
performance would be: I want to run a half marathon in
Zurich in 6 months with a time that is less than 2 h. This
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O Fig.7.9 Partial goals when
planning to run a marathon

Partial goal after one month:
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Goal: | want to run a marathon!

| can run for one hour at a time without

Partial goal after three months:

stopping by the end of this month

In three months, | want to run for two

Partial goal after four to six months:

hours without having to stop

In four to six months, | want to fine tune

is a difficult, specific long-term goal. The achievement
of this goal can be supported by formulating process
goals (e.g., to develop a good running feeling during
training) and result goals (e.g., to be in the midfield with
my running time in Zurich). Since the overall goal is
long term, its achievement can be further supported by
formulating partial goals (8 Fig. 7.9).

Studies show that many athletes independently set at
least two different types of goals (Jones & Hanton,
1996). Outcome-oriented goals can, under certain cir-
cumstances (e.g., if they only refer to the place/rank),
lead to increased anxiety levels and even to withdrawal
from the competition. Kingston and Hardy’s (1997)
study, for example, showed that golfers who formulated
process goals (e.g., focus on an even swing) were better
able to concentrate and control negative thoughts than
golfers who had result-oriented goals (e.g., fewer strokes
than my competitor). Furthermore, process goals, as
opposed to outcome and performance goals, are a strong
positive predictor of a psychological flow state (Kingston
& Goldea, 2007), which has several benefits in terms of
sport performance and well-being. Goals can also have
a negative impact on performance. If the individual
commits to goals that they think are unrealistic because
their confidence to succeed is low, it may lead to fear of
failure. In goal setting training it is therefore crucial that
athletes set goals that they accept themselves and which
can be internalized. Research indicates that a multi-goal
strategy with a balance between outcome, performance,
and process goals leads to the best performance (Filby
et al., 1999). In addition, athletes must learn which type
of goals are best suited at which time points and for the
achievement of which goals. It is also important to
divide goals into subgoals and to distinguish between
short-, medium-, and long-term goals. Goals should
always be set in a SMART way.

my running speed and technique

| can run a marahon race!

© How SMART Is Your Goal?
SMART goals (Bull et al., 1996) are more likely to be
successfully translated into behavior if they are:
== Specific (instead of inaccurate/global)
= Measurable (How do I determine goal progress?)
== Attainable (adapt it to the circumstances)
== Realistic (Are my abilities and my time budget
sufficient?)
== Time-bound (deadline)

More recently, MacLeod (2012) has argued in favor of
“making SMART goals SMARTER,” by also making
goals “engaging” (creating a sense of ownership and
involvement) and “rewarding” (providing a sense of
accomplishment or purpose).

7.5.2 Setting the Right Goals:
Self-Concordance Model

The “self-concordance model” (Sheldon & Elliot, 1999)
focuses on the significance of self-chosen goals. The
“self-concordance model” describes the relationships
between the selection, pursuit, and achievement of
goals. The model distinguishes between self-determined
and extrinsic goals. As the model is based on the “self-
determination theory” (Deci & Ryan, 1985; » Chap. 8),
a distinction is made between intrinsically and extrinsi-
cally motivated goals. The core statement of the model
is that goals fit more or less well to individuals (i.e., to
the self) (hence “self-concordance™). People are more
likely to choose and pursue goals that align with their
fundamental interests and values. Goals that reflect a
person’s personal interests, desires, and needs are called
self-concordant. Non-self-concordant goals can be
either externally (e.g., the goal to be the best athlete on
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the team because parents expect it) or internally con-
trolled (e.g., setting the goal to have big muscles to
impress others). The concordance or discordance of a
goal directly influences the processes of goal pursuit and
achievement (e.g., joy or unhappiness when pursuing
goals) and also has psychological consequences (e.g.,
well-being) when achieving the goal. The inception-to-
attainment process describes the influence of self-
concordance on goal achievement. Goals that are highly
self-concordant trigger more sustained effort in the goal
pursuit than a goal that is not self-concordant. As a
result, self-concordant goals increase the probability of
goal achievement. According to Sheldon and Elliot
(1999), the pursuit of autonomous (i.e., self-determined)
goals is more enjoyable and promotes the achievement
of goals through a stronger commitment to goals.
Controlled goals can also evoke positive intentions and
a certain willingness to invest effort, but the energy for
goal achievement dissipates more quickly, particularly
when obstacles arise (Sheldon & Elliot, 1998). In this
model, the link between goal achievement and well-
being is explained by a second subprocess (attainment-
to-well-being  process). The  achievement  of
self-concordant goals leads to experiencing the satisfac-
tion of psychological needs and thus to greater well-
being (B Fig. 7.10). This in turn increases the probability
of similar future goal striving and goal achievement.
Well-being is fostered when the basic psychological
needs for autonomy, competence, and relatedness are
satisfied (» Chap. 8). In contrast, controlled goals are
unlikely to lead to experiences of well-being, regardless
of whether they are achieved or not, because they do not
satisfy the basic needs.

Smith et al. (2011) conducted a season-long investi-
gation testing the assumptions of the self-concordance
model in the sport context. Structural equation model-
ing showed that autonomous goal motives at the start of

O Fig. 7.10 Goals that are self-concordant lead to greater effort
and increase the probability of goal achievement and well-being
(Foto from: Sandra Sach)

the season were associated with mid-season effort, which
ultimately predicted goal attainment at the end of the
season. This attainment was positively associated with
changes in psychological need satisfaction and well-
being. The findings also revealed that autonomous and
controlled motives predicted task-oriented and disen-
gagement-oriented coping strategies, respectively, which
in turn was differentially linked with effort.

7.5.3 Setting Team Goals

The “self-concordance model” mainly addresses indi-
vidual goal setting. However, setting goals is not only
important in individual sports but also in team sports.
For example, the team, including the coach, can deter-
mine together which goals are to be pursued in the
upcoming season. According to the “goal setting the-
ory” (Locke & Latham, 1990), these goals should be dif-
ficult, specific, and approach oriented (i.e., not an
avoidance goal in the sense of “we don’t want to rele-
gate”). Furthermore, every player can formulate his or
her goals with the team and his or her goals in the team.
A distinction is made between goals set by the individual
(e.g., “I want to make successful passes 75% of the
time/I want to assist in at least one goal scored in each
game”) and goals set jointly by the team (e.g., “We want
to have possession of the ball for at least 60% of the
game”). The former includes both individual personal
goals and individual group goals; the latter includes
team goals for an individual team member and team
goals targeted to the team. Ultimately, especially in team
sports, the setting of group goals is imperative for ath-
letic performance because it can mobilize team spirit
(van Mierlo & van Hooft, 2020). In addition, the phe-
nomenon of “social loafing,” i.e., hiding behind the
team and letting others do the work, is counteracted
(Burton, 1993). However, with all the positive effects
goals can have, one should also be aware of potential
dangers. This may include an increase in the willingness
to take unnecessary risks caused by unrealistic goals.
Stress can also arise if the goal is not achieved and con-
sequently self-confidence is undermined. Setting goals
that are too easy can be just as problematic as setting
unrealistically high goals. If an athlete has set herself/
himself the goal of reaching the semifinals at the
Olympic Games, perhaps this might be a fairly easy goal
for her/his capability, and she/he may be content with
this performance, while she/he might actually possess
the potential to win the gold medal but does not achieve
this due to setting a goal too easy for her/his capabilities.
Goals may also narrow one’s attention so that areas
unrelated to the goal are ignored. This tunnel vision can
have a desired effect for goal achievement, but it can also
lead to important information being missed. Essentially,
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athletes should be encouraged to set meaningful or self-
concordant goals and to aim high but realistic. After the
competition, however, the result is evaluated in a realis-
tic, rational way in order to learn from it and develop
one’s skills and performance further.

7.6 When Goals Are Unattainable

Regardless of how strong the motivation for a particular
goal is, there are goals that remain unattainable despite
investing the greatest effort. In sport, there are many rea-
sons for this, such as being injured or being unable to
train due to illness. In addition, external factors, such as
the loss of sponsors or not being drafted for the team,
can play a role. Unattainable goals place a great burden
on athletes. Overall, however, there has been little
research to date on how to support athletes in this diffi-
cult situation. In competitive sports, letting go of a goal
is often seen as a sign of weakness, because goals are set
to be achieved. Athletes are constantly encouraged to
reach their goals and to stretch their personal limits in
order to achieve them. In particular, athletes with a high
fear of failure may be very persistent in their goal pur-
suit, even if attainment is highly unlikely. Athletes high
on fear of failure are more likely to set goals that have a
very high (or very low) probability of success (> Sect.
7.1.4, “Risk Taking Model”). Therefore, coaches should
strategically discuss with their athletes how they can best
manage their limited resources and how to channel their
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energy. When goal pursuit seems hopeless, goals should
be abandoned, and then strategies should be applied
which focus on using the resources in other areas.

Motivational orientations play a key role in goal dis-
engagement. Ntoumanis et al. (2014a, 2014b) and Smith
and Ntoumanis (2014) show that it is particularly diffi-
cult to abandon autonomous, i.e., self-determined goals.
Autonomous goals are pursued with more energy and
stronger personal commitment, and an abandoning of
autonomous goals seems to be associated with increased
rumination and greater difficulties. Recent findings from
Ntoumanis and Sedikides (2018) challenge previous rec-
ommendations to pursue goals relentlessly, instead sug-
gesting that it may be important to identify when to
abandon a goal and allocate resources towards a more
realistic and achievable alternative goal. The ability to
identify whether a goal is attainable is influenced by an
individual’s motivation for goal striving and a
goal-regulatory technique called “mental contrasting
with implementation intentions.” Based on these find-
ings, Ntoumanis and Sedikides (2018) proposed a tri-
partite model of goal striving encompassing goal
motivation and goal regulation. However, both the
active disengagement from current goals and the choice
of alternative goals can have a positive effect on well-
being. In summary, both goal commitment and goal dis-
engagement have important well-being and performance
consequences (Excursus: Ending a career in competitive
sport).

Side Story

Career Termination in Elite Sports
An event that can be associated
with great difficulties in goal dis-
engagement is the termination of
a career in elite sport. Historically,
career termination has been described
as a negative, sometimes even trau-
matic, life event (e.g., Stambulova
et al., 2009). This life event requires
great changes and reshaping one’s own
identity. Athletes have spent most of
their time training and competing and
have subordinated everything else in
their lives to their sport goals. Studies
on career termination in elite sports
describe a variety of problems that
can accompany this event, such as
an identity crisis, emotional difficul-
ties, and a decline in self-confidence
and satisfaction. A number of stud-
ies have shown that about 15-20% of
athletes experienced their career end

as problematic or showed clinically
relevant traumatic stress or needed
psychological support (Alfermann,
2000; Lavallee et al., 2000; Wippert &
Wippert, 2008). However, the sever-
ity of the problems seems to depend
on when and why a career ended. For
example, a distinction is often made
between voluntary and involuntary
reasons for termination and between
planned and unplanned career termi-
nation (Alfermann et al., 2004). The
personal consequences also depend
on whether the reasons for the career
termination lie within or outside
of sport. The distinction between
voluntary and involuntary career
termination has received the most
attention so far. Studies conclude that
a planned and voluntary retirement
leads to a smoother transition with
fewer emotional changes and social

problems than an unplanned or invol-
untary career end (e.g., Young et al.,
2006). On the other hand, research
also shows that around 80% of com-
petitive athletes cope well with the
transition out of sport in general.
Indeed, Alfermann (2000) suggested
that the end of a career should be
seen as an opportunity for personal
development. Nevertheless, competi-
tive athletes show great interindivid-
ual differences in the phase of career
termination. They should receive sup-
port in detaching themselves from
their goals if, for example, the end of
their career occurs unexpectedly and
involuntarily, for example, due to an
injury. Furthermore, competitive ath-
letes can be supported in actively set-
ting new goals in other life contexts.
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o Goal commitment and goal disengagement are
important motivational processes that impact well-
being and performance.

7.7 Recommendations for Practice

This section provides recommendations for practice. It

describes how to support the motivation of athletes. The

tips are based on the theories presented in this chapter.

1. Choose the right goals: When selecting sport goals,
“I proximity” should be taken into account, follow-
ing the “self-concordance model.” Goals should sat-
isfy the basic psychological needs for autonomy,
competence, and social relatedness. Selecting goals
that satisfy the basic needs also promotes athletes’
psychological well-being. Coaches can support ath-
letes to set goals that are in line with their psycho-
logical needs by taking interest in athletes’ welfare,
and showing care and concern, as opposed to dis-
missing athletes’ abilities, belittling them, or simply
remaining unresponsive and indifferent towards their
athletes (Bhavsar et al., 2019). This can be cultivated
through intervention programs (Ntoumanis et al.,
2018). Additionally, coaches should be careful when
setting extrinsic goals. Athletes are encouraged to
pursue autonomous goals. Autonomous goals are by
definition meaningful, and they will be able to iden-
tify with them.

2. Setting goals: Once the overall goals have been cho-
sen, they should be formulated in an approach rather
than avoidance way. Furthermore, in accordance
with the SMART principle, they should be formu-
lated to be specific, measurable, adaptive to the
respective circumstances, realistic, and time-based
(Bull et al., 1996).

3. Form implementation intentions: Implementation
intentions (» Chap. 10) link the desired goal state
with details on the execution of an action (Gollwitzer,
1999). They describe in detail, for example, where,
when, and how the goal is to be achieved (e.g., “When
I get home after work today, I will put on my running
shoes and go jogging in the park™). Implementation
intentions help people act on their goals.

4. Pay attention to favorable attribution: Attributing
failure to internal, controllable, and variable causes is
associated with greater benefits for future motiva-
tion. Coaches are often familiar with athletes who do
not look for the mistake in themselves but in others.
Here the introduction of a “culture of mistakes,”
where the orientation “mistakes are good as long as
they do no major damage” and “mistakes teach you
faster and more,” can be helpful. A mistake that is
made once is unlikely to be repeated.

5. Positive coaching behavior: The motivation of

athletes and the selection of suitable goals can be
promoted by positive coaching behavior. An
autonomy-supportive coaching style that avoids
controlling behavior is to be preferred. Both an
autonomy-supportive and a controlling coaching
behavior have an influence on athletes’ goals and
promote autonomous or controlled goals (Smith
et al., 2010). Autonomy-supportive behaviors
respect the athletes’ perspective, provide relevant
information and justifications (e.g., the communi-
cation of the purpose of a training unit), offer
choices, and minimize pressure. Controlling
behavior is characterized by the use of commands
(e.g., “You must win this game”), threats, and pen-
alties (e.g., 50 pushups for each player after a lost
game).

. Supporting anxious athletes: Anxious athletes shy

away from poorly defined performance situations
and fear having to perform a skill in front of others
that they do not perceive themselves to be compe-
tent at. Anxious athletes must therefore be given
the opportunity to try out and practice new tasks
on their own. It is stressful for them when they have
to perform in front of a well-meaning coach if they
are not 100% convinced that they can succeed.
Furthermore, the comparison with others should
be completely avoided, and the focus should be on
the individual performance progress of each ath-
lete. This is also called an individual reference norm
orientation. The so-called principle of optimal fit
states that the task difficulty is adjusted in such a
way that it meets the upper end of one’s abilities.
Personal improvements should be praised, even if
they fall short of the group’s performance. These
types of orientations can significantly reduce fear
of failure, so that a competition is no longer per-
ceived as stressful (see also Rheinberg & Krug,
2005).

. Support goal disengagement when goals are unat-

tainable and promote the formulation of new attain-
able goals: Coaches should support athletes in
developing ways of self-assessing goal difficulties.
This can be done, for example, by pointing out inter-
nal and external factors that may impair the achieve-
ment of goals (e.g., an injury) or by sharing their
concern about the attainability of the desired goals
with the athletes. When goals become unattainable,
coaches should consider goal disengagement and
focusing on alternative goals. In particular, the inabil-
ity to achieve autonomous goals can be challenging
for athletes. Here, the support of the social environ-
ment is of particular importance so that new goals
can be identified and aspired to.
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Learning Control Questions
Basic:
1. Define motivation. What role does affect play in
motivation?
2. Explain the expectancy X value model?
. How are “goals” defined?
4. What does task and performance goal orientation
mean and from which theory do these two terms
originate?

(98]

Advanced:

5. Which questionnaires measure goal orientation in
sport?

6. What are the effects of approach and avoidance
goals on well-being and performance?

7. What is the difference between a prevention focus
and a promotion focus? What significance does this
distinction have for performance in sport?

8. What are the consequences of a “task-oriented” or
a “performance-oriented” motivational climate in
sport for athletes?

9. Can the motivational climate in sports groups be
changed and, if so, how?

10. Which performance attributions do Weiner et al.
(1971) propose?

11. How can attributions in sport be measured?

12. What is the purpose of attribution training?

13. What is a self-serving attribution, and what are its
advantages and disadvantages?

Experts:

14. What is the difference between outcome, perfor-
mance, and process goals?

15. How would you define a self-concordant goal?

16. What are the consequences if goals in competitive
sport cannot be achieved?
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Learning Objectives

Basic:

== To describe the phenomenon of intrinsic motivation

= To differentiate intrinsic from extrinsic motivation

= To describe the “Undermining Effect” of external
rewards on intrinsic motivation

= To define the flow state

== To describe the main premises of self-determination
theory

= To describe what is assumed in various mini-theories
under the umbrella of self-determination theory

= To be able to explain the ways intrinsic motivation is
measured

Advanced:

== To understand the characteristics of intrinsically moti-
vated behavior

== To understand the effects of intrinsic motivation and
extrinsic motivation

= To describe different theoretical approaches on the
nature and determinants of intrinsic motivation

== To describe determinants, characteristics, and conse-
quences of the flow state

= To explain motivated human action from the perspec-
tive of self-determination theory

= To explain what organismic integration theory pro-
poses

= To be aware of the instruments for measuring intrinsic
motivation and their strengths and weaknesses

Experts:

= To explain processes by which behavior can transition
from extrinsically motivated to intrinsically motivated

= To critically assess the merits and any drawbacks of
intrinsic motivation in contrast to extrinsic motivation

= To differentiate and integrate across major theoretical
approaches to intrinsic motivation

= To pull from the literature and existent theoretical
approaches and explain how intrinsic motivation can
be promoted via sport intervention approaches

8.1 Introduction

Athletes, coaches, parents—they all want answers to the
questions: What motivates people to be physically active
and to engage in sport? That is, what moves us to move
and stay moving within the sporting setting? In this
chapter, we focus on the driving force of action—or
action regulation—that lies within oneself: intrinsic
motivation.

Fun and enjoyment are characteristics that accom-
pany intrinsic motivation. These positive experiences are
reasons for participating and also likely consequences of

intrinsically motivated sports participation. An activity
is intrinsically motivated when it is carried out for its own
sake, independently of extrinsic motivators. Extrinsic
rewards such as winning a medal or social recognition
can be present, but they are not the driving forces. When
people are intrinsically motivated, they participate for
the experience of joy in movement, the experience itself,
the positive challenge of the activity, and/or improve-
ment of their personal competence.

Basic Definition of Intrinsic Motivation

Behavior is intrinsically motivated if one engages in
the behavior for its own sake. Motivation arises out of
the person, and the activity and is independent of
external factors or rewards or punishments.

Intrinsic motivation must be differentiated from extrin-
sic motivation. Extrinsic motivation means that the
underlying reasons (or regulatory forces) for actions lie
outside the person. Examples for such outside reasons
are external rewards and/or constraints within the social
environment. With respect to the former, medals and
prize money can reward excellent performance and be a
key reason why individuals engage in sport. With respect
to the latter, sport engagement can lead to positive social
evaluations. For example, one can attain social status
and popularity via sport, and obtaining such social con-
nection accolades may be key reasons for participation.

People can also feel pressured to participate in sport,
to please others, or to avoid rejection. We will later see
that extrinsic motivation is further differentiated and
conceptualized within self-determination theory (see
paragraph 8.2.2.3), a popular theoretical framework
that includes such “introjected” reasons for sports par-
ticipation.

— Basic Definition of Extrinsic Motivation

Behavior is extrinsically motivated if it is driven by
external incentives such as rewards, punishments, and
expectations of others. This basic definition of extrin-
sic motivation is differentiated into different facets of
extrinsic motivation in » Sect. 8.2.2.3.

People can be motivated by intrinsic and extrinsic means
to initiate a sport activity (e.g., a physical inactive person
starts participating in a local running group) and main-
tain their behaviour over time (e.g., a grassroots level
footballer stays with her sport season after season).
However, a serious drawback of extrinsic motivation is
that the behavior of interest (starting and staying with
it!) depends on the presence of extrinsic motivators. If
external rewards and punishments are removed, this
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also removes the reason for engaging in the behavior. If
a person has only been active in sports for extrinsically
motivated reasons, the removal of such ‘motivators’ will
likely cause this person to cease participation. Another
disadvantage of extrinsic motivation is that it produces
high personal costs: Doing sports for extrinsic reasons
requires self-control and willpower. However, people
generally try to avoid applying self-control because it
feels aversive.

While we might generally really like engaging in cer-
tain activities (e.g., sports, studying, playing music),
not all aspects of these activities reflect intrinsically
motivated actions that we enjoy, are interested in, and
that we engage in out of personal volition (see defini-
tion of intrinsic motivation). Parts of complex action
sequences (e.g., necessary repetitive sequences of
movement during training, considered-to-be more
“boring” study contents in university, learning sheet
music) may even be experienced as uninspiring or
even unpleasant. Surely, readers will recognize areas
in their lives in which they feel more intrinsically
motivated. Where do you feel intrinsically motivated?
The following questions help to identify the activities
in your life which are fueled by more intrinsic motiva-
tion.
== When do you engage in an activity for its inherent
enjoyment and interest and out of personal voli-
tion?
= What do you do without receiving (or not needing
to receive) any kind of extrinsic reward from oth-
ers?
== What do you keep coming back to after interrup-
tions (e.g., sports injuries)?
== What would you do career-wise if you were not
dependent on earning money?
== What would you do in your free time if you were
independent of social obligations (e.g., partner’s,
family’s, or social expectations)?

Theoretical Frameworks on Nature
and Determinants of Intrinsic
Motivation

8.2

The field of sport psychology looks to theories and
models to describe, explain, and predict phenomena in
sports. They are the cornerstones of our scientific think-
ing and professional approaches in sports practice.
Thus, our theoretical understanding of intrinsic motiva-
tion not only determines the framework for our empiri-
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cal work (e.g., research we do in lab experiments,
behavioural observations, or surveys), but it is also the
source or “idea generator” for practical applications.
There are a number of very popular theories in sport
psychology which have helped us further understand the
concept of intrinsic motivation and develop interven-
tions aimed at enhancing intrinsic motivation in sport.
The “theory of flow experience” (Csikszentmihalyi,
1990) focuses on a specific quality of experience that
occurs when the environment provides challenges that
match a person’s skills. “Self-determination theory”
(SDT) is a complex theory, including subtheories, that
addresses the determinants and implications of intrinsic
motivation and differentiates various forms of extrinsic
motivation (Deci & Ryan, 1985). The “self-concordance
model” (Sheldon & Elliot, 1999) and the “hierarchical
model of intrinsic motivation” (Vallerand, 1997) are
based on the main assumptions of SDT and provide
interesting and nuanced approaches for understanding
variability in sport participation and its implications.

o Important theoretical approaches to explaining
intrinsic motivation are:
= Flow theory
= Self-determination theory
= Self-concordance theory
== Hierarchical model of intrinsic motivation

8.2.1 Flow Theory

The flow theory exemplifies a strand in psychological
research called “positive psychology.” Instead of investi-
gating the causes of physical and psychological illnesses
and impaired well-being, positive psychology dedicates
itself to the investigation of human strengths and the
causes for health, well-being, and happiness. “Flow the-
ory” is the brainchild of Mihalyi Csikszentmihalyi
(1975, 1990). He assumed that if people perceive that the
(social) environment provides challenges which match
the person’s capacities to meet those challenges, then he
or she is more likely to be in the moment to enjoy the
moment. One reason for this is because when “in flow,”
the person is optimally stretching his or her capabilities
with the likelihood of learning new skills and increasing
feelings of competence and capability. With these
assumptions, Csikzentmihalyi’s perspective is in the
tradition of earlier work by White (1959), who criticized
early drive-reduction theory and psychoanalytic instinct
theory for leaving something crucial unconsidered: an
organism’s desire and capacity to interact effectively
with its environment (White, 1959). Competence cannot
be fully acquired simply through behavior based on
drives, but requires activities or, in other words, experi-
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ences which entail managing optimally challenging
interactions with the environment. “Such activities in
the ultimate service of competence must therefore be
conceived to be motivated in their own right” (White,
1959, p. 329). In Csikszentmihalyi’s theoretical frame-
work, activities can be motivating in their own right and
produce the experience of flow when the challenges of
the activity match or, even better, “raise the game” in
regard to the person’s skills.

The experience of flow (see B Fig. 8.1) is a proto-
type of intrinsic motivation, in which the activity itself
and the positive quality of experience are in the fore-
ground. Jackson and Csikszentmihalyi (1999, p. 4) asked
athletes to describe their special moments in their sport
and received the following answer from a swimmer:

» “When I've been happiest with my performance, I've
sort of felt one with the water and my stroke and every-
thing. ... I was really tuned into what I was doing. I
knew exactly how I was going to swim the race, and [
just knew that I had it all under control, and I got in
and was really aware of what everyone in the race was
doing. ... I was just totally absorbed in my stroke, and
I knew I was passing them but I didn’t care. I mean it’s
not that I didn’t care; I was going, ‘Oh this is cool!’.
And I just swam and won, and I was totally in control
of the situation. I felt really cool.” (Jackson &
Csikszentmihalyi, 1999, p. 4)

This quote illustrates important components or charac-
teristics of the flow experience. The starting point of
Csikszentmihalyi’s (1975) research was the question as
to why people do things that do not depend on the out-
come of an activity. When people climb a mountain,
they often do not experience a feeling of euphoria at the
top of the mountain but rather the unpleasant realiza-
tion that the joyful activity of mountaineering has now
come to an end. Cost-, material-, and time-consuming

O Fig. 8.1

An example for flow experience: Seemingly effortless
performance of top athletes. (publication rights held by Springer)

water sports are further examples that people do not
“calculate” rationally. Some sports even bring dangers
for the participants’ physical health and functioning
with them but are nevertheless carried out with passion.
Sports also can entail “social” costs such as the commit-
ment to training and competing which translates into
less time with family and friends. It often seems that nei-
ther the rational reasons against (e.g., expenditure of
time, danger) nor for (e.g., improving one’s health, affili-
ation) sport are central in these cases.

Flow is not about the purpose(s), the result, or the
instrumentality of the action but about something that
lies in the activity itself. Csikszentmihalyi (1990) has
made this phenomenon the object of his lifetime of
research. In interviews with people acting “purpose-
lessly” (e.g., sportsmen such as rock climbers or painters
without any intention of showing or selling a picture)
and later using the experience sampling method (partici-
pants are asked to report on their feelings, thoughts, and
behaviors multiple times of day during or immediately
after they’ve experienced them rather than evaluating
them retrospectively), he identified the particular phe-
nomenon of the “flow experience.” The term is based on
the characteristic feature of experiencing the activity as
“flowing” (e.g., as the feelings realized when running flu-
ently and effortlessly).

Csikszentmihalyi (1990, p. 4) defines flow as a state in
which people are so involved in an activity that noth-
ing else seems to matter. The experience during the
activity is so joyful and engaging that people want to
do it for its own sake.

8.2.1.1 Characteristics of Flow Experience

One of the four most important characteristics of flow
experience is deep involvement in an activity. When in
flow, one is fully concentrated on the execution of—and
the sensations received from—the current activity. In
addition, consciousness and action seem to “merge”
(merging of action and awareness). Thus, one is focused
on the current action, and there is no room for self-
reflection (in particular, worrying about how one is
doing, self-doubt). The third characteristic of flow is a
feeling of strong personal control over the action. Since
flow often arises during engagement in optimally chal-
lenging tasks in which one can succeed as well as fail, the
feeling of control may be deceptive. However, when in
flow, the individual feels like he or she is “pulling the
strings.” The fourth major characteristic of flow is a dis-
torted perception of time. Flow is mostly associated
with the perception of time moving faster than usual
(hours pass like minutes); however, also the reverse can



Intrinsic Motivation in the Context of Sports

be true, and action sequences are perceived as if they
happened in slow motion: having a flow experience while
competing in a 100 m sprint.

o Important characteristics of the flow experience are:
1. Being deeply involved in an activity (absorption by
and in activity)
2. Merging of action and awareness (freedom from
self-reflection)
3. Feeling of being in control
4. Distorted perception of time

8.2.1.2 Consequences of Flow Experience

Jackson and Csikszentmihalyi (1999) chose “The key to
optimal experience and performance” as a subtitle of
their book Flow in Sport. Other researchers too describe
flow as an optimal state in at least three ways. First, it is
an optimal state of motivation that represents a proto-
type of intrinsic motivation. The complete focus on the
activity makes it possible to be focused on the action,
even when alternative attractive activities compete for
one’s attention. Thus, it is not surprising that flow pre-
dicts variables such as behavioral persistence. Flow is
also called optimal experience. The positive quality of
experience acts as a reward and increases the probability
that an action will be performed again: the activity
becomes intrinsically motivating. The rewarding quality
of flow facilitates the occurrence of positive health
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effects and better athletic performance through
enhanced concentration and the likelihood of longer-
term participation in sports. Due to the feeling of abso-
lute personal control, flow is associated with freedom
from anxiety, positive well-being, and positive self-
perceptions. The result is the feeling of fully mastering a
sequence of movements (feeling flow while serving in
tennis) or the requirements of the sport overall (e.g.,
experiencing flow during a tennis match) and enjoying
this feeling. It is also interesting for competitive sports
that flow is associated (not equivalent to but can “set the
stage for”) with a state of optimal performance. The flow
state is ““... one in which an athlete or other person per-
forms at his or her best, seemingly without effort ...”
(Csikszentmihalyi, 1990).

In the literature the terms peak performance states or
zone of optimal functioning are often used as synonyms
for flow. They are conceptually difficult to separate from
the original flow concept according to Csikszentmihalyi.
The state of optimal performance seems to share some
characteristics (e.g., feeling of control, absolute atten-
tion on the action) but not all characteristics with flow
(Jackson & Csikszentmihalyi, 1999).

o Correlates of Flow Experience
Flow is associated with a positive, high-quality expe-
rience (optimal experience), behavioral persistence
(optimal motivation), and high performance (peak
performance state).

Side Story

The Bright and Dark Sides of Flow
Experience

Flow experience does not seem to
be without drawbacks. Recent stud-
ies show that people who experience
flow might underestimate risks and
are susceptible to becoming exercise
addicted (Zimanyi et al., 2021).

Partington et al. (2009) found
that most of the big wave surfers
(see B Fig. 8.2) they interviewed
reported flow experiences. They men-
tioned features like deep involvement
(“There is nothing else in your mind.
There is nothing else that matters”),
strong sense of control (“You are able
to control the most uncontrollable
because everything becomes slow
motion and that’s when you know you
are surfing the best”), and distorted
perception of time (“For a moment

in time, time stands still”) (Parting-
ton et al., 2009, p. 176). However,
the authors also found statements
that matched the symptoms of sports
dependence (e.g., Hausenblaus &
Downs, 2002). These include a feeling
of addiction (“Once you get familiar
with that feeling, it’s an addiction™),
tolerance development (“Nothing is
ever enough,” “After each turn, you
want to accelerate faster in to the
next turn”), withdrawal symptoms
(“There is psychologically after all
that is done, there is a depression
almost™), and social conflicts (“My
husband wants to have babies. I kinda
don’t ‘cause I want to keep surfing,
you know?”). It is the task of future
research to examine more precisely
whether the characteristics that make
flow so attractive also cause its nega-

tive consequences. Does the feeling of
absolute control, for example, lead to
an overestimation of one’s own abili-
ties and, through this, to risky sports
behavior? Is the freedom from self-
reflection and fear so rewarding that
the associated behavior makes one
dependent?

Vallerand’s dualistic model of
passion (Vallerand et al., 2003) might
offer a theoretical explanation for
the “bright” and “dark” sides of
flow experience. Passion is defined as
a strong affinity for an activity that
people enjoy and devote time and
energy into. One type of passion,
harmonious passion, leads people to
choose to engage in the activity that
they enjoy. In contrast, obsessive pas-
sion leads people to feel urged or com-
pelled to engage in an activity, i.e.,
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B Fig. 8.2 The perfect wave: A balancing act between enjoyment
and risk. (publication rights held by Springer)
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O Fig.8.3 Flow quadrant model. (After Csikszentmihalyi & Csik-
szentmihalyi, 1988, © Cambridge University Press 1988, reproduced
with permission)

participation feels as if it is required.
Harmonious passion is based on an
autonomous internalization of the
activity in one’s identity and posi-
tively associated with well-being,
whereas obsessive passion is based
on a controlled internalization (for
autonomous and controlled forms of
regulation, see » Sect. 8.2.2.3 ) and
impairs rather than fosters well-being
(Vallerand et al., 2008). But what does
passion have to do with flow? Accord-

ing to Vallerand et al. (2008), flow can
be seen as a consequence of passion:
The more passionate people are, the
more they experience flow.

This overall assumption was sup-
ported in a study by Carpentier et al.
(2012). The authors investigated
the mechanisms underlying the link
between passion and well-being and
found that flow mediates this rela-
tionship with regard to harmonious
passion only. The more harmonious

passion, the more people experience
flow in their favorite activity which
in turn predicts higher well-being. In
contrast, obsessive passion did not
predict flow in the activity that one
is passionate about. Rather obsessive
passion predicted rumination about
the passionate activity when the indi-
vidual was doing another activity.
Not surprisingly then, flow experi-
ences (and associated well-being) in
this other activity were compromised.

8.2.1.3 Conditions of Flow Experience

One of three central conditions of flow experience
(Csikszentmihalyi et al., 2005) is the matching of a per-
son’s skills and abilities to the requirements of a task
(challenge-skill balance). This is the case when, for exam-
ple, young athletes are instructed by their coach to per-
form a challenging but appropriately difficult task in
training. If the task would be too difficult and exceeds the
abilities of the athletes, they can become anxious and
afraid of failure. If the task is too easy, they are bored.
Csikszentmihalyi and Csikszentmihalyi (1988) assumed
that flow is more likely to occur when skills and task
requirements match at a high level (e.g., challenging drill
for advanced tennis players). If skills and task require-
ments match at a low level (e.g., simple exercises for tennis
beginners), any occurrence of flow is likely to be very
brief and limited in its intensity. These distinctions are

assumed in the “quadrant model of flow experience”
(Csikszentmihalyi & Csikszentmihalyi, 1988) (B Fig. 8.3).

Second, flow is more likely when the individual is
faced with clear goals (e.g., “The task is to place the ten-
nis ball in the marked field”) rather than a diffuse or
vague request (e.g., “Your task is to play tennis”). Goals
orient our actions and help to structure them (e.g., by
using subgoals). Goals also facilitate maintaining the
necessary concentration. Another facilitator of flow is
receiving direct and informing feedback on the execution
of the action. This feedback can be given by the coach
(““You performed the flip great! You used your arms well
when getting started on your rotation. Then you grabbed
your shins just below your knees at the right moment
and tucked yourself into a ball, which continued your
rotation. That’s why the rotation was performed so
good. Very well done....”), but the feedback could also
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be internal to the person (e.g., kinesthetic such as the
sensation that a movement simply “feels right” and
fluid). Different types of feedback help to adjust actions
in the direction of goal attainment and can make it more
likely that flow is realized.

0 Important conditions of the flow experience are:
1. Challenge-skill balance
2. Clear goals
3. Immediate feedback

Researchers have continued to examine factors that pro-
mote or inhibit flow. The novelty of the task and the
absence of disturbances during task execution have been
identified as flow promoters in several studies. On the
other hand, factors such as participating in sport in an
overall demanding, unpleasant, and pressure-packed
atmosphere (e.g., within a negative team climate, see
» Chap. 7) and time pressure have been found to be flow
inhibitors. In a systematic review of the experience,
occurrence, and controllability of flow states in elite
sport in particular, Swann et al. (2012) reported some
similar and additional factors that facilitate flow.
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o Which factors promote flow experience?
== Appropriate focus
== Effective preparation and readiness
= Optimal motivation
= Optimal arousal
== Positive thoughts and emotions
== Confidence
== Optimal environmental and situational conditions
== Positive feedback
= Starting well
== Positive team play and interaction

The authors of this meta-analysis conclude that the
occurrence of flow probably results from the interaction
of personal factors (e.g., concentration, activation,
motivation, self-confidence, thoughts and emotions),
external factors (e.g., situational and environmental
conditions, e.g., weather, coach behaviours), and behav-
ioral factors (e.g., preparation) (Swann et al., 2012).
Accordingly, they recommend a multifaceted interven-
tion to promote flow that includes psychological, physi-
ological, and social factors instead of an intervention
that only aims at changing one facet.

Side Story

Can Effort Be Intrinsically Reward-
ing?

According to the law of least
effort (Hull, 1943), humans try to
avoid applying effort when possible.
Interestingly, sports participation
often seems to be at odds with this
law. Indeed, sports is sometimes per-
formed not despite it being hard and
requiring effort but because of it.
To illustrate, for some recreational
runners, the reason to complete an
ultramarathon lies in the experience
of effortfully pushing through bound-

aries and to still keep going. Thus, it
appears that in sports, the giving of
effort, in itself, can be intrinsically
rewarding. This is a fascinating prop-
osition because it decouples effort
from any outcome: In most cases,
giving more effort results in a higher
likelihood to reach a certain goal,
to acquire certain skills, play one’s
sport at a more enjoyable level, or
to experience competence in the pro-
cess. However, when effort acts as an
intrinsic reward, these effort-outcome
instrumentalities may not be as influ-

ential if impactful at all. In this case,
a sensation that humans generally try
to avoid (i.e., effort) becomes a sensa-
tion that they actively seek out. This
effort paradox has only recently been
identified as a key research topic in
psychology (Inzlicht et al., 2018). The
field of sports — where effort is very
highly regarded — might be the most
prototypical and promising domain
for better understanding the condi-
tions under which effort can be an
intrinsic reward (Wolff et al., 2021).

8.2.2 Self-Determination Theory (SDT)

Self-determination theory (SDT; Deci & Ryan, 1985) is
a comprehensive and multifaceted theoretical frame-
work of human motivation and its interaction with
emotion, personality, and social contexts in various
areas of life. It has frequently been used by researchers

and practitioners as a theoretical framework that
describes, explains, and predicts sport engagement (see,
e.g., Hagger & Chatzisarantis, 2007). In a nutshell, SDT
proposes that self-determination is the hallmark of
more high-quality motivation (which is epitomized by
the quintessential intrinsic motivation) which enables
well-being and personal development.
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o According to “self-determination theory” (SDT; Deci
& Ryan, 1985), it is important to consider how self-
determined individuals are with respect to their rea-
sons for sports participation. The most self-determined
motivation for sport engagement is intrinsic motiva-
tion. The theory also makes predictions regarding the
determinants of intrinsic motivation and its implica-
tions for well-being and personal development.

0 The theoretical assumptions of SDT can be separated
into different subtheories. Those mini-theories, which
often serve as the basis for research in sport psychol-
ogy, are:
== Cognitive evaluation theory
== Basic psychological needs theory
== Theory of organismic integration

8.2.2.1 Cognitive Evaluation Theory

Cognitive evaluation theory (CET; Deci, 1975) within
the SDT framework assumes that people are intrinsically
motivated by nature. They seek optimal challenges, are
curious, want to develop their skills, and have the urge to
develop personally. An example of intrinsic motivation
is the playful and explorative behavior of small children.
Critical for intrinsic motivation is the “cognitive evalua-
tion” (i.e., perceived determination) of where the cause
of the behavior lies. Only when the cause is perceived as
being within the person, and not outside through control
or constraints of the social environment, does intrinsic
motivation result and be maintained.

Cognitive evaluation theory suggests that external
events can affect intrinsic motivation and that this can
happen in three ways. First, the social environment pro-
vides information (informational events), for example,

on how well one is doing in a task at school, at the work-
place, or in sports. This information (if positive), in
turn, allows the individual to feel competent and thereby
promotes intrinsic motivation (Vallerand & Reid, 1984).
In contrast, controlling events, such as rewards (mone-
tary incentives, praise), make people feel less self-
determined and controlled by others or other things,
which in turn decreases intrinsic motivation. The third
way of influence is amotivating events, such as negative
performance feedback that fosters feelings of incompe-
tence and thereby is expected to decrease intrinsic moti-
vation.

CET is based on seminal studies conducted by Deci
(1971) on the “undermining effects” of external rewards.
It has been shown that when people were rewarded with
money for a task that they originally performed intrinsi-
cally motivated (e.g., solving an interesting puzzle task
in Deci’s experiment), they were less likely to continue
this task when the extrinsic reward (money) was with-
drawn compared to a group of people who were not
monetarily rewarded. According to Deci (1971), people
feel pressured by the social environment (directed by
money) and respond quite sensitively to this restriction
of autonomy (see Side Story, The Undermining Effect:
Research in Process).

© Undermining Effect

The undermining effect of intrinsic motivation (Deci,
1971) means that intrinsic motivation can be under-
mined if people receive a reward for an action, that ini-
tially was performed for its own sake, and that reward
becomes the reason for the engagement. The under-
mining effect can also occur when negative feedback
is received.

Side Story

The Undermining Effect: Research
in Process

Deci’s (1971) assumption regard-
ing the undermining of intrinsic
motivation by rewards was in pro-
vocative contrast to the then domi-
learning-by-reward
These theories assumed that the
probability that a desired behavior
would occur again in the future was
increased when that behavior had
been previously rewarded. In more
than four decades of research and

nant theories.

as documented in several domains
in human life (education, workplace)
(for a meta-analysis see Deci et al.,
1999; for an overview see Ryan &

Deci, 2017), the undermining effect
of extrinsic rewards on intrinsic
motivation has been supported. The
undermining effect mainly occurs
with announced or expected rewards,
but not with unannounced or unex-
pected rewards. Only rewards that
we realize can be forthcoming and
are tied to our behavior can be per-
ceived as controlling. Meta-analytic
results also indicate that the under-
mining effect on intrinsic motivation
is weaker when people are rewarded
for their performance compared to
when they are only rewarded for their
effort or for the completion of a task.
This fits with CET’s assumptions

that the effects of rewards depend
on whether they can be interpreted
as informational (being rewarded
for one’s performance), or as control
exercised by others to influence one’s
behavior (such as being rewarded for
one’s effort).

More recent research has shown
that rewards and intrinsic motiva-
tion are not necessarily opposites or
at odds but rather must be consid-
ered together (Cerasoli et al., 2014).
The last half century of research has
shown that, depending on the theo-
retical perspective, differentiation
of the constructs, and meaning of
the rewards (e.g., are they telling the
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person that he or she is competent
at the activity?), the analysis of rela-
tively simple relationships between
incentives, intrinsic motivation, and
performance can lead to completely
different results. Even meta-analy-

ses, which were supposed to find a
“core of truth” out of a multitude
of studies, deliver contradictory
results that support the undermin-
ing effect or cannot find it (Cameron
et al., 2001). Research is a process
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(that does not stop), and it is impor-
tant to look at what is being stud-
ied, how, with whom, and where to
understand research findings more
clearly.

Cognitive evaluation theory has also been well estab-
lished in sports (for a review see Frederick & Ryan,
1995). Here, the undermining effect has found the great-
est resonance in the research question of whether ath-
letic scholarships (that are regularly used by US
universities to recruit and support sport talents) under-
mine the intrinsic motivation of college students. In fact,
athletes who have the opportunity to play their sport at
a high level should experience competence. Competence
as a basic psychological need (see below), in turn, should
lead to increased intrinsic motivation. In short, athletes
on scholarships should actually report high levels of
intrinsic motivation. However, studies that have been
conducted on this tended to show a negative relation-
ship between athletic scholarships and intrinsic motiva-
tion (Cremades et al., 2012; Medic et al., 2007; Ryan,
1977, 1980). Vallerand (2012) explained this seemingly
contradiction so that “unfortunately, scholarship recipi-
ents may come to feel that they play more to justify the
scholarship they have received than for the pleasure of
the game” (p. 69). According to CET, a “controlling
event” happened that makes people feel controlled by
others which decreases intrinsic motivation. That the
effects of scholarships depend on how they are inter-
preted was nicely shown by two consecutive studies by
Ryan (1977, 1980).

Ryan (1977) found that college students who were
rewarded for their football performance with a scholar-
ship reported a drop in intrinsic motivation with each
scholarship year. Here it was argued that the reward was
perceived as controlling (“I train because I get paid for
it”). For groups of athletes who were rarely awarded
sports scholarships at that time (i.e., female athletes and
male wrestlers), however, the informative character of
the reward (“I, as a woman/as a wrestler, must really be
good to receive a scholarship”) appeared to be more
salient, resulting in an increase in intrinsic motivation
(Ryan, 1980). Thus, whether the reward is perceived as
controlling or informative makes a huge difference on
one’s intrinsic motivation.

In a more recent study, Moller and Sheldon (2020)
examined what happens to former college athletes’
intrinsic motivation after college, even decades later.

They found that athletes who received a scholarship (vs.
no scholarship) felt stronger external motivation during
college and reported less present-day enjoyment of their
sport. According to this, the negative effects of scholar-
ships seem to last much longer than previously assumed.

8.2.2.2 Basic Psychological Need Theory
Cognitive evaluation theory (CET) (Deci, 1975) points
to the importance of perceptions of control and compe-
tence to understand the processes impacting intrinsic
motivation (positively or negatively). Feelings of com-
petence and whether one feels a sense of autonomy (or
controlled) are important constructs in the basic psy-
chological needs theory (BPNT; Ryan & Deci, 2002).
One way that BPNT extends CET, however, it that this
mini-theory assumes that there are three basic psycho-
logical needs which are held to be indispensable for
intrinsic motivation, well-being, health, and personal
growth (Deci & Ryan, 2000).

These three needs are the basic need for competence,
the basic need for autonomy, and the basic need for relat-
edness. When one’s need for autonomy is satisfied, the
individual experiences oneself as the cause of one’s own
actions and not as being pushed by external constraints.
Then they feel they have a voice and a choice and act in
accordance with their values and interests. The basic
need for competence is the need to experience oneself as
capable and competent. People want to experience
themselves as acting effectively and successfully pursu-
ing their goals. If the need for relatedness is satisfied, one
has a feeling of belonging to significant others or groups
(e.g., friends, family, team in sport).

The three basic needs are conceptualized as being
innate and essential for mental and physical well-being.
It is assumed that their satisfaction or frustration has
similar positive or negative consequences for all people
across different cultures and situations. A plethora of
studies in sports and other areas of life (e.g., family,
school, work) confirm the positive effects of satisfying
basic needs on, for example, intrinsic motivation, sub-
jective well-being, physical health, and desired behavior
(Adie et al., 2008; Adie et al., 2012; Alvarez et al., 2012;
Gagné et al., 2003; Reinboth & Duda, 2006).
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O Fig. 8.4 Basic need satisfaction as a mediator in the relationship between autonomy-support and intrinsic motivation
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According to Deci and Ryan (1985), these needs are
universal (innate, relevant to all people and settings),
and their satisfaction fuels intrinsic motivation (and
autonomous motivation overall).

If the satisfaction of basic needs is so important for
intrinsic motivation, how can it be fostered? Satisfaction
of the three basic needs is assumed to be impacted by
the social environment (e.g., at home, in school, in
sports) (Deci & Vansteenkiste, 2004). In other words,
basic needs are assumed to mediate the relationship
between characteristics of the perceived social environ-
ment and optimal functioning (including intrinsic moti-
vation and well- and ill-being) (Deci & Ryan, 2000). But
what or who in sport contexts determines the quality of
the social environment?

A key person influencing not only sport performance
but also well-being of sports participants is the coach
(Duda & Balaguer, 2007). He or she determines the

characteristics and quality of the coaching environment,
which is perceived by the athlete and triggers motiva-
tional processes that are relevant to whether or not ath-
letes function optimally (Adie et al., 2012). The key
coach behavior to promote need satisfaction seems to be
autonomy support. Autonomy-supportive behaviors by
coaches provide athletes with choices, invite the athletes
to participate in decision-making, reduce external
demands as much as possible, and acknowledge their
feelings and give meaningful information. An autonomy-
supportive coaching/teaching style has been found to
predict need satisfaction in sport (e.g., Smith et al.,
2007), physical education (PE, e.g., Standage et al.,
2006), dance (Quested & Duda, 2011), and exercise
classes (e.g., Edmunds et al., 2007).

The mediation assumption that autonomy support
leads to intrinsic motivation in sport through the satis-
faction of basic needs (B Fig. 8.4) has been empirically
supported in the sport context (e.g., Bartholomew et al.,
2011b; Fenton et al., 2014).

o Coach Behavior and Athlete Motivation
coaches
determined or autonomous forms of motivation
(intrinsic and identified), while controlling coach
behavior leads to less self-determined forms of motiva-
tion such as introjected and external motivation.

Autonomy-supportive foster more self-

Autonomy Support by Coaches

Fenton et al. (2014) added two further
aspects to the state of research on the
potential positive effects of auton-
omy-supportive coach behaviors.
First, in a sample of young sport par-
ticipants, they examined not only the
effects of autonomy support on
objectively assessed sport and physi-
cal activity but also on time spent sed-
entary (criterion for sedentary
behavior: low energy consumption of
<1.5 MET; see Sedentary Behavior
Research Network, 2012). Second,
the authors tested an assumption of

the “hierarchical model of intrinsic
motivation” (Vallerand, 1997; sece
below), according to which forms of
motivation can be transferred to other
domains and contexts. The authors
specifically tested the hypothesis that
perceived autonomy support by the
football coach mediates the extent of
physical activity (accrued through
sport and active games) and time
spent sedentary via the type of moti-
vation adopted (self-determined/
autonomous vs. controlled). In their
cross-sectional study of 105 young

football players with an average age
of about 13 years, Fenton and col-
leagues assessed the youth sport par-
ticipants’ perception of the autonomy
support provided by the coach, con-
trolling coach behaviors, and their
motivation in addition to weight,
height, and BMI using question-
naires.

Examples of questionnaire items
are presented below.
== Perceived autonomy support

by the coach: “My coach gives

players choices and options.”
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O Fig. 8.5 Illustration of the
results of the study by Fenton
et al. (2014). Figure is adapted
to Fenton et al. (2014, Fig. 2,
p- 457). Only significant
relationships are displayed
(*p <.05 %% p<.01)

Coach Behaviour Form of regulation Outcome variables

5E** 0* Moderate-to-Vigorous

T ‘ autonomous ‘ — Physical Activity

)

Autonomy-supportive
—.15%

controlled ‘

Controlling Sedentary Time

Y ¥

== Controlling coach behavior:
“My coach threatens to pun-
ish players to keep them in line
during training.”

== Motivation for sports partici-
pation and physical activity:
“I participate in sport and
active games ...

— Intrinsic: “... because it’s
fun”

— Identified: “... because I
value the benefits”

— Introjected: “... because I
would feel guilty if T quit”

— External: “... because if I

don’t other people will not
be pleased with me”

The outcome variables physical activ-
ity and time spent sedentary were
measured over a period of 7 days
using an accelerometer. The activity
monitors measured the time the youth
sport participants spent at different
activity intensities. The data were
analyzed with  path  analyses
(B Fig. 8.5). Results indicated that
the perceived autonomy support pro-
vided by the football coach predicted
self-determined or autonomous moti-
vation (intrinsic and identified) to
engage in sport and active games,
which in turn was significantly posi-
tively related to objectively assessed
moderate-to-vigorous (MVPA) physi-

cal activity and negatively related to
time spent sedentary. If the football
coach was perceived as controlling,
this was linked to greater controlled
forms of motivation (introjected and
external) which, however, did not
make a significant contribution to
explaining time spent engaged in
MVPA nor time spent sedentary.
Taken together, the Fenton et al.
(2014) were able to show that the
autonomy-supportive or controlling
coach behavior that youth athletes
experienced in football training was
relevant in predicting daily physical
activity and sedentary activities dur-
ing and outside the training setting.

It is important to note that the social environment, cre-
ated by coaches and other significant others, can also
have a negative impact on intrinsic motivation and well-
being. The social environment can also thwart or com-
promise the basic needs and, as a result, undermine
intrinsic motivation and well-being (Ryan & Deci, 2000).
Bartholomew et al. (2011b) conceptually separated
basic need thwarting from low need satisfaction by pro-
posing that the former is qualitatively different from low
need satisfaction. For example, low satisfaction of the
need for competence can be experienced by an athlete
who feels incompetent because he or she does not have
the necessary skills to perform well (although well-
supported by the coach). Here, the basic need for com-
petence is not satisfied. In contrast, an athlete who feels
incompetent because his or her coach perpetually gives

negative feedback without meaningful information,
often criticizes without giving support, or even is severely
demeaning to him or her realizes an active thwarting of
his/her need for competence and experiences compe-
tence need frustration.

The basic need for autonomy can be frustrated if
the coach forces the athlete to act, think, and feel in a
certain way, for instance, by excessive control, by using
intimidation, and by displaying conditional regard
(Bartholomew et al., 2010; Reeve, 2002). The basic
need for relatedness is frustrated if the coach’s behav-
iors are distant, cold, and dismissive (Bartholomew
et al., 2011a).

Bartholomew et al. (2011b) developed the
“Psychological Need Thwarting Scale” (PNTS), and its
items also describe basic need thwarting behavior of
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coaches and teammates well: “I feel prevented from
making choices with regard to the way I train” (auton-
omy), “There are times when I am told things that make
me feel incompetent” (competence), and “I feel I am
rejected by those around me” (social relatedness). Need
frustration is related to depressive symptoms, a higher
probability of burnout (Balaguer et al., 2012;
Bartholomew et al., 2011b) in sport and exercise, and
with negative affect in physical activity contexts (Gunnell
et al., 2013).

Employing the PNTS and also assessing satisfaction
of the needs for autonomy, competence, and relatedness,
Balaguer et al. (2012) longitudinally tested the basic psy-
chological needs theory in young soccer players. The
players’ perceptions of how autonomy-supportive and
controlling their coaches behaved and their reported
well-being (feelings of vitality) and ill-being (burnout)
were also assessed over the course of a season. The
coach viewed as becoming more autonomy supportive
positively predicted changes in basic psychological need
satisfaction (which predicted increases in reported vital-
ity) and negatively predicted basic psychological need
thwarting (which corresponded to increases in burnout).
When the coach was perceived as being more controlling
as the season unfolded, players reported greater frustra-
tion of their needs which linked to greater burnout over
time.

© The coach’s behaviors matter: An autonomy-
supportive coaching style has the potential to foster
intrinsic motivation, whereas a basic need thwarting
coaching style can severely harm intrinsic motivation
and well-being (B Fig. 8.6).

8.2.2.3 Organismic Integration Theory (OIT)

Deci and Ryan (1985, 2000) go beyond a binary concep-
tualization of intrinsic and extrinsic motivation. Rather,
in their organismic integration theory (OIT, Ryan &
Deci, 2000, 2002), another mini-theory within SDT,
they suggest that motivation differences are captured in

athletes’ answers to the question “why,” and the answers
to that question can vary in the degree to which their
participation is more or less self determined. SDT con-
siders intrinsic motivation as the most self-determined
form of regulation, i.e., doing sport for its own sake and
out of personal choice. Incentives in the activity itself
(e.g., having fun, being challenged) motivate one’s
actions. Thus, sport is not a means to an end, but the
means has become the end.

Within the OIT, Deci and Ryan (2000) outline four
different types of motivation under the broad category
of “extrinsic motivation,” ranging on a continuum of
self-determination from external regulation to inte-
grated motivation (8 Fig. 8.7). External regulation
and introjected regulation represent externally deter-
mined, controlled forms of regulation, while identified
and integrated motivation are conceptualized as being
self-determined or autonomous forms of regulation.
External regulation means motivation to engage to
receive rewards or avoid punishments. A good exam-
ple is a young elite athlete participates because his or
her parents are pushing his or her engagement in the

O Fig. 8.6 An autonomy-supportive sport climate is assumed to
enhance intrinsic motivation and well-being in youth sport. (Rights
of the photo are held by the author)

O Fig. 8.7 Continuum of
self-determination. (Adapted Quality of Nonself- N Self-
. [ .
from Deci & Ryan, 2002, Behavior determined V determined
courtesy of Boydell & Brewer)
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sport. Introjected motivation means doing sports to
avoid guilt and shame. To illustrate, a top athlete in a
team sport trains hard because he/she would feel guilty
not giving all for his/her team. In identified regulation,
the sport is classified as important because it allows
one to realize valued goals and objectives. Importantly,
this does not imply that the person necessarily enjoys
doing sports and is doing it for the joyful experience it
creates. An athlete can do the hard fitness training, for
example, to optimize performance in an upcoming
competition. Integrated regulation means that sport is
part of one’s personal identity: it is “integrated into
the self” (Deci & Ryan, 2002). This is the case when
doing sports is an important part of the self-concept
and sport is a part of one’s life. Finally, amotivation is
reflected in people who report no reason for engaging
in the activity (autonomous or controlled) and tend to
not display the behavior of interest at all, e.g., do not
engage in sport or dropping out of sport if participat-
ing. However, there are much fewer studies on amoti-
vation.

o Organismic Integration Theory (Ryan & Deci, 2000)
distinguishes between controlled forms of motivation
and autonomous forms of motivation. The former
includes external regulation (behavior is regulated by
external reward or punishment) and introjected regu-
lation (acting to avoid guilt or fear). Among the self-
determined forms of regulation are identified
regulation (a person acts via volition and engages in
the activity because it is consistent with his or her val-
ues and allows him or her to realize consequences
which are personally important) and intrinsic
motivation (engaging in the activity for its own sake,
e.g., it is enjoyable).

The process of internalization, as assumed in OIT, means
that people can learn to endorse the value of extrinsi-
cally motivated behaviors. People cannot act intrinsi-
cally motivated in all areas of life (like the aimless
playing of the child) but have to adapt to requirements
of life (obligations, consideration for others).
Internalization means that behavioral regulation can
move along the continuum of self-determination and
should ideally be reflected of autonomous regulation if
we want high-quality motivation to be experienced. An
example is a young elite athlete who might participate in
sport because the parents expect the athlete to engage in
sport. After a certain time of positive experiences with
sport and participation within a sports environment
(experience of competence, autonomy, social related-
ness), the athlete’s behavioral regulation can be shifted
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in the direction of autonomous regulation. In this case,
the person participates in sport because she considers it
important, interprets it as part of her identity, and, at
best, even finds pleasure and fun in participating in
sport. Fostering this process of internalization through
supporting basic psychological need satisfaction is one
of the most challenging but very important aims in
coaching. However, such efforts to engage in need sup-
portive coaching are worthwhile: more autonomous
forms of motivation are associated with more desirable
cognitive, behavioral, and affective outcomes (Mossman,
2022; Ntoumanis, 2001).

8.2.3 Self-Concordance Theory

Sheldon and Elliot’s (1999) “self-concordance model”
is based on the organismic integration theory (OIT).
The core concept is the importance of determining the
degree to which people’s goals fit more or less well to
themselves (self-concordance). The term self-
concordance describes how much a goal is in harmony
with a person’s fundamental interests and values. In
contrast to “organismic integration theory,” in the
self-concordance model, the motivational types do not
refer to the regulation of behavior but to a goal. What
we are striving for (the goals we are pursuing, e.g., par-
ticipating in training on a regular basis) could be more
intrinsic (e.g., We regularly participate in training
because we want to, we enjoy the sport experience) or
more extrinsic (e.g., we participate in training because
we feel pressured by the coach). Smith et al. (2007)
and Smith et al. (2011) supported the self-concordance
model (Sheldon & Elliot, 1999) as a framework for
goal striving in sports. In a prospective investigation
they showed, for example, that start-of-season auton-
omous goal motives were linked to midseason effort,
which in turn predicted end-of-season goal attain-
ment. Furthermore, goal attainment was positively
related to changes in psychological need satisfaction,
which, in turn, predicted changes in emotional well-
being (Smith et al., 2011).

Usually, self-concordance in sport is measured by
first asking participants about their personal goals in
sport (“Please nominate objectives you are typically try-
ing to attain in your sport”). Then participants rate why
they were striving for each goal in terms of four reasons
relating to intrinsic, identified, introjected, and external
regulations (Smith et al., 2007). Seelig and Fuchs (2006)
have designed a reliable and valid German-language
questionnaire. Its English translation is displayed in
@ Table 8.1.
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B Table 8.1

Items from the self-concordance scale for physical activity (Seelig & Fuchs, 2006, by courtesy of Hogrefe, Harald

Seelig and Reinhard Fuchs. Seelig and Fuchs have checked the English translation and agreed to it). Participants indicate their agree-
ment to each statement using a 6-point rating scale (1: completely agree, 6: completely disagree)

I intend to be regularly active in sports in the coming weeks and months ...

o 0 9 O w»n kA W NN =

—_ =
- o

because I simply enjoy it.

because it is good for me.

because sporting activity is simply part of my life.

because I make experiences that I do not want to miss.

because the positive consequences are simply worth the effort.

because I have good reasons for it.

because otherwise I would have a bad conscience.

because otherwise I would have to reproach myself.

because I think that sometimes you have to force yourself to do something.
because others say I should be active in sports.

because otherwise I get into trouble with other people.

12 because people who are important to me urge me to do so.

The items of the illustrated questionnaire measure the self concordance of one’s physical activity goal (SKK; Seelig & Fuchs, 2006).
More precisely, items 1-3 represent intrinsic motivation, items 4-6 represent identified motivation, items 7-9 represent introjected
motivation, and items 10-12 represent extrinsic motivation. The scores for the four forms of regulation are the means of the three
corresponding items. An overall index for self-concordance can be calculated by a simple formula: (identified + intrinsic sub-

scale) — (introjected + extrinsic subscale) (calculation according to Sheldon & Elliot, 1999). Higher positive values represent higher
self concordance, indicating that a person’s goals align well with his or her personal values.

First complete the questionnaire on your own (see
@ Table 8.1). Then put yourself in the shoes of a per-
son who does significantly more or significantly less
sport than you and consider how and why he or she
would respond to the items.

8.2.4 Hierarchical Model of Intrinsic
Motivation

Based on self-determination theory, Vallerand’s (1997)
“hierarchical model of intrinsic motivation” distin-
guishes intrinsic, extrinsic motivation, and amotivation
(8 Fig. 8.8). He looked at these three types of motiva-
tion on three different hierarchical levels differing with
respect to their generalizability from specific to more
general: motivation can be linked to specific situations,

to certain contexts, or it can be a relatively stable dispo-
sition that globally characterizes a person. Importantly,
motivation on a higher hierarchical level is thought to
affect lower level motivation in a top-down fashion.
Thus, an athletes’ global intrinsic motivation is expected
to trickle down to various contexts and situations.
However, to explain why global levels of motivation
can change too, Vallerand (1997) postulates that bot-
tom-up effects can occur too. To illustrate, providing
people with choices, performance feedback, and a sup-
portive atmosphere in training (situational level) can not
only increase intrinsic motivation in this very training
session through the experience of autonomy, compe-
tence, and social relatedness but can also contribute to
intrinsic motivation in sport in general (contextual
level). Over a longer period, the next higher level (global
intrinsic motivation) can also be positively influenced
(Guay et al., 2003). To explain how motivation emerges
on these different levels, the model makes specific pre-
dictions with respect to social environmental determi-
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O Fig. 8.8 [Illustration of the hierarchical model of intrinsic motivation (adapted from Vallerand, 1997, p. 274)

nants — and mediators — that foster different types of
motivation. For example, a social system that supports
autonomy would be an example of a global social influ-
encing factor that is likely to foster intrinsic motivation
via satisfaction of the need for autonomy. Lastly, the
model emphasizes the differential consequences differ-
ent types of motivation can have for behavior, affect,
and cognition

o Hierarchical Model of Intrinsic Motivation of Vallerand
(1997)
The hierarchical model of intrinsic motivation distin-
guishes between a global, contextual, and situational
level, on which the three forms of motivation intrinsic
motivation, extrinsic motivation, and amotivation exist
(see @ Fig. 8.8).

Methods: Free Choice Paradigm

8.3 Measuring Intrinsic Motivation

Intrinsic motivation in sport has been measured by
observing behavior or by self-reports of the athletes in
regard to their degree of intrinsic motivation.

8.3.1 Free Choice Paradigm

One form of behavioral observation, and the original
prototype of the assessment of intrinsic motivation, is
the “free choice paradigm.” It was introduced by Deci
(1971) and has been used in numerous follow-up studies
as an operationalization of intrinsic motivation (see
» Methods: Free Choice Paradigm).

In an experiment based on the free
choice paradigm, participants first
carry out an activity that was pre-
tested to be interesting and intrinsi-
cally motivating. Then participants
were told that the experimenter
needs time, for example, to allegedly
prepare the experimental material
and that the participant can bridge
this waiting time engaging with vari-
ous activities. Among the attractive
activities (e.g., reading journals laid
out on a table), there is also the
activity that was carried out before
the interruption. If the study partici-

pants continue this activity unsolic-
itedly, and although it has no
consequences for them (i.e., for its
own sake), participants are deemed
to act intrinsically motivated. The
dependent variable is the time that
the participants spend with the
activity during the free choice
period, which reflects the level of
intrinsic motivation. The temporal
procedure is described in B Fig. 8.9.

Although employed in many early
studies, the free choice paradigm as a
standard measure of intrinsic motiva-
tion has been critically discussed (e.g.,

Vallerand & Fortier, 1998; Wiechman
& Gurland, 2009). Most importantly,
the free choice paradigm doesn’t con-
sider why the individual is continuing
to engage in the initially intrinsically
motivating activity or not. The moti-
vation for engagement is only
assumed. Further, at least two pro-
cesses of the undermining effect are
under-explored: (1) the duration of
the free choice period (How long is
enough?) (2) and the durability of the
undermining effect (How long does
the undermining of intrinsic motiva-
tion last?).
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«Free-choice period»

Make sure: Is activity (e.g., puzzle

task, sports activity) performed Performing the

with intrinsic motivation? Is it activity
attractive?
Are the activity alternatives (e.g.

magazines) attractive?

Interruption of activity Phase 2:
Study participants
choose and perform
activity or alternative
activity.

Waiting time

Offer of alternative
activities in the test

room:

O Fig.8.9 Temporal procedure of “free choice paradigm”

0 Free Choice Paradigm

Intrinsic motivation is assumed to be measured by
observing behavior. In the “free choice paradigm,”
intrinsic motivation is observed, within a certain time
window, and measured how long participants engage
in a task voluntarily and without influence from the
experimenter. However, this paradigm is limited as the
reasons or motivation behind the engagement are not
considered.

8.3.2 Questionnaires Assessing Intrinsic
Motivation

8.3.2.1 Intrinsic Motivation Inventory (IMl)

The Intrinsic Motivation Inventory (IMI) is a multidi-
mensional measurement developed by a group of
researchers within the framework of self-determina-
tion theory (SDT) (Ryan & Connell, 1989; Ryan et al.,
1983). It aims at assessing the subjective experiences
of participants during an activity and consists of the
four dimensions “interest/enjoyment,” “perceived
competence,” “perceived choice,” and “pressure/ten-
sion.” Contrary to what its name may imply, the IMI
does not measure intrinsic motivation per se but rather
captures the determinants (e.g., perceived competence)
and consequences of intrinsic motivation (for more on
this criticism of the IMI, see also Vallerand & Fortier,
1998). Regarding the latter, the interest/enjoyment
scale can be considered as a self-report measure of one
key outcome stemming from intrinsic motivation.

Continuation of activity
or choice of alternative Dependent Variable:

activity

Time that study
participants deal with
activity

When administering the IMI, it needs to be adjusted
according to specific tasks and settings (e.g., educa-
tion, sport). Its psychometric properties have also
been tested and supported in the domain of sports
(McAuley et al., 1989).

The seven items of the interest/enjoyment scale can
be adapted to the specific sport by replacing “the task”
by “playing volleyball.” The items are:

1. I found the task very interesting.

2. Doing the task was fun.

3. I enjoyed doing the task very much.

4. While 1T was working on the task, I was thinking
about how much I enjoyed it.

I thought the task was very boring (reversed item).

I thought the task was very interesting.

7. 1 would describe the task as very enjoyable.

AN N

8.3.2.2 Sport Motivation Scale

The “Sport Motivation Scale” and its revision (SMS II)
(Pelletier et al., 2013) are based on the “organismic inte-
gration theory” (Deci & Ryan, 1985). As such, it mea-
sures intrinsic, integrated, identified, introjected,
external, and amotivated regulation. Numerous studies
confirmed that the SMS is a scale with high internal
consistency and construct validity (Clancy et al., 2017).
The antecedents and outcomes associated with different
types of sport motivation, as assessed via the SMS,
include persistence in sport training, practice frequency,
self-esteem, positive emotions, vitality, and achievement
goal orientations (see Pelletier et al., 2013 for more
details).
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Participants estimate the relevance of each statement
to their own perspective using a 7-point Likert scale
(1 = “does not apply at all”; 7 = “applies exactly”). The
statements are “responses” to the question, “In general,
why do you practice your sport?”
The SMS measures motivation to engage in sport at
the contextual level (sport in general). The items reflect
the different types of motivation (except integrated
motivation) as assumed within SDT.
Examples:
== Intrinsic regulation: Because it gives me pleasure to
learn more about my sport.
== Integrated regulation: Because participating in sport
is an integral part of my life.

== Identified regulation: Because I have chosen this
sport as a way to develop myself.

== Introjected regulation: Because I feel better about
myself when I do.

= External regulation Because people around me
reward me when I do.

== Amotivated regulation: It is not clear to me anymore;
I don’t really think my place is in sport.

8.3.2.3 Situational Motivational Scale (SIMS)

The Situational Motivational Scale (SIMS) (Guay et al.,
2000) is a multidimensional tool that measures four
types of motivation (intrinsic motivation, identified reg-
ulation, external regulation, and amotivation) on a situ-
ational level (e.g., a specific sport situation). Four items
of each scale represent answers to the question: “Why
are you currently engaged in this activity?”

== Intrinsic: Because I think that this activity is interest-
ing.

Identified: Because I am doing it for my own good.
External: Because I am supposed to do it.
Amotivation: There may be good reasons to do this
activity, but personally I don’t see any.

Depending on the exact wording of this questionnaire, it
could be used for sport and nonsport activities (such as
engagement in PE). An important characteristic of a
psychological questionnaire is its measurement invari-
ance, that is, the extent to which a measure maintains its
meaning across groups (e.g., to make results of studies
different groups comparable) or settings. Standage et al.
(2003) showed measurement invariance for the SIMS
across three physical activity samples (youth soccer
players, middle school children participating in physical
education, participants in college physical activity

187

courses). Furthermore, the authors confirmed the SIMS’
factorial validity in an experimental setting and there-
with extend previous research based on field studies.

8.3.2.4 Behavioral Regulation in Sport
Questionnaire (BRSQ)

The “Behavioral Regulation in Sport Questionnaire”
(BRSQ, Lonsdale et al., 2008) consists of a 24-item
questionnaire that measure 6 behavioral regulations (4
items per factor). Participants indicate their agreement
to each item using a 7-point rating scale (1: “completely
disagree; 7: “completely agree”).

O Example items for behavioral regulations as assessed

via the BRSQ are:

== Amotivation: I play sports but I wonder what is the
point.

== External: [ practice sports because I feel pressure from
other people to play.

= Introjected: I play sports because I feel obligated to
continue.

== [dentified: I play sports because I value the benefits.

= Integrated: I play sports because it is a part of who I
am.

== Intrinsic motivation: I practice sports because I enjoy
doing something to the best of my ability.

Comparing the measures to assess motivation regula-
tions based on SDT, Rodrigues et al. (2020) concluded
that the BRSQ is better suited for professional or com-
petitive athletes, while the SMS II (Pelletier et al., 2013)
is for other physical activity-related contexts.

o Intrinsic Motivation Questionnaires

The Intrinsic Motivation Inventory (IMI, McAuley
et al., 1989) includes subscales that capture promoters
of and outcomes (e.g., interest/enjoyment) associated
with intrinsic motivation in sport and other activi-
ties. Most contemporary questionnaires, which are
grounded in SDT, tap the reasons for sports engage-
ment and provide statements that capture intrinsic
and extrinsic motivation (and other regulations) and
amotivation. Examples of questionnaires that have
been designed to tape motivation regulations at the
contextual level are the “Sport Motivation Scale”
(“Sport Motivation Scale”; Pelletier et al., 1995), and
the “Behavioral Regulation in Exercise Questionnaire”
(Mullan et al., 1997; Markland & Tobin, 2004). The
Situational Motivation Scale (Guay et al., 2000) refers
to the reasons for behavior in specific situations (situ-
ational level) during sport training.
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8.4 Promoting Intrinsic Motivation
in Sport
8.4.1 Strategies for Promoting Intrinsic

Motivation

Weinberg and Gould (2015, p. 142-143) suggest strate-
gies for promoting intrinsic motivation (terms in italics).
In the following, we slightly revised and couched them
according to the theories and concepts emphasized in
this chapter.

1. Provide successful and flow-conducive experiences.
Experiencing success results in experiencing compe-
tence, which represents an important basic psycho-
logical need (see SDT; Deci & Ryan, 1985). In order
to be successful, the person’s athletic abilities and the
task difficulty have to be in a balance. A challenge-
skill balance promotes flow experience. When the
demands exceed the skills or vice versa, flow is less
likely (see “Flow Theory” according to
Csikszentmihalyi, 1990).

2. Give feedback contingent on performance. Feedback
should be based on athletic performance, but in par-
ticular, what is controllable within that performance.
If feedback is perceived as an informational about
one’s own performance and contributions, and not as
a means to control, it can increase intrinsic motiva-
tion instead of undermining it (see SDT; Deci &
Ryan, 1985).

3. Use verbal and nonverbal praise. Verbal praise (“well
done”) and nonverbal praise (thumbs up, pats on the
back) motivate people who are not yet intrinsically
motivated. Praise is especially powerful for people
who usually get little recognition for their sport per-
formance (e.g., people who differ from norms in
sports with regard to, as examples, body weight,
degree of talent). It is important though that this
praise is clearly informational (aiming to enhance
feelings of competence) and not manipulative or
used in a way to control the person.

4. Vary content and sequence of practice drills. Offer
variation and variety: Boredom and monotony are
opponents of fun and intrinsic interest and are fre-
quent reasons to drop out of sports programs.

5. Involve participants in decision-making. Invite one’s
athletes to participate in the design of sports lessons
or in planning the strategies for the next game. Such
increase the experience of autonomy. Experiencing
autonomy is a basic psychological need and at the
heart of Deci and Ryan’s (1985) self-determination
theory.

6. Set realistic performance goals. Help people to set
realistic goals (i.e., goals that fit their skills and abili-
ties) to make it possible to experience success and

enhance feelings of competence (see also Goal
Setting Strategies in High Performance Sports —
» Chaps. 7 and 20).

8.4.2 Focus: Promotion of Basic Need
Satisfaction

As can be seen from these examples, most strategies to
foster intrinsic motivation are based on, or could be
understood via, the tenets of self-determination theory
and its subtheories (see » Sects. 8.2.2.1-8.2.2.3).
According to SDT, a key to promote intrinsic motiva-
tion is satisfaction of basic needs which in turn leads to
more autonomous forms of behavioral regulation
(» Sect. 8.2.2.2), including the propensity for one to be
intrinsically motivated. As outlined in » Sect. 8.2.2.2,
athletes’ basic need satisfaction can be promoted by an
autonomy-supporting coaching style, and this coaching
style can be learned and developed, as has been shown
in intervention studies. For example, an intervention
study by Cheon et al. (2015) was based on the observa-
tion that coaches tend to adopt a controlling coaching
style prior to important athletic competitions which in
turn leads to a loss of self-determined motivation and
further impairment in athletes. The authors tested the
effects of an intervention aimed at teaching coaches an
autonomy-supportive coaching style. During the prepa-
ration period for the Paralympic Games (London,
2012), they assigned 33 coaches (out of 64 athletes) to
either a control group or intervention group. In terms of
the latter, the autonomy-supportive intervention pro-
gram consisted of a 2-h workshop focused on athletes’
motivation and differential coaching styles (autonomy-
supportive vs. controlling styles) (part 1 of program).
Examples of autonomy-supportive coaching behavior
were given (e.g., provide rationales for proposed strate-
gies or training techniques, use of non-pressuring lan-
guage, acknowledge and accepting negative affect). In
the second part of the program, further information was
given (e.g., how existing elements of structure that are
needed for training effectiveness can be offered in an
autonomy-supportive way). In a third part, each coach
met the researchers so that individual questions could be
answered and individual problems addressed. As
expected, results revealed a decrease in self-determined
motivation and functioning over time in the control
group. In the intervention group, however, self-
determined motivation and functioning remained intact
during the competition preparation phase. There was
also a positive effect in terms of performance: the ath-
letes of the coaches in the intervention group won more
Olympic medals than the athletes of the coaches in the
control group.



Intrinsic Motivation in the Context of Sports

In For Sports Practice a few more concrete examples
of how an authority figure (coach, parent, teacher) can
promote the satisfaction of all three basic needs are dis-

played (see also Reeve, 2002).

For Sport Practice

Ways to promote basic need satisfaction

Autonomy Competence Social
relatedness

Aim

Provide athletes Promote Facilitate

experiences of athletes’ athletes feeling

choice in and feeling that they belong

ownership of their ~ competent to (a group of)

behavior and efficientin  people who care
dealing with about him/her
the environ- and each other
ment

Basic principle and attitude

— Understand and — Pay Personal
take into account attention to involvement,
the perspectives the phrasing  interest in the
of sports of goals athlete and as a
participants: — Make person; caring
What do they improve- attitude
want? What do ments in
they not want? competence
What are they and progress
feeling? tangible
Concrete examples
— Provide — Clearly — Allow time for
information and define goals social
leeway for action and interactions
— Allow exercises to expectations  — Show feelings
be selected — Formulate (personal
— Invite to goal criteria involvement,
participate in together joy)
decisions — Provide — Focus on
regarding challenge- similarities
training skill balance ~ — Emphasize the
— Give qualities of
informative each individual
feedback

Empowering Coaching™: Applying
Theories Successfully for Practical
Application

8.4.3

Self-determination theory (SDT; Ryan & Deci, 2018)
provides a foundation for intervention development,
providing guidance about what we can do to promote
sport participants’ intrinsic motivation. Based on SDT,
one way to facilitate and maintain intrinsic interest is to
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work with those who create the motivational climate
manifested in sport and develop sporting environments
which are more need supportive and less likely to com-
promise participants’ feelings of competence, autonomy,
and relatedness.

Duda (Duda, 2013; Duda & Appleton, 2016) pro-
posed a conceptualization of the motivational climate
created by significant others (such as coaches, teachers,
parents) which pulls from and extends the dimensions
emphasized within SDT that are important to target in
our intervention efforts. In particular, the features of the
environment which are emphasized in achievement goal
theory (Ames, 1992; Duda, 2001; Duda & Balaguer,
2007) are also considered, namely, how task involving
(e.g., coach emphasizes demonstration of effort, consid-
ers mistakes as part of learning), and how ego involving
(e.g., coach creates a rivalrous atmosphere and com-
pares one athlete to another; errors are responded to
punitively) is the motivational climate? In this conceptu-
alization, sporting environments are considered more
empowering if they are highly autonomy supportive,
socially supportive, and task involving. 4 disempowering
sport environment would be one in which, for example,
the coach is very controlling and ego involving in his or
her behaviors.

The Empowering Coaching™ training program
(Duda, 2013; Duda & Appleton, 2016) is grounded in
this conceptualization and aims to help coaches/teach-
ers/parents understand how to be more empowering
and why that approach is more adaptive. Within the
training, participants have the opportunity to also
reflect and become more aware of what may be existing
disempowering behaviors and the costs of such in
regard to sport participants’ autonomous motivation,
development, and well-being. More information about
Empowering Coaching can be found here: » https://
empoweringcoaching.co.uk/.

Theoretical models also guide the authors of the
empowering coaching program approaches to assess-
ment. Based on the conceptualization of empowering
and disempowering “coaching,” ways to assess the moti-
vational climate created by coaches via observation
(Smith et al., 2015), self-reports of the athletes in that
environment (Appleton et al., 2016), and the views of
the coaches themselves (Solstad et al., 2020) have been
developed. Using such assessment tools, the impact of
Empowering Coaching™ has been examined. For exam-
ple, this training program was evaluated in the context
of youth sport (soccer) across five European countries
within the Promoting Adolescent Physical Activity
(PAPA) project (Duda & Appleton, 2016).

We believe that the example of Empowering
Coaching™ provides a vivid example on how empirical
and theoretical work can be adapted and utilized to cre-
ate theory-driven applications for the real world. This
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program’s success also highlights how much intrinsic
motivation matters. And that in order to increase sports
participation, and to make sports participation as much
enjoyable as possible, further research on the processes
by which intrinsic motivation can be increased is needed.
As a consequence, we hope the present chapter inspires
readers not only to think about how to foster intrinsic
motivation in their own lives but to also think about the
many open questions that remain when it comes to
understanding and increasing intrinsic motivation in
sports and exercise.

Learning Control Questions
Basic:

1. What are the main distinguishing features of intrin-
sic and extrinsic motivation?

2. Can effort be intrinsically rewarding?

3. What subtheories does the “self-determination the-
ory” consist of ? Name their core statements.

4. What forms of extrinsic motivation exist according
to the “theory of organismic integration?” What
does the “undermining effect” mean?

5. What are the three basic needs and what makes
them “basic?”

6. Who is the author of the “Hierarchical Model of
Intrinsic Motivation?” What do “task orientation”
and “performance orientation” mean?

7. Explain the basic assumptions of “empowering
coaching.”

Advanced:

1. Which moderators of the relationship between pos-
itive performance feedback and intrinsic motiva-
tion do you know?

2. How can perceived autonomy support by the coach
be measured?

3. What are the most important characteristics, condi-
tions, and consequences of the flow experience?

4. What is the “free choice paradigm” and what does a
typical test procedure look like?

5. Should extrinsic motivation always be avoided?

6. How is the hierarchical model of intrinsic motiva-
tion associated with self-determination theory?

Experts:

1. How can a sports teacher increase intrinsic motiva-
tion of his or her students through basic needs sat-
isfaction?

2. When is the undermining effect most likely to
occur? When is it unlikely to occur?

3. Why is the self-determination theory an umbrella
theory that encompasses several mini-theories?

4. What does the general, contextual, and situational
level in the “hierarchical