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Learning Objectives

• Identify the differences between the definitions of who is a bilingual 
and understand the impact of this discrepancy and the consequent 
need for uniformity of research on bilingualism.

• Learn about various neuroimaging methods and the research questions 
for which they are suitable.

• Become familiar with the advantages and disadvantages of research 
methods in the cognitive neuroscience of bilingualism.

• Develop an understanding of the notion of ecological validity in 
research on bilingualism.

1.1 Introduction

Cognitive neuroscience is a discipline that aims to understand the rela-
tionship between the brain and the mind. It is fundamentally based on 
human neuropsychology, which focuses on revealing the neural bases of 
cognition and describing mental processes in the human brain; however, 
cognitive neuroscience goes beyond these foci. Moreover, it is nourished 
by a strong interdisciplinary combination and integration of approaches 
and knowledge from neuroscience, medical science, cognitive psychol-
ogy, and computer science.

In this book, we set out to explore the brain’s mental capacities, and 
in particular, one aspect of cognition – language. Our primary aim is 
to examine how the neurological organization and functioning of the 
brain supports bilingual language acquisition and language process-
ing.

1.2 Theoretical and Empirical Issues of Bilingualism Research

1.2.1 Bilingualism Research: Who Is a Bilingual?

Sixty percent of the world’s population knows two or more languages. 
It is estimated that 43 percent of people are bilingual, and an additional 
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2 Theories and Methods

17 percent know at least three languages (iLanguages.org, 2023). The 
word bilingual is composed of the prefix “bi-” and the adjective “lin-
gual.” Both parts of the word are derived from Latin, with “bi” meaning 
“two,” and “lingual” from the noun “lingua,” meaning “language.” The 
adjective bilingual refers to two languages. While the direct translation 
into one’s dominant language, for instance, seems easy and its meaning 
clear-cut, up until now, definitional issues regarding bilingualism have 
not been solved. In this section, we dive into the world of definitional dif-
ficulties concerning the term bilingualism. Unfortunately, this definition 
is rather confusing. At first glance, bilingualism appears to be dichoto-
mous, but a closer look shows that it is much more complex. However, 
examining and characterizing bilingualism is of great importance, and, as 
will become clear throughout this book, many dimensions shed light on 
the complicated term bilingualism. For research (in particular, grouping 
of participants and clear-cut research findings), an accurate characteri-
zation of bilingualism is vital. Many of these dimensions are intermin-
gled or even intertwined, and therefore looking at only one dimension 
and using its extrema for selection purposes in studies on bilingualism is 
often too short-sighted.

Differences in the interpretation of bilingualism are based on various 
aspects:

 1. The level of fluency (proficiency):
 • According to an early, extremely restrictive definition of bilingual-

ism by Bloomfield (1933), a bilingual has “native-like control of 
two languages” (p. 56). A perfect, ideal native speaker speaks the 
language fluently and has a rich vocabulary, perfect command over 
complicated sentence structures and norms of the language includ-
ing spelling, perfect grammar skills, and mastery of communicative 
conventions and stylistic variation. Clearly, only proficiency level 
was used here as a criterion, ignoring all other dimensions of bilin-
gualism (Dewaele, 2015).

 • But, of course, not all “native” speakers show this high level of lan-
guage command in their “native” language. Consequently, would 
individuals who do not have perfect command over two languages 
be excluded from being labeled as a bilingual?

This leads to several more questions:

• What is the minimal level of language competence acquired by a 
speaker to be categorized as bilingual (i.e., are language learners in 
their initial stage already bilingual or should the term bilingual refer 
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1.2 Theoretical and Empirical Issues 3

only to advanced language learners)? For Haugen (1953), a bilingual 
is an individual who produces “complete and meaningful utterances 
in other languages” (p. 6), whereas for Diebold (1961), a bilingual 
is someone who begins to understand utterances in another lan-
guage, though not yet able to produce utterances in this language. 
Is it enough to just know a few words such as “good morning” or 
“thank you” in another language to be bilingual, as suggested by 
Edwards (2004)? These criteria are – although very vague – flexible 
and could thus be considered a first step toward viewing bilingual-
ism as a continuum rather than a category (Dewaele, 2015).

• Is high proficiency required in all four linguistic skills (speaking, 
listening, reading and writing) or only in some of them?

• What about languages that do not have a written form, for exam-
ple, some Arabic and Chinese language varieties? Would some-
one not be called a bilingual because he/she is unable to write in 
these languages?

• There is also the issue of speed and accuracy (or, in psychological 
terms, speed–accuracy tradeoff): In the definition of bilingualism, 
does fluency include accuracy, or can a speaker be accurate, but not 
very fluent when speaking a language and still be called a bilingual?

 2. Relative competence in both languages:
 • Balanced bilinguals are speakers with an equal mastery of two lan-

guages. But does this necessarily apply to all linguistic skills and 
domains, topics, settings?

 • Unbalanced bilinguals have an unequal mastery of two languages; 
that is, they have a higher proficiency in one language, which is their 
dominant language, than in the other, nondominant, language. Are 
these individuals not classified as bilinguals when they speak a dia-
lect or language without script as their first, dominant language?

 • Balanced bilingualism does not necessarily imply a high level of profi-
ciency; for example, two non-native languages can be mastered at an 
intermediate level of proficiency. If an individual learns two languages 
but has not yet reached full competence in these languages, is he/she 
not considered a bilingual according to the definition in point 1?

 3. Frequency of language use:
 • According to a more recent, less narrow definition by Grosjean 

(2010), a bilingual is someone who uses two (or more) languages in 
everyday life.

 • Does a bilingual use the two languages on a regular (maybe even 
daily) basis and to the same extent?
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4 Theories and Methods

 • Are the languages used in private context and/or in occupational 
situations and are all four linguistic skills regularly used?

 • Are heritage language speakers considered to be bilingual if they 
do not use one of their languages often, given their life circum-
stances?

 • Do individuals count as a bilingual when they do not speak the 
language regularly but “only” read in it frequently?

 • What is more intertwined with language use frequency – length of 
residence in a country where the second language (L2) is spoken 
(suggesting little language exposure and L2 use) or length of expo-
sure to an L2 (suggesting more active language use in L2)?

 4. Number of languages:
 • Does bilingualism refer to the knowledge and use of exactly two 

languages or can it mean “two or more” languages (often referred 
to as multilingualism/plurilingualism)?

 • What is a language? Do dialects, sociolects, and so on count as lan-
guages?

1.2.1.1 Dimensions for Classifying Bilinguals

In studies across all disciplines involved in research on bilingualism, 
important factors for categorizing individuals as bilinguals (such as the 
language proficiency attained in the languages, language use frequency, 
and the number of languages) are still quite problematic, because they are 
not precise, as illustrated by the many questions raised in Section 1.2.1.

A factor that is apparently already accepted in research communities of 
linguists, psychologists, and cognitive neuroscientists and is widely used 
is age of acquisition. There is some agreement in the field that the cut-
off line for early bilingualism lies in early childhood, but it is not exactly 
clear at what age – around the age of three (according to McLaughlin, 
1984) or somewhat later, say, at the age of six? What is more, De Houwer 
(1995) distinguished between bilingual first language acquisition (BFLA) 
and bilingual second language acquisition, with the former referring to 
regular exposure to two languages within the first month of birth and the 
latter to exposure starting later than one month after birth but before 
the age of two. Hence, even the chronological division in bilingualism 
terms is difficult to define (see Section 3.3.3 for an overview and further 
discussion).

This being said, a more recent life-span-oriented perspective on lan-
guage acquisition and learning offers a close, detailed description of 
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1.2 Theoretical and Empirical Issues 5

subgroups, of early as well as late language learners, including adolescent, 
adult, and third-age learners. For instance, Pfenninger, Festman, and 
Singleton (2023) suggest that general language use, frequency of use per 
linguistic skill, and language switching habits may vary across a lifespan 
depending on social settings and change along with mobility and new 
living conditions in speech communities and workplaces. Language attri-
tion (i.e., the decline or loss of a language once mastered to a certain 
degree) can happen to languages acquired after birth within the family 
or from a family member who is no longer around; it can happen to lan-
guages learned at school, languages learned in the course of migration 
through different countries, or languages learned for work-related needs 
or during a temporary stay abroad. Bilinguals use their languages in dif-
ferent ways, their frequency of use dynamically changes, and it seems 
that this frequency plays a critical role in language skill development.

Some additional factors (listed in Table 1.1) as well as an understand-
ing of their effect on bilingual language processing are equally important. 
Hence, more and more studies include (at least some of) these factors 
when describing their bilingual participants. Failure to do so leads to 
research findings being hardly comparable to other studies and blurring 
of the overall picture of the cognitive neuroscience of bilingualism.

1.2.1.2 What the Classification of Bilinguals Means for Research  
on Bilingualism

Given the number of important factors influencing bilingual acquisition, 
learning, and use (mentioned earlier, but not necessarily complete), it 
goes without saying that each individual bilingual has a unique combina-
tion of different bilingual characteristics. Bilinguals differ not only in their 
personal language acquisition history (i.e., the setting, amount, and qual-
ity of exposure to two languages), but also in their personal use patterns 
and preferences, and the dynamic changes of language use, proficiency, 
and so on. Surprisingly, even speech motor areas vary individually; that 
is, there is a “high degree of variation across subjects in the mapping of 
motor and sensory aspects of human language” (Andrews, 2019, p. 28). 
For example, before bilingual patients undergo brain surgery (e.g., 
related to epilepsy or tumor), the areas related to language production 
(motor) and comprehension (sensory) are located by a highly invasive 
method, cortical stimulation mapping (CSM), during object picture nam-
ing. An overview of the data from CSM, accumulated since the 1970s 
and extensively examined by Ojemann and Whitaker (1978), revealed 
variability from brain to brain in how the language centers are organized 
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6 Theories and Methods

Table 1.1 Relevant dimensions for classifying bilinguals

Dimension Categories and characteristics

Acquisition context – chronological details
• Age of acquisition • Early (simultaneous) bilingual = parallel 

acquisition of two languages in early childhood 
(simultaneous bilingualism of two first languages 
before the age of three, McLaughlin, 1984)

• BFLA (regular exposure to two languages within 
the first month of birth) vs. bilingual second 
language acquisition (exposure starting later 
than one month after birth but before the age of 
two) (De Houwer, 1990)

• Early sequential bilingual = acquisition of two 
languages with the L2 usually before the age of six 
(Beatens Beardsmore, 1986)

• Late bilingual/late language learner = 
sequential acquisition of two languages with 
the L2 usually after the age of three (or six) (e.g., 
Lambert, 1985; McLaughlin, 1984)

Acquisition/learning context – environmental details
• Circumstances of acquisition/

manner of acquisition
• Informal (natural setting) = at home, in the 

family
• Formal (educational, institutional setting) = at 

school, with textbooks

• Sociocultural environment • Migration status and experience
• Length of residence/exposure
• Socioeconomic status (SES)
• Communicative habits of the speech 

environment (two separate cultures with one using 
only one language vs. one culture that uses both 
languages)

• Linguistic environment • Amount of time spent with monolinguals and with 
bilinguals (using one language only) or using both 
languages (De Houwer, 1990)

• (Continuity of) exposure to each language (e.g., 
Byers-Heinlein, 2015)

• Quality and quantity of input (e.g., Unsworth, 
2016)
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1.2 Theoretical and Empirical Issues 7

Dimension Categories and characteristics

Language use context – social psychological details
• Language status/prestige • Both languages valued = additive bilingualism; 

both languages and cultures bring complementary 
positive elements to a person’s overall development

• One language (usually the minority language) 
being socially devalued, social pressure to avoid 
its use, replacement through prestigious language 
of the majority = subtractive bilingualism (e.g., 
Lambert, 1975)

Language outcome/competence – language skill details
• Language dominance • Balanced bilingual = same level of proficiency in 

both languages: “native-like” competence in both 
(Haugen, 1973) or same ability in both but not 
“native-like”

• Unbalanced bilingual = language dominance 
in one language (better skills in that language 
compared to the skills in the other language)

• Level of language fluency • Beginner, intermediate, advanced learner
• “Native speaker,” “native-like command”

• Literacy • Ability to read and write = literate
• Lack of ability to read and write = illiterate
• Monoliterate vs. biliterate bilingual

Language use/contact – language use details
• Individual speaking habits • Daily language use, frequency of language use per 

language
• Ease with translation and interpreting and 

frequency of acting as translator/interpreter

• Switching habits • Weinreich (1953) considers bilingualism “the 
practice of alternately using two languages” (p. 1); 
see Rodriguez-Fornells et al. (2012) for language 
switch habits

• More recently, different language contexts have 
been suggested (Green & Abutalebi, 2013):

• In single-language contexts, each of the 
languages is used separately (e.g., home vs. 
school),

Table 1.1 (cont.)
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8 Theories and Methods

Dimension Categories and characteristics

• In dual-language contexts, the languages 
are both used but separately with different 
interlocutors, and

• In dense code-switching contexts, speakers 
switch freely between their languages with their 
multilingual interlocutors.

• Domains of language use 
and context of exposure

• Family, leisure, work (e.g., Grosjean, 1998); 
superior knowledge in certain domains of 
language use (and topics), e.g., work, school

Table 1.1 (cont.)

(for review, see the excellent chapter by Andrews, 2019). More recent 
research adds to this “dynamic nature of language mapping” by shedding 
light on the language organization of a single patient having undergone 
multiple surgeries (see Serafini, Grant, & Haglund, 2013).

We go along with De Groot (2011) who states that “the bilingual com-
munity is a colorful lot” (p. 5), and we also keep in mind that individuals 
categorized as monolingual speakers of a language are a colorful lot, too. 
De Groot’s book is about both individuals who have reached the “end 
point” of language proficiency (i.e., following the definition focusing 
on level of proficiency) in both languages and language learners/users 
at different stages of proficiency and with different lengths of exposure 
(focusing on the acquisition and timing aspects). Her book also includes 
studies published on bilinguals, that is, those who speak two languages, 
and on studies reporting on two (among possibly more) languages that 
individuals have been asked to use for a certain task.

The difficulty in experimental research – which applies to studies 
on bilinguals based on neuroimaging techniques (as shown in Section 
1.3) – is that it usually involves comparisons of conditions. More spe-
cifically, researchers contrast an experimental condition with a control 
condition, and these conditions should differ in only one property. The 
change of a dependent variable can then be attributed to this prop-
erty. Problems arise when these two conditions differ in more than one 
property. Consequently, explanations of experimental effects can stem 
from a number of properties and leave much room for interpretation 
and speculation. Confounding factors are those that covary with the 

https://doi.org/10.1017/9781108178501.001 Published online by Cambridge University Press

https://doi.org/10.1017/9781108178501.001


1.2 Theoretical and Empirical Issues 9

independent variable and bring more “noise” into the original study 
design and argumentation.

Previously, research on bilingualism seems to have been easier: 
Speakers were categorized into one of the two dichotomous categories of 
bilingualism, for example, early bilinguals versus monolinguals, with the 
former being the experimental group and the latter serving as the con-
trol group. Both groups performed a certain task in the monolingual’s 
language known to both groups. In such a between-group design, the 
performance of the participants was compared on a dependent variable 
(the variable that is measured). This study design was used to identify 
differences between mono- and bilinguals; bilingualism was used as the 
variable that influenced performance and as the genuine cause of the 
difference. It goes without saying that it was assumed that both groups 
were identical on all other variables.

More recently, it appears that we have come to grips with the impact 
of single factors and the “noise” caused by confounding factors. 
Confounding factors are those variables that are neither manipulated 
in terms of an independent variable nor measured in terms of a depen-
dent variable. They influence the performance and results of the depen-
dent variable in addition to the independent variable. In bilingualism 
research, a recent focus on individual differences and participant char-
acteristics has elaborated on this issue (e.g., Lauro, Core, & Hoff, 2020; 
Pfenninger, Festman, & Singleton, 2023). Additionally, some variables 
have been found to confound others, in particular socio-economic sta-
tus (SES), migration background, and lexicon size (for a review, see 
Festman, Czapka, & Winsler, 2023). However, one must be very care-
ful to not hastily draw conclusions from this belief. Not everyone who 
migrates to another country is automatically poor, not everyone who 
is poor automatically has a small vocabulary, not all poor people auto-
matically are educational underachievers, and so on. These conclusions 
would be simply inaccurate as they do not apply to all members of these 
groups, but rather stigmatize the individuals.

1.2.2  Language and Language Domains Relevant 
for Bilingualism Research

When we talk about language, we may refer to the representation aspects 
of language, that is, how different language subcomponents are struc-
tured and organized. With regard to bilingualism, this means how two 
languages are represented in the brain, where they are located, and how 
they are organized.
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We may also consider the processing aspects of language, that is, how 
language and, more specifically, its different subcomponents are acti-
vated, how they interact with each other, and, concerning bilingualism, 
how languages interact with each other.

For research to be conducted in the realms of bilingualism and 
the brain, both must be examined in greater detail: Language is bro-
ken down into different subcomponents, which are usually mapped 
onto specific brain regions and linked to neural functions (Banich & 
Compton, 2018). This means that only very specific aspects of a bilin-
gual’s languages can be tested in a single study in the domain of cogni-
tive neuroscience.

Language knowledge is commonly divided into different subcompo-
nents: (a) sound (speech perception and production, sound patterns 
and contrasts), (b) words, morphology (word structure, grammatical 
knowledge related to word formation), and semantics (meaning), and 
(c) syntax (phrase, sentence and discourse structure). In particular, 
psycholinguistic approaches to studying language rely on an even more 
fine-grained distinction and division into different types of linguis-
tic information. Table 1.2 briefly explains these different domains of 
language.

1.3 Methodological Considerations

From early on, researchers in the fields of linguistics, psychology, and 
sociolinguistics have largely been involved in the study of bilingualism 

Table 1.2 Domains of language

Domain Referring to

• Phonological • Sound structure
• Orthographic • Spelling
• Semantic • Meaning of words, sentence, etc.
• Morphological • Word-forming elements of language, often grammatical 

aspects such as gender, number (singular/plural), inflection, 
and prefixes and suffixes, etc.

• Syntactic • Phrase and sentence structure
• Pragmatic • Language use in various contexts
• Discourse • Series of speech events or sentences
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(e.g., Weinreich, Fishman, Oskaar, Haugen, Mägiste, Obler, Paradis, 
Grosjean, Peal, and Lambert). Although these approaches to the study 
of bilingualism have set the stage for theories, models, and a scientific 
basis for the investigation of bilingualism, they can only shed light on 
the outcome, that is, the verbal output, but cannot reveal the processes 
behind it. The study of bilingualism from a cognitive neuroscience per-
spective necessitates the use of specific methods and techniques, as they 
offer a window into the brain. Technical advances have made it possi-
ble to develop various methods (mainly for clinical use) that can explain 
the structure and functioning of the brain. These modern techniques are 
already being used for research in the cognitive neuroscience of bilin-
gualism and are employed to investigate, in particular, bilingual process-
ing in the brain in real time. These methods can thus help to uncover how 
the brain processes two languages at a time or processes one language 
while knowing a second one.

Although we cannot describe the methods here in full detail, we try 
to clarify how each of them works and for what purpose they are used 
(see Section 1.4.1). Importantly, each method is unique and is usually 
employed because of its specific advantage over other methods for cer-
tain research questions.

Imaging techniques are one of the methods and techniques that are 
most relevant for the study of languages in the brain (and for the search 
for neural differences in the brains of mono- and bilinguals). They are 
commonly divided into the following types:

 1. Techniques to assess brain anatomy: For example, structural magnetic 
resonance imaging (SMRI) and diffusion-tensor imaging (DTI).

 2. Techniques to detect current brain activity: For example, functional 
magnetic resonance imaging (fMRI), positron emission topography 
(PET), and near-infrared spectroscopy (NIRS).

 3. Techniques that record electromagnetic changes in the brain related 
to language processing: For example, electroencephalography (EEG) 
and magnetoencephalography (MEG) (see Banich & Compton, 2018, 
ch. 3, for an excellent overview).

Since all these techniques have specific requirements when used for 
recording language-related processes, their early days were somewhat 
shadowed by technical limitations that have now been largely overcome. 
For example, EEG experiments seldom involved overt language produc-
tion due to artifacts that distort the signal; the quality of fMRI scans 
had the same problem with artifacts during speech, and additionally the 
limitation of capturing only a part of the brain until whole-brain scans 
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were made possible. Today, technical advances and new types of analy-
ses have greatly improved the quality of data.

To begin, we will take a quick look at many of the most relevant meth-
ods of research used in the cognitive neuroscience of bilingualism.

1.3.1 Focus on Neuroimaging Methods

Neuroimaging methods measure cortical activity when language process-
ing is ongoing. The interpretation of data is based on the assumption that 
the neural areas which consume more blood are more highly active and 
are involved in specific processes necessary for current task execution 
and performance.

1.3.1.1 Techniques to Assess Brain Anatomy: SMRI and DTI

SMRI (structural magnetic resonance imaging): Brain anatomy, more 
specifically grey matter, can be examined with MRI, a technique in 
which researchers focus on the size, shape, and/or volume of differ-
ent brain structures. Some studies investigate the difference in surface 
area of grey matter or the thickness of the cortical ribbon. In exam-
inations of subcortical structures, both volume and shape are assessed. 
Mechelli et al. (2004) have provided a seminal structural-anatomical 
MRI study comparing bilinguals and monolinguals which demonstrates 
the changes of grey matter density related to L2 learning as modulated 
by proficiency.

DTI (diffusion tensor imaging): DTI is a newly developed MRI tech-
nique (introduced by Basser in the 1990s, see Basser, 1995) and a spe-
cialized form of magnetic resonance imaging. DTI informs us about 
white matter, more specifically about: (a) anatomical connectivity 
between different brain regions, and (b) integrity of white matter. Since 
water diffuses in nerve fibers (which can be measured with DTI), the 
main axis or directions along which water diffuses can be determined, 
yielding white-matter tracts. Consequently, the main directional ori-
entation of white-matter tracks can be detected, as it is the axis along 
which most water diffusion is measured. The visualization of water 
activity in the brain’s white matter is superior to that of a traditional 
MRI. It allows for the analysis of complex neuronal networks of the 
brain. The structural integrity of these tracts is indicated by the degree 
of diffusion of water. DTI has been used in bilingualism research, for 
example, to investigate white-matter development in bilingual children 
(Mohades et al., 2015).
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1.3.1.2 Techniques to Detect Current Brain Activity: fMRI, PET, and NIRS

fMRI (function magnetic resonance imaging): For the study of language 
and cognition in cognitive neuroscience, fMRI has probably become the 
most important technique, despite being extremely expensive and sen-
sitive to participants’ movements, making it difficult to use for studying 
language production. What is more, fMRI measurements involve the 
production of loud noises, and due to the large size of the scanner and its 
testing restrictions, fMRI can be challenging to use when studying infants 
and children as well as certain adults.

For fMRI, a variation of the structural MRI technique is used. It is a 
noninvasive, oxygen-related technique (allowing for multiple scanning 
of the same participants) and is a widely available technique in clinics 
and research institutions.

When a brain region becomes active, it requires more oxygen and 
glucose which are delivered via blood flow. Thus, the oxygen-rich blood 
flow in this area increases to feed the metabolic processes of the neural 
structures. Blood oxygenation levels also change rapidly to facilitate the 
activity of neurons in a brain region, but there is still a delay of a few 
seconds, depending on the blood vessels in the respective area.

Therefore, fMRI measures changes in blood oxygenation over 
time, that is, how much oxygen in the blood is used in a certain brain 
area. The deoxygenated hemoglobin is measured and used as a cor-
relate for the neuronal activity (Huettel, Song, & McCarthy, 2004). 
In short, fMRI cannot provide any direct measure of neural activity, 
but of physiological activity, and thus is an indirect measure of neu-
ral activity. Volume differences between increased oxygenated and 
decreased deoxygenated blood are detected, yielding a BOLD (blood 
oxygen level dependent) signal which indicates which brain regions 
have drawn more blood flow, demonstrating that activity patterns have 
increased.

The spatial resolution generated by fMRI is increasingly high, 
allowing for specific localization of brain region activity within milli-
meters. However, the temporal resolution is – compared to EEG and 
MEG – rather poor, only providing blood oxygenation level changes on 
a second-by-second basis, that is, every time data is averaged over a full 
second or more: “For this reason, precise temporal resolution for know-
ing what part of a sentence elicited an increase in neural activation in 
the particular brain area is not typically possible with fMRI. However, 
averaged activation patterns over the course of overall language use 
can provide a very detailed map of what brain regions were generally 
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active” (Spivey & Cardon, 2015, p. 117; see Wattendorf et al., 2014, for 
an example of silent sentence production).

For fMRI scans, the participant must be situated in a scanner, a large 
machine which creates a constant magnetic field (classified according to 
the strength of the constant field, e.g., 3 Tesla). The response of atoms to 
perturbations in the magnetic field is used to create maps of brain struc-
ture (SMRI) and function (fMRI), since oxygenated and deoxygenated 
blood have different magnetic properties.

fMRI is usually employed while participants perform a task. This 
requires the set-up and performance of at least two conditions, with the 
first used as a baseline task against which brain activation in the second, 
the experimental task, can be measured and compared. Both for baseline 
and experimental conditions, multiple pictures are obtained, providing a 
massive amount of data.

To analyze fMRI data, resting-state measurements are included. The 
rest condition is often used as the control condition in which a participant 
is required to “rest” in the scanner, lying still with his/her eyes closed or 
while looking at a fixation cross. The problem with this is that the brain 
is always active – participants’ minds may wander or might consciously 
be trying not to do anything. Therefore, the rest-state condition has been 
heavily criticized as an appropriate comparative condition to experi-
mental conditions (e.g., Raichle, 2001). What is more, a closer look into 
resting- state data has revealed resting-state networks, named according 
to their usual function in a specific region; for example, visual, dorsal 
attention, limbic, and frontoparietal (see Yeo et al., 2011). The group-
ing of areas into these networks has been found to be consistent across 
participants, “suggesting that such groupings represent something funda-
mental about the organization of the human brain” (Banich & Compton, 
2018, p. 84).

While fMRI can reveal the level of neural activation, a newer tech-
nique, called multivoxel pattern analysis (MVPA), allows for a fine-
grained depiction of the pattern of activity. MVPA shows that the visual 
perceptions of different object categories each initiate a unique pattern 
of activity per object category (e.g., furniture vs. tools) (see Haxby et al., 
2001). Xu et al. (2017) used MVPA to investigate unique patterns of 
activity in Chinese–English bilinguals related to reading in each language.

PET (positron emission topography): PET is a neurochemical method. 
It “works by altering molecules to have a radioactive atom and then 
introducing them into the blood supply so they can be carried to the 
brain. Those molecules are then taken up by the brain. As the molecule 
comes from a nonstable radioactive state to a stable nonradioactive state, 
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two photons of light are emitted that are picked up by detectors around 
the head” (Banich & Compton, 2018, p. 78). This is an invasive method 
involving high-energy radiation, so it is not suitable for women of repro-
ductive age nor for children. Its temporal resolution is very poor, as brain 
activity can be measured only over minutes. But PET does monitor the 
use of glucose from blood and regional cerebral blood flow (rCBF). 
Thus, it allows for a detailed analysis of how the brain uses specific mole-
cules and can measure the absolute rCBF. PET has already been used to 
some degree in bilingualism research, see for example, seminal studies by 
Perani et al. (1996) and Price, Green, and von Studnitz (1999). Recently, 
a number of studies in the field of cognitive neuroscience of bilingualism 
have employed FDG-PET (fluorodeoxyglucose-PET) to measure brain 
metabolism and connectivity in order to reveal possible neuroprotective 
effects of bilingualism (Perani et al., 2017) or neural effects of lifelong 
bilingualism (Sala et al., 2022).

fNIRS (functional near-infrared spectroscopy): NIRS measures 
changes in the brain’s oxygen level density (BOLD) yielding both deox-
ygenated and oxygenated hemoglobin activity, with a temporal resolu-
tion of 10 Hz. NIRS has a number of advantages over fMRI: It allows for 
infants and children as well as special populations of adults to be studied. 
NIRS is quiet and consists of a small, portable device that is relatively 
tolerable to participants’ movement (Watanabe et al., 1998). Kovelman 
et al. (2008) further explain: “An advantage over fMRI is that, in addi-
tion to BOLD, fNIRS also computes the deoxygenated and oxygenated 
hemoglobin from the absorption measured at different wavelengths 
using the modified Beer–Lambert equation. While fNIRS cannot record 
deep into the human brain (~4 cm depth), it has good spatial resolution 
that is excellent for studies of human higher cognition and language, and 
it has better temporal resolution than fMRI (~<5s HR, sampling rate = 
10 × per second)” (p. 5). Kovelman et al. used fNIRS during a seman-
tic judgment task with Spanish–English bilinguals processing semantic 
information in mono- versus bilingual contexts.

1.3.1.3 Techniques Which Record Electromagnetic Changes in Relation  
to Language: EEG and MEG

EEG (electroencephalography): Since its early days, EEG has been an 
important method that has greatly increased our understanding of lan-
guage processing in bilinguals (see Wicha, Moreno, & Carrasco-Ortíz, 
2019, for an overview). It is a comparatively inexpensive, mobile, nonin-
vasive method, with surface electrodes being placed on the participant’s 
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head. These electrodes measure the brain’s electrical activity as a con-
tinuous wave, one wave per electrode. The EEG activity comes from 
the synchronous postsynaptic activity of a large number of neurons with 
similar spatial orientation (Luck, 2014).

While EEG recordings should be informative about language pro-
cessing, they must be time-locked to the occurrence of a stimulus, for 
example, a real word, an erroneous word in a sentence, or other critical 
stimuli. Exposure to a critical stimulus is called an event, and continuous 
EEG recordings can be analyzed in relation to these events, resulting 
in so-called event-relation potentials (ERPs). Spivey and Cardon (2015) 
stress one of the advantages of ERPs: “researchers are able to look at 
ongoing moments of real-time processing rather than just the end reac-
tion or result” (p. 115) (with the “end reaction/result,” these authors 
referred to behavioral measures, e.g., a reaction time task). There are a 
number of ERP components which have been identified in language pro-
cessing (e.g., the N400, i.e., a negative deflection of the waveform starting 
at around 400 ms after presentation of the critical stimulus, which is the 
reaction to a semantic anomaly in a sentence, i.e., a word that deviates 
in meaning from what is expected; see Kutas and Federmeier (2011) 
for a review). These show a peculiar waveform and differ in degree of 
activity (amplitude), time-wise occurrence, length (latency), and location 
(topography). To obtain reliable information, EEG recordings of many 
participants and trials must be averaged and analyzed.

When applying this technique in language studies, it is necessary to 
rigorously design the experiment, and great care has to be taken when 
selecting task stimuli. Comparisons between different task conditions 
are vital, and, for studies on bilinguals, often a monolingual control 
group is included. More recently, other bilingual subgroups have also 
served as control groups (see e.g., Festman & Münte, 2012). EEG has 
excellent temporal resolution, that is, it allows for the study of ongoing 
cognitive processes on a millisecond scale and the time course by which 
linguistic information is processed in the brain. However, because of 
the barrier of the skull, spatial localization of neural activity is dis-
torted (Cohen & Cuffin, 1983) and therefore challenging. High-density 
recording systems are used to partially reduce this problem, while 
dipole modeling procedures help to identify the source location of the 
neural activity.

There are two, currently still less frequently used but promising EEG 
approaches in bilingualism research. Time-frequency analysis of EEG 
recordings examines activity, which is locked to an event, over time. 
The strength of activity in different EEG frequencies is calculated and 
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reflected in different frequency bands ranging from low to high frequen-
cies. A time-frequency plot shows which frequency band was predomi-
nant at which time, following an event. For recent studies on bilingual 
infants based on time-frequency analysis, see Nacar Garcia et al. (2018). 
Moreover, there is an active new line of research on resting-state EEG in 
bilinguals compared to monolinguals (e.g., Bice, Yamasaki, & Prat, 2020; 
Soares et al., 2021).

MEG (magnetoencephalography): Like EEG, MEG is noninvasive. 
MEG records the magnetic potentials produced by brain activity and its 
fluctuations of magnetic fields. These fluctuations are generated by syn-
chronous firing of large neural populations in the brain. For this purpose, 
a helmet is placed over the participant’s head. In the helmet, highly sensi-
tive SQUID sensor arrays are located (SQUID = radio-frequency super-
conducting quantum interference devices, Silver & Zimmerman, 1965), 
and consist of triplets of one magnetometer and two planar gradiometers.

Time-locked responses can be recorded and analyzed, resulting in 
event-related fields (ERFs). What is more, MEG has a very high spatial 
resolution that is able to localize neural activity, because magnetic fields 
are less distorted by the skull (Hämäläinen et al., 1993). This means that 
it can go beyond the localization of activation possible in EEG (only 
limited to entire lobes, e.g., frontal, temporal): MEG can differentiate 
between particular cortical regions, for example, the primary auditory 
cortex. See Baillet (2017) for a description of MEG work in cognitive 
neuroscience. Recently, Zhu et al. (2020) published a study investigating 
executive control during bilingual language switching using MEG.

1.3.2  Real-Life Bilinguals and the Laboratory Setting: Questioning  
Ecological Validity

In their chapter on methods for studying adult bilingualism, Spivey and 
Cardon (2015) strongly criticized the lack of ecological validity when 
employing neuroimaging techniques for the investigation of bilingual-
ism. They raised two major points of criticism: (1) the technics “gener-
ally require the participant to be immobile to prevent artifacts in the 
signal of neural activity, which takes away from their ecological validity” 
(p. 115); and (2) many studies are based on single-word stimulus material 
while bilinguals’ communicative actions usually involve the production 
and comprehension of whole sentences. Spivey and Cardon therefore 
question whether this style of research investigates “processing language 
in a natural way” (p. 118). Some of the concerns expressed by Spivey 
and Cardon could – as follows from our detailed outline of technical 

https://doi.org/10.1017/9781108178501.001 Published online by Cambridge University Press

https://doi.org/10.1017/9781108178501.001


18 Theories and Methods

options on brain measurements in Section 1.3.1 – be reduced. However, 
the ecological validity has attracted more attention recently (see Blanco-
Elorrieta & Pylkkänen, 2018 for review; also see Holleman et al., 2020 
and DeLuca et al., 2019a). What is more, there are attempts to study the 
neurobiology of language under more naturalistic conditions (e.g., Andric 
& Small, 2015) or endeavors involving multibrain perspectives on com-
munication in dialogue (e.g., Kuhlen et al., 2015). Although these studies 
are related to monolingual settings, it is only a matter of time before the 
fundamental issues and technical challenges have been solved and such 
tricky methods can be applied to the study of bilingualism.

1.4 Summary

In this chapter, we have considered different definitions of bilingualism. 
This has underscored the fact that there are many differing aspects which 
should be taken into account when investigating bilingualism, designing 
studies, and choosing participants. Bilingualism is a complex construct, 
a continuum. Crucially, many key details about bilinguals’ backgrounds 
need to be reported in studies to make the results comparable and clearly 
linkable to the specific study sample (see the seminal paper by Grosjean, 
1998). Relative proficiency seems to be the most influential factor, but 
it is by no means the only relevant variable in studying bilingualism. 
Rather, individual differences and their variability, dynamically related 
dimensions and their interaction over time, speech environments and 
their changes, language use habits, socioeconomic background, and so on 
have been found to influence language processing and even brain func-
tion to some extent.

With increasing revelation of brain anatomy, neural functions of sin-
gle regions, and of networks, our view of the brain and our knowledge 
improves continuously. From the description of the different neuroimag-
ing techniques, it is apparent that each of them has advantages and short-
comings. There are various ways to overcome these. First, it has become 
clear that some less frequently used techniques could be highly infor-
mative when employed for research studies on bilingual participants. 
Second, the techniques should always be chosen wisely, for generating 
data with maximum validity (for an example of overt language produc-
tion in EEG, see Festman & Clahsen, 2016) and ecological validity. Third, 
such techniques could be used in combination (although this would be 
technically challenging) (see Spivey & Cardon, 2015). Fourth, if this is 
technically not possible, it is definitely worth studying specific phenom-
ena in the realms of bilingualism by drawing on results from different 
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methods (for an example, see Festman, 2012; Festman & Münte, 2012; 
Festman, Rodriguez-Fornells, & Münte, 2010).

Review Questions

1. Explain the difference between mind and brain and describe how they 
are related.

2. Try to develop a working definition for bilingualism. Which of the 
characteristics mentioned in this chapter are most important? Which 
ones could be discounted? How can you justify your choices?

3. Think about one research question and argue which neuroimaging 
method you would choose and why you would pick this specific one.

4. Select one neuroimaging method and describe its advantages and dis-
advantages.

5. Why do some researchers call for more ecological validity in bilin-
gualism research? Do you agree with this?

Further Reading

De Groot, A., & Hagoort, P. (Eds.). (2018). Research methods in psycholinguis-
tics and the neurobiology of language: A practical guide. Wiley-Blackwell.

Field, A., & Hole, G. (2003). How to design and report experiments. SAGE.
Li, W., & Moyer, M. (2008). The Blackwell guide to research methods in bilingual-

ism and multilingualism. Blackwell.
Pavlenko, A. (2014). The bilingual mind: And what it tells us about language and 

thought. Cambridge University Press.
Schwieter, J. W. (Ed.). (2019). The handbook of the neuroscience of multilingual-

ism. Wiley-Blackwell.
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Learning Objectives

• Develop an understanding of key brain areas associated with language 
among bilinguals.

• Learn about the processes involved in bilingual language. 
Comprehension and, specifically, about word recognition.

• Explore bilingual language production, including picture naming, word 
production, and translation.

• Gain an understanding of the cognitive and neuroscientific methods 
used to study language comprehension and production.

2.1 Introduction

Researchers have been intrigued by the complicated nature of the repre-
sentation of two languages in one brain for many years. To date, studies 
have uncovered a wealth of information by examining the bilingual brain 
using sophisticated imaging technologies (see Chapter 1). In this chapter 
we will look at neural and neurocognitive representations of multiple lan-
guages on one brain. In doing so, we will tackle difficult questions such as 
where languages are processed in the brain and which neurological mech-
anisms facilitate speech production and comprehension. Throughout the 
chapter, we will discuss studies that have made significant strides toward 
a comprehensive view of where languages are localized and processed, 
and also explore central themes, concepts, and assumptions, including 
those from neuroscience, psycholinguistics, language acquisition, and 
bilingualism, in order to formulate an understanding of two languages 
in one brain.

In Section 2.2, we discuss language lateralization in bilinguals and 
provide a general sketch of some of the important brain areas associated 
with language representation and processing. Following this, in Section 
2.3 we address some key research on language comprehension among 
bilinguals. The research we review has employed widely-used behavioral 
experiments such as word recognition and sentence processing tasks. We 

C H A P T E R  T W O

Neural Representations and Language Processing 
in the Bilingual Brain
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will also highlight some advanced and fruitful technologies that mea-
sure perception skills and, as a result, have elucidated our knowledge 
of how language is comprehended. Section 2.4 transitions to processes of 
bilingual speech production through an exploration of whether spoken 
or written words provide unrestricted, restricted, or partially restricted 
access to both language subsystems. Finally, Section 2.5 concludes the 
chapter, by emphasizing that the neural representation of languages in 
bilinguals is affected by several factors, among which relative proficiency 
seems to be the most influential.

2.2 Key Language Areas and Lateralization in Bilinguals

Since at least the early 1800s, researchers have been interested in 
whether certain abilities, sensations, and behaviors are related to spe-
cific locations in the brain. This theory of localization was adapted to 
human language(s) in the brain and, by the mid-1800s, language was 
thought to have several neurological “hot spots.” An enduring question 
in bilingualism research relates to whether languages are represented in 
such a way that one language is located in one hemisphere and the other 
language in another hemisphere. More and more, research is suggesting 
that this is not the case. Although there are several functional differences 
between the left and right hemispheres, to say that the left hemisphere 
is responsible for Language A and the right hemisphere for Language B 
is inaccurate.

In popular psychology, efforts have been made to assign certain abil-
ities to either the left or right hemisphere. For example, you may have 
heard that the left side of the brain is the logical side and the right side 
is the creative one. While claims like this may have some validity, others 
are often incorrect given the variable nature of the human brain. In fact, 
many brain functions – including bilingual language processing – are dis-
tributed across both hemispheres. In Table 2.1, we list some anecdotal 
functions that have been suggested to be predominately executed by 
either the left or right hemisphere.

As Table 2.1 suggests, language abilities are executed in both hemi-
spheres. However, many neurologists believe that for most right-handed 
people, for example, language is lateralized in the left hemisphere. The 
term lateralize refers to the area where primary function occurs. In other 
words, right-handed people may use their left hemisphere slightly more 
than the right hemisphere for language tasks. The opposite is the case 
for left-handed people, who more than likely have language lateral-
ized in the right hemisphere. Stretching across both hemispheres are 
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several lobes of the brain: Frontal, parietal, occipital, and temporal. The 
lobes are anatomically divided by fissures: The parieto-occipital sulcus, 
the central sulcus, the lateral fissure, and the preoccipital notch (see 
Figure 2.1). In Table 2.2, we provide an overview of key functions of the 
brain’s lobes.

While each of the lobes is involved in some aspect of language, there are 
a few particular areas in the left frontal and temporal lobes, if language is 
lateralized in the left hemisphere, that are especially important for both 
monolingualism and bilingualism. One area in the brain that appears to 

Table 2.1 Primary functions of the left and right cerebral hemispheres

Left hemisphere Right hemisphere

• Language: Linear reasoning such as 
grammar and word production

• Logical reasoning
• Temporal-order judgments
• Analysis
• Sequencing
• Mathematics
• Filling in forms: Letters and numbers

• Language: Holistic reasoning such 
as understanding metaphors and 
intonation

• Spatial perception
• Pattern matching
• Creativity and imagination
• Facial recognition
• Holistic thinking
• Feelings and intuitions

Figure 2.1 Lobes and fissures in the cortex

https://doi.org/10.1017/9781108178501.002 Published online by Cambridge University Press

https://doi.org/10.1017/9781108178501.002


2.2 Key Language Areas and Lateralization 23

be essential for language production is known as Broca’s area. French sur-
geon Paul Broca (1861) reported on a patient who was completely unable 
to produce speech but could comprehend it relatively well. A postmortem 
examination of the patient’s brain revealed that there was a lesion in the 
inferior frontal gyrus (IFC) of the left hemisphere. Specifically, the lesion 
was located in Brodmann areas 44 and 45 – according to Brodmann’s 
(1909) system of labeling and locating the microanatomy of brain areas. 
A few years later, German physician Carl Wernicke (1874) elaborated 
on a patient who appeared to have the opposite language impairments 
as Broca’s patient. Wernicke’s patient was able to produce fluent, yet 
unintelligible, speech but could not comprehend language, including the 
speech he produced. The postmortem autopsy showed a lesion in the left 
superior temporal gyrus (Brodmann area 22). This area is now known as 
Wernicke’s area. A third place in the brain that is important for language 
is the region which connects Broca’s and Wernicke’s areas – the arcu-
ate fasciculus (see Chapter 3, Figure 3.6). Lichtheim (1885) found that 

Table 2.2 Primary functions of the lobes of the brain

Lobe of the cortex Primary functions

Frontal • Speaking
• Voluntary movement and motor performance
• Planning and predicting future consequences of current 

actions
• Making the choice between good and bad actions
• Controlling socially unacceptable responses
• Differentiating and finding similarities between things 

or events

Parietal • Reading
• Integrating sensory information from various parts of the 

body
• Knowing about numbers and their relations
• Manipulating objects

Occipital • Visual processing

Temporal • Retaining short- and long-term memories
• Processing auditory information including words and 

speech
• Integrating sensory functions
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this language center appears to store conceptual representations. While 
we will discuss language impairments due to damage to these areas in 
Chapter 4, it is important to note here that damage to Broca’s area will 
have some effect on language production, damage to Wernicke’s area will 
affect language comprehension abilities, and damage to the arcuate fas-
ciculus will adversely impact word knowledge.

Soon after the seminal works by Broca (1861) and Wernicke (1874), 
researchers became interested in learning more about whether bilinguals’ 
two languages are represented and subserved by the same key areas as 
those identified in monolinguals. Scoresby-Jackson (1867) reported on a 
bilingual patient who suffered selective loss of one language but not the 
other, leading him to speculate that a bilingual’s two languages are rep-
resented in different brain areas. This was later rejected by Pitres (1895), 
who instead favored the idea that the two languages utilize different 
circuits of neurons within the same brain areas. Pitres’ explanation was 
that the loss of one but not both languages in Scoresby-Jackson’s patient 
was due to a functional impairment: The mechanism that regulates the 
affected language (in that same brain area) was damaged.

Pitres’ account that bilinguals’ languages were stored in the same 
language areas but subserved by different neural circuits was widely 
accepted for several decades. In the 1970s, with the introduction of 
functional neuroimaging and other methodologies, researchers became 
even more interested in localization of languages in the bilingual brain. 
An enduring question within this established paradigm is whether lan-
guages are lateralized differently for bilinguals than for monolinguals. 
Behavioral methods (e.g., dichotic listening tasks, tachistoscopic viewing, 
and verbal-manual interference) and functional neuroimaging studies 
have been employed, and while progress has been made toward answer-
ing this question, there are quite a few conflicting results. For instance, 
while some studies have found that language is left lateralized, others 
have shown that language is bilateralized. Ongoing work is being con-
ducted to rectify these differential findings.

Meta-analyses of behavioral studies on lateralization of languages in 
the bilingual brain (Hull & Vaid, 2006; Vaid & Hall, 1991) and commen-
taries criticizing their experimental validity (Paradis, 1990, 2003) provide 
explanations that account for some of the inconsistent findings. Paradis 
(2003), for instance, argues that certain experimental conditions may not 
have been fulfilled in previous studies. He speculates that in order for an 
experiment to be valid, four conditions must be satisfied: The task should 
indeed measure cerebral laterality; the aspect of language that is being 
investigated (e.g., syntax, vocabulary) should be clearly articulated; the 
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stimuli in the task must truly measure the aspect of language under inves-
tigation; and the rationale for why this aspect of language is lateralized 
differently for monolinguals and bilinguals. The importance of empir-
ically valid proficiency data has also been discussed in other works by 
Paradis (2004), de Bot (2008, 2009), and Abutalebi et al. (2013).

Hull and Vaid’s (2006) meta-analysis supported Paradis’ (2003) crit-
icism of experimental validity. They found that different behavioral 
experimental tasks revealed distinct results: Whereas studies using 
the dichotic listening task suggested that languages are lateralized in 
the left hemisphere for both monolinguals and bilinguals, studies that 
included tachistoscopic viewing and verbal-manual interference para-
digms favored the view that languages are bilateralized. This indicated 
that the tasks may not be measuring the same thing. When controlling 
for the experimental differences, the meta-analysis showed that language 
in monolinguals is slightly more dominant in the left hemisphere. For 
bilinguals, Hull and Vaid found considerable variability in participant 
characteristics. Particularly, the age of acquisition (AoA) of an L2 seems 
to modulate the laterality of the L1. Early bilinguals, whom they defined 
as having been exposed to the L2 before the age of six, appeared to have 
bilateral hemispheric use of their L1, whereas late bilinguals were left 
dominant. The meta-analysis by Hull and Vaid suggested that there is 
something about being exposed to an L2 early on that affects neuro-
functional organization. However, methodological shortcomings of the 
behavioral experiments may be too significant to accurately examine lan-
guage lateralization, at least without further refining and meta-analyses 
that elucidate what each experiment exactly measured. For this compli-
cated reason, many researchers have turned to functional neuroimag-
ing technologies to study the neural substrate of bilingualism. Methods 
such as PET and fMRI have been used to explore neural underpinnings 
and processes of languages and their cerebral organization in bilingual 
individuals.

A study by Kim et al. (1997) looked at the effects of L2 AoA on the 
organization of languages in the brain using fMRI. The study showed 
that both the L1 and L2 were active in the same parts of Broca’s area for 
early bilinguals, but the opposite was true for late bilinguals: Different 
parts of Broca’s areas were recruited for the two languages. The brain 
imaging did not reveal differences between early and late bilinguals in 
Wernicke’s area, as evidenced by the fact that similar areas were active 
for both groups. However, Illes et al.’s (1999) study on late English–
Spanish proficient bilinguals showed different activated areas. These 
participants were asked to make semantic decisions (e.g., is the word an 
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abstract or concrete entity?) or nonsemantic decisions (e.g., is the word 
presented in upper or lower case?) about visually presented L1 and L2 
words. Although both languages showed similar areas of activation that 
were reported by Chee et al. (1999), the degree of this activation was 
significantly different between semantic and nonsemantic decisions. Illes 
et al. argued that a bilingual’s two languages utilize the same frontal lobe 
areas for semantic processing and that the two languages activate, access, 
and share a common semantic system.

Although L2 AoA and relative proficiency are intrinsically inter-
twined, and oftentimes, but not always, late bilinguals are less proficient 
in the L2 than early bilinguals (Johnson & Newport, 1989; Weber-Fox 
& Neville, 1996), work by Perani et al. (1998) demonstrates just how 
significant these variables are. In their study, the researchers manipu-
lated the L2 AoA variable when maintaining L2 proficiency constant 
and the results showed that AoA no longer had an effect on L2 rep-
resentation in the brain (see also Abutalebi, Cappa, & Perani, 2005). 
Abutalebi and colleagues have also argued that L2 proficiency is indeed 
a stronger predictor of language lateralization in bilinguals than L2 AoA 
(Abutalebi, 2008; Abutalebi, Cappa, & Perani, 2001, 2005). They also 
noted the neurological differences in processing grammar versus seman-
tics. Specifically, they speculated that L2 AoA selectively affects the neu-
ral representation and organization of grammar, whereas L2 proficiency 
selectively affects the neural representation and organization of seman-
tics (see also Wartenburger et al., 2003).

Xue et al. (2004), however, questioned the validity of this claim and 
once again reminded researchers of the inconsistent findings regarding 
understanding the organization of languages in the bilingual brain. In 
this study, Mandarin-speaking children (aged ten to twelve), who had 
only been learning their less-proficient L2 English since the age of eight, 
performed a semantic judgment task. The results showed similar activa-
tion patterns for both the L1 and L2, suggesting that the languages share 
neural substrates for semantic processing even when L2 proficiency was 
rather weak. Xue et al. argued that early and extensive exposure to an 
L2 may affect the pattern of brain activation in the semantic processing 
of bilinguals’ languages (see also Perani & Abutalebi, 2005; Vingerhoets 
et al., 2003).

As mentioned earlier in this section, Hull and Vaid (2006) provided 
meta-analytic insight from behavioral studies. Similarly, Indefrey 
(2006) conducted a meta-analysis of PET and fMRI research in an 
attempt to identify reliable neural differences between L1 and L2 
processing and organization. The analyses took into account several 
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factors, including task type (word production, semantic decisions, and 
grammatical/semantic decisions of sentences) and participant character-
istics (L2 AoA, L2 proficiency, and the amount of exposure to the L2). 
The meta-analysis of the 30 included studies showed only 15 differences 
in activation in the identified 114 brain regions. Importantly, these differ-
ences were not associated with the location of neural activated but rather 
the degree of strength of activation. Specifically, in nearly all activation 
differences, stronger activation was observed for the L2 compared to the 
L1. The cases of difference in strength were mostly found in the left IFC, 
which Indefrey argued is evidence for more effortful and less efficient 
processing for an L2 than for an L1. When testing the effects of partic-
ipant characteristics, all three variables played a role in the activation 
differences for word production tasks. But only L2 proficiency affected 
semantic decision tasks and only L2 AoA predicted grammatical/seman-
tic decisions of sentences (see also Wartenburger et al., 2003). Indefrey’s 
meta-analysis showed that “reliably stronger activation during L2 pro-
cessing is found (a) only for task-specific subgroups of L2 speakers and 
(b) within some, but not all regions that are also typically activated in 
native language processing” (Indefrey, 2006, p. 279).

Sebastian, Laird, and Kiran (2011) provided a meta-analysis of the neu-
ral representation of two languages. Their examination included fourteen 
neuroimaging studies of bilingual language processing and found a con-
sistent effect for L2 proficiency. Whereas low/moderately proficient bilin-
guals demonstrated smaller and more distributed activation across both 
hemispheres, highly proficient bilinguals showed similar activation pat-
terns mainly in the left frontal region for both the L1 and L2. The results 
of their meta-analysis provide additional support for the effects of L2 
proficiency. Similar findings for L2 AoA have been reported in another 
meta-analysis by Liu and Cao (2016) in which the authors showed that the 
L2 activated several regions (i.e., insula and frontal cortex areas) more 
strongly than the L1, especially among bilinguals with late AoA.

When studying the neural representation of two languages in one 
brain, de Groot (2011, p. 435) argues that 

many variables need to be taken into account because they all might influ-
ence the (strength and/or locus of the) pattern of differential brain activation 
for L1 and L2: the specific task the participants have to perform while being 
scanned (comprehension or production; auditory or visual; at the word level 
or sentence level; one that taps semantic processing, grammatical processing, 
or both), and participant characteristics such as L2 acquisition age, L2 profi-
ciency, and amount of L2 exposure.
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Grosjean’s (1989) seminal work suggesting that a bilingual should not be 
viewed as two monolinguals in one mind, along with empirical work on 
the cerebral organization and lateralization of languages in bilinguals, 
implies that the bilingual brain involves a complex neural network that 
can vary widely across individuals – a notion which we will continue to 
explore throughout this book.

Cargnelutti, Tomasino, and Fabbro (2019a) conducted coordinate-based 
meta-analyses to examine the role of L2 AoA and L2 proficiency with 
regard to the representation of two languages in one brain. Their analy-
ses investigated specific brain activity associated with each language and 
compared them within and between groups. Their findings showed that 
the L2 was more widely represented in the brain than the L1, regardless 
of AoA (although this was slightly more pronounced for late bilinguals). 
They noted that the L2 in particular elicited greater activity in brain areas 
responsible for executive functions (EFs) but that early AoA and high 
proficiency reduced such activity. Overall, this meta-analysis indicates 
that AoA significantly shapes the bilingual brain and that L2 proficiency 
can modify the languages’ functional representation (see also Fabbro & 
Cargnelutti, 2018). In Section 2.3, we turn to a discussion on the neural 
representations and processes involved in the recognition and compre-
hension of language in bilinguals.

2.3 Language Comprehension among Bilinguals

It is generally accepted that in the brain, language comprehension for bilin-
guals is flexible and quite variable (Dehaene et al., 1997). Neuroimaging 
studies of bilinguals have found that individual differences such as L2 
AoA, proficiency, exposure, frequency of use, and relative dominance play 
a significant role in how multiple languages are functionally mapped in the 
brain (Abutalebi, Cappa, & Perani, 2001). This body of work suggests that 
there is considerable plasticity in the network responsible for language 
comprehension in bilinguals and that L2 proficiency and exposure seem 
to modulate functional mappings more than AoA. In fact, findings indi-
cate that attained proficiency in and exposure to an L2 have a larger effect 
on the cerebral representation of languages in bilinguals than the age at 
which the L2 was acquired (Perani et al., 1998). For auditory comprehen-
sion, highly proficient bilinguals who have acquired their L2 later in life 
show similar activated neural areas as highly proficient bilinguals who have 
simultaneously acquired both languages from birth. These similarities are 
not found when comparing activated neural areas to bilinguals with low 
L2 proficiency (Perani et al., 1998). In Section 2.3.1 we will discuss two 
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well-researched domains of bilingual language comprehension – namely 
how bilinguals recognize words in isolation and in sentences. Along the 
way, we will take a look at some models that explain how these processes 
function and vary across bilinguals. We also discuss many of these models 
in more detail in Chapter 6.

2.3.1 Word Recognition in Isolation

Studies that investigate how bilinguals recognize words ask important 
questions such as: Are words in one language active and competing 
for selection when reading words in the other language? What are the 
processing differences and cross-language interferences that arise when 
reading words in isolation versus in meaningful phrases? At what point 
during word recognition does cross-linguistic activation occur and how is 
this interference overcome? Perhaps the question that has received most 
attention in the bilingual word recognition literature is whether bilinguals 
have selective or nonselective access to the mental lexicon. Whereas lan-
guage selective access refers to the exclusive activation of information 
in the appropriate language, language nonselective access implies auto-
matic co-activation of information in both languages (de Groot, 2011).

Imagine that an English–French bilingual is asked to read aloud the 
word bonjour. Do you think that its translation equivalent hello is also 
activated? What about semantically related words such as goodbye? Our 
intuitions may lead us to believe that words in both languages are stored 
in separate mental lexicons. Likely, this belief is motivated merely by 
what we can observe from bilinguals’ language use: They are able to 
use one language without massive intrusions from the other (Poulisse 
& Bongaerts, 1994) and even do more complex things like switch back 
and forth between both languages with relative ease or simultaneously 
interpret from one to another (Diamond & Shreve, 2019). However, 
since around the turn of the century, researchers studying bilingual word 
recognition have argued that bilinguals do not recognize words the same 
way as their monolingual counterparts, supporting Grosjean’s (1989) 
statement that a bilingual should not be viewed as “two monolinguals in 
one person” as we mentioned in Section 2.2.

Although there has been empirical evidence from early studies sup-
porting language selective access (Gerard & Scarborough, 1989; Kirsner 
et al., 1980; Macnamara & Kushnir, 1971; Rodriguez-Fornells et al., 
2002; Scarborough, Gerard, & Cortese, 1984), the nonselective access 
account has undoubtedly received more support. Several studies have 
shown that both languages are active, and that they interact with one 
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another when bilinguals are asked to read words aloud in only one of 
their languages (e.g., Dijkstra, Grainger, & van Heuven, 1999; Duyck, 
2005; Van Assche et al., 2009; van Hell & Dijkstra, 2002). In one well-
cited study, van Heuven, Dijkstra, and Grainger (1998) conducted a bat-
tery of experiments investigating how word recognition is influenced by 
the orthographic neighbors of words in the same language and words in a 
bilingual’s other language. These experiments were performed on Dutch-
English bilinguals and English monolinguals. Van Heuven, Dijkstra, and 
Grainger found that word recognition in both Dutch and English was 
hindered by orthographic neighbors from the nontarget (irrelevant) lan-
guage. However, when the orthographic neighbors were presented in the 
target (relevant) language, they facilitated recognition of target words. 
These results imply that there is parallel activation of words in an inte-
grated lexicon. They also provide evidence for a mechanism of mutual 
inhibition within an integrated lexicon rather than between two indepen-
dent lexicons. Based on these findings, the authors put forth a theoretical 
explanation of how bilinguals recognize words, the Bilingual Interactive 
Activation (BIA) Model, and called for future research examining the 
possible influence of active phonological representations.

This call was answered four years later by Dijkstra and van Heuven 
(2002), who tested the BIA Model and proposed several updates to 
address many of its limitations. These insufficiencies included limited lex-
ical and language representations, the model’s handling of context effects, 
and its lack of an implemented task structure. The revised version of the 
BIA, the BIA+, includes orthographic, phonological, and semantic lexical 
representations, assigns a new role to language nodes, and adds a task/
decision component. These additions allowed the model to distinguish 
between linguistic and nonlinguistic information and their effects on per-
formance. Dijkstra and van Heuven also argued that the model can be 
applied to other linguistic tasks and modalities. The BIA+ has received 
support in a number of studies using a variety of experimental methods.

Most of the work reporting on bilingual word recognition is based 
on nontonal languages. However, a few studies suggest that in tonal 
languages such as Mandarin, lexical tones are considered as important 
as segments in word recognition (Lee, 2007; Malins & Joanisse, 2010; 
Schirmer et al., 2005). Even though it is still unclear how tonal informa-
tion affects word recognition in nontonal languages, one study by Shook 
and Marian (2016) attempted to address this question. They asked 
Mandarin speakers of L2 English to select the correct Mandarin trans-
lations presented on a computer screen while hearing an English word. 
The auditory English words were manipulated in pitch contour to either 
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match or mismatch the Mandarin translation. The results showed that the 
bilinguals were sensitive to the manipulation of pitch contours in English 
words. Although these effects may have been due to the influence of 
visually presented Chinese characters, a subsequent study reporting sim-
ilar findings did not find this (Wang, Wang, & Malins, 2017). It instead 
revealed that tonal bilinguals require the availability of both tonal and 
segmental information to induce cross-language lexical competition in 
word recognition, even when there is no phonological overlap between 
the two languages. Another study by Wang, Hui, and Chen (2020), how-
ever, showed that cross-language lexical competition was only observed 
with the presence of lexical tones, in addition to segmental overlap.

Although we will discuss word production later in Section 2.4.1, it 
is relevant at this point to note that the processes by which bilinguals 
recognize words in isolation and produce them are not the same. It can 
be problematic when models such as the BIA+ attempt to account for 
both processes. To demonstrate this, Mosca and de Bot (2017) exam-
ined how bilinguals select words in one of their languages during com-
prehension and production while minimalizing interference from their 
other language. Their goal was to find whether these processes could be 
accounted for by one model alone (e.g., BIA+) or whether claims from 
additional models (e.g., the Inhibitory Control (IC) Model, Green, 1998) 
need to be included in the explanation. In the study, a group of Dutch 
speakers of advanced L2 English participated in a lexical decision task 
(recognition) and picture naming task (production) involving language 
switching. The results from the recognition task were in line with the 
IC Model’s predictions, as it was found that the amount of inhibition 
applied to the nontarget language increased with language dominance. 
However, for the production task, the results revealed that inhibition 
of the nontarget language was not due to language dominance but was 
rather influenced by other unconscious strategies to aid the weaker lan-
guage. Mosca and de Bot argue that word recognition and word produc-
tion use distinct processing mechanisms, and as such, they claim that no 
models in their present form can account for both. Mosca and de Bot’s 
study clearly demonstrate that more research is needed to verify whether 
the recognition and production differences in language control and inhi-
bition are due to different supporting processing mechanisms.

2.3.2 Word Recognition in Context

Whereas most studies have investigated the recognition of isolated 
words, as we have reviewed, it is well known that words most often 
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appear in meaningful phrases. Consequently, one may speculate that 
word recognition in isolation and in sentence contexts differ in several 
ways. Monolingual studies indicate that word recognition in sentences 
can affect semantic, syntactic, and lexical activation for other words that 
appear later in the sentence (e.g., Schwanenflugel & LaCount, 1988). 
These effects are not found when words are presented in isolation. Are 
these sentence context effects, found in word recognition among mono-
linguals, also used by bilinguals to speed up lexical access through rep-
resentations of two languages? Is it possible that, for bilinguals, word 
recognition in sentences is a procedure in which lexical activation can 
be restricted to words of the target language (i.e., a language selective 
procedure)? Van Assche, Duyck, and Hartsuiker (2012) offer a synthe-
sis of bilingual visual word recognition both in isolation and sentence 
contexts, and examine language selectivity. They review eye-tracking 
studies focused on semantic constraint effects on language nonselective 
access and discuss the implications of the various patterns of results. The 
authors argued that the evidence examined did not clearly explain the 
occurrence of top-down modulation from semantics to the orthographic 
level during later word recognition stages. They call for the BIA+ and 
other models to be revised to account for factors influencing linguistic 
context and lexical variable interactions and how these results could be 
better generalized (see also Mosca & de Bot, 2017).

Since around 2005 or so, a number of studies have investigated word 
recognition in sentences (e.g., Duyck et al., 2007; Elston-Güttler, Gunter, 
& Kotz, 2005; Libben & Titone, 2009; Schwartz & Kroll, 2006; Titone 
et al., 2011; Van Assche et al., 2011; van Hell & de Groot, 2008). Desmet 
and Duyck (2007) review bilingual language processing at each level of 
language representation in order to understand the degree of influence a 
bilingual’s languages have on each other. Their synthesis shows that bilin-
guals cannot “turn off” a language to process in a monolingual mode and 
that both languages are activated at all levels of representation. Desmet 
and Duyck also explore in depth the influence of a bilingual’s language 
at the syntactic level. They found that cross-linguistic syntactic priming 
is present in bilinguals. However, they underscore questions in this area 
which still need to be answered, such as whether these syntactic structures 
need to have the same word order in their respective languages, and how 
L2 proficiency influences interaction between syntactic representations.

As we transition to bilingual language production in Section 2.4, let’s 
take a moment to discuss a study by MacDonald (2013) which used the 
production-distribution-comprehension (PDC) account for how lan-
guage production shapes language form and comprehension. The PDC 
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hypothesis (MacDonald, 1999) holds that, during language production, 
memory and planning demands strongly affect the form of speakers’ 
utterances. MacDonald (2013) analyzed verb modification ambiguities 
and relative clauses and found that production choices influenced these 
comprehension phenomena. She argued that sentence comprehension 
phenomena may be better explained through distributional regular-
ities in language and utterance planning processes as proposed in the 
PDC, rather than by the comprehension system architecture approach. 
Therefore, she proposes that research in language comprehension must 
also be studied alongside production processes. MacDonald suggests 
that the influence language production has on language form and com-
prehension may support a mechanistic account of language production 
that includes covert production processes.

2.4 Language Production among Bilinguals

Similar to our discussion on language comprehension, research on 
language production has also revealed evidence that elements in the 
nonresponse language are active when bilinguals speak. In both word 
generation and picture naming tasks, this cross-linguistic interference 
persists throughout the stages of lexical access: The activation of the 
appropriate concept, selection of the target word from the mental lexi-
con, phonological encoding, phonetic encoding, and articulation (Levelt 
et al., 1998). Important theoretical developments in bilingual speech pro-
duction have come from Costa, Colomé, and Caramazza (2000), Green 
(1998), and Green and Abutalebi (2013).

Costa, Caramazza, and Sebastián-Gallés (2000) examined various 
models of monolingual lexical access. They consider whether these mod-
els, primarily cascaded and discrete models, can account for bilingual 
lexical access. They discuss assumptions and proposals surrounding the 
activation of semantic representations and lexical nodes in bilinguals, 
particularly theories which suggest that both languages of a bilingual are 
activated in parallel. From their review, they observed two possibilities: 
Either bilinguals have a mechanism which inhibits activation of lexical 
nodes belonging to the irrelevant language, suggesting that lexical selec-
tion is language nonspecific, or they possess a lexical selection mecha-
nism which only considers activation of the lexical node of the relevant 
language, implying that lexical selection is a language-specific operation. 
Costa, Caramazza, and Sebastián-Gallés conclude that both of a bilin-
gual’s lexicons may be activated in parallel by semantic representations 
and that the semantic system is shared by each language.
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Green’s (1986, 1998) IC Model explains bilingual language control and 
the underlying mechanisms supporting it during speech production. As 
Schwieter and Ferreira (2013) describe:

The IC Model argues that the language production system has multiple lev-
els of control and that lexical nodes are marked with language tags which 
designate them to a specific language. When words in both languages are 
active and competing to control output, successful selection requires the 
suppression of competing non-target words. The primary assumption of 
the IC Model is that language production is a product of inhibition, control 
schemas, and a supervisory attentional system. Although the model further 
argues multiple levels of control in the bilingual mind with each level corre-
sponding to a specific schema, IC operates exclusively at the lemma level. 
[The model] assumes that when bilinguals speak, the language selection and 
control procedures entail a conceptualizer which builds conceptual represen-
tations that are driven by the communicative goal. These both are mediated 
by the SAS together with components of the language system (i.e., language 
task schemas). The bilingual mind will turn to language tags to help deter-
mine which non-target words (i.e., those competing for selection) will need 
to be inhibited and subsequently apply IC to those competitors. (p. 246)

Building on some of the facets of Grosjean’s (2001) language mode 
hypothesis, which posits that the relative activation level of bilinguals’ 
languages varies along a continuum ranging from monolingual mode to 
bilingual mode, Green and Abutalebi (2013) proposed a set of neural 
correlates that underlie eight control processes in bilingual speech pro-
duction. In their adaptive control hypothesis, different language contexts 
(e.g., monolingual mode vs. code-switching) lead to distinct patterns of 
language selection. These various situations have differential demands on 
the cognitive and neural processes for each language. As such, the neu-
ral networks supporting bilingual speech production are hypothesized 
to adapt to utilize these processes as necessitated by the context (see 
Chapter 7). For example, a frequent code-switcher will engage inhibitory 
control mechanisms in different ways than bilinguals who rarely switch 
between their languages. On this theoretical backdrop, we now turn to 
discuss the most-studied areas of bilingual language production: Word 
production, picturing naming, and word translation.

2.4.1 Word Production

Neuroimaging studies of word production investigate the cerebral rep-
resentation of language activity in bilinguals. Typically, tasks that ask 
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bilinguals to generate words may include rhyme generation to examine 
phonological bases or synonym generation to study lexical-semantic 
processing. Regardless of whether bilinguals are engaging in rhyme or 
synonym generation in either of their languages, there is significant 
activation in the brain’s frontal areas. However, there are subtle, yet 
notable, differences with respect to the exact loci of these processes: 
Rhyme generation seems to activate the left IFC and the posterior 
frontal operculum while synonym generation engages anterior frontal 
regions (Klein et al., 1995).

For highly proficient bilinguals, even when acquiring their L2 later in 
life, word production appears to activate similar brain areas (Klein et al., 
1994). In fact, some studies have shown that both languages recruit the 
same brain areas regardless of L2 AoA. For instance, Chee, Tan, and 
Thiel (1999) examined several areas of the left and right hemispheres 
among early and late Mandarin–English bilinguals who participated in 
a word generation task. Their results showed that word generation acti-
vated the same areas for the two languages among both early and late 
bilinguals. These areas were the dorsolateral prefrontal areas, inferior 
frontal areas including Broca’s area, the supplementary motor area, 
and occipital and parietal regions in both hemispheres (see also Illes 
et al., 1999). Chee, Tan, and Thiel argue that L2 proficiency may be a 
better indicator of modulating the neural organization of a bilingual’s 
languages than L2 AoA.

As with word generation tasks, word repetition is common in bilin-
gual production studies. Neuroimaging has shown that repeating words 
elicits bilateral activation in areas commonly associated with auditory 
speech processing (Liégeois et al., 2003; McCrory et al., 2000; Price, 
2000). Although most studies have used fMRI, PET, MEG, and ERPs 
to examine the bilingual brain, Sugiura et al. (2011) used fNIRS to 
monitor changes in brain activation while bilingual children repeated 
words. Their study included a sample of 484 Japanese children learning 
L2 English who participated in a word repetition task in their two lan-
guages. The variables of interest were language of production (L1 vs. 
L2), word frequency (high vs. low), and hemisphere (left vs. right). The 
results showed that L1 words elicited significantly more brain activity 
than L2 words, regardless of the participants’ knowledge of those words. 
This activity was particularly strong in the superior/middle temporal and 
inferior parietal regions (angular/supramarginal gyri). The results also 
demonstrated an effect for frequency such that low-frequency words elic-
ited more activity in the right hemisphere and high-frequency words elic-
ited more activity in the left hemisphere. Sugiura et al. conclude that, for 
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both L1 and L2, there is a shift from right to left laterality in the inferior 
parietal region as lexical knowledge increases.

2.4.2 Picture Naming

One of the most common experimental tasks in bilingual speech produc-
tion is the picture naming task in which bilinguals simply name pictures. 
Researchers have been creative with the task, putting forth several exper-
imental variations. For instance, a target picture may be accompanied 
with a distracter word or phoneme that has some sort of relationship with 
the picture’s name in either the relevant or irrelevant language. Other 
times, bilinguals may be required to name the pictures in either one of 
their languages depending on a color cue. We will look at these types of 
picture naming tasks and discuss what they tell us about bilingual speech 
production (see also de Groot & Starreveld, 2015, for a review).

2.4.2.1 Simple Picture Naming

Additional evidence that a bilingual’s two languages are activated in par-
allel even when speaking in one language comes from naming lists of 
pictures. Costa, Caramazza, and Sebastián-Gallés (2000) asked Spanish–
Catalan bilinguals to name pictures whose names in the two languages 
were either cognates or noncognates. The bilinguals were sensitive to a 
cognate effect such that naming pictures with cognate names was slower 
than those with noncognate names. The authors interpreted this finding 
as evidence of parallel activation of the bilingual word production sys-
tem. Furthermore, they argued that this activation cascades through the 
semantic, lexical, and sublexical levels in a language nonselective man-
ner. When comparing the cognate effect for picture naming in the L1 
to the L2, the results showed that the difference between cognate and 
noncognate words was larger when the bilinguals named pictures in their 
less dominant language.

Might this cognate effect in picture naming have to do with the 
orthographic similarities that cognates often have in the two languages 
in question? Hoshino and Kroll’s (2008) findings suggest that the answer 
to this possibility is a clear no. Their study compared the performance of 
Spanish–English and Japanese–English bilinguals and found a cognate 
effect for both groups. This indicates that the cognate is not sensitive to 
script differences between languages. This finding has been reported in 
other studies (Poarch & van Hell, 2012a; Starreveld et al., 2014). From a 
theoretical standpoint, as noted by de Groot and Starreveld (2015, p. 400):
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The different magnitude of the cognate effect in the participants’ two 
languages is attributed to a difference in the strength of the connections 
between the conceptual, lexical, and sub-lexical phonological nodes in the 
two language-subsystems, both the links between the conceptual and lexical 
nodes and those between the lexical and sub-lexical nodes being stronger 
for dominant L1 than for L2. Stronger links transmit more activation than 
weaker links. Consequently, when dominant L1 is the response language the 
targeted sub-lexical nodes receive less activation from the lexical node in the 
nonresponse language than when weaker L2 is the response language.

2.4.2.2 Picture Naming with Word Distracters

Research using the picture-word interference task seeks to explore 
whether the set of activated words when naming pictures includes the 
picture’s name in the irrelevant language. In addition to manipulating 
the semantic or orthographic relationship between the distracter item 
and the target picture, studies have included word distracters that are 
phonologically related to the picture’s name in the irrelevant language. 
For example, an English–Spanish bilingual who is asked to name a pic-
ture of a fish in English would see an accompanying word such as pest 
(phonological-translation distracter) or book (unrelated distracter). The 
English word pest has a phonological relationship with pez, the word fish 
in Spanish. If the picture of a fish activates both fish and pez, a bilingual 
should be slower to name the picture when accompanied by pest com-
pared to book. This is indeed what has been found in previous studies 
(Costa et al., 2003; Hermans et al., 1998), suggesting that when naming 
pictures in one language, words in both languages, and particularly their 
phonological representations, are activated.

2.4.2.3 Phoneme Monitoring

At first, it was unclear as to whether the cognate effect in picture-word 
interference tasks was due to shared morphological representations (see 
Sánchez-Casas & García-Albea, 2005) or semantic representations (van 
Hell & de Groot, 1998) rather than the parallel activation of two lexi-
cal nodes. An interesting modification to the picture naming task is the 
addition of phoneme monitoring as used by Colomé (2001). Catalan–
Spanish bilinguals were shown pictures accompanied by phonemes and 
were asked to press a “yes” response key if the phoneme was found in 
the picture’s Catalan name and “no” if not. Although pictures were not 
named aloud, the process of retrieving their name in order to internally 
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generate them is the same. Also, since the task does not utilize cognates 
or words in the irrelevant language, it is able to avoid any potential lan-
guage mode effects during task performance (see Grosjean, 1998). In 
Colomé’s study, the accompanying phonemes were either part of the 
Catalan word (i.e., the target utterance), part of its name in Spanish, or 
neither (i.e., control). The bilinguals rejected phonemes that appeared in 
Spanish words significantly slower than control phonemes. When modi-
fying the onset of the distracter phonemes such that they appeared prior 
to pictures (−2000 ms) or after (+200 and +400 ms), the results were the 
same. The effects, localized at the sublexical level, were interpreted to 
support the language nonselective hypothesis in which words in both lan-
guages are activated in parallel.

Further support for parallel phonological encoding in both languages 
was found by Rodriguez-Fornells et al. (2005), who used behavioral, 
ERP, and fMRI methods. Spanish–German bilinguals and monolin-
gual German speakers were asked to press a response button when the 
name of a picture they saw on a computer screen started with a vowel in 
German and to not respond if it started with a consonant. Two condi-
tions were examined: A coincidence condition meant that the picture’s 
name in both languages began with a vowel or consonant; and a nonco-
incidence condition was when the picture’s name began with a vowel in 
one language and with a consonant in the other language. The findings 
showed that bilinguals were slower in noncoincidence conditions and 
had different ERPs than in coincidence conditions, implying that there 
was interference from the activation of the irrelevant language’s pho-
nological representation. Compared to the bilinguals, monolinguals did 
not show these behavioral or neural interference effects from the two 
conditions. The fMRI data showed that the bilinguals utilized brain areas 
responsible for the control of behavior in nonverbal tasks. This likely 
was due to the need to deal with the interference caused by a language 
competing for selection. We will now turn to testing language control in 
picture naming.

2.4.2.4 Mixed-Language Picture Naming

The picture naming task can also be designed such that bilinguals are 
required to switch back and forth between the two languages. The lan-
guage of production is determined by virtue of a color cue (e.g., if pic-
tures appear in blue boxes, they are to be named in Language A and if 
they are in red boxes, in Language B). These studies often seek to inves-
tigate how bilinguals control their two languages. In a seminal study by 
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Costa and Santesteban (2004), Spanish learners of Catalan and Korean 
learners of Spanish performed a switching task between their two lan-
guages. For these learners, naming a picture that required a language 
switch was slower than when naming a picture when the preceding exam-
ple was in the same language. Importantly, when comparing switching 
from the L1 into L2, the reaction times (RTs) revealed that switching to 
the L1 was slower than switching to the L2. This asymmetrical switch-
ing cost was absent when the researchers tested a new group of highly 
proficient Spanish–Catalan bilinguals. Given that asymmetrical switch-
ing costs have been taken to support the IC Model (Meuter & Allport, 
1999), Costa and Santesteban were the first to argue that the processes 
underlying bilingual speech production for less-proficient bilinguals is 
not the same as for highly proficient bilinguals (see also Schwieter & 
Sunderman, 2008).

Costa, Santesteban, and Ivanova (2006) replicated the results from 
Costa and Santesteban such that highly proficient bilinguals (Spanish–
Catalan) exhibited symmetrical switching costs when naming pictures in 
a mixed-language context. These results were found both for bilinguals 
with early and late L2 AoA. However, in additional experiments, they 
found that highly proficient bilinguals from this same population who 
were learning English (L3) and French (L4) showed asymmetric switch-
ing costs when switching between these two weak languages. Another 
group of bilinguals switched between naming pictures in their L1 and in a 
newly learned (i.e., artificial) language. Once again, the bilinguals showed 
asymmetric switching costs. Taken together, the authors suggest that 
although highly proficient bilinguals typically rely on a language-specific 
selection mechanism during lexical selection, there is evidence that 
in some conditions (i.e., such as when language switching involves a 
weak language), these bilinguals must rely on inhibitory control (note, 
however, that other factors impact on the switching behavior in such 
studies: (a) participants’ inhibitory control abilities; Festman, Rodriguez-
Fornells, & Münte, 2010, and (b) preparation time; Festman & Mosca, 
2016). This finding was also supported by Schwieter and Sunderman’s 
(2008) study, in which the authors put forth the Selection by Proficiency 
Model. The model proposes a bidirectional move from inhibitory control 
to a language-specific selective mechanism as the connections between 
L2 words and the concepts onto which they are mapped strengthen. 
The authors’ analyses demonstrated that a particular aspect of global 
proficiency, namely lexical robustness, is a modulating factor in these 
processes. The study also identified a specific threshold of lexical robust-
ness in which language-specific selection was engaged. The Selection by 
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Proficiency Model, in part, brings together the IC model and the Revised 
Hierarchical Model (RHM), which we will discuss in Section 2.4.3.

2.4.3 Word Translation

We have learned a great deal about the bilingual memory and how words 
are represented in the mind based on word translation experiments. 
Early theoretical explanations suggested that L2 words are understood 
and produced by retrieving their L1 translation equivalent (Potter et al., 
1984). Subsequent explanations were more developmental in nature. For 
instance, Kroll and Stewart’s (1994) RHM demonstrates a shift from lex-
ical to conceptual mediation. Specifically, the model posits that as L2 
proficiency increases, L2 words no longer need to be associated with 
their L1 translation equivalents to access the conceptual store (see also 
Schwieter & Sunderman, 2009).

It has been observed that concrete words and cognates are trans-
lated faster than abstract words. Several studies (De Groot, 1992, 1993; 
De Groot, Dannenburg, & Van Hell, 1994; Kroll & Stewart, 1994) have 
shown that while the representations of concrete words and cognates are 
shared across languages, abstract words share fewer semantic features. 
In Dong, Cui, and MacWhinney’s (2005) study, the researchers found 
that conceptual representations of translation equivalents are not neces-
sarily fully shared but rather are partially overlapping. They argue that 
links between words and concepts are stronger in the L1 compared to the 
L2 (Kroll & Stewart, 1994). More recent theoretical accounts have begun 
to describe the architecture of the bilingual memory as a dynamic system 
involving conceptual restructuring and overlapping (Benati & Schwieter, 
2017; Pavlenko, 2009). We will discuss the lexical-conceptual system in 
Chapter 6.

Neuroimaging studies have shed light on the brain regions that are acti-
vated when bilinguals translate individual words. Price, Green, and von 
Studnitz (1999) used PET to examine bilinguals who silently mouthed 
translations of visually presented words. The results showed involvement 
of the putamen and head of the caudate nucleus, among other areas, 
which are outside of the classic “language areas” in the brain. Similarly, 
using PET and fMRI, Quaresima et al. (2002) asked bilinguals to orally 
translate short sentences. Significant brain activity was found in the ante-
rior portion of the left hemisphere. Other studies have reported that 
particularly during L2 to L1 translation, there is activation of the left 
putamen (Klein et al., 1995; Lehtonen et al., 2005). It appears that, for 
bilinguals, translating between their two languages, in either direction, 
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activates the anterior cingulate and bilateral subcortical structures (i.e., 
the putamen and head of caudate nucleus). This pattern is likely because 
there is a need for greater coordination of mental operations.

2.5 Summary

In this chapter, we have explored neural representations and language 
processing in the bilingual brain. In Section 2.2, we began by discussing 
key language areas and lateralization in bilinguals and looked at some 
of the primary functions of the hemispheres. Although it is a popular 
generalization to say that left side of the brain is responsible for logic 
and the right side for creativity, we noted that many brain functions – 
including bilingual language processing – are distributed across both 
hemispheres. We then looked at the function of the four lobes of the 
brain and identified important areas for language, including Broca’s and 
Wernicke’s areas, which have been found to support language produc-
tion and comprehension, respectively. The chapter then addressed how 
early or late exposure to an L2 affects the cortical representation of the 
two languages. Although more research is needed, it appears as though 
both L2 AoA and proficiency play significant roles in modifying the lan-
guages’ functional representations.

In Section 2.3, we turned to specific processes of how bilinguals com-
prehend language. We discussed how bilinguals recognize words when 
presented in isolation and in phrases. In the bilingual word recognition 
literature, most attention has been placed on whether bilinguals have 
selective or nonselective access to their mental lexicon. In general, the 
findings suggest that both languages are active and interactive with one 
another when bilinguals are asked to read isolated words in only one of 
their languages. The BIA+ Model was discussed to provide a theoretical 
account for bilingual word recognition.

Research on bilingual speech production, as we reviewed in Section 2.4, 
suggests that a bilingual’s lexicons may be activated in parallel by seman-
tic representations and that the semantic system is shared by the two lan-
guages. We first discussed prominent theories such as the IC Model, which 
explains how bilinguals control cross-linguistic competition from the 
irrelevant language in order to successfully produce the other language, 
and the adaptive control hypothesis, which argues that these control pro-
cesses adapt to situational demands. We then reviewed tasks in bilingual 
language production that have been widely used: Word production, pic-
ture naming, and word translation. Many of these studies have tested the 
effects of L2 AoA. For instance, generating words (rhyme vs. synonym) 
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does not seem to be sensitive to AoA. Studies that ask bilinguals to sim-
ply repeat words have revealed at least two important findings: Repeating 
words in the L1 elicits more brain activity than in the L2; and repeating 
low-frequency words leads to more activity in the right hemisphere, while 
repeating high-frequency words gives rise to more activity in the left. 
Some researchers claim that there is a shift from right to left laterality in 
the inferior parietal region as lexical knowledge increases.

Simple picture naming studies (i.e., without distracters) show that 
bilinguals are slower to name pictures whose names are cognates in 
both languages, suggesting that phonological representations of both 
languages are active. Additional support for parallel phonological 
encoding has come from research in which bilinguals decide whether an 
accompanying phoneme is in the name of the picture. Picture naming 
in a mixed-language context has allowed researchers to test the control 
processes involved in bilingual speech production. Generally, although 
there is support that less-proficient bilinguals utilize inhibitory control, 
it is less clear as to whether inhibitory control and/or language selective 
mechanisms are involved in speech production among highly-proficient 
bilinguals. In line with the adaptive control hypothesis, one particular 
aspect of L2 proficiency, namely lexical robustness, was hypothesized to 
be a variable that may determine which processes are recruited and exe-
cuted. Finally, from word translation experiments, we have learned that 
there is a differential relationship for L1-to-concept and L2-to-concept 
mapping. Neuroimaging shows that, during word translation, there is 
a need for greater coordination of mental operations as evidenced by 
significant neural activity in the anterior cingulate and bilateral subcor-
tical structures. Overall, we have seen that the neural representations 
and processing of two languages are far from being fully understand. 
Nonetheless, we are gaining a clearer picture of the dynamic nature of 
two languages in one brain and the many individual differences, such as 
L2 AoA and proficiency, which can affect it.

Review Questions

1. What are three key brain areas associated with language? What func-
tions do they have? What evidence supports these functions?

2. Which behavioral tasks and neuroimaging methods have been used to 
examine language lateralization in the bilingual brain.

3. Discuss evidence supporting the notion that words in both languages 
are active and competing for selection when reading words in only 
one of the languages.
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4. How does the IC Model explain bilingual speech production?
5. What is the theoretical explanation for why naming pictures whose 

names are cognates in two languages is slower than doing so for pic-
tures whose names are not cognates?

Further Reading

Costa, A. (2019). The bilingual brain: And what it tells us about the science of lan-
guage (J. W. Schwieter, Trans.). Allen Lane/Penguin Random House.

De Groot, A. (2011). Language and cognition in bilinguals and multilinguals: An 
introduction. Taylor & Francis.

Hernández, A. (2013). The bilingual brain. Oxford University Press.
Vaid, J. (Ed.). (2016). Language processing in bilinguals: Psycholinguistic and 

neuropsychological perspectives. Routledge.
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Learning Objectives

• Compare the notions of mind and brain in order to understand how 
they are linked to scientific disciplines.

• Distinguish maturational-based changes of the brain from experience-
based changes and understand the related processes (e.g., synaptic 
development) in the brain.

• Develop an understanding of the differences between acquisition and 
learning, the stages of learning, and the brain areas involved.

• Gain insight into the ability of sound discrimination in nonnative speech.
• Learn about differences between early and late bilinguals, critical and 

sensitive periods, and influential factors for language acquisition and 
learning.

3.1 Introduction

As demonstrated in Chapters 1 and 2, researchers have long been inter-
ested in language, in particular the acquisition and learning of more than 
one language. There are several disciplines reporting on these lines of 
research – on language itself, on the speaker, on mental processes, and 
on the structures and functions of language-related areas in the brain. 
To begin, we will clarify the approaches and interests of these different 
disciplines to show which researchers are focused on linguistic or psycho-
logical facets of bilingualism, which use experimental designs to explore 
language processing in the mind, and which undertake research on the 
brain. These different disciplines and approaches can give rise to theories 
and models based on empirical data.

Linguists traditionally investigate the product (e.g., an utterance, a 
written text, orthography, error analysis, native-like pronunciation, trans-
lation) and its linguistic aspects. In naturalistic observations or descrip-
tive research, researchers examine speakers’ behavior, such as reading 
or conversation. Sociolinguists are concerned with the conditions of lan-
guage in society and culture (i.e., language use in a specific context and 

C H A P T E R  T H R E E

Bilingualism, Language Development, 
and Brain Plasticity
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language changes), often leading to theories, for example, of languages 
in contact with other languages (Weinreich, 1953). Bilingual language 
acquisition at home can be investigated by observing a child’s play on the 
playground and noting/recording verbal utterances. Researchers inter-
ested in learning languages in educational settings observe and describe 
motivational and emotional factors (see the influential book by Dewaele, 
2010 and Dewaele & Li, 2020, for reviews), the interaction among peers 
and with the teacher, materials, and degree of immersion.

Psychologists (mainly cognitive and developmental) are more focused 
on processes in the mind related to language activities (see Figure 3.1). For 
example, they use the method of eye-tracking to shed light onto how we 
read; eye-tracking is used to identify the location a reader is looking at in 
order to formulate assumptions about the reader’s focus. Moreover, there 
is vital interest in babies born into and brought up in a bilingual environ-
ment; researchers try to capture the linguistic environment and the way 
this impacts babies’ linguistic, cognitive, and social development. Other 
processes in which psychologists are interested include, for example, how 
words are learned and stored in memory, and how cognition and language 
interact. Experimental scientists (linguists and psychologists alike) conduct 
research on speakers’ specific behaviors (e.g., reading comprehension, 
garden-path sentences, tip-of-the-tongue phenomena, code-switching) 
in experimentally well-designed and controlled studies which may also 
examine other factors such as working memory (WM) capacity, IQ 
scores, vocabulary size, and so on (e.g., switching between languages, see 
Meuter & Allport, 1999). Researchers with a focus on educational learn-
ing analyze and manipulate measures of SES, quality and quantity of 
input, level of education, and so on. In particular, psycholinguists study 

Figure 3.1 Difference between mind and brain
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how people learn, use, and comprehend language. There are a number of 
models put forward by psycholinguists regarding language production, for 
example, the seminal model by Levelt (1993) and its bilingual extension 
by de Bot (2004), or language perception (e.g., Dijkstra & van Heuven, 
2002). Psycholinguists are interested in the properties of bilingual lan-
guage, cognition, and memory; thus, they strive to determine the crucial 
concepts of language processing, such as the bilingual mental lexicon (e.g., 
Kroll & Stewart’s, 1994, Revised Hierarchical Model, see chapter 2.4.3; for 
an overview of bilingual models, see de Groot, 2011; Kroll & Tokowicz, 
2005; and Chapter 6). They discover and describe phenomena which are 
of particular interest to the context of bilingualism, such as cognates, inter-
lingual homographs, language transfer, and cross-language interference 
(see Chapters 5 and 6). Finally, they attempt to clarify patterns by both 
separating language systems (e.g., nonspecific lexical access) and mixing 
them (un)intentionally.

Neurolinguists and neurologists are also involved in the study of 
the bilingual brain (see the influential works by Albert & Obler, 1978; 
Fabbro, 2001; Paradis, 2004). The seminal paper by Grosjean (1989) enti-
tled “Neurolinguists, beware! The bilingual is not two monolinguals in 
one person” draws attention again to the fact that an understanding of 
the complex concept of bilingualism is essential for the study of bilingual-
ism on the neural level. With the advent of neuroimaging techniques, 
the brain activity of people with two languages can be observed during 
processing, that is, while performing a task such as picture naming in 
one or both languages (e.g., Hernandez, Martinez, & Kohnert, 2000; for 
an overview, see Hernandez, 2013; Schwieter, 2019). What is more, cog-
nitive (neuro)scientists are attentive to processes involved in managing 
the challenges on the human mind and brain to pick up and handle two 
languages. They are interested in control processes (see Green, 1998), 
and in representational and organizational questions related to dual lan-
guage abilities (e.g., Abutalebi, Cappa, & Perani, 2001; Liu & Cao, 2016, 
for a recent overview). Crucially, cognitive neuroscientists have become 
increasingly aware of the multitude of background factors responsible, 
to some degree, for the complexity of the concept of bilingualism (see 
Festman, 2013). Consequently, this chapter also includes much available 
research regarding, for example, social aspects of language learning and 
use (e.g., conditions of language use operationalized in the adaptive con-
trol hypothesis, Green & Abutalebi, 2013).

In the next sections, we will first define and describe plasticity of the 
brain (Section 3.2) to increase our understanding of how acquisition 
and learning take place in the brain (Section 3.3). In Section 3.4, we will 
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reflect on a number of factors that have been found to influence bilin-
guals’ acquisition and learning. These may include the learning environ-
ment (e.g., group dynamics, attitudes, and culture), the input the person 
receives, and internal factors such as motivation, personality, and emo-
tion. Finally, we will elaborate on the critical period hypothesis (CPH) 
in Section 3.5 to show that the observational evidence that is the basis 
of this hypothesis provides new light when paired with brain-imaging 
techniques.

3.2 Brain Plasticity and Learning

The developing brain undergoes changes related to maturational devel-
opment as well as to experiences. The former, developmental-based 
changes, are linked and restricted to certain critical time periods and 
are usually genetically set. They are often related to filtering in sensory 
areas. For example, only if babies receive adequate stimulation from 
their environment within the first months of their life can they develop 
filters in their visual system for perception of orientation and spatial rep-
resentation. “Critical period” means that if they do not receive the nec-
essary stimulation in time, development is significantly reduced or does 
not occur (see Section 3.5).

Neurons (see Figure 3.2) are the building units of the brain. Each neu-
ron is equipped with a cell body and an axon. The cell body produces and 
collects electrical signals. The axon is responsible for transferring infor-
mation from the cell body to other neurons. Two (or more) neurons are 
connected through a terminal located at the end of an axon. Terminals 
form a synapse together with the area onto which they have docked. 
Thus, they can pass impulses from one neuron to the other(s). Impulses 
are collected via dendrites (often called dendritic trees, due to their 
shape). According to the famous Hebbian learning principle, repeated 
coactivation of neurons changes the strength of connection among them, 
which leads to faster and easier activation (Hebb, 1949). Learning is 
fundamentally based on the coactivation of neurons and learning a new 
task (rather than continually undertaking an already learned task) causes 
changes in brain structure (Driemeyer et al., 2008).

After birth, there are major processes involved in neural develop-
ment (e.g., Casey et al., 2005), each with its own time course (Banich & 
Compton, 2018). Brain development in newborns continues several pro-
cesses which began after conception, for example, tube formation and 
development into the ventricular system, the generation of new nerve 
cells close to the ventricle (i.e., cell proliferation), and cell migration 
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to build different cortical layers. Synaptogenesis (i.e., the creation of 
new synapses) takes place in which the many neurons already available 
can start to connect through synapses with dendrites (see Figure 3.3) in 
cortical areas.

Additionally, the “dramatic increase in synapses, combined with the 
subsequent paring down of these synapses, is one of the most important 
mechanisms of plasticity in the developing brain” (Banich & Compton, 
2018, p. 458). Importantly, synaptogenesis starts in some brain regions 
faster and earlier than in others (Huttenlocher, 2009): The primary sen-
sory and motor areas undergo these changes before the parietal and tem-
poral association cortex. The prefrontal cortex (PFC) is the last area. 
The temporal sequencing of these processes is more or less in line with 

Figure 3.2 Prototype of neuron
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newborns’ needs for basic sensory and motor skill development followed 
by abilities that are more complex.

Two processes follow and shape brain development: “Blooming” and 
“pruning.” The so-called “pruning” follows synaptic proliferation, that 
is, the abundance of synaptic formation (also known as “blooming”; i.e., 
the elimination of those synapses). Banich and Compton (2018) state 
that “synaptic overproduction allows the brain initially to have max-
imal capacity to respond to the environment. Then, during develop-
ment, the neurons or connections that do not receive much stimulation 
wither away. This enables the brain to fine-tune and specialize for its 
specific environment” (p. 459). Note that, depending on cortical regions, 
pruning processes differ in their time course; they continue, for exam-
ple, in the frontal cortex until adolescence and the third decade of life 
(Huttenlocher, 1979).

The process of myelination refers to “the coating of the axons of neu-
rons by myelin, a fatty substance [i.e., a lipid layer] that speeds up the 
conduction of electrical signals” (De Groot, 2011, p. 47). For brain devel-
opment and processing, this improves, in particular, the speed of neu-
ral signal transmission. Also, the process of myelination differs between 
brain regions. It begins in regions which support basic functions (the 
spinal cord, and basic sensory and motor systems). Importantly, “brain 
regions cannot interact quickly in the infant” (Banich & Compton, 2018, 
p. 459). Only when the child is somewhat older can myelination pro-
cesses take place to connect integrative systems, for example, the cortical 
and subcortical areas; around teenage years into the early twenties even 
longer-range connections between different brain regions are myelinated 
(e.g., Thompson et al., 2000).

Figure 3.3 Changes of synaptic density through “blooming” and “pruning” processes
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Tiny blood vessels give the living brain a pinkish appearance. The grey 
matter of the brain (mainly in the brain’s surface) is made up of cell 
bodies. Myelinated axons form white matter (see Figure 3.4).

Bundles of axons form white matter tracts (for images, see www.neu 
rosurgicalatlas.com/neuroanatomy/sagittal-view-of-white-matter-tracts), 
which slowly improve communication between brain regions, allow-
ing for more integrated perception, cognition, and action in the brain. 
The process of myelination continues into adolescence and impacts the 
functional connectivity between brain areas, that is, the way networks of 
interacting brain areas coordinate their activities. In sum, the two main 
processes are the driving forces supporting development and efficiency 
in the brain: Grey matter volume declines due to synaptic pruning while 
white matter volume increases due to myelination (Banich & Compton, 
2018, p. 460). fMRI and EEG studies reveal age-related changes in inter-
regional coordination, showing development from initially local func-
tional coactivation and quite random activity across the child’s brain to 
more long-distance functional coactivation and more ordered patterns of 
synchronized activity in adults (Kelly et al., 2009; Smit et al., 2012).

Figure 3.4 Grey and white matter in the brain
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In contrast to the developmentally-based changes described, which 
are often restricted to specific time windows for full development, 
experience-based changes are possible throughout a lifetime (Rösler, 
2011). The ability to learn allows for continuous adaptation of the 
organism to variable changes and demands of the environment (Rösler, 
2011). Brain plasticity is commonly defined as the capacity of the cor-
tex to reorganize its connections as a reaction to perceptual, cognitive, 
and/or motor skill learning (Buonomano & Merzenich, 1998). How can 
the brain implement these changes? This can happen in two ways at the 
physiological level. Neuronal plasticity is implemented by (a) develop-
ing new nerve cells and (b) by flexibly and adaptively changing synaptic 
connections (Rösler, 2011). The concept of lifelong learning refers to this 
overall neuronal plasticity enabling the brain to structurally change in all 
phases of life. Crucially, these changes are commonly experience-based 
(Rösler, 2011). Learning a new skill involves repeated exposure and 
experiencing, for example, a new activity. Consequently, to support the 
new activity, the related neural substrate tunes and changes, either by 
synaptogenesis or by “rewiring” the brain.

Famous examples for this type of experience-based learning are 
functional changes and often structural enlargement of a specific area, 
commonly associated with learning a new skill (e.g., Gaser & Schlaug, 
2003), for example, see the famous hippocampus study with taxi drivers 
in London (Maguire et al., 2000). Also, in a study comparing the entire 
brain of musicians to nonmusicians, structural differences were found 
in terms of grey matter volume in motor, auditory, and visual-spatial 
regions. The authors suggest that these differences are mainly due to 
structural adaptations necessary for the acquisition of the new, complex 
skills of mastering an instrument and as consequence of the repetitive 
rehearsal of those skills (Gaser & Schlaug, 2003). Chapter 4 on aphasia 
in the bilingual brain will describe in more detail functional changes fol-
lowing disease or damage to parts of the brain.

3.3  Language Acquisition and Language Learning  
in the Brain

In Sections 3.1 and 3.2, we looked closely at cells, their makeup, and 
why they are fundamental to learning and processing. We followed 
their developmental path (cell proliferation, synaptogenesis, blooming 
and pruning, myelination, and long-range connections) and discovered 
that plasticity in the brain is at work throughout a lifetime. These basic 
principles and components are involved in the brain when learning any 
skill. But how do we acquire (in an informal context) and learn (in a 
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formal context; for a distinction, see Krashen, 1976) a language or two? 
Note that this distinction between acquisition and learning is usually 
made in fields of linguistics when focusing on context (see Table 3.1). 
These two concepts, as characterized in Table 3.1, reflect the end points 
of a continuum in modern teaching approaches since many of them 
rely on mixing aspects of acquisition into learning settings to various 
degrees.

However, in cognitive neuroscience, a discipline focused on explaining 
learning mechanisms on the neuronal level and their synaptic changes 
and on determining underlying brain structures related to the specific 
domain of skill, the term learning is more common and more generally 
used. Anatomical changes in the brain likewise rely on neuroplasticity to 
accommodate language learning (for a review on neuroplasticity in L2 
learning, see Li, Legault, & Litcofsky, 2014).

Table 3.1 Differences between acquisition and learning

Acquisition Learning

Subconscious process Conscious process
Informal, natural situation Formal situation
Very personal and individual process Formalized process
At home In classroom, group of learners
Individual rule discovery, statistical 

learning
Language analysis, deductive teaching  

(rule-driven)
No explicit instruction Learning explicit vocabulary and phrases

Learning explicit grammatical rules
Focus on form

Guided by own capability/maturation 
of brain

Guided by interest, learner-centered 
activities, room for improvisation

Order of acquisition structured according 
to (mainly) preset learning material 
(curriculum, books, …)

Little room for individuality in learning
“Feeling for one’s own language” Knowledge about language (rules)
Focus on spoken language Focus on spoken and written language
Language in use for real 

communication, authentic, 
meaningful interaction

Language used mainly for communication 
and tasks in learning environment

Activities in the language Activities in and about the language
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3.3.1 Learning Languages

Language learning always proceeds stepwise and involves multiple mem-
ory and learning systems, because memories are stored in various parts of 
the brain, not only in one. We will first describe the different steps involved 
in learning and then dive into the multiple memory and learning systems.

Encoding (medial temporal lobe and PFC): In brain terms, initially 
learning a language (e.g., a new word) is considered to be a “complex 
cortical pattern of activation and deactivation that takes place in the ini-
tial word learning process on the same day” (Leminen et al., 2016, p. 2). 
These immediate plastic changes have been observed in fMRI investiga-
tions in a hippocampally centered system (Takashima et al., 2019) and the 
amount of hippocampal activity at the time of first encounter and encoding 
is predictive of how well it will be remembered (Brewer et al., 1998). The 
ventrolateral and dorsolateral PFC are mainly involved in the encoding 
stages. During memory encoding, they help with focusing and organizing, 
that is, arranging relevant information and inhibiting irrelevant issues.

Storing (anterior parts of hippocampus and associated medial tem-
poral lobe structures): Learning a new word entails that the brain 
automatically builds representations for the word and its constituents 
(morphemes, grammar units) in terms of new cortical memory cir-
cuits (Yue, Bastiaanse, & Alter, 2014), which are then stored. These 
representation-building processes take place in the medial temporal 
lobe, and in particular in the hippocampus (Breitenstein et al., 2005).

Consolidation: The next stage often linked to the storing of informa-
tion is commonly called consolidation, a sort of strengthening over time 
taking minutes or days (for a review, see Dudai, Karni, & Born, 2015). 
Initial learning processes can be consolidated by overnight sleep (Bakker 
et al., 2015; Leminen et al., 2016; see also Banich & Compton, 2018). 
Consolidation of memory circuits has been found to profit from associa-
tive learning opportunities (see Merkx, Rastle, & Davis, 2011, for mor-
phological learning, e.g., when learning both the form and the semantic 
content of a new word). This process of connecting related information 
is well known in language learning (cf. Skeide, 2019), for example, when 
linking the form of a word to its meaning, or the visual representation of 
a word to its form, or when building up connections between the pho-
nological form of a verb, its meaning of the action, and its movement 
(Pulvermüller, 1999). The frequent coactivation of this information 
changes the cell assembly representing the word itself and the different 
elements of representation of a word end up being strongly connected 
(Pulvermüller, 1999).
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The transformation of earlier episodic memories of words (during first 
encounters which allow only for recognition of newly learned words) 
into lexical representations is attributed to lexical integration processes 
in the left posterior middle temporal cortex (Takashima et al., 2019), a 
region of the brain which is thought of as a memory area for word repre-
sentation (Hickok & Poeppel, 2004).

Retrieval (posterior parts of hippocampus and prefrontal and parietal 
cortex): The hippocampus is involved in reactivating long-term memo-
ries. With frequent exposure to newly learned words, as well as their 
repetition and use, these robust representations can be quickly recog-
nized (during comprehension) and easily retrieved (during production). 
One reason for speedy and efficient processing is that even when only 
part of a complex representation (e.g., the form, meaning, action, or 
motion of a verb) is being activated, the entirety of the complex rep-
resentation is activated (Pulvermüller, 1999; see also Squire, Stark, & 
Clark, 2004). The PFC is involved in organizational, selection, monitor-
ing, and evaluation processes during retrieval (e.g., it has been found 
that left posterior PFC is activated during word generation, classification, 
and memorization, see McDermott et al., 1999). The parietal cortex is 
important for attentional and integrative aspects of memory.

Before presenting the different memory systems, it is important to 
stress again one crucial point: Studies involving fMRI and multivoxel 
pattern activity report that the same brain structures are involved both 
for initial processing of perceptual information and its recall. For exam-
ple, when participants are presented with words (either in auditory 
or visual form) and are asked to recall in which form these appeared, 
fusiform activation for visual form and auditory regions of the superior 
temporal gyrus are activated (Polyn et al., 2005; Wheeler, Petersen, & 
Buckner, 2000). This means that different cortical processors involved 
in vision, language audition, and so on “also store the outcomes of their 
processing. Memory of visual elements of the experience is stored in 
visual processing areas, memory for linguistic elements is stored in 
language processing areas” so “that different portions of a given event 
are processed and stored in separate regions of the cortex” (Banich & 
Compton, 2018, pp. 272–273).

The different memory and learning systems are summarized in 
Figure 3.5a, b, and Table 3.2. Note that there is disagreement in the field 
on how best to describe the differences between the different memory 
systems (Banich & Compton, 2018).

In this chapter, we have already learned that learning is composed 
of distinct stages and that different memory and learning systems are 
involved, depending on the type of information to be retained and the 
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quality of the representation. For a focus on language, we need to move 
away from earlier, traditional models of language in the brain, which 
assumed that certain regions of the brain were associated with specific 
aspects of language processing. Today, neuroimaging studies suggest 
more integrated and therefore more complicated language networks in 
the brain (Banich & Compton, 2018; see e.g., Lindell, 2006, for a review 

(a)

(b)

Figure 3.5 Localizing multiple memory and learning systems in the brain: View from the 
surface (a) and inside (b)

(a)
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Table 3.2 Multiple memory and learning systems in the brain

THEORIES OF MEMORY SYSTEMS: Dichotomies
Explicit vs. implicit (e.g., Schacter, 

1987)
• Explicit (hippocampus, neocortex, and 

amygdala): Conscious recall of information, 
prior experiences, and facts

• Implicit: Unconscious recall

Declarative vs. procedural memory 
(e.g., Cohen & Squire, 1980)

• Declarative (hippocampal regions): 
Knowledge about information which can be 
used flexibly, not linked to specific situations, 
remembering relations between different 
elements of an experience or event

• Procedural (independent of hippocampus): 
Acquisition and expression of skill through 
gradual incremental learning, integration of 
information across events

Episodic vs. semantic memory 
(Tulving, 1972)

Two types of declarative/explicit memory:
• Episodic memory: Autobiographical 

memories specific to one’s own unique 
experience, including context, time, space, and 
circumstances relating to a specific episode

• Semantic memory: Knowledge of how to 
form and retain facts, concepts, categories 
about the world/people, not linked to specific 
episodes

Long-term vs. working memory • Long-term memory: Creates enduring 
records of experience and facts for later use; 
maintains information for longer times

• Working memory: A buffer to maintain 
only a limited amount of information 
online for a short time (associated with 
retrieval from posterior brain regions); to 
access relevant information to put into the 
buffer and to manipulate the contents 
of the buffer (associated with prefrontal 
regions)

Various working memory capacities 
(e.g., Baddeley, 1986; Caramazza 
et al., 1985)

• Auditory-verbal/phonological store (e.g., 
for repeating verbal utterances)

• Visual-verbal (e.g., reading)
• Visuospatial (nonverbal visual 

information)
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MEMORY SYSTEMS: Explicit memory
Hippocampus and prefrontal regions • Encoding new information (i.e., creating new 

memories)
• Hippocampus: Binds together different 

attributes of an event
• Prefrontal regions: Support in terms of 

focusing and organizing encoding processes

Hippocampus and neocortex • For some time, information is stored in 
the hippocampus; it is also indexed in the 
neocortex (=largest part of the cortex, 
the wrinkled outside surface of the brain), 
where discrete aspects of an event are stored 
(e.g., sounds, feelings, images) for later access, 
i.e., over time information is transferred from 
the hippocampus to the neocortex as general 
knowledge (probably during sleep)

• This index allows memory retrieval via pattern 
completion of information accessed from 
interactions with neocortical areas

• Associations across a variety of different 
neocortical processors (e.g., visual system, 
language, etc.)

Anterior temporal regions: 
Semantic memory

• Reflects general knowledge about the 
world = facts, concepts, categories

• Integrates sensory input from modality-specific 
regions with regards to specific episodes

Posterior temporal regions • Long-term storage of phonological and 
semantic knowledge

Amygdala • Almond-shaped structure in temporal lobe
• Role in learning stimulus-reward associations
• Memories that are emotional in nature
• Attaches emotional significance to memories
• Fear conditioning: Linking events and stimuli 

to fearful experience, forms new memories 
related to fear

Prefrontal regions • Front part of the brain
• Involved in short-term memory tasks: Left side 

more for verbal working memory, right side for 
spatial working memory

Table 3.2 (cont.)
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• Help to select the information relevant for 
current working memory demands

• Point to the information in posterior cortex 
that needs to be activated

• Assist in retrieval by aiding in the search process 
for relevant information stored in memory

• Selection of most important information 
for the current context after relevant options 
have been retrieved

• Short-term maintenance and strategic 
control over phonological and semantic 
information (Banich & Compton, 2018)

• Lateral prefrontal regions help to implement 
domain-general executive processes that 
allow information in working memory to 
be reordered, manipulated, or considered in 
relation to other relevant information

MEMORY SYSTEMS: Implicit memory
Basal ganglia • Structures deep within the brain

• Role in implicit/procedural learning (“skill 
learning” = gradual, incremental learning 
through repetition of motor, perceptual, and 
cognitive operations → improve performance)

• Involved in emotion, learning, reward 
processing, habit formation, movement

• Particularly important for coordinating 
sequences of motor activity

• Aid in the linkage of sensory information to the 
motor outputs, actions, and required choices

• Associations between stimulus and response
• Activity of dopaminergic cells within basal 

ganglia may serve to support error-driven 
learning (learning is driven by mismatch 
between expected and real outcome; trial and 
error)

Cerebellum • Structure in rear base of the brain
• Most important in fine motor control
• Procedural memory

Source: Banich and Compton (2018, pp. 224–295).

Table 3.2 (cont.)
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of right-hemisphere involvement). For example, the white matter path-
way, which connects anterior and posterior language regions, called the 
arcuate fasciculus (see Figure 3.6 and Section 2.2), is thought to be cru-
cial for language processing in the brain (Rilling et al., 2008). What is 
more, it has been suggested that different ventral and dorsal pathways 
(see Figure 3.6) are involved in language processing at specific linguistic 
levels, for example, one ventral pathway links phonology to semantics 
and meaning, while one of the dorsal pathways connects sound to action 
and articulation (e.g., see Brauer et al., 2013, for a review).

But how about learning two languages? Based on modern neuroim-
aging techniques, the current view (following Del Maschio & Abutalebi, 
2019) holds that there is a common neural mechanism by which all lan-
guages learned are supported (for reviews, see Higby, Kim, & Obler, 
2013; Mouthon, Annoni, & Khateb, 2013). Moreover, L2 representations 
are thought to converge with an already-specified L1 network (Abutalebi 
& Green, 2007; Green, 2003). This idea of convergence summarizes the 
state-of-the-art of how a new additional language is learned: For exam-
ple, on the lexical level, an L2 is attached to already existing structures 
of an earlier learned L1 to build up an integrated lexical system. To give 
just one specific example: The concept and word “dog” has already been 
learned in the L1; when learning the respective word in an additional 
language, it is attached to the conceptual representation of the word in 
the L1 (concepts refer to the nonverbal knowledge about things, actions, 

Figure 3.6 Arcuate fasciculus and ventral and dorsal pathways
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etc.). The findings of a brain imaging study by Isel et al. (2010) showed 
that early as well as late bilinguals share a common space of concep-
tual representations for L1 and L2 concepts. New language information 
is like an extension of an already existing language knowledge system. 
More support for this claim comes from another brain imaging study in 
which eleven late bilinguals with L1 Portuguese and L2 English were 
asked to silently read concrete nouns (either in Portuguese or English, 
assessed on two different days) from two semantic categories (tools 
and dwellings). At the neural level, the semantic properties of words in 
both languages were similarly represented in proficient late bilinguals 
(Buchweitz et al., 2012).

3.3.2  On (Variability in) the Ability to Discriminate  
Nonnative Contrasts

Language development in newborns and infants is impressive, in particu-
lar with regard to both speech perception and production (see Table 3.3).

Up until recently, the reduced ability to discriminate nonnative speech 
sounds has been treated as if it were set in stone. A closer look at the 
literature reveals that there is interindividual variation in the loss of the 

Table 3.3 Speech perception development

Time range Abilities

Up until 6 months • Able to discriminate phonetic contrasts of all 
languages

From 6 months onwards • Language-specific perception of vowels 
increases greatly

From 8 months onwards • Able to detect typical stress patterns in words
From 11 months onwards • Consonant perception in their L1 increases 

greatly
At around 7 to 11 months of age • Possible reduced ability to discriminate 

nonnative speech sounds, but de Groot 
(2011, p. 23) suggests that “the longevity of 
the ability to perceive non-native contrasts” 
has been underestimated (see also Best & 
McRoberts, 2003).

Note: See de Groot (2011) for an overview.
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ability to discriminate nonnative contrasts and, even more importantly, 
a “residual sensitivity to non-native contrasts” (De Groot, 2011, p. 24). 
Using ERPs has allowed for a more detailed look at individual data, 
revealing two subgroups with group-specific and significantly different 
brain responses: One subgroup of eleven-month-old participants had not 
yet lost the ability to perceive nonnative contrasts in Spanish (Rivera-
Gaxiola, Silva-Pereyra, & Kuhl, 2005). It has been reported that this 
sensitivity can be restored (cf. Bijeljac-Babic et al., 2009; Höhle, Bijeljac-
Babic, & Nazzi, 2020). De Groot (2011) explained that “the later the onset 
of second language exposure, and therefore the further advanced native 
language phonetic development and neural commitment, the more effort 
it will take to restore the perceptual abilities required of proper percep-
tion and production of the new language” (p. 25). See Kuhl, Tsao, and 
Liu (2003) for the efficacy of social interaction in the context of reversal 
of the decline of foreign-language speech perception.

This shows that language acquisition is characterized by high interindi-
vidual variation from early on (cf. Kidd, Donnelly, & Christiansen, 2018, 
for a review). Stability research in language acquisition has been, until 
recently, a rather overlooked line of research (but see, e.g., Bornstein, 
Hahn, & Putnick, 2016). To give an example, Paradis (2016) showed that 
developments for young children are divided by language domain per 
length of exposure. She argues that:

variability in outcomes across linguistic sub-domains and individuals could 
be seen as a natural outcome of the complexity of dual language learning; 
therefore, early L2 learners could end up with mostly similar linguistic abil-
ities as monolinguals but still have some subtle differences, e.g., their pre-
cision with morphology might be less tight. This would be the “bilingual 
difference” interpretation, which is the view I espouse and the one I think is 
appropriate in our increasingly multilingual societies. (pp. 23f.)

3.3.3 Early (Simultaneous and Sequential) and Late Bilinguals

In Chapter 1, we discussed the definitional difficulties with early bilin-
guals given the various cut-offs periods. But this issue is more complex 
than at first glance. The notion of early bilinguals is usually split into two 
subcategories.

As can be seen from Table 3.4, terminology, in particular for early bilin-
guals, diverges according to their age of exposure to an L2. Irrespective 
of the details of the exact timeframe, the assumption is that it makes a 
difference whether and how much knowledge and processing routines 
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Table 3.4 Types of early bilinguals

Type of bilingual Characteristics

Early simultaneous  
bilingualism or BFLA

• Newborns
• Simultaneous development of two languages 

from birth (e.g., de Houwer, 1990; Meisel, 1989; 
Swain, 1976).

Early consecutive/sequential/
successive bilingualism

• Infants and toddlers who start to acquire the 
L2 sometime after birth

• Still during early childhood – for the upper age 
limit there are various suggestions, ranging from 
right after birth to age 2 (De Houwer, 2009)

• L2 acquisition takes place when the infants/
toddlers have already acquired some of 
the properties of their L1 in a naturalistic 
environment, i.e., in immersive, informal 
settings at home → linguistically slightly more 
advanced

Early L2 acquisition • Age of L2 onset between the age 2 and 4 (cf. 
Schulz & Grimm, 2019; Schulz & Tracy, 2011)

• Children who are exposed to L2 after the age of 
24 months have already developed substantial 
lexical and grammatical knowledge in L1, 
so they cannot be considered “simultaneous 
learners anymore” (Schulz & Grimm, 2019, p. 2)

• Exposed to L2 in daycare or preschool (de 
Houwer, 2021)

L2 acquisition, late bilingualism/
late L2 learners/sequential 
bilingualism

• Exposure to L2 after entering school
• A “general agreement that the acquisition of a 

second language after age seven qualitatively 
differs from first language acquisition” 
(Schulz & Grimm, 2019, p. 2)

• One language is already well established 
before learning another one

• Cognitive capacities (e.g., verbal memory and 
analytic reasoning) improve with age (see 
Berk, 2015, for an overview) → sequential 
L2 children have access to superior cognitive 
mechanisms for uptake of the language input 
compared to early bilinguals
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are at disposal for learning the new L2. It is understood that L2 learning 
should be easier with some L1 structures in place and experience in 
acquiring a language. For example, child L2 learners were found to show 
higher rates of acquisition in the lexical domain, accuracy in verb mor-
phology, and use of complex sentences compared to children who had 
started to acquire their L2 before the age of five (e.g., Golberg, Paradis, & 
Crago, 2008; Paradis, 2011; Paradis et al., 2017).

When learning an L2 starts somewhat later, it is mainly (but not 
necessarily) linked to learning an L2 in institutionalized, more for-
mal settings (e.g., in kindergarten, in other forms of day care, or in pre-
school) (see again our distinction between acquisition and learning in 
Table 3.4). It should not be overlooked that institutionalized learning, 
including language use and exposure in this new context, is depen-
dent on national educational policies and varies across cultures; for 
children with an L1 that differs from the majority language, language 
exposure to their L2 often coincides with their attendance of day care 
and other formal education settings. Importantly, there is a teacher 
in the room who influences learning to a great extent, in particular 
in terms of feedback, instructional quality, teaching knowledge and 
style, and classroom environment (Hattie, 2008). For this reason, we 
will describe research findings on bilingualism in relation to various 
factors found to influence language acquisition, learning, and process-
ing in Section 3.4.

3.4 Factors Interacting with Acquisition and Learning

An individual acquiring/learning a language at any age, is not seen as 
isolated during this process. Rather, the environment in which the acqui-
sition/learning process takes place is of crucial importance, be it within 
the family, in childcare, at school, in an adults’ learning class, in another 
country where the target language is the language of the majority. Note 
that “one’s unique genetic make-up mediates how environmental factors 
affect one’s mind and body” (Diamond, 2007, p. 1; see Mamiy et al., 2016; 
Vaughn & Hernandez, 2018, for examples of studies which show detailed 
genetic influences on language learning).

Apart from the environment, it is decisive for later language success 
and attained language proficiency if the language has only been over-
heard (i.e., mere exposure), or if the person was in interaction and com-
munication with speakers of this language (e.g., within the family, with 
peers, etc.). We will describe the characteristics of this perceived verbal 
input in some detail below (see Section 3.4.2). Finally, it is not only what 
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happens around the language learner but also (or even more) what hap-
pens inside them that modulates learning. Several learner characteristics, 
often termed internal factors, which influence the acquisition and learn-
ing process, have been identified (see Section 3.4.3).

In other words, language acquisition and language learning can be 
influenced in a number of ways. To give an example: While acquiring 
a language in a family setting at home is often considered to be taking 
place in a warm, supportive environment, this might not be the case for all 
children. Some children are deprived in many ways, they are neglected, 
ignored, and spend many hours on electronic devices. There are numerous 
studies on the effect of childhood neglect and orphanage settings on chil-
dren’s neural development (e.g., Sheridan & McLaughlin, 2014; Sheridan 
et al., 2012; Teicher & Samson, 2016; Teicher et al., 2016, for a review). 
What this example attempts to show is that early language acquisition is 
often contrasted in a black-and-white fashion to learning languages later 
on, such as at school. Importantly, schools as institutions – the pedagogy, 
teacher training, and even learning materials – have changed. There are 
still some teachers who prefer learning by heart, or who criticize and 
correct their pupils in an unsupportive way, creating a classroom filled 
with anxiety. These teachers might care little about whether what the 
pupils learn has any relevance to them or whether they are interested. 
They hardly ever offer choices to learners, they do not care whether their 
teaching input is comprehensible and accessible to the pupils, and they 
do not allow collaborative learning. But there are many others who dif-
fer. Let us now look more closely at the learning environment and begin 
with newborns.

3.4.1 Learning Environment, Interaction, and Culture

A newborn, born into a “dynamic world full of sights, sounds, smells, 
tastes, and tactile sensations” (Banich & Compton, 2018, p. 464), starts 
to explore the environment first sensually, then more and more visu-
ally, and finally motorically (Böttger, 2016). Hence, a newborn’s brain 
is strongly dependent on its natural, social, and cultural environment. 
A commonly held view is that “[e]nriched environments are generally 
better for cognitive and brain development than impoverished ones” 
(Banich & Compton, 2018, p. 464). But what is the specific effect of 
enriched environments on the brain? They positively influence the struc-
ture of neurons such that they create more robust dendrites and increase 
the number of synapses per neuron. Hence, more and varied synaptic 
connectivity can increase “the brain’s computational power so that it 
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can effectively deal with a more cognitively demanding and complicated 
environment” (Banich & Compton, 2018, p. 464).

As language development takes place in an environment, early expo-
sure to two languages could be seen as an enriched environment per se. 
Findings from linguistic research additionally show that “L2 acquisition 
can be advanced by a richer L2 environment” (Paradis, 2019, p.  23). 
When observing infants’ behavior in detail, D’Souza et al. (2020) report 
on enhanced information-seeking behavior, because “varied, less pre-
dictable (language) environments have been suggested to make bilin-
gual infants explore more” (Festman, 2021, p. 2). The findings from 
an eye-tracking study of 51 monolingual and 51 bilingual infants (aged 
seven to nine months)

revealed a heightened exploration behavior in the bilingual group: They dis-
engaged attention faster from an already familiar visual stimulus in order 
to shift their attention to another, new stimulus; moreover, they switched 
attention more frequently between these two visual stimuli. The authors 
suggested that this reflects the bilingual infants’ adaptation to the specific 
language circumstances in their bilingual homes: The study shows that it was 
more important for the bilingual infants to collect more samples of novel 
information from their environment than for monolingual infants. (Festman, 
2021, p. 3)

Language interaction between parents and newborns is highly import-
ant for the latter’s neural and cognitive development (see Filippa et al., 
2021, for an investigation of early vocal contact of mothers with preterm 
infants). Reports on feral children, that is, those lacking crucial aspects of 
human interaction and communication (e.g., Curtiss, 1977; Pinker, 1994), 
underscore the fact that their development suffered due to extreme, 
combined linguistic and social deprivation (Jones, 1995). What is more, 
affection and tenderness promote the distribution of oxytocin, which in 
turn plays a central role for establishing a social bond, as between child 
and parent (Böttger, 2016, p. 63). In Diamond’s (2007, p. 2) words, we 
are “social creatures and […] can suffer if we lack fulfilling, caring rela-
tionships and/or meaningful connections to a larger social group.” On 
top of that, parental care increases the boost of synapses and has a posi-
tive effect on the development of synaptic networks (Böttger, 2016).

“Social interaction appears to be fundamental and necessary for lan-
guage acquisition” (Kuhl, 2010, p. 716) and social factors seem to play 
a far more significant role than previously thought for human learning 
both across domains and throughout an individual’s life span (Meltzoff 
et al., 2009). Kuhl’s (2010) social gating hypothesis suggests  that 
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“social  interaction creates a vastly different learning situation, one in 
which additional factors introduced by a social context influence learn-
ing. Gating could operate by increasing: (1) attention and/or arousal, 
(2) information, (3) a sense of relationship, and/or (4) activation of brain 
mechanisms linking perception and action” (p. 720). Infants’ degree of 
social engagement has been indeed found to predict phonetic and word 
learning, such that more socially engaged infants demonstrated greater 
learning (see Kuhl, 2010, for a review), and infants’ gaze following the 
speaker’s gaze significantly predicted receptive word learning (e.g., 
Brooks & Meltzoff, 2005; Pfenninger, Festman, & Singleton, 2023). What 
is more, it is claimed that “cultural knowledge” is transferred via collabo-
rative learning (Goswami, 2008) and shared reading (e.g., Gapany et al., 
2022; Garcia-Alvarado, Arreguin, & Ruiz-Escalante, 2022; Jiménez, 
Filippini, & Gerber, 2006).

Moreover, Diamond (2007) stresses the impact of culture on the 
developing brain: “Cognition, perception, and emotion are shaped by 
and filtered through one’s current cultural context and cultural back-
ground” (p. 1). Similarly, Hinton, Miyamoto, and Della‐Chiesa (2008) 
claim that culture plays a pervasive role in shaping our experiences 
(and therefore our brains). Values, expectations, and aspirations, as 
well as common practices and traditions in the family and societal 
group, can be subsumed under the umbrella term of culture. Culture 
may influence how much time children spend in out-of-home childcare 
or with family members, it may also determine adults’ reaction to mis-
takes or what is openly discussed and what is unacceptable. In relation 
to language acquisition and learning, culture has a crucial influence, 
but it should not be overlooked that language socialization practices, 
developmental goals, and ways how to support children’s development 
may vary across cultures and communities (cf. Farah, 2018; Keels, 2009; 
Ochs & Schieffelin, 2011). Consequently, “already for early language 
acquisition, there is an abundance of aspects which are influenced by 
the cultural setting in which a child grows up as well as by the circum-
stances in which a child is exposed to language(s), including whether a 
certain language is socially valued or devalued” (Pfenninger, Festman, 
& Singleton, 2023, p. 25). Early childhood is the phase of life in which 
“linguistic and cultural affiliation to the family’s culture or assimilation 
to a host country and its speaker community are rooted” (Pfenninger, 
Festman, & Singleton, 2023, p. 25). This means that from early on, chil-
dren create their first identity (a “sense of self”) and expectations – 
how others function in relation to them and what is expected from them 
(Yusuf & Enesi, 2012).

https://doi.org/10.1017/9781108178501.003 Published online by Cambridge University Press

https://doi.org/10.1017/9781108178501.003


3.4 Factors Interacting with Acquisition and Learning 67

3.4.2 Focus on Input

The impact of quantity and quality of input on children’s language devel-
opment has been researched extensively (see e.g., Anderson et al., 2021, 
for a review of L1 development; Rowe, 2012, for a longitudinal investi-
gation; Hoff & Core, 2013, for early bilingual language development; and 
Unsworth, 2016, for bilingual language development of children between 
two and ten).

Quantity of language input refers to the number of words/tokens/
utterances a child could theoretically listen to. A recently published study 
with 1,001 infants (two to forty-eight months old) from six continents 
(Bergelson et al., 2022) shows that the amount of adult talk and infants’ 
speech production correlate. Those children who heard more adult talk 
produced considerably higher rates of spontaneous speech: “For every 
100 adult vocalizations per hour, children produced 27 more vocaliza-
tions” (Bergelson et al., 2022, p. 10). In this study, quality of input was 
not measured.

Quality of language input refers to vocabulary diversity (Hirsh-Pasek 
et al., 2015; Jones & Rowland, 2017) and influences language develop-
ment and output. For example, Coffey et al.’s (2022) study with adopted 
children (aged fifteen to seventy-three months) showed that character-
istics of the input are taken up in child speech. Crucially, not every type 
of input is equally supportive of language development in child-directed 
speech. To name but a few supportive characteristics: Vocabulary and 
syntactic structure vary and multiple speakers provide input. Other 
important features are exchanges during communication (rather than 
just monologues), appropriate verbal responses to the children’s verbal 
utterances, or shared book reading (see de Cat, 2021, for a review; de 
Houwer, 2011; Hoff & Core, 2013; see McCabe et al., 2013, for a review).

Language acquisition is a slow process, as it relies on large amounts 
of input over time (Dörnyei, 2009) or years of learning an L2. Input 
may fit to the continuously increasing learning capability of a newborn, 
infant, toddler, and child at their respective ages, with parental practices 
(e.g., cognitive stimulation) mediating the relation between SES and lan-
guage outcome in preschoolers (Raviv, Kessenich, & Morrison, 2004). 
Importantly,

our environment is also more conducive to language learning earlier in life. 
In many cultures and in many families, young children experience a very 
rich language environment during the first years of life. They hear language 
in attention-grabbing, digestible bundles that are targeted skillfully at their 
developmental level (Fernald & Simon, 1984). Caregivers typically speak 
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in ways that are neither too simple nor too complex, and children receive 
hours and hours of practice with language every day. This high-quality and 
high-quantity experience with language – a special feature of how people 
communicate with young children – often results in successful language 
learning. It gives children rich, diverse, and engaging opportunities to learn 
about the sounds, syllables, words, phrases, and sentences that comprise 
their native language. (Byers-Heinlein & Lew-Williams, 2013, p. 7)

Note that child-directed speech shows great variation, depending 
on the speaker’s level of proficiency in that language, and can thus 
strongly influence how rich a database for acquisition it provides 
for the child (Dąbrowska, 2012; Hoff, Core, & Shanks, 2020). SES is 
assumed to influence the quality of language input at home (Masek 
et al., 2021) as well as the length of conversations (e.g., Hoff, 2003) 
and is often related to book-reading practices. More specifically, 
children from low-SES families receive in general substantially less 
input overall, and this input is often characterized by less diversity 
in vocabulary and less child-directed speech than for children from 
high-SES families (Dailey & Bergelson, 2022). Beyond direct influ-
ences on language development, SES has been found to predict brain 
development and cognitive achievement (see Hackman & Farah, 
2009, for a review). All these factors have been consistently shown to 
influence language development (e.g., see de Cat, 2021, for a review; 
also Fernald, Marchman, & Weisleder, 2013; cf. Fernald & Weisleder, 
2015, for a concise review of the strong impact of this factor, pointing 
to variability of behavior, in particular with regard to verbal engage-
ment, within groups with high and low SES). It has been suggested 
that higher SES is linked to the “opportunity for larger amounts of 
high-quality input, interaction, and education in the target language” 
(Singleton & Leśniewska, 2021, p. 6), whereas poverty has strong 
effects on the cognitive (and social) development of children. This 
relation is mediated by family factors (such as parental stress, par-
enting practices) as well as material deprivation and accumulative 
experience in childcare, with peers, and in a child’s neighborhood 
(Huston & Bentley, 2010).

3.4.3 Toward a More Holistic View of Child-Internal Factors

Next, we consider child-internal factors, which influence language acqui-
sition rates and success, as reported in numerous linguistic studies. These 
child-level factors have been found to modulate access to, and uptake of, 
language-level properties. For example, children vary with respect to the 
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cognitive development of their attentional and verbal memory abilities 
(see e.g., the impressive compilation on five-year-olds’ cognitive status 
in the UK by Cattan et al., 2022). This has an impact on their cognitive 
capacities for learning language, thus influencing acquisition rates (see 
Paradis, 2011, for a review). Additionally, both the resources and the 
mechanisms for children’s language development have been found to 
vary individually (Paradis, 2019).

Typical child-level factors include:

• age at time of testing
• age of onset of exposure to an L2
• chronological age, that is, cognitive maturity linked to a specific age
• cognitive capacities
• gender
• language aptitude (comprised of various components, i.e., verbal
 memory skills, analytic reasoning)
• language proficiency in both languages (in different language domains)
• length of L2 exposure (see Unsworth, 2013, for cumulative vs. current 

exposure).

Diamond (2007) goes beyond these factors by speculating that 
noncognitive qualities may be

even more critical to a child’s success. Motivation, determination, drive, 
a positive self-image, belief in oneself, a sense of security, excellent social 
skills, and/or ‘emotional intelligence’ can be far greater determinants of suc-
cess than intellectual brilliance […]. We learn what is relevant for our actions 
and we learn best when we must actively use what we learn (p. 3).

Importantly, early work on the psychological aspects of L2 learning 
has revealed the intriguing role of language learning motivation (see 
Al-Hoorie & MacIntyre, 2019, for an overview; also Dörnyei, 2019), 
learner characteristics (Dörnyei, 2005; Dörnyei & Ryan, 2015), and 
self-conception (see Csizér & Magid, 2014, for an overview). Emotion, 
self-regulation, and a sense of belonging to the learner group can 
strongly influence a child’s readiness to learn. Dewaele has produced 
an in-depth look into foreign classroom anxiety – and enjoyment – (see 
Botes, Dewaele, & Greiff, 2020) and into emotion in L2 learning (e.g., 
Dewaele & Li, 2020, for a recent review).

It has become apparent that personal and largely affective factors, 
alongside cognitive capacities, are critical for language learning success 
and are therefore increasingly the focus of (early childhood) studies on 
language development (cf. Weissberg et al., 2015).
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3.5 Critical and Sensitive Periods

The CPH is certainly one of the most longstanding hypotheses in language 
learning research and is still under debate. It suggests that there is a clear-
cut point in time (originally linked to puberty) before which a young child 
can automatically acquire a language with ease and attain “native” language 
proficiency, and that once this window closes, language learning success is 
constrained and “native” language proficiency can no longer be achieved.

• On the one hand, it is assumed that L1 acquisition is effortless; this 
assumption has been extended to the acquisition of two languages in 
parallel. Later language learning has been linked to effortful learning 
(e.g., Meisel, 2011).

• On the other hand, it has been suggested that learning an L2 at an 
older and more mature age makes the process easier, as the individ-
ual is already familiar with learning a language, having acquired an 
L1 already. Language acquisition experiences may help facilitate L2 
learning, and slightly older learners might profit from extended, more 
mature cognitive abilities (see also Table 3.4 for the same argumenta-
tion in the context of early bilingualism).

Age of onset of L2 exposure has long been considered the most decisive 
factor for success in language learning (cf. Lenneberg, 1967; Penfield & 
Roberts, 1959; see Hu, 2016, for a review). In Chapter 2, we noted that 
the brain adapts to changing experiences. Throughout its development, it 
is affected by experience (social and cultural experience included) (e.g., 
Schlaug et al., 2005). This means that: (a) new input leads to the growth 
of new fiber connections in the brain; (b) the nervous system encodes 
our experience; and (c) there needs to be individual variation because 
personal, unique experience-dependent connections make “each brain 
subtly different” (Goswami, 2008, p. 383). This also implies that experi-
ences modify the brain more than age-related maturation.

Goswami (2008, p. 387) holds that the “growth of interconnected 
networks of simple cells distributed across the entire brain eventually 
results in complex cognitive structures such as language.” In the previ-
ous paragraph, we explained that fiber connections that are most active 
are stabilized and strengthened, while less active connections are weak-
ened or eliminated (following a “use it or lose it” rule). Gradually, these 
modifications lead to significant changes in brain structure and function 
(Hinton, Miyamoto, & Della‐Chiesa, 2008). These stronger fiber connec-
tions appear to not be easily reorganized (Goswami, 2008, p. 388). This 
observation has been used to explain the apparent difficulty of learning 
an L2 later in life (Goswami, 2008). According to de Groot (2011), this 
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account of age of acquisition effects in terms of gradually increasing neural 
commitment can, on its own, explain age effects over the whole age spec-
trum. It holds that the brain resources of young language learners are still 
largely uncommitted and can therefore be easily recruited for the learning 
task. The older the learner, the more neural tissue is already committed 
to other knowledge and processes and recruiting neurons to subserve new 
knowledge and tasks becomes increasingly difficult.

Presenting an opposing view, DeLuca et al. (2019a) claim that there is 
“no evidence to suggest that there is a loss of language-related neural 
plasticity and/or that language areas of the brain recruited for particular 
linguistic functions are any different between monolinguals and adult L2 
learners” (p. 176), rather that both L2 acquisition and learning “occur 
via the same neural substrates […] suggesting that biological maturation 
does not affect the brain’s capacity to deal with/adapt to the task of novel 
language learning” (p. 180).

But what about puberty? It is well known that experience-dependent 
processes of synapse formation and dendritic arborization are ongo-
ing until around the age of sixteen, in particular in the PFC (Banich & 
Compton, 2018). The PFC, the “cognitive control system” responsible 
for controlling lower brain areas and crucial for goal-oriented behavior, 
decision-making, planning, and problem-solving as well as controlling 
impulses, and so on (Blakemore & Choudhury, 2006) develops rather 
late (see Steinberg, 2005, for a review). Brain development does not stop 
when adolescence or puberty begin – on the contrary (see Casey, 2013, 
for an overview) myelination continues into the twenties, and the “dra-
matic increase in synapses, combined with the subsequent paring down 
of those synapses, is one of the most important mechanisms of plas-
ticity in the developing brain” (Banich & Compton, 2018, p. 458). Thus, 
there is obvious cognitive development and increasing sophistication in 
adolescence, yielding cognitive abilities superior to those available in 
childhood. During adolescence, the PFC is remodeled, as unnecessary 
synaptic connections, which also consume energy, are eliminated (at a 
rate of 30,000 per second, see Böttger & Sambanis, 2017). This process 
may take until the age of thirty (Dow-Edwards et al., 2019) and is done 
in order to increase effective functioning and to better fulfill specific envi-
ronmental needs (Crews, He, & Hodge, 2007).

Importantly, in fMRI scans, “adolescents displayed a unique pattern, 
not seen in either children or adults, of elevated limbic response in com-
bination with relatively lower prefrontal response” (Banich & Compton, 
2018, p. 463). The increasing need for control is related to learning 
to maintain the highly active, more mature limbic system in check; in 
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other  words, the amygdala and the hippocampus are two key areas 
for controlling the emotional regulatory centers (Colver & Longwell, 
2013). For example, longitudinal fMRI studies have provided informa-
tion about the changing activity of the ventral striatum, with its peaks in 
mid-adolescence, followed by a decrease (see Shulman et al., 2016, for 
a review). Adolescents strive for social acceptance and for belonging to 
peer groups. Adolescence is a crucial time for the maturation of brain 
areas to be linked to social cognition, emotion regulation, and complex 
decision-making processes (see Somerville, 2013), and for adolescents 
to gain regulation of their emotions and self-control (Casey & Caudle, 
2013). They can then move from spontaneous emotional responses, exci-
tation, reward-seeking behavior and riskier choices to more calculated, 
logical, thought-through responses and actions (Heller & Casey, 2016; 
see Steinberg, 2005, for a review).

3.6 Summary

In this chapter, we have explored bilingualism, language development, and 
brain plasticity. In Section 3.1, we began by distinguishing studies on the 
mind from studies investigating the brain and by describing the linguis-
tic, psychological, and cognitive neuroscience approaches to these issues 
from different domains of research. In this broad universe of research on 
bilingualism, some aspects which have been found to be relevant for bilin-
gualism have been studied only in linguistic terms, leaving open whether 
certain findings are limited to the mind level only or whether there is cor-
respondence on the brain level. Other aspects, well researched in linguis-
tic or psychological studies, have not yet been taken up and included in 
neuroscientific studies, leaving the question of whether certain variables 
would change the results or explain variance unanswered.

In Section 3.2, we then looked at details of learning in the brain and 
in particular at brain plasticity, a lifelong available characteristic of the 
brain. We familiarized ourselves with the building blocks of the brain (i.e.,  
neurons) and how they work, with typical processes of synaptogenesis 
and the paring down of unused synapses, myelination, and longer-range 
connections between brain areas. We saw how the brain reacts to new 
information and experiences and how it increases in efficiency. We also 
realized that more and more aspects in the mind are connected due to 
more integrated perception, action, and cognition.

The chapter then addressed the point that, in linguistics, acquisition 
and learning are not the same given that the former takes environment 
and factors such as input quality and quantity into account (Section 3.3). 
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In brain terms, there is only learning; we took a close look at how the 
brain learns language in different consecutive stages and discussed the 
different memory systems, both in theory and with brain areas found to 
be involved in different aspects for memory and learning. The example 
of the ability to discriminate nonnative contrasts, usually set around the 
age of seven to eleven months shows that – when considered carefully – 
there is individual variability among children and that the time is ripe to 
consider this individual variability in language acquisition and learning 
more seriously. We also tried to elucidate the terminological difficulty 
with early and late language acquisition and learning, and the assump-
tions and findings related to these subgroups of bilinguals.

In Section 3.4, we shed light on different factors influencing language 
acquisition and learning and revealed that individual differences can be 
found to a great extent: Language acquisition at home, often thought 
of as a perfect environment in which to acquire languages, was long 
considered superior to language learning in an educational setting. 
However, while earlier research findings may have been influenced 
by the societal level of families selected to participate in these studies 
and the often negatively described formal education hand in hand with 
the fiercely defended CPH, newer research shows that there are many 
different factors, including culture, richness of stimulation in learning 
environment, and many aspects of social interaction, which are rele-
vant both for home and school. Today, it is not only parents who use 
information on how to best communicate with their child, but teach-
ers may also learn about teacher–student communicative interaction, 
building self-concept through feedback, and how to reduce language 
anxiety in the classroom. Learners themselves are more the focus of 
language learning today, and our understanding of the processes taking 
place during adolescence both in cognitive and socioemotional terms 
has helped in the realization that the brain of an adolescent is not inca-
pable of learning an L2, but that learners at this age and older probably 
have not been provided with ideal learning conditions and support for 
optimal L2 learning.

Review Questions

1. Which disciplines are predominantly interested in studying the mind 
and which ones focus on the brain?

2. Why and how do experiences alter the brain?
3. In which contexts are the terms acquisition and learning used? What 

is our current knowledge about how the brain learns?
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4. Discuss the intriguing observations about nonnative speech sound 
discrimination in infants.

5. Compare the notions of early and late bilinguals, as well as critical 
and sensitive periods, and how additional factors that come into play 
change the earlier simple view of dichotomous bilingualism.
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Learning Objectives

• Learn about the causes of bilingual aphasiology and theoretical 
approaches to understanding it.

• Become familiar with the clinical manifestations of lesion sites in the 
brain.

• Gain an understanding of various premorbid factors that influence 
language impairment in bilinguals, such as frequency of L1 and L2 use, 
L2 proficiency, and AoA.

• Compare ways in which aphasia is assessed and rehabilitated in 
bilingual patients.

• Explore typical recovery patterns of language(s) in bilingual aphasics.

4.1 Introduction

Just as studies using behavioral and neuroimaging methods have 
elucidated our knowledge of the healthy bilingual brain and what spe-
cific neural areas are responsible for various language activities, research 
investigating bilinguals who suffer from language impairments due to 
sudden trauma in the brain or developmental degeneration of neurons 
has also revealed a wealth of findings. In this chapter, we will review 
research on neurological aspects of aphasia in bilinguals. Aphasia is an 
impairment that affects the production and/or comprehension of lan-
guage. The most common cause of aphasia is a stroke but it can also be 
caused by tumors, traumatic injury, and neurological diseases such as 
forms of dementia. The area of study which looks at language impair-
ments that result from disease or damage to the parts of the brain that 
are vital to language is called bilingual aphasiology and is the focus of 
this chapter.

Around one third of individuals will have some form of aphasia 
after having a stroke, although this prevalence can range from 15 to 42 
percent. Interestingly, however, most people are not familiar with the 
term aphasia. In a survey conducted by the National Aphasia Association 

C H A P T E R  F O U R
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(2020), it was reported that only 14 percent of their respondents in the 
United States had heard of the term aphasia and only half of these indi-
viduals (7 percent of all respondents) could identify it as a language 
disorder. This is somewhat surprising given that there are an estimated 
180,000 new cases of aphasia per year in the country (National Institute 
on Deafness and Other Communication Disorders, 2015) and around 
one million people in North America living with some form of aphasia. 
Of these new cases of aphasia in the United States, Paradis (2001) esti-
mated more than 45,000 each year will be bilingual patients, although 
this number is likely to have increased since the analysis. Similarly, we 
can expect more cases of bilingual aphasia in countries that have more 
than one official language or where the population uses two or more 
 languages on a regular basis.

For an aphasia patient who spoke two languages in the premorbid 
(i.e., healthy) state, one may ask whether one language, the other lan-
guage, or both suffer from aphasia. As you probably guessed, all three 
of these possibilities can occur, as we will see in this chapter. However, 
we will learn that these impairments, along with their recovery patterns, 
are affected by several factors. In Section 4.2, we will present the two 
main theoretical accounts for bilingual aphasia, the localizationalist and 
dynamic accounts. In Section 4.3, we examine the specific lesion sites 
that cause several different types of aphasia, both fluent and nonfluent 
in nature. We then look at the premorbid factors that influence language 
impairment in Section 4.4, including frequency of use of the languages, 
L2 proficiency, AoA, and modes of learning. The topic of Section 4.5 is 
the clinical assessment of aphasia, and in Section 4.6 we discuss the reha-
bilitation and treatment plans for bilinguals with aphasia. Following this, 
in Section 4.7, we discuss the recovery patterns that have been observed 
in bilingual aphasia. In Section 4.8, we review other types of aphasia that 
emerge as a consequence of a progressive neurological disease rather 
than from sudden trauma. Finally, Section 4.9 concludes the chapter.

4.2 Theoretical Approaches of Bilingual Aphasia

Our theoretical understanding of bilingual aphasia is informed by our 
knowledge of language lateralization and overlapping language processes 
in bilinguals. As we discussed in Chapter 2, it is believed that for most right-
handed people, language is lateralized in the left hemisphere, as it is mainly 
in this hemisphere that primary language functions occur. One theoretical 
view of bilingual aphasia takes a localizationalist approach, which holds 
that if a bilingual’s languages are represented in different neural areas, a 
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patient  may suffer from aphasia in only one of their languages. Indeed, 
there have been cases in which only one language was affected, support-
ing this traditional localizationalist approach (see Albert & Obler, 1978). 
However, as we also saw in Chapter 2, more recent neuroimaging stud-
ies reveal that the two languages can share the same brain regions, par-
ticularly when there is early L2 AoA (Paradis, 2000; Wartenburger et al., 
2003) or when the bilingual has a relatively high L2 proficiency (Chee et al., 
1999; Klein et al., 1999; Perani et al., 2003). Although there is still an ongo-
ing debate with respect to language localization in bilinguals, what it can 
explain about bilingual aphasia impairment, and how it can inform assess-
ment and rehabilitation, there is considerable evidence indicating that two 
languages in the brain overlap.

This overlap has been found in studies investigating bilingual language 
processing and has largely informed a dynamic approach to bilingual 
aphasia. According to Abutalebi and Green (2007), “a dynamic view 
leads to a focus on how the system is controlled and on the connectivity 
of different neural regions during the performance of different language 
tasks” (p. 268). This approach sees language control and representation 
as being compromised as a result of brain damage to critical language 
areas (Green & Abutalebi, 2008). Since Zatorre’s (1989) call for neuro-
cognitive research examining language behaviors specific to bilinguals, 
such as language switching and translation, a number of studies have 
revealed interesting results. For instance, when switching between the 
two languages, there is increased activity in the dorsolateral PFC, ante-
rior cingulate gyrus, and supramarginal gyrus (Hernandez, Martinez, & 
Kohnert, 2000; Wang et al., 2007). When bilinguals translate between 
the two languages, there is increased activation in the anterior cingulate 
gyrus and basal ganglia (Price, Green, & von Studnitz, 1999). Abutalebi 
and Green (2007) argue for a neurocognitive dynamic approach to study 
bilingual aphasia which emphasizes questions that arise when examining 
these bilingual processes. They articulate that an understanding of the 
dynamic inhibitory and excitatory resources required to perform lan-
guage tasks can help to inform bilingual aphasiology and the treatments 
used during rehabilitation.

4.3 Lesion Sites and the Classification of Aphasia Subtypes

Damage to a brain area is referred to as a lesion. Aphasia will most 
likely occur when there is a lesion in certain areas in the left hemisphere 
of the brain. When a lesion is located in the right hemisphere and yet 
there are observable impairments to language, these typically are not 
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Table 4.1 Types of aphasia and their clinical characteristics

Clinical manifestation

Type Comprehension Production Grammar Repetition

Nonfluent 
(Broca)

Relatively 
preserved

Poor up to 
telegraphic speech

Agrammatism Poor

Fluent 
(Wernicke)

Poor Fluent but mostly 
meaningless

Mostly normal 
sentence 
structure

Poor

Global Poor Poor Poor Poor
Amnestic 

(anomic, 
nominal)

Relatively 
preserved

Poor object naming, 
word-finding 
difficulties

Good Good

Conduction Good Fluent, but with 
paraphasias

Good, mostly 
complex 
sentences

Poor

Transcortical 
sensor

Poor Fluent but 
meaningless speech 
with many semantic 
paraphasias

Sentences 
with normal  
structure

Preserved 
up to 
echolalia

Transcortical 
motor

Relatively
preserved

Poor Agrammatism 
is uncommon

Relatively 
preserved

Mixed 
transcortical 
(isolation)

Poor Poor Poor, also due 
to poor 
production

Relatively 
preserved

Source: From Khachatryan et al. (2016).

forms of aphasia, but rather the result of cognitive components important 
to language processing, such as WM (Silveri et al., 1998). In the case of 
bilingual aphasia, the exact site of lesion is the best predictor of what type 
of language impairment will result from damage to that area (although 
we will look at language-related predictors in Section 4.4). Most of these 
impairments can be classified as either fluent or nonfluent in nature (see 
Table 4.1 for more detail), meaning that language impairments are pri-
marily in production or comprehension, respectively, although there 
are several other types. For nonfluent aphasics, speaking is effortful and 
telegraphic and usually does not contain normal  intonation or stress 
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patterns. Often, they have problems accessing words and structuring 
word order. On the other hand, for types of fluent aphasias, speech pro-
duction is mostly preserved and usually has normal intonation or stress 
patterns, however, what they produce makes little sense. Because these 
patients have impairment with language comprehension, this affects 
their ability to monitor their own speech.

4.3.1 Lesion Sites and Their Clinical Manifestations

The Boston Aphasia Classification is perhaps the most widely used 
method to identify which type of aphasia a patient has. This classifica-
tion technique is based on the clinical characteristics observed in each 
language and has identified seven different types of aphasia. The clinical 
characteristics of these aphasias can be seen in Table 4.1.

There may be a combination of one or more damaged brain areas that 
result in aphasia, with more affected areas increasing the severity of the 
symptoms. Informed by Fabbro (1999) and Schoenberg and Scott (2011), 
in Figure 4.1 we provide illustrations of approximate lesion locations that 
can cause the eight types of aphasias listed in Table 4.1.

In Broca’s aphasia, affected areas can include the IFC, left opercula, 
insula, and subjacent white matter. In Wernicke’s aphasia, the lesion can 
be traced to the posterior part of superior temporal gyrus and middle 
and inferior temporal gyri. In global aphasia, the lesion location covers 
a large area in the perisylvian region. In amnestic (anomic) aphasia, the 
affected brain areas are not clearly defined, although they likely include 
the angular gyrus, middle temporal gyrus, and parietotemporal junction. 
In conduction aphasia, affected areas can include the temporoparietal 
junction, insula, primary auditory cortex, and supramarginal gyrus. 
In sensory aphasia, the middle and inferior temporal gyri and inferior 
occipital-temporal regions can be affected. In motor aphasia, lesion sites 
can include a dorsolateral frontal area that extends into the deep frontal 
white matter. Finally, mixed transcortical aphasia, also known as isola-
tion aphasia, arises when a combination of lesions is found in motor and 
sensor aphasias. In this form of aphasia, key language areas in the brain, 
namely, Broca’s and Wernicke’s areas and the arcuate fasciculus, are iso-
lated from the rest of the brain.

4.3.2 Tasks that Explore Lesion Sites and Impairment

Experimental tasks that attribute lesion sites to specific impairments 
include lexical decisions (Zahn et al., 2004), word repetitions (Abo et al., 
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Figure 4.1 Example approximations of lesion sites that correlate to various types of aphasia

https://doi.org/10.1017/9781108178501.004 Published online by Cambridge University Press

https://doi.org/10.1017/9781108178501.004


4.3 Lesion Sites and Classification of Aphasia Subtypes 81

2004; Karbe et al., 1998), word generation (Miura et al., 1999; Weiller 
et al., 1995), semantic judgments (Fernandez et al., 2004), sentence com-
prehension (Thulborn, Carpenter, & Just, 1999), and picture naming 
(Postman-Caucheteux et al., 2010; see Sebastian, 2010, for a review). 
Neural activity is recorded while bilingual aphasics perform tasks which 
each place different demands on the language-processing system. For 
instance, lesion studies using the lexical decision task have revealed an 
association between lesions in the left temporoparietal regions, particu-
larly in the angular gyrus, and impairment of word recognition (Black & 
Behrmann, 1994; Hillis, Wityk, & Tuffiash, 2001). From semantic judg-
ment tasks, we have learned that when a bilingual aphasic has a lesion 
in the posterior region of the left IFC, there is difficulty generating the 
verb forms of concrete high-frequent nouns but not low-frequent nouns 
(Thompson-Schill et al., 1998). Finally, studies of picture naming tasks 
have shown that if a lesion is located in the classical language areas – the 
left inferior parietal and temporoparietal regions – a bilingual aphasic 
will be unable to generate the names of pictures (Damasio et al., 2004).

4.3.3 Impairments Specific to Reading and Writing

Two types of aphasia where impairments only affect reading and writing 
are alexia and agraphia, respectively. There are several types of alexia, 
with the most common being pure alexia. In this case, patients have nor-
mal to near-normal expressive and receptive abilities across all language 
modalities but have severe reading problems. Pure alexia occurs when 
there is a lesion in the posterior part of the corpus callosum and primary 
visual cortex. Because this type of aphasia affects visual processing and 
not auditory comprehension, patients are able to write coherently, but 
they are not able to process what they (or anyone for that matter) have 
just written.

Other types of alexia include surface dyslexia, phonological dyslexia, 
and deep dyslexia. In surface dyslexia, patients are unable to recognize 
words as a whole but instead must “sound them out.” This impairment 
arises when there is a lesion in the temporoparietal region of the left 
hemisphere. The opposite can also occur, as is the case in phonologi-
cal dyslexia, in which there is a selective impairment to pronounce new 
words while the ability to recognize whole words remains intact. This 
language impairment is often observed when there is damage to the 
superior temporal lobe, although the specific location can vary among 
patients. An even more severe form of phonological dyslexia is deep dys-
lexia. In addition to being unable to recognize nonwords (or new words), 
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individuals suffering from deep dyslexia make frequent semantic errors 
when reading. For instance, when reading aloud, they may substitute 
synonyms, antonyms, or other semantic-related words in place of the 
target words. The lesion site for deep dyslexia also varies but usually 
includes most of the left frontal lobe.

In the case of bilinguals suffering from types of alexia, Goral (2019) 
reviewed orthography effects in previous studies and argued that tradi-
tional models of reading may not account for reading impairments in 
a variety of languages with differing orthographies. From her review, 
Goral stated: 

Evidence from bilingual and biscriptal individuals who acquire alexia sug-
gests that whereas most researchers report possible orthographic effects 
in the manifestation of reading impairment they found, the majority of 
bilinguals who experience reading impairment as a result of an acquired 
brain lesion demonstrate relatively comparable-impairments in their two 
languages. Orthography-specific characteristics may affect the errors that 
individuals who acquire alexia produce during reading, and therefore may 
lead to differential diagnosis of alexia type in each language. Yet, the major-
ity of cases reported in the literature demonstrate fewer differences than 
similarities in the reading impairment observed in the two languages and are 
thus consistent with the assumption of a shared representation of different 
languages and their reading systems in the brain. (p. 604)

Whereas alexia impairs reading, agraphia affects writing abilities. 
Depending on whether the lesion is located in motor or language areas, 
one of two different types of agraphia will result. Peripheral agraphia 
happens when there is damage to the motor system. It is considered a 
nonaphasic agraphia because language abilities are not affected. These 
patients produce distorted letters when writing such that their writing 
is almost illegible. Although their writing is incomplete and effortful to 
produce, their spelling is unaffected. In central agraphia, an aphasic form 
of agraphia, there is damage in the left parietal lobe, affecting both lan-
guage and motor skills. Depending on the exact location of the lesion, 
different types of language problems in writing will emerge, ranging from 
lexical, phonological, and semantic impairments. For instance, a patient 
may have difficulties with sound-to-spelling rules or with orthographic 
memory, which impair their ability to correctly spell words. For bilin-
guals with agraphia, the symptoms in both languages are relatively simi-
lar, especially in the case where only motor skills are impaired.

To sum up, the severity and type of language impairments are modu-
lated by the location and distribution of the lesion. This has been found 
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using a number of language production and comprehension tasks that we 
have described. However, there are several premorbid language-related 
factors that affect language impairment. Some of these considerations 
include how many languages an individual speaks, the order in which 
they were acquired, the person’s relative proficiency levels, how fre-
quently the languages were used prior to impairment, in what context 
they were learned (e.g., formal vs. informal), and the localization of lan-
guage functions as shaped by the bilingual’s specific language develop-
ment and experiences. In Section 4.4 we will discuss some of these factors 
in more detail.

4.4 Factors That Influence Language Impairment

As we saw in Section 4.3, the size and location of a brain lesion are two 
of the main predictors of the type and severity of the resulting language 
impairment(s). However, since a bilingual’s languages only partially 
overlap in the brain, lesions do not always affect the two languages 
equally (Lucas, McKhann, & Ojemann, 2004). Furthermore, language 
lateralization and the localization of language processes can vary among 
bilinguals, making it challenging to generalize or predict the type of lan-
guage impairments that arise from a given lesion site. To complicate 
matters further, premorbid language-related factors affect the severity 
of and recovery from language impairment. Interest in the effects of 
language-related factors on impairment and recovery in bilingual apha-
sia is not new. For instance, with respect to AoA, Ribot’s law (1892) 
suggests that language impairment and recovery is related to the order 
in which the two languages are acquired. Similar interest can be seen 
with respect to frequency of language use as shown by Pitre’s law (1895), 
which argues that language impairment and recovery are determined by 
how frequently the languages were used in the premorbid state. Both of 
these hypotheses have received support as we will see in Section 4.4.1.

4.4.1 Frequency of Language Use, L2 Proficiency, and AoA

The frequency of use of a bilingual’s two languages prior to brain dam-
age has been shown to be one of several determining factors relating to 
the severity of and recovery from impairment (Goral et al., 2012; Goral, 
Naghibolhosseini, & Conner, 2013; Knoph, Simonsen, & Lind, 2017). In a 
recent meta-analysis by Kuzmina et al. (2019), the authors reviewed 130 
cases of bilingual aphasics from 65 studies. Their analyses showed that 
patients who more frequently used their L1 performed better postinsult 
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in their L1 than L2. Contrarily, patients who had used their L2 as fre-
quently or more frequently than their L1 performed better in both lan-
guages. When considering the AoA of these patients, however, those 
with an early L2 AoA, but who also reported more frequently using their 
L1 prior to impairment, showed comparable performance. These find-
ings suggest that “language use affected the magnitude of L1 advantage 
when L2 became the most frequently used language. Thus, … language 
use has a moderating role on [impairment], which does not seem to be 
independent of AoA” (Kuzmina et al., 2019, p. 17).

Kuzmina et al.’s (2019) meta-analysis also investigated how AoA and 
premorbid language proficiency influence poststroke language impair-
ment. The results of their analyses showed that bilinguals with aphasia 
almost always performed better in the L1 than in the L2, although a 
small number of cases demonstrated better L2 performance. The authors 
found that L2 AoA moderated these performance differences and higher 
premorbid language proficiency resulted in higher levels of language 
preservation poststroke. Kuzmina et al. argue that patients’ language 
background should be thoroughly recorded and reported in a consistent 
manner. They propose that additional examination of the influence of 
AoA on language performance should be conducted and that studies 
should also investigate the variables of impairment type and prestroke 
mastery as they apply to bilingual aphasia.

In a study by Kiran and Iakupova (2011), the authors investigated how 
language proficiency, language impairment, and rehabilitation relate to 
each other in two Russian–English bilinguals suffering from aphasia. The 
first part of their test assessed premorbid language proficiency and abili-
ties of the patients using a questionnaire and the Bilingual Aphasia Test 
(BAT), an assessment method that we will discuss in Section 4.5.1. After 
measuring the language abilities of the patients poststroke, the authors 
found that both languages had been similarly impaired. One of the 
patients was then placed in a semantic therapy program for ten weeks. 
Following this, the patient’s proficiency in both languages was measured 
again. Kiran and Iakupova found that the semantic treatment had similar 
results as previous studies, showing that treatment for naming abilities 
in one language improves naming abilities in the other. They discuss the 
limits of the BAT for measuring posttherapy language abilities for both 
languages and suggest that it should be more standardized and have its 
effectiveness assessed using psychometric measures. The authors empha-
size that understanding prestroke language abilities and proficiency is 
essential to develop further treatment, and that assessment methods 
must be improved.
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A study by Peñaloza, Barrett, and Kiran (2020) examined how prestroke 
proficiency in both the L1 and L2 affected poststroke lexical-semantic 
performance. The authors drew on the notion that language proficiency 
is a multifactorial construct (van Hell & Tanner, 2012). L1 proficiency 
was determined based on daily use of the language, educational back-
ground, exposure throughout the lifetime, and a language ability rating. 
L2 proficiency was determined by these same factors in addition to AoA, 
lifetime confidence, and family proficiency. The results demonstrated 
that premorbid L1 proficiency predicted poststroke performance in the 
L1. These within-language effects were also found for premorbid L2 pro-
ficiency and performance. Interestingly, prestroke proficiency was more 
predictive of poststroke lexical-semantic performance for the L2 than for 
the L1. The authors argued that this finding could be due to the fact that 
the acquisition of and experience with an L2 are distinct from that of the 
L1. Relatedly, a study by Miikkulainen and Kiran (2009) put forth a com-
putational model of bilingual lexical access instantiated by AoA and pro-
ficiency, which demonstrated the close relationship between premorbid 
proficiency and the resulting naming impairment observed in patients’ 
behavioral data. These studies underscore the importance of using sen-
sitive measures of L1 and L2 proficiency rather than only employing 
self-reported measures, as these may not fully capture the multifaceted 
nature of language proficiency.

In addition to frequency of use, proficiency, and AoA, another individ-
ual difference to consider in bilingual aphasiology relates to educational 
and socioeconomic factors. Research has shown that low educational 
attainment and low SES are related to the likelihood of succumbing 
to diseases, including Alzheimer’s. Connor et al. (2001) analyzed the 
effect of SES on aphasia severity and recovery by evaluating 39 aphasic 
patients at 4 months and 103 months postonset. Their analysis showed 
that the initial severity of aphasia was significantly greater for patients 
from lower educational and occupational groups. However, the rate of 
recovery was the same for all (see also Lazar et al., 2008). It is not yet 
understood as to why SES had different effects on the severity and recov-
ery of language impairments in Connor et al.’s study.

One final nonlesion factor affecting the outcome of language impair-
ment is that bilingualism itself may give rise to a protective effect. When 
compared to monolingual aphasic patients, bilingual patients appear to 
have a better recovery. Alladi et al. (2015) examined over 600 patients 
with ischemic stroke and tested the role of bilingualism in predicting 
their poststroke cognitive impairment. The results showed that a larger 
proportion of bilinguals (41 percent) had normal cognition compared 
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to monolinguals (20 percent). The authors argued that being bilingual 
doubles the chances of recovering from poststroke cognitive impairment 
due to bilinguals’ higher cognitive reserve compared to monolinguals 
(Bialystok et al., 2014). Cognitive reserve refers to the long-term bene-
fit of maintaining cognitive functioning and protecting against its normal 
decline with healthy aging (Bialystok & Craik, 2015). Interestingly, among 
the patients in Alladi et al.’s review, stroke-induced aphasia was similar 
for monolinguals (12 percent of cases) and bilinguals (11 percent cases), 
suggesting that bilingualism didn’t protect from a stroke, but rather from 
the severity of cognitive impairment poststroke. The authors argue that 
“the mechanism underlying the protective effect of bilingualism is not 
because of better linguistic but executive functions acquired through a 
lifelong practice of language switching” (Alladi et al., 2015, p. 260).

Taken together, it is clear that there are a number of lesion and nonle-
sion factors that affect the severity and type of language impairment. As 
we will see in Section 4.5, this is why it is essential to gather as much infor-
mation about an aphasic’s language history and demographic informa-
tion as possible. Remarkably, when the effects of these language-related 
factors are combined to generate a more complete linguistic profile of a 
bilingual aphasic, researchers are able to predict the recovery patterns 
that will likely be observed (Paradis, 1977). We will return to recovery 
patterns in Section 4.7.

4.5 Assessment of Bilingual Aphasia

After a neurological insult, bilinguals who suffer from aphasia pass 
through three stages: An acute, subacute, and chronic stage (Paradis, 
2004). Patients typically undergo initial assessment for aphasia within 
two days of being admitted to a hospital (Vogel, Maruff, & Morgan, 
2010), at which time they are in the acute stage. Treatment is often per-
formed in both the lesion and late phases, with both phases showing that 
improvement can be made (Faroqi-Shah et al., 2010; Kohnert, 2009). 
Cargnelutti, Tomasino, and Fabbro (2019b) offer the following descrip-
tion of these three stages:

The acute phase, lasting a few weeks after the insult, is often characterized 
by initial temporary mutism, followed by unstable improvements in one or 
more languages. In the subsequent lesion phase [also called the subacute 
phase], some language functions are more stably regained and it is pos-
sible to define the extent and type of impairment of each language. The 
regain of language functions in this post-onset period is usually indicated as 
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spontaneous recovery. In the last stage, named late phase [also called the 
chronic phase], the pattern of deficits is in fact steady and there is almost 
no margin for spontaneous improvements. Nevertheless, further recovery 
is still possible. (p. 538)

The premorbid factors that affect language impairment which we dis-
cussed in Section 4.4 are considered when assessing bilingual aphasics. 
The individual who gathers and utilizes this information is often a speech 
pathologist, a specialist who evaluates, diagnosis, and treats communi-
cation disorders, among other speech and voice disorders. In the case 
of screening for bilingual aphasia, speech pathologists typically have a 
very limited amount of time, often around thirty minutes, in which to 
conduct their clinical examination (LaPointe, 2011). As such, these clini-
cians need to make very quick and effective decisions or “run the risk of 
patients being missed and lost post discharge” (Rohde et al., 2018, p. 3; 
see also Johnson, Valachovic, & George, 1998).

Rohde et al. (2018) offer a review of language assessments for apha-
sic patients, although the authors do not specifically discuss how these 
assessments are adapted (if necessary) to assess aphasia in bilinguals. 
Nonetheless, these tasks are typically separately administered to bilin-
guals in each of their languages. The objective of these language assess-
ments is to assist the clinician in evaluating the patient’s language skills, 
and strengths and weaknesses of communication, along with planning 
for a treatment program (Spreen & Risser, 2003). The assessments range 
from informal measures, tests developed by healthcare institutions, and 
commercially published tests that can be purchased in kits. While there 
are a wide range of assessments available, some are more widely used 
than others. For instance, common measures for poststroke patients 
include the European Stroke Scale, the Canadian Neurological Scale, 
and the National Institutes of Health Stroke Scale (see El Hachioui et 
al., 2017, for a review). All of these assessments evaluate the severity of 
the stroke and include subtests that measure acute language functioning.

There are also brief aphasia assessments that are designed for nonspe-
cialists. These may or may not be conducted in the absence of a speech 
pathologist and are often used to provide prompt referral to a specialist. 
For instance, the Frenchay Aphasia Screening Test (Enderby et al., 1987) 
and the Language Screening Test (Flamand-Roze et al., 2011) have been 
used to evaluate poststroke language performance. However, these 
tests are not sensitive to nor directly test more narrow linguistic abilities 
such as reading and writing, and, as such, they should not be considered 
suitable when used in isolation for diagnosis. This said, they do offer an 
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excellent preliminary screening for aphasia, which can subsequently be 
used by a specialist.

4.5.1 The Bilingual Aphasia Test

One particular assessment for aphasia that is important for our pur-
poses here is the Bilingual Aphasia Test (BAT). The BAT is a battery of 
assessments developed by Paradis (1987) and Paradis and Libben (1987) 
and is now available in over 70 languages (see Paradis, 2011, for an over-
view). Since 2011, it can be accessed online for free at www.mcgill.ca/
linguistics/research/bat. The BAT consists of three sections and a total of 
32 tasks that “assess comprehension and production of implicit linguis-
tic competence and metalinguistic knowledge (which provide indications 
for apposite rehabilitation strategies)” (Paradis, 2011, p. 427).

The first section of the test gathers information related to language 
history. The second section measures competences in each language at 
the word, sentence, and discourse levels across all language modalities 
(i.e., speaking, listening, reading, and writing). The last section is unique 
in that it tests the patient’s residual abilities with regard to the specific 
languages they speak. More specifically, this last section evaluates trans-
lation abilities and critical aspects such as reversible contrastive features. 
These are obligatory elements of one language that are unacceptable in 
the other and whose exact translation is therefore considered to be an 
error (e.g., obligatory use of the future tense in French vs. use of the 
present tense in English). This is particularly useful when investigating 
language dominance, given that patients may recognize as incorrect only 
sentences in the strongest language containing features of the weakest, 
but not vice versa (Cargnelutti, Tomasino, & Fabbro, 2019b, p. 534).

The validity of the BAT has been widely supported. For example, 
Peristeri and Tsapkini (2011) directly compared the BAT to the short 
version of the Boston Diagnostic Aphasia Examination. Their results 
found that the BAT provided a more comprehensive examination and 
finer-grained characterization of language impairment in bilinguals. 
Peristeri and Tsapkini also found that the BAT reliably discriminated 
between different types of aphasia. Other researchers have demon-
strated the BAT’s ability to distinguish between aphasia and other clin-
ical conditions such as Alzheimer’s disease, mild cognitive impairment, 
and normal aging (Gómez-Ruiz & Aguilar-Alonso, 2011). Another 
noteworthy feature of the BAT is that its versions in the available lan-
guages are adaptations of the original version, rather than translations, 
taking into account the unique structure and cultural characteristics of 
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languages. For speakers of more than one language, the BAT is, to date, 
the most systematic and congruent evaluation of aphasia in each of the 
bilingual’s languages. In Section 4.6, we will review how assessments of 
aphasia help to inform treatment and rehabilitation programs among 
bilingual aphasics.

4.6 Rehabilitation of Languages in Bilingual Aphasia

The premorbid factors and the exact nature of language impairment 
that we have discussed thus far also provide insight on how to best treat 
aphasia. However, the timing of treatment and language therapy regi-
men (intensity, dosage, and duration) in bilingual aphasia unfortunately 
has not been studied in detail (Peñaloza & Kiran, 2019). Furthermore, 
unlike the monolingual aphasia literature, in the bilingual literature it 
remains unclear as to whether treatment programs delivered at high 
intensity, high dose, and over an extended period of time are optimal 
for bilingual aphasics (Brady et al., 2016). As can be imagined, there are 
many challenges that clinicians face when establishing the optimal treat-
ment plan for bilingual aphasics. These difficulties are partially due to the 
fact that lesions do not always affect a patient’s two languages equally 
(Lucas, McKhann, & Ojemann, 2004). Furthermore, healthcare profes-
sionals face the complex task of deciding in which language or languages 
to provide treatment, although this may be determined by the languages 
spoken by the healthcare individuals performing the speech and lan-
guage interventions. Clinicians must also identify which types of lan-
guage exercises provide optimal results, predict the different outcomes 
that arise when providing treatment during different stages of recovery, 
and determine whether there will be observable improvement within and 
across the bilingual’s languages (Peñaloz & Kiran, 2019). None of these 
are easy tasks. Each patient responds differently to the treatment plans 
established by healthcare professionals and, thus, their recovery patterns 
vary. We will discuss these recovery patterns in Section 4.7, but first let 
us consider some of the complexities we have just mentioned that arise 
during the treatment of bilingual aphasia.

4.6.1 The Language(s) in Which Treatment Is Provided

For the most part, research shows that rehabilitation targeting either the 
L1 or L2 will improve language abilities (receptive and/or expressive) in 
that same language (Peñaloza & Kiran, 2019). Faroqi-Shah et al. (2010) 
conducted a meta-analysis on prior work, examining the outcomes of 
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treatment when delivered in the L2. Their analyses showed consistent 
improvement across the studies, such that treatment in the L2 led to 
improved L2 receptive language skills (Abutalebi et al., 2009; Faroqi 
& Chengappa, 1996; Gil & Goral, 2004; Khamis, Venkert-Olenik, & 
Gil, 1996; Miertsch, Meisel, & Isel, 2009). The meta-analysis also found 
similar patterns for L2 expressive skills when treatment was provided 
in the L2. This was observed for word retrieval (Abutalebi et al., 2009; 
Edmonds & Kiran, 2006; Gil & Goral, 2004; Khamis, Venkert-Olenik, 
& Gil, 1996; Laganaro, Di Pietro, & Schnider, 2003; Maragnolo et al., 
2009) and morphosyntactic and syntactic skills (Faroqi & Chengappa, 
1996; Goral, Levy, & Kastl, 2009).

4.6.2 Cross-Language Generalization

Another consideration in the treatment of bilingual aphasia is whether 
there is cross-language generalization when treatment is provided in 
only one language. In other words, does improvement in the language of 
treatment extend to the language not treated? The findings on this issue 
are mixed, with some studies showing no transfer effects to the untreated 
language (Galvez & Hinckley, 2003; Hinckley, 2003; Meinzer et al., 
2007; Miller Amberber, 2012; Radman et al., 2016) and others, which we 
will look at in this section, demonstrating evidence for cross-language 
improvement, albeit dependent on several factors.

Faroqi-Shah et al.’s (2010) meta-analysis reviewed studies which pro-
vided treatment in the L2 or L1 and examined the pre-to-post treatment 
effects on receptive and expressive abilities in the untrained language 
(L1 or L2, respectively). With respect to receptive language abilities, their 
analyses revealed that cross-language improvement occurred from L2 
to L1 in some studies (Faroqi & Chengappa, 1996; Gil & Goral, 2004; 
Khamis, Venkert-Olenik, & Gil, 1996), while it actually worsened in 
another study (Miertsch, Meisel, & Isel, 2009). When treatment was 
provided in the L1, both of the studies they reviewed reported positive 
cross-language generalization (Gil & Goral, 2004; Junqué, Vendrell & 
Vendrell-Brucet, 1989). For expressive abilities, Faroqi-Shah et al. (2010) 
identified 11 studies in which treatment was given in the L2 and four 
where treatment was provided in the L1. While all four studies exam-
ining cross-generalization from L1 to L2 demonstrated positive effects 
(Ansaldo, Ghazi Saidi, & Ruiz, 2009; Edmonds & Kiran, 2006; Gil & 
Goral, 2004; Junqué, Vendrell & Vendrell-Brucet, 1989), these effects 
were more variable when treatment was provided in the L2. Of these 
11 studies, only 4 reported cross-language improvement from L2 to 
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L1 (Faroqi & Chengappa, 1996; Khamis, Venkert-Olenik, & Gil, 1996; 
Maragnolo et al., 2009; Miertsch, Meisel, & Isel, 2009). A study subse-
quent to the meta-analysis also reported that treatment in the L1 led to 
cross-language improvement in L2 verb production (Knoph, Simonsen, 
and Lind, 2017).

These mixed findings are likely “due to a plethora of factors such as 
difference between treatment approaches, focus on different language 
domains such as lexical retrieval or syntax, structural differences between 
languages, and patient-related variables such as pre-morbid language pro-
ficiency, type of aphasia, relative severity of impairment in each language, 
and extent/size of the neurological lesion” (Faroqi-Shah et al., 2010, pp. 
336–337). This is echoed by Peñaloza and Kiran (2019), who identified 
a number of factors that could determine whether cross-language gen-
eralization from unilingual treatment is observed. Their review suggests 
that the primary factors seem to be the type of treatment and the type 
of items utilized in therapy. For instance, many studies have shown that 
cross-language effects are more likely to occur from semantic treat-
ment approaches (Croft et al., 2010; Edmonds & Kiran, 2006; Kiran & 
Iakupova, 2011; Kiran & Roberts, 2010; Kiran et al., 2013), but less so 
from phonological treatment (Abutalebi et al., 2009; Croft et al., 2011). 
Furthermore, cross-language effects are reported more often when treat-
ment items are similar in structure (Miertsch, Meisel, & Isel, 2009) or 
semantically related (Edmonds & Kiran, 2006) across the two languages 
(see Kohnert, 2009, for a discussion).

In one study by Kohnert (2004), the author presented a case study 
in which a bilingual with nonfluent aphasia received two consecutive 
treatments. The first treatment was cognitive-based, in which non-
linguistic abilities, such as visual scanning, categorizing, and simple 
arithmetic were trained. The second treatment was a lexically-based 
treatment, which focused on cognates and noncognates across the bilin-
gual’s languages. The results showed that the patient demonstrated 
between-language generalization for cognates but not for noncognates. 
This is perhaps not surprising given their phonological and semantic 
overlap between the two languages. Nonetheless, Kohnert’s study 
demonstrates that using cognates in the rehabilitation of bilingual 
aphasia has clinical benefits.

While more research is clearly needed, these findings together suggest 
that cross-language generalization can occur during treatment of bilin-
gual aphasia, for both expressive and receptive abilities. However, the 
extent to which positive outcomes occur is sensitive to treatment factors. 
The clinical implications for this variability are important. Peñaloza and 
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Kiran (2019) argue that “treating the weaker and less-proficient lan-
guage, targeting cognates in language therapy, and using a semantic 
feature analysis approach are valid considerations for clinical practice 
to enhance therapy effects in bilinguals with aphasia” (p. 536) (see 
also Ansaldo & Saidi, 2014; Faroqi-Shah et al., 2010). In Section 4.7 
we will consider the various patterns of recovery that arise during 
treatment.

4.7 Patterns of Language Recovery in Bilingual Aphasia

While, for the most part, there is agreement that bilingual aphasics pro-
ceed through an acute, chronic, and late stage, there is more variabil-
ity in the patterns of recovery in the two languages. Recovery patterns 
refer to the rate of and extent to which one or both languages improve 
post-neurological insult. Unfortunately, the recovery patterns for both 
languages vary considerably and are unpredictable (Ansaldo et al., 
2008). As shown in Paradis’ (1977) synthesis of over 100 bilingual apha-
sics, some bilinguals may recover their languages simultaneously, others 
may recover one language only after the other has recovered, and others 
recover one language while the other regresses or never improves at all. 
Paradis’ (1977, 2004) classification of these recovery patterns can be seen 
in Table 4.2.

The most common of these recovery patterns is that of parallel 
recovery. Paradis’ (2001) review of cases of bilingual aphasia between 

Table 4.2 Patterns of recovery in bilingual aphasia

Parallel recovery Both languages recovery at a similar rate

Differential recovery Both languages improve, but one language 
improves more than the other

Selective recovery One language is recovered while the other 
remains impaired

Antagonistic recovery One language initially improves but gets worse 
with the recovery of the other

Alternate antagonistic recovery One language improves while the other is 
affected during alternating periods

Successive recovery One language improves before the other
Blended recovery Both languages are mixed together, involuntarily 

interfering in the recovery process
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1990 and 2000 showed that 61 percent of cases showed parallel recovery, 
18 percent a differential recovery, 9 percent a blended recovery pattern, 
7 percent selective recovery, and 5 percent successive recovery. From 
bilingual aphasics whose language recovery occurs in parallel, we know 
that the areas involved in processing language may be the same, suggest-
ing that the languages’ neural representations might overlap. However, 
in cases where only one language recovers, it begs the question as to 
whether cortical representations merely partially overlap or do not over-
lap at all. This continues to be an ongoing investigative endeavor.

4.7.1 Lesion Factors Affecting Recovery

In the monolingual literature, Watila and Balarabe (2015) presented 
a review of studies reporting factors that predicted poststroke aphasia 
recovery among monolingual patients (see also Kiran & Thompson, 
2019). Many of the variables that we have discussed in this chapter pre-
dicting the severity, assessment, and treatment of aphasia are once again 
relevant for its recovery patterns. From their review, Watila and Balarabe 
(2015) found that the most important factors that determine recovery 
are the size and location of the lesion, the resulting type of aphasia, the 
nature of early reperfusion (to some extent), and the type of treatment 
received. For instance, all of the studies in their review (with the excep-
tion of one study by Lazar et al., 2008) found that larger lesions predicted 
poorer aphasia recovery. The location of the lesion also predicted recov-
ery patterns in several studies, such that damage to the superior tempo-
ral gyrus predicted poorer recovery (e.g., Parkinson et al., 2009). This 
suggests that there are certain brain areas whose functions may never 
be replaced and other areas for which the brain is able to “rewire” itself 
over time (and with rehabilitation) to overcome language impairment.

4.7.2 Nonlesion Factors Affecting Recovery

Nonlesion factors were also analyzed in Watila and Balarabe’s (2015) 
review of monolingual studies to examine whether variables such as gen-
der, age, handedness, and educational level were indicative of observed 
recovery patterns. Unlike the lesion-related factors, the findings from 
previous studies have been more inconclusive. Although Watila and 
Balarabe found that none of these factors were robust enough to predict 
recovery patterns, a number of studies did report an effect. For instance, 
there is some evidence that gender modulates recovery patterns, such 
that females may recover oral expression and comprehension better than 
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males (Basso, Capitani, & Moraschini, 1982; Pizzamiglio, Mammucari, 
& Razzano, 1985). Other studies reported no effects for gender 
(e.g., Pedersen et al., 1995). With respect to the age of the patient, there 
is some evidence that older aphasics have poorer recovery than younger 
aphasics (Laska et al., 2001) while other studies failed to find age effects 
(e.g., Holland et al., 2014). Variability in recovery patterns was also 
found to be related to effects of educational attainment, some supporting 
modulating effects (Jacobs, Schall, & Scheibel, 1993) and others report-
ing no effect (Seniów, Litwin, & Leśniak, 2009). There is one factor, 
handedness, which, across the studies examined by Watila and Balarabe, 
consistently did not predict recovery.

For bilingual patients, the same factors that modulate the severity and 
assessment of language impairment also affect recovery patterns. For 
instance, L2 AoA modulates the degree of recovery of stroke patients 
due to differences in language mapping and the amount of grey  matter 
developed from an early age, among other things. Stroke patients 
who have acquired an L2 early on have a higher chance of recovery 
than those who acquired the language later in life. Some studies have 
reported  evidence that early AoA and premorbid language dominance 
significantly  contribute to language recovery and should thus inform 
rehabilitation (Conner et al., 2018; Faroqi-Shah et al., 2010; Knoph, 
2013; Lorenzen & Murray, 2008). As we mentioned, the frequency of 
 premorbid  language use can determine the degree of impairment and 
recovery from  aphasia (Goral et al., 2012, 2013; Knoph, Simonsen, & Lind, 
2017). This is   particularly true for individuals who live in a  monolingual 
L2  environment (e.g., following immigration, working abroad, etc.).

4.8 Primary Progressive Aphasias

The types of nonfluent and fluent aphasias we have discussed so far are 
due to sudden trauma and damage in one or more areas of the brain. 
However, the progressive loss of neurons in the frontal, temporal, and/or 
parietal regions due to degenerative diseases such as dementia can also 
negatively affect language. These impairments are classified as primary 
progressive aphasias (PPA). Unlike sudden-onset aphasias, there is no 
defined lesion. Instead, there is atrophy which is initially in a confined 
area of the brain but progressively gets larger, as revealed in studies 
using PET (Sinnatamby et al., 1996) and fMRI (Gorno-Tempini et al., 
2004). However, neuronal destruction never fully happens; instead, the 
remaining neurons continue to facilitate language function but with dif-
ferent patterns of brain network connectivity (Mesulam et al., 2014). The 
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majority of PPA patients will have increasing difficulties in language pro-
duction and expressing themselves even though their memory may (or 
may not) remain unaffected.

Typically, researchers have elaborated three variants: PPA-nonfluent, 
PPA-semantic, or PPA-logopenic. PPA-nonfluent, also known as PPA-
agrammatic, occurs when there is cortical atrophy in the left inferior 
frontoinsular area (Gorno-Tempini et al., 2011) or middle temporal 
areas secondary to the inferior frontal area (Grossman, 2010). The clin-
ical manifestations include difficulty pronouncing words or producing 
speech fluidly, poor syntactic structure, and speech sound errors. As 
this progressively gets worse, patients use shorter sentences, are more 
telegraphic, and eventually may use very little language at all.

When there is cortical atrophy in the anterior and inferolateral tem-
poral areas, either bilaterally (Mion et al., 2010) or slighter greater on 
the left side than on the right (Rogalski et al., 2011), the result is PPA-
semantic. The observed language impairments in PPA-semantic are 
seen in both expressive and receptive abilities because of the deficit in 
semantic memory. Patients will have trouble remembering the names 
of people, objects, words, and facts, among other things. With the pro-
gression of PPA-semantic, word meaning becomes more impaired and 
patients have trouble comprehending auditory discourse.

The third type of progressive aphasia is PPA-logopenic in which there 
is atrophy in the left posterior temporoparietal region (Gorno-Tempini 
et al., 2011). Patients will have increasing problems with word retrieval, 
phonemic paraphasias, and sentence repetition. This creates pauses in 
their speech, making their discourse much slower. As PPA-logopenic 
worsens, patients are eventually unable to retain complex or long sen-
tences or information.

The location of the atrophy and resulting impairments in all forms of 
PPA appear to be the same for monolinguals and bilinguals (Malcolm 
et al., 2019). In Malcolm et al.’s review of 13 published case studies of 
bilinguals with PPA, the authors found that the rate of decline can be 
parallel or differential in the two languages. This is true regardless of the 
variant of PPA. Of the studies reviewed, five (38 percent) reported that 
both languages declined in parallel and eight (62 percent) reported a dif-
ferential rate of decline. They also found no effects of AoA, frequency of 
language use, or L2 proficiency on decline. Interesting, in all cases of dif-
ferential decline, the L1 was better preserved than the L2. Upon further 
examination, Malcolm et al. found that as the PPA worsened, there was 
a shift toward parallel decline overall, suggesting that “the degenerative 
nature of PPA, likely resulting in compensation for declining language 
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abilities over the progressive decline, at least in the early stages, may 
explain why the two patterns of language decline converge to parallel 
decline over time” (p. 587).

4.9 Summary

In this chapter, we have reviewed work on a range of bilingual aphasias, 
the language impairments that occur due to a lesion or atrophy in the 
brain. We began the chapter by discussing two theoretical approaches 
that account for the extent to which one or both languages are affected 
(Section 4.2). The localizationist account holds that if a bilingual’s lan-
guages are located in different areas of the brain, a patient may suffer 
from aphasia in only one of their languages. The dynamic account, draw-
ing on evidence that there is significant overlap of two languages in the 
brain, views bilingual aphasia in the context of highly controlled and con-
nected neural regions. On this theoretical backdrop, in Section 4.3 we 
discussed several types of aphasia (global, Broca’s, Wernicke’s, conduc-
tion, amnestic, sensory, motor, and mixed), their corresponding lesion 
sites, and their clinical manifestations. We also identified two aphasias, 
namely alexia and agraphia, that only affect reading and writing abilities, 
respectively. We saw that the severity and type of aphasia that results 
from a lesion depends on its size and location.

A number of other nonlesion factors can affect the severity of the 
resulting aphasia. In Section 4.4, we reviewed the premorbid variables 
that have been most studied: Frequency of language use, AoA, and L2 
proficiency. Many studies have found that bilingual aphasics who used 
the L1 more frequently prior to impairment had better post-impairment 
performance in their L1 compared to the L2, whereas aphasics who used 
the L2 as often as or more than the L1 performed better in both lan-
guages. These effects, however, appear to be modulated by AoA: For 
bilingual aphasics with an early AoA but who used the L1 more fre-
quently prior to impairment, there was improvement in both languages. 
Thus, it is essential for clinicians to gather as much language background 
information from the patient (and often from their family and friends) 
as possible, as this can help inform assessment and optimal treatment of 
bilingual aphasia.

In Section 4.5, we looked at how bilinguals are assessed for aphasia. 
Speech pathologists use a variety of language assessments to evaluate the 
patient’s strengths and weaknesses with language skills across all modali-
ties and help plan for a treatment program. There are also brief versions 
of these assessments that are specifically designed for nonspecialists. For 
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bilingual patients, the most common assessment is the BAT, which is 
freely available online in over 70 languages. In Section 4.6, we turned to 
the treatment methods of bilingual aphasia. Important questions were 
addressed, such as: In which language(s) should treatment be provided 
and what are the differential outcomes? and Is there cross-language 
generalization to the language not treated? While it is believed that 
treatment in either the L1 or L2 improves receptive and/or expressive 
abilities in that same language, there are mixed findings with respect to 
cross-language improvement. Some findings do not report transfer bene-
fits from one language to the other, while other studies have shown that 
treatment in the L2 may help the L1. However, this effect is sensitive to 
the type of treatment and items used in therapy.

In Section 4.7, we reviewed the patterns of recovery and impairment 
in bilingual aphasia, noting that the most common is parallel recovery in 
which both languages improve at a similar rate. These recovery patterns, 
as we noted, are affected by many of the same modulating factors we dis-
cussed throughout the chapter. Finally, in Section 4.8, we reviewed types 
of PPAs that, instead of resulting from a sudden lesion, emerge due to 
atrophy in the brain, which progressively gets worse. PPAs are usually 
caused by degenerative diseases affecting brain and cognition such as 
forms of dementia.

Overall, in this chapter, we have seen that our understanding of bilin-
gual aphasia still has a long way to go. Although we have learned a 
great deal about the relationship between lesion sites and the language 
impairments that arise, researchers continue to find themselves at the 
mercy of several factors that modulate these effects, including differen-
tial language lateralization and localization of language processes among 
bilinguals and whether these overlap or partially overlap in the brain. 
Furthermore, the exact nature of the effects of premorbid, nonlesion 
factors on the severity, assessment, treatment, and recovery of bilingual 
aphasia is still unclear, although our understanding is improving as more 
and more research and meta-analyses are conducted.

Review Questions

1. List and describe the main types of aphasia and their clinical charac-
teristics.

2. What causes aphasia and the severity of language impairments in 
bilingual aphasics?

3. Describe some of the tasks that can be used to diagnose aphasia in 
bilinguals.
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4. How is bilingual aphasia clinically treated?
5. Discuss the recovery patterns often observed in bilingual aphasia and 

some factors that affect them.

Further Reading

Paradis, M. (1995). Aspects of bilingual aphasia. Emerald.
Paradis, M., & Libben, G. (1987). The assessment of bilingual aphasia. Psychology 

Press.
Weeks, B. (2010). Issues in bilingual aphasia [Special issue], Aphasiology, 24(2).

https://doi.org/10.1017/9781108178501.004 Published online by Cambridge University Press

https://doi.org/10.1017/9781108178501.004


Learning Objectives

• Learn about linguistic influence and transfer effects that occur in 
bilinguals.

• Explore different domains of cross-linguistic transfer, including 
phonological, lexical, morphological, syntactic, discursive, pragmatic, 
and sociolinguistic.

• Become familiar with various factors that affect cross-linguistic transfer, 
including language dominance and proficiency, input frequency, and 
typological similarity.

• Learn about code-switching, the theoretical models that explain 
code-switching, and what happens in the brain when bilinguals switch 
between their languages.

• Examine the language in which bilinguals dream and what determines 
this.

5.1 Introduction

As mentioned in Chapter 3, Grosjean (1989) famously stated, 
“Neurolinguists beware! A bilingual is not two monolinguals in one per-
son” (p. 3). This quote speaks to the heart of the fact that languages 
do not exist separately, but rather mutually coexist and interact in one 
mind/brain. There is strong evidence that this coexistence affects several 
linguistic domains. For instance, having a “foreign accent” in one’s L2 
reflects the influence of their L1 sound system. Consequently, a careful 
listener may be able to identify what the speaker’s L1 is. In this chap-
ter, we will review studies that investigate the cross-linguistic effects of 
knowing and using more than one language. Given that much research 
in this area has examined language production, we will mostly focus our 
discussion on this area. In Section 5.2, we start by taking a broad view 
of how languages interact in one mind and the notion of cross-linguistic 
transfer. Following this, we outline work that has specifically investigated 
transfer across linguistic domains along with how factors such as cognate 

C H A P T E R  F I V E

Cross-Linguistic Effects of Bilingualism
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status, language dominance, and input frequency can further modulate 
these effects (Sections 5.3 to 5.8). We then transition in Section 5.9 to 
examine a unique skill that bilinguals have: The ability to switch back 
and forth between two different language systems – often with seem-
ingly little effort. In Section 5.10, we address dreaming in one or more 
languages and what appears to determine the language of dreams. We 
conclude the chapter in Section 5.11.

5.2 Cross-Linguistic Influence and Transfer

Interest in how bilinguals’ knowledge and use of one language affects their 
other language is not new. In fact, as Jarvis and Pavlenko (2008) note, 
even as far back as Homer’s Odyssey, we find mention of cross-linguistic 
influence (CLI) (e.g., when Odysseus tells Penelope about the use of 
“mixed languages” in Crete). In early research, the terms transfer and 
interference were used interchangeably to refer to this phenomenon. 
However, since the late 1980s, CLI has gained popularity (Kellerman & 
Sharwood Smith, 1986; cf. Cook, 2002), and while the term interference 
may be more common, it is often still acceptable to use the term transfer 
(Jarvis & Pavlenko, 2008).

Research on CLI gained traction during the middle of the twentieth 
century. Oldin (1989) offers a review of the major findings of research on 
CLI from the 1960s to the 1980s (see Table 5.1).

Table 5.1 Major research findings on CLI (cross-linguistic influence) from the 
1960s to the 1980s

Errors are not the only outcome of CLI. On the contrary, there can be positive outcomes.
Rate and ultimate attainment of an L2 are both affected by CLI.
Differences between the L1 and L2/L3 do not necessarily lead to learning difficulties 

or to CLI. Instead, salient differences often make target-language structures easier 
to acquire, contrary to the contrastive analysis hypothesis.

CLI does not decrease as proficiency in a less-dominant language increases. In fact, it 
is only at later stages of L2 acquisition that learners have sufficient proficiency to 
recognize similarities and differences between more complex aspects of the two 
languages.

Transfer can occur from an L1 to an L2 (forward transfer), from an L2 to an L3 (lateral 
transfer), and from an L2 to an L1 (reverse transfer).
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Table 5.2 CLI (cross-linguistic influence) across ten dimensions

Cognitive Level
• linguistic
• conceptual

Knowledge Type
• implicit
• explicit

Directionality
• forward
• reverse
• lateral
• bi- or multi-directional

Linguistic Area
• discursive
• lexical
• morphological
• orthographic
• phonological
• pragmatic
• semantic
• sociolinguistic
• syntactic

Intentionality
• intentional
• unintentional

Mode
• productive
• receptive

Manifestation
• overt
• covert

Channel
• oral
• visual

Form
• verbal
• nonverbal

Outcome
• positive
• negative

The likelihood of transfer is determined by several factors, including age and 
typological relatedness of the two languages.

Transfer is not limited to structure and language form. In addition to 
phonological, morphological, and syntactic transfer, CLI can extend to meaning 
and pragmatics.

Individual differences (e.g., anxiety and aptitude) among language users lead to 
different types and extents of CLI.

Table 5.1 (cont.)
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Since the 1990s, researchers have elaborated on additional types of and 
constraints on transfer. For instance, Jarvis and Pavlenko (2008) have char-
acterized transfer across several dimensions, as summarized in Table 5.2. 
In Sections 5.3 to 5.7, we will focus on some of the types of transfer within 
these linguistic domains along with various factors that affect CLI (Section 
5.8). We will discuss conceptual transfer (and  restructuring) in Chapter 6 
in our discussion of the bilingual memory and the mental lexicon.

5.3 Phonological Transfer

Studies in phonological transfer have examined sound at the individual, 
syllabic, and suprasegmental levels. With respect to the perception of 
sounds, the most apparent effect of phonological transfer is the difficulty 
in distinguishing between two sounds in a language that are not pho-
nemically contrastive in the other language (Aoyama, 2003; Escudero 
& Boersma, 2004). Other research in sound perception has identified 
transfer effects for segmental duration (Flege, Bohn, & Jang, 1997) and 
voicing contrasts (Pisoni et al., 1982).

Research on phonological transfer and the production of segments has 
been more robust compared to sound perception. Some of the work exam-
ining transfer in production has demonstrated that sounds in the L2 can 
be substituted for other L2 sounds due to the influence of the L1 phono-
logical system. For instance, Japanese speakers of English in a study by 
Riney, Takata, and Ota (2000) consistently produced the Japanese flap 
/ɾ/ in place of the English /r/ and /l/. And perhaps the most obvious evi-
dence of transfer in the sound domain is having a “foreign accent.” Keys 
(2002) found that Brazilian Portuguese speakers of English palatalized the 
English /d/ and /t/ in phonetic environments where this would happen in 
Brazilian Portuguese but not in English. Because of these and other find-
ings, researchers have asked whether bilinguals have separate or integrated 
phonological systems. In a pioneering study by Paradis (2001), two-year-
old monolingual French-speaking children, monolingual English-speaking 
children, and bilingual French–English-speaking children participated in 
nonsense-word repetition tasks. The data was then analyzed for patterns 
of syllable omissions/truncations specific to French and English and the 
three groups were compared. The results from these analyses suggested 
that there are language-specific prosodic sensitivities in phonological pro-
duction among bilingual children, suggesting that there are differentiated 
phonological systems. However, the measurements of truncation patterns 
among bilinguals were not identical to monolinguals, implying that bilin-
guals’ phonological systems are not entirely autonomous. Interestingly, 
these effects emerged when there was interlanguage structural ambiguity. 
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Paradis argued that between-language asymmetries in word stress variety 
and/or language dominance may further influence phonological CLI, and 
that the restrictive nature of these CLI effects “further supports the claim 
that the children indeed have two phonological representations, as more 
random interference would be expected from a unified store” (Paradis, 
2001, p. 35). Paradis put forth the Interactional Dual Systems Model of 
language representation, which holds that bilingual children have two sep-
arate phonological systems that mutually influence one another.

While Paradis (2001) elucidated our understanding of the 
not-so-autonomous nature of the bilingual phonological systems at the 
age of two, a study by Fabiano-Smith and Goldstein (2010) provides 
quasi-longitudinal evidence that further supports Paradis’ Interactional 
Dual Systems Model. However, unlike Paradis’ study, Fabiano-Smith and 
Goldstein specifically examined the frequency and types of phonological 
CLI effects that occurred over time in three Spanish–English bilingual 
children, ages five, six, and seven. The researchers investigated the pho-
nological makeup of individual words, conversations, and narrative sam-
ples using two analyses of phonemic and syllabic CLI effects. The data 
revealed very few phonemic CLI effects and only one syllabic; however, 
these patterns diminished with age, as reflected by the number of occur-
rences observed divided by the opportunities for CLI (see Table 5.3).

Overall, the results from Fabiano-Smith and Goldstein’s (2010) study 
found that although the frequency of CLI effects was low, bilingual 
 children exhibited phonological differentiation and transferred elements 
from one language to the other. The study offers further support for the 
notion that bilingual children’s two phonological systems are separate, 
but not autonomous. Unfortunately, due to the small sample size and the 
very few occurrences of CLI effects, it is difficult to determine whether 
the frequency of occurrence truly decreases as children get older or 
whether they remain more or less stable.

Table 5.3 Phonemic and syllabic CLI (cross-linguistic influence) effects

Age
Phonemic CLI 
occurrences

Syllabic CLI 
occurrences

Number of 
opportunities for CLI Occurrences

5;0 3 narratives 1 conversation 379 0.8%
6;2 2 conversations

1 single word
0 512 0.6%

7;0 1 narrative 0 378 0.3%

Source: Fabiano-Smith and Goldstein (2010).
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5.4 Lexical Transfer

Lexical transfer refers to the influence of word knowledge in one lan-
guage on the knowledge or use of words in another language. Much of the 
research conducted on this concerns how lexical representations are linked 
across languages and how these links affect the ways in which words are 
retrieved from the mental lexicon. We will look at this in more detail in our 
discussion on the architecture of the mental lexicon in Chapter 6. Another 
line of inquiry within the lexical transfer research is word choice transfer. 
Studies examining this issue are interested in how a person’s knowledge of 
one language affects their choice of words used in another language. For 
example, Hohenstein, Eisenberg, and Naigles (2006) found that when given 
several options, Spanish–English bilinguals were more likely to choose L2 
English verbs that imply path information (e.g., go, come, cross) compared 
to monolingual English speakers, who preferred verbs that carry manner 
information (e.g., run, walk, jump) in the same contexts. These same effects 
have been found when examining the choice of one-part versus phrasal 
verbs (Laufer & Eliasson, 1993; Sjöholm, 1995), determiner phrases and 
compound nouns (Bongartz, 2002), grammatical categories (Pavlenko & 
Driagina, 2007), and lexical collocations (Hasselgren, 1994).

A more recent study by Agustín-Llach (2019) examined the impact 
of bilingualism on lexical knowledge, lexical fluency, and lexical CLI. 
Spanish–Basque bilinguals and Spanish monolinguals, both of whom 
had a B1 level of English proficiency participated in a lexical availability 
task. The task required the participants to write down as many words 
belonging to four semantic categories – hobbies, town, countryside, and 
food and drink – as they could within two minutes per category. Analyses 
on the written responses explored instances of lexical transfer (from L1) 
and cross-lexical interactions. The results suggested that the two groups 
were too similar for definite conclusions to be drawn, although there was 
a marginally significant advantage for bilinguals learning an L3 versus 
monolinguals learning an L2. Specifically, the monolinguals produced 
more examples but also showed more instances of CLI. Agustín-Llach 
explained that schooling (bilingual education vs. single-language) and 
English language learning experiences may be “strong enough to discard 
any possible advantages gained from bilingualism” (p. 898).

5.5 Morphological Transfer

Although quite a bit of attention has been paid to phonological and lexi-
cal CLI, fewer studies have been conducted on morphological influences. 
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Nonetheless, there is growing interest with respect to the transfer of 
inflectional and bound morphemes and morphological awareness. 
Concerning inflectional morphology, it was once assumed that inflec-
tion did not transfer even though other aspects of language do (Eubank, 
1993). A few years later, Eubank et al. (1997) further elaborated that 
it was overt morphology, in particular, that does not generally transfer. 
However, subsequent studies provided contrary evidence to this claim. 
For instance, De Angelis and Selinker (2001) found that English–Spanish 
and French–Spanish bilinguals often transferred inflectional morphol-
ogy from their L2 Spanish to L3 Italian, and Jarvis (2002) reported that 
Finnish speakers were able to transfer their knowledge of L2 Swedish 
to acquire articles in their L3 English. The results in Jarvis’ study were 
strengthened further when he compared the Finnish–Swedish–English 
speakers who had six years of instruction in Swedish and two years in 
English to another group of Finnish–English–Swedish speakers who had 
six years of instruction in English and two years in Swedish. The group 
with only two years of English instruction outperformed the group with 
six years of English instruction. Jarvis argued that the former group was 
able to transfer their knowledge of L2 Swedish articles to acquire L3 arti-
cles – a process that was faster than for those who were learning another 
language (i.e., L2 English) for the first time.

While it is most common to observe morphological transfer effects 
from a more dominant language to a lesser dominant language (although 
language relatedness and other factors can modulate these effects), there 
are a few studies that provide indications of transfer in the opposite 
direction (e.g., L2 transfer to L1, often referred to as reverse transfer). 
Evidence for these effects comes from Pavlenko and Jarvis (2002) and 
Zhang et al. (2010), among others. In the study by Pavlenko and Jarvis, a 
Russian speaker’s pronominal case-marking errors in the L1 were traced 
to their knowledge of L2 English’s pronominal case system. Zhang et al. 
provided fifth-grade L1 Chinese children learning L2 English with inten-
sive training in either English or Chinese compound morphology. The 
post-training tests revealed that compared to control groups, both Chinese 
and English intervention groups improved in their knowledge of English 
compound morphology. This indicated that their training and knowledge 
of L1 compound morphology was transferred to the L2. Reverse transfer 
effects also trended toward significance (p < .09), such that when receiv-
ing training in L2 compounds, knowledge of L1 compound morphology 
improved. However, when further analyzing this finding, Zhang et al. 
found that participants with higher L2 proficiency were able to transfer 
from L1, whereas those with lower proficiency were not.
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Morphological awareness transfer has also become an emerging theme 
in CLI research (Chen & Schwartz, 2018). Morphological awareness is 
“the ability to reflect upon and manipulate morphemes and employ word 
formation rules in one’s language” (Kuo & Anderson, 2006, p. 161). With 
respect to CLI and morphological awareness, Koda’s (2005, 2008) Transfer 
Facilitation Model predicts that transferred competence of one language 
offers top-down assistance for reading development and other related 
skills in another language. Expanding this model, Chung, Chen, and Geva 
(2019) proposed an interactive framework that specified key factors that 
affect transfer in both directions among bilingual learners at different 
proficiency levels. To test these theoretical claims, in a study by Zhang 
(2013), sixth-grade Chinese children learning L2 English participated in 
paper-and-pencil tests measuring their morphological awareness and lex-
ical inference in Chinese and English. The results, in line with Zhang et 
al. (2010), showed that Chinese morphological awareness transferred to 
English. Particularly interesting, though, was the finding that this aware-
ness was greater for compounds than for derived words. To read more 
about cross-linguistic transfer of morphological awareness – in addition 
to phonological awareness, decoding skills, and vocabulary – specifically 
between Chinese and English, refer to the meta-analysis by Yang, Cooc, 
and Sheng (2017).

To sum up, although transfer of inflectional morphemes in either direc-
tion is quite restricted, it does occur relatively frequently, particularly 
when the two languages share lexical and morphological similarities. 
There also seems to be no restriction on the directionality of transfer, 
although L2 proficiency (and other factors) may determine whether 
reverse transfer effects are observed (Zhang et al., 2010). Finally, while 
most of the literature has examined L1 to L2 transfer, there is also evi-
dence for L2 to L3 and L2 to L1 transfer, as briefly discussed. However, 
while these effects are highly salient when involving overt morphol-
ogy, they are either absent or difficult to detect when involving subtle 
nuances of morphology without using carefully designed analyses (Jarvis 
& Pavlenko, 2008).

5.6 Syntactic Transfer

Prior to the 1990s, CLI from L1 syntax (like morphology) was believed to 
be immune to transfer (see Kellerman, 1995, for a discussion). However, 
many studies once again suggest that this linguistic domain is also vener-
able to transfer effects in both directions. For instance, there have been 
investigations on how L1 syntax affects grammatical judgments in the L2. 
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Among the first of these studies was conducted by Zobl (1992), who found 
that language learners from different L1 backgrounds show differential 
patterns of grammatical acceptance in the nonnative language. For some 
of the participants, this language was their L2 and for others, it was their 
L3. The study revealed that learners who already knew an L2, and thus 
were making grammatical judgments in their L3, were less likely to reject 
ungrammatical sentences. Zobl argued that the finding is a representa-
tion of “an inverse relationship between the conservatism of the learning 
procedure and the pool of linguistic knowledge available” (Zobl, 1992, 
p. 193). Similar findings were found in the reverse direction in a study by 
Köpke (2002), in which L2 learners were more tolerant of ungrammatical 
constructions in their L1 compared to monolinguals (see also Jarvis, 2003).

Erdocia and Laka (2018) compared word order preferences among L1 
Spanish speakers learning L2 Basque and L1 Basque speakers proficient 
in Spanish. The study used EEG to examine electrical patterns in the 
brain when processing noncanonical sentences in Basque. Object–verb–
subject (OVS) orders are noncanonical in both Spanish and Basque but 
subject–verb–object (SVO) orders are canonical in Spanish but non-
canonical in Basque. Erdocia and Laka were interested in seeing if L1 
Spanish canonical order affected how L2 Basque SVO and OVS nonca-
nonical sentences were processed. The results indeed provided evidence 
for this effect, even among participants who were highly proficient and/or 
had acquired the L2 from an early age. Increased left anterior negativity 
was observed when comparing S and O in sentence-initial position and 
a P600 effect (i.e., an ERP component often reflecting the processing of 
grammatical anomalies/incongruities) was found when comparing S and 
O in word-final position. The authors argued that these findings align 
with the Competition Model (Bates & MacWhinney, 1989), given that 
the model predicts differences when processing dissimilar features in the 
L1 and L2.

Reverse transfer effects have also been reported in research on syntac-
tic transfer. Many of these studies have also been framed in the context 
of the Competition Model. One example is by Su (2001), in which L1 
Chinese learners of English at three proficiency levels and L1 English 
learners of Chinese, also at three levels, completed a sentence inter-
pretation experiment (based on MacWhinney, Bates, & Kligel, 1984). 
As expected, the results showed that when interpreting L2 sentences, 
L1-based cue preferences were utilized, but these preferences dimin-
ished as L2 proficiency increased. However, the same effects were also 
found in the reverse direction: When interpreting L1 sentences, the par-
ticipants increasingly relied on L2-based cues as their L2 proficiency 
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increased.  Interestingly, the reliance was not a complete shift to L2 
strategies, but rather a mixture of L1 and L2 processing, a finding also 
reported by Cook et al. (2003), among others.

Eye-tracking technology has also played a significant role in experi-
mental designs looking at CLI in the domain of syntax. Dussias (2004) 
recorded and analyzed the eye movements of Spanish–English bilinguals 
while reading temporarily ambiguous sentences in Spanish. The sen-
tences had complex noun phrases followed by a relative clause, as in (1).

 (1)  Peter fell in love with the daughter of the psychologist who studied in 
California (Dussias, 2004, p. 355).

Prior studies (e.g., Mitchell, Cuetos, & Corley, 1992), suggest that 
whereas monolingual Spanish speakers attach relative clauses to the first 
noun in a complex noun phrase, English speakers prefer to attach the rel-
ative clause to the noun immediately preceding the relative clause. The 
findings from Dussias’ (2004) study provide additional support for this 
observation. The Spanish–English bilinguals favored local over nonlocal 
attachment when reading sentences in Spanish, even though this is a typ-
ical parsing strategy in English. The author argued that these results sup-
port exposure-based and parallel interactive models of sentence parsing 
as put forth by Brysbaert and Mitchell (1996) and Mitchell et al. (1995), as 
these models hold that frequency-based exposure affects syntactic parsing.

Finally, researchers have also examined L2 to L3 syntactic transfer. 
In a study by Bardel and Falk (2007), learners with different L1 and 
L2 backgrounds were placed in two groups: One that was beginning to 
learn L3 Swedish and the other L3 Dutch. When analyzing production 
of negation in the L3, the results showed that “syntactic structures are 
more easily transferred from L2 than from L1 in the initial state of L3 
 acquisition” (Bardel & Falk, 2007, p. 459) and are attributable to both L2 
proficiency along with the typological relationship between the L2 and 
L3. The surge in research in this area is evidenced by an edited  volume by 
Angelovska and Hahn (2017), which includes thirteen papers  reporting 
on L3  syntactic transfer.

5.7 Discursive, Pragmatic, and Sociolinguistic Transfer

Due to space limitations, we are not able to explore transfer across 
all linguistic domains, but we should point out some key issues con-
cerning discursive, pragmatic, and sociolinguistic transfer. Discursive 
transfer concerns “the ways thoughts are introduced, organized, and 
contextualized within an oral or written discourse, and also relates to 
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the conversational strategies that are used to maintain a conversation” 
(Jarvis & Pavlenko, 2008, p. 102). The contrastive rhetoric framework, 
originally conceived by Kaplan (1966), suggests that languages have 
unique rhetorical conventions – including how discourse is organized and 
contextualized and how main ideas are conveyed – that can negatively 
affect writing in another language. Discursive transfer has been reported 
in both language production and reception (e.g., Thatcher, 2000), and in 
both directions, that is, from L1 to L2 and vice versa (Shi, 2002). Karim 
and Nassaji (2013) provide a review of studies on discursive transfer. 
To our knowledge, there have been few studies investigating discursive 
transfer effects between two nonnative languages.

The illocutionary and sociolinguistic competence that is carried 
over from one language to another is referred to as pragmatic trans-
fer. It is generally accepted that L2 speech forms are acquired before 
pragmatic competence that regulates contextually-appropriate speech 
(Jung, 2005). Indeed, pragmatic competence is acquired very late in 
L2 learning and even many highly proficient learners struggle to use 
their L2 in pragmatically appropriate ways. In a study by Takahashi 
(1996), L1 Japanese leaners of English at low and high proficiency lev-
els judged the contextual appropriateness of indirect English request 
strategies. The results showed that for both low- and high-proficient 
learners, responses were in accordance with the request strategies 
that are conventionally used in their L1. For a more recent review on 
the negative effects of L1 pragmatic transfer to L2 (particularly L2 
English), refer to Meznah (2018).

Finally, transfer can also be attributed to purely social factors involving 
language. Sociolinguistic transfer refers to how the social variables that 
account for linguistic variation in one language system affect the use and 
knowledge of another language system. Much of this research has taken 
a variationist perspective, showing how sociolinguistic transfer from 
the L1 affects various speech acts in the L2. Variables of interest have 
included social distance, status relationships, and gender, among others. 
For instance, some studies have shown that L1 Chinese and L1 Korean 
speakers learning English vary their ways of apologizing, complaining, 
and responding to complaints according to the tradition of social distance 
and hierarchies of their L1 culture (Lee, 2000; Yu, 2004). Other studies 
have reported that L1 Japanese speakers learning English utilize compli-
ment response patterns and topic development in English discourse that 
concord with gender-specific patterns in Japanese (Itakura, 2002).

Thus far, we have mostly focused on the various types of transfer, 
although we have also alluded to the fact that transfer can be influenced 
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by factors such as the typological relatedness of the languages and the L2 
level of proficiency. In Section 5.8, we will explore some of these factors.

5.8 Factors Affecting Transfer

CLI effects are notoriously hard to predict. This is clearly reflected in the 
many studies that identify various factors which either modulate the degree 
of transfer across languages or whether CLI will emerge at all. Following 
Jarvis and Pavlenko (2008), Table 5.4 provides some of the variables that 
have been investigated and organizes them into five categories. In the fol-
lowing subsections, we limit our discussion to language dominance and 
proficiency, input frequency, cross-linguistic similarity, and cognate status.

Table 5.4 Factors interacting with CLI organized across five categories

Linguistic and psycholinguistic factors
Cross-linguistic similarity and cognate status*
Linguistic domain and use
Markedness and prototypicality
Linguistic context

Cognitive, attentional, and developmental factors
Level of cognitive maturity
Developmental and universal processes of language acquisition
Cognitive language learning abilities
Attention to and awareness of language

Cumulative language experience and knowledge
Age
Frequency of language input*
Intensity and length of language exposure
Length of residence
Language dominance and proficiency*
Number and order of acquired languages

Factors related to the learning environment
Formal vs. naturalistic exposure, learner is focused on form vs. meaning and 

communication, etc.

Factors related to language use

Level of formality, language task, etc.

* Elaborated in Sections 5.8.1–5.8.3
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5.8.1 Language Dominance and Proficiency

Without a doubt, language proficiency affects the nature and occurrence 
of CLI (Odlin & Jarvis, 2004). This is particularly true in the case of source 
language proficiency. Guion et al. (2000) found that performance-related 
forward transfer grew as L1 knowledge increased. Other studies on for-
ward transfer have reported that L2 proficiency has performance-related 
effects on L3 use (Ringbom, 2001). However, the effects of recipient lan-
guage proficiency on CLI are less clear, perhaps due to inconsistences 
regarding how proficiency is measured and what specific proficiency 
ranges are examined. It is often the case that the recipient language is 
the L1 in which participants have full proficiency and thus, when reverse 
transfer is observed, it is unclear “whether L2 effects on the L1 are the 
cause or consequence of eroding L1 proficiency” (Jarvis & Pavlenko, 
2008, p. 203).

In a study by Argyri and Sorace (2007), the researchers sought to 
explore three issues: (a) Whether language dominance plays a role in 
the occurrence and magnitude of transfer; (b) in which direction(s) 
CLI occurs; and (c) what syntactic structures account for these effects. 
Eight-year-old English–Greek early bilinguals living in Greece and 
Greek–English early bilinguals living in the UK were asked to participate 
in a battery of elicited production and grammatical judgment tasks. The 
results suggested that CLI can persist over time and can have unidirec-
tional effects on both narrow syntax and syntax–pragmatics interface 
structures. However, these effects only emerged in the performance 
of the English-dominant bilinguals, suggesting that “the actual occur-
rence of CLI seems to be at least partially affected by the amount of 
input received, since it is manifested only in English-dominant children” 
(Argyri & Sorace, 2007, p. 97). We discuss these frequency effects fur-
ther in Section 5.8.2.

Transfer effects in vocabulary acquisition also appear to be sensi-
tive to proficiency. Pham et al. (2018) examined whether training in 
L1 vocabulary transfers to L2 vocabulary development. In the study, 
first- and second-grade children participated in learning sessions in 
which they were intensively taught vocabulary in their L1 through 
narrative-based, mediated learning experiences. The participants con-
sisted of three groups according to their L1 proficiency: Low Spanish–
English, Low Vietnamese–English, and High Spanish–English. As 
expected, the results showed that all three groups improved in learning 
target words and their definitions in the L1. However, only the group 
with high L1 proficiency improved in the L2. Pham et al. argue that 
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these findings reveal a degree of spontaneous cross-language transfer 
to an L2 that is determined by L1 proficiency.

With regard to phonetic behavior, there is a growing body of stud-
ies that suggest that language proficiency is a robust predictor of CLI 
(Amengual & Chamorro, 2015; Tomé Lourido & Evans, 2019). However, 
less is known about how language-specific phonological processes are 
implemented and transferred and whether they are sensitive to language 
dominance. In a study by Amengual and Simonet (2020), adult Catalan–
Spanish and Spanish–Catalan bilinguals participated in picture naming 
tasks. The sound processes of interest were the reduction of /a/ to /ə/ 
and the mid-vowel contrasts /e/-/ɛ/ and /o/-/ɔ/. These two processes are 
found in Catalan but not in Spanish (i.e., Spanish does not reduce /a/ to 
/ə/ in unstressed environments as Catalan does, nor do the sounds /e/-
/ɛ/ and /o/-/ɔ/ yield phonemic differences in Spanish). The results from 
the acoustic analyses suggested that language dominance did not affect 
vowel reduction; however, mid-vowel contrasts were sensitive to lan-
guage dominance. The authors argued that phonemic contrasts with a 
low functional load may be more difficult to acquire than other phono-
logical processes such as vowel reduction that are more frequent and 
predictable. In all, the study demonstrates that the language dominance 
effects consistently observed in the literature (see Tomé Lourido & 
Evans, 2019) do not necessarily imply that the same effects will apply to 
phonological processes. On the contrary, language dominance appears 
to differentially affect CLI depending on the phonological processes in 
question (i.e., phonological contrasts vs. phonological alternations).

5.8.2 Input Frequency

Among the first researchers to suggest that CLI is affected by frequency 
of input was Selinker (1969), who argued that L2 learners often trans-
fer frequency tendencies from their L1 to L2. A later study by Poulisse 
(1999) provided further evidence for this claim when analyzing Dutch–
English bilinguals’ slips of tongue in English. The analyses showed that 
30 percent of the slips of tongue reflected L1 transfer and that nearly all 
of them were accidental insertions of highly frequent L1 words. Poulisse 
elaborated that the lexical selection processes for frequent words in the 
L1 are automatized and difficult to suppress when using an L2.

There is criticism for input frequency effects in CLI. For example, 
Hauser-Grüdl et al.’s (2010) systematic review concluded, contrary to 
previous findings suggesting that frequency of L1 input affects L2 acqui-
sition in simultaneous bilingual children (e.g., Paradis & Navarro, 2003), 
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that this “contact-variety approach cannot account for cross-linguistic 
influence in early bilingualism. The effects of cross-linguistic influence 
depend on language complexity and on the bilingual’s fluency” (Hauser-
Grüdl et al., 2010, p. 2638). Hauser-Grüdl et al.’s view of CLI is that it is 
a competence-based, grammar-driven phenomenon.

Paquot (2017) explored L2 learners’ preference for three-word lexical 
bundles in their L2 writing. In the study, L2 word combinations were 
extracted from argumentative essays written by French–English and 
Spanish–English learners. The frequency of their L1 equivalent was cal-
culated based on L1 French and Spanish corpora. The results showed 
a strong relationship between L2 lexical bundles and the frequency of 
their L1 equivalents. Furthermore, differential patterns emerged for L1 
French versus L1 Spanish participants that reflected the relative differ-
ences in frequency in each of the languages. Paquot argued that future 
research should consider operationalizing the construct input by includ-
ing both L1 and L2 input that have measurable degrees of frequency.

5.8.3 Cross-Linguistic Similarity and Cognates

Among the issues investigated in research on CLI is how the typological 
relationship between the two languages influences transfer effects. The 
contrastive analysis hypothesis (Lado, 1957) argues that differences and 
similarities in the structure of the two languages can predict whether such 
structure is more difficult or easier to acquire, respectively. Furthermore, 
it posits positive transfer from L1 to L2 when these similarities exist and 
negative transfer when they differ (see also Melby-Lervag & Lervag, 
2011). While there is evidence that CLI occurs between languages that are 
objectively different (Yang, Cooc, & Sheng, 2017), the extent of  transfer 
seems to be greatest when the languages are perceived to be very similar 
by the user (Ringbom, 2007). However, these perceived similarities can 
lead to overgeneralization and cause errors in the target language that 
are grammatical in the source language but are  ungrammatical in the 
target language (Ringbom, 1987).

Lowie and Verspoor (2004) tested L1 Dutch learners of L2 English at 
four levels to see if input frequency or L1/L2 similarity affect the acquisition 
of English prepositions. The results from a cloze test (i.e., a task in which 
a participant must supply missing words from a written passage) demon-
strated main effects for both language similarity and frequency among 
beginners and intermediate L2 learners, but not for highly proficient 
learners. Interestingly, an interaction was reported between frequency 
and similarity, demonstrating that the  effects  of  the  similarity  of  L2 
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prepositions with the L1 depended on the relative frequency in which 
they appear in L2 input: Language similarity only affected infrequent 
L2 prepositions, not those that frequently occur in the L2. Furthermore, 
these effects only held for beginners and intermediate learners. The 
authors argued that at lower levels of L2 proficiency, learners tend to 
rely more on their L1 to understand unfamiliar prepositions.

Amengual (2016) explored cognate effects in production and processing 
of the Catalan back mid-vowel contrast /o/-/ɔ/. In the study, two groups of 
highly proficient Spanish–Catalan and Catalan–Spanish bilinguals partici-
pated in picture naming and lexical decision tasks containing cognates and 
noncognates. The acoustic analyses on the production data from picture 
naming showed that both groups maintained the vowel contrast in Catalan; 
however, the lexical decision data suggested that both had difficulties dis-
tinguishing between real words and nonwords based on the identification 
of the Catalan mid-vowel. Finally, both groups’ performance was sensitive 
to cognate effects in the two tasks, such that the realization of /ɔ/ was closer 
to the acoustic properties of /o/. In all, the study offers evidence that past 
experience with cognate and noncognate words creates lexically specific 
expectations that determine where these words fall in their acoustic space.

5.9 Code-Switching

We have spent most of the chapter looking at how the knowledge and 
use of one language affects another across several linguistic domains. 
However, another important issue that is relevant to our exploration of 
the interaction of two languages in one mind is how bilinguals are able to 
shift back and forth between the two. Code-switching is the alternation 
between the use of one language and another within the same context. 
We use the terms code-switching and language switching interchange-
ably to encompass both switching within or between single utterances 
(Kutas, Moreno, & Wicha, 2009). Speakers do not switch back and forth 
between languages at random. Instead, they (unconsciously) adhere to a 
rule-governed system that allows English–Spanish bilinguals, for exam-
ple, to accept sentences such as (2) and reject those as in (3).

 (2) Los clientes have bought a new service.
  “The clients have bought a new service.”

 (3) * Los clientes han bought a new service.
  “The clients have bought a new service.”
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Muysken (2000) distinguished three types of code-switching: 
Alternation, insertion, and congruent lexicalization. Alternation refers to 
code-switching instances in which strings of words in one language alter-
nate with words in another language within a conversational turn, as in 
(4). Insertion refers to instances where words or constituents in one lan-
guage are placed into a syntactic frame in another language, as in (5). And 
congruent lexicalization refers to code-switching when there is a shared, 
or largely overlapping, structure between the two languages that can be 
lexicalized by elements from either language, as in (6).

 (4) Spanish/English
  Ándale pues, and do come again.
  “All right then, and do come again.”
  (Muysken, 2000, p. 5)

 (5) Bolivian Quechua/Spanish
  chay-ta las dos de la noche-ta chaya-mu-yku
  that-AC the two of the night-AC arrive-CIS-1PL
  “There, at two in the morning we arrive.”
  (Muysken, 2000, p. 63)

 (6) Sranan/Dutch
  wan heri gedeelte de ondro beheer fu gewapende machten
  one whole part COP under control of armed forces
  “One whole part is under control of the armed forces.”
  (Muysken, 2000, p. 139)

On the premise that there are different types of code switches, we will now 
further explore code-switching as a cognitive phenomenon that is  commonly 
observed across various types of bilingual situations. With respect to the 
social aspects of code-switching, including the  negative stigma that is often 
associated with it, we refer the reader to Yim and Clément (2021). In 
Section 5.9.1, we will first look at how code- switching is theoretically mod-
eled and then proceed with a discussion of what  happens in the brain when 
bilinguals switch between their two  languages (Section 5.9.2).

5.9.1 Modeling Language Switching and Control

Significant theoretical contributions to the understanding of code-  
switching and language control in bilinguals have come from Green 
and colleagues. Green’s (1998) IC Model, which we briefly discussed in 
Chapter 2, provided an initial framework for current models. Recall that 
this model holds that cognitive control processes assist in preventing the 
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language not in use from interfering with the target language. Evidence 
for this comes from consistent findings that it takes longer to switch into 
(i.e., bring out of suppression) a more dominant language compared to a 
weaker language. However, the control system is adaptable to contextual 
needs (Blanco-Elorrieta & Pylkkänen, 2017; Green & Abutalebi, 2013). 
Green and Abutalebi argue that bilingual speakers use their languages 
in different ways depending on the context in which they find themselves, 
implying that language control mechanisms must be able to facilitate var-
ious patterns of language use. Building on this backdrop, Green and Wei 
(2014) elaborated a control process model of code-switching, which pro-
posed that the mechanism for speech planning is mediated by various 
cognitive processes that are determined to be best suited according to the 
type of code switch. According to the model, access to speech planning is 
restricted by language task schemas external to the language network. In 
code-switching, these schemas operate in a cooperative manner, permis-
sive of alternations and insertions, or in an open control mode, required 
for situations of dense code-switching in which there are rapid changes 
of language within a clause during a single conversation. Returning to 
the three types of code switches exemplified in (4)–(6), Green and Wei 
argue that alternation (4) and insertion (5) can both be realized by cou-
pled control in which the matrix language temporarily gives control to 
the other language long enough to allow for the insertion or alternation 
before control is returned. However, code switches involving congruent 
lexicalization (6) are realized by open control in which the items or con-
structions from both languages with the highest activation levels deter-
mine whether they enter into speech planning. Further support for Green 
and Wei’s model came from Beatty-Martínez and Dussias (2017); they 
argued that bilinguals who reported various degrees of code- switching 
in their daily lives were differentially sensitive to code-switched stim-
uli. Given that the differences were directly attributed to their previous 
language experiences with code-switching, the authors argued that, for 
bilinguals, language comprehension becomes optimally attuned to vari-
ation in the input.

Goldrick, Putnam, and Schwartz (2016) proposed an alternative expla-
nation for code-switching that draws on the gradient symbolic compu-
tation framework (Smolensky, Goldrick, & Mathis, 2014). According 
to Goldrick, Putnam, and Schwartz, the mapping of communicative 
intent into speech output is captured by weighting grammatical con-
straints, with activation values serving as the medium for such weighting. 
Furthermore, the authors argue that code-switching in many ways is no 
different from noncode-switched utterances: “the grammatical principles 
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we use to account for code mixing are the same principles that underlie 
non-code-mixed utterances. Our account therefore does not assume that 
bilingualism in general or code mixing specifically represents atypical, 
exceptional circumstances” (Goldrick, Putnam, & Schwartz, 2016, p. 872). 
However, this account fails to take into consideration the role of language 
control mechanisms in code-switching that are essential in doing things 
such as constructing speech in one language and switching to another.

In a critical review of the gradient symbolic computation approach 
to code-switching, Green and Wei (2016) further identified some 
 shortcomings. For instance, they noted that Goldrick, Putnam, and 
Schwartz’s (2016) proposal does not consider differences in activation 
in  competitive language control and cooperative language control. Nor 
does it  consider different attention states and, consequently, the  different 
types of possible speech outputs. On applying the gradient symbolic 
computation framework to code-switching, Green and Wei (2016) state:

[Goldrick, Putnam, and Schwartz’s (2016)] proposal may capture input-  
output mappings and so achieve weak equivalence, but it does not provide 
the causal machinery necessary to achieve strong equivalence. In particular, 
it lacks an explicit account of the mechanisms of language control required 
to account for the varieties of bilingual language use. Such mechanisms are 
required for monolingual speakers too who can elect to speak with greater or 
lesser focus on grammatical correctness and spend more or less time search-
ing for the mot juste. (p. 883)

Further refinement to Green and Wei’s (2014) control process model of 
code-switching was undertaken by Green (2018) in the Extended Control 
Process Model. This updated version adds speech input as an explicit 
component and elaborates the process of mapping a speech act onto the 
utterance planning procedure. The model accounts for the neurocom-
putational bases of the construction and execution of code-switching in 
speech production. It also posits that different control states mediate dis-
tinct patterns of language use and that the frequency of code-switching 
is a key factor in determining control states. Finally, according to Green, 
using a single language network within a conversation requires more 
effort and computational focus, while dense code-switching requires the 
use of more resources and active neural regions.

5.9.2 Code-Switching and the Brain

In Section 5.9.1, we addressed the mental processes that facilitate 
 language switching. In this section, we will now look at what exactly 
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happens in the brain when bilinguals switch between their languages. 
Kutas, Moreno, and Wicha (2009), in perhaps the first synthesis of studies 
on the neuroanatomy of code-switching, reviewed studies that have led 
to inferences in the neurocognitive mechanisms of language processing. 
The authors note that inhibition applied during language switching to the 
nontarget language is evidenced by involvement of the left basal ganglia 
(Mariën et al., 2005), and/or attentional/executive control mechanisms 
involving the anterior cingulate, prefrontal, and frontal cortices (Fabbro, 
Skrap, & Aglioti, 2000), or bilateral supramarginal gyri and Broca’s area 
(Price, Green, & von Studnitz, 1999). Furthermore, given that damage 
to the dorsolateral PFC often causes uncontrollable language switching, 
this particular brain area has been hypothesized to be a key pathway for 
code-switching (Holtzheimer et al., 2005). Unfortunately, as stated by 
Kutas, Moreno, and Wicha, it is difficult to compare results across stud-
ies because often the effects are reported in and confined to one study, 
demonstrating high sensitivity to the inconsistent experimental designs 
and populations tested.

A pioneering study by Moreno, Federmeier, and Kutas (2002) 
revealed that code-switched words are processed differently from with-
in- language lexical switches. Using an EEG, the authors asked English–
Spanish bilinguals to read sentences in English while ERPs were 
recoded. The sentences, which consisted of both regular sentences as  
in (7) and highly constrained idioms as in (8), included a final word that 
was either a code-switch into the L2 (7a, 8a), a lexical switch (7b, 8b), or  
no switch (7c, 8c).

 (7) a. Each night the campers built a fuego [“fire”].
 b. Each night the campers built a blaze.
 c. Each night the campers built a fire.

 (8) a. Out of sight, out of mente [“mind”].
 b. Out of sight, out of brain.
 c. Out of sight, out of mind.

The results showed that regular and idiomatic sentences resulted in an 
N400 effect (i.e., an ERP component often reflecting semantic process-
ing) at lexical switches (7b, 8b). For sentences with code switches (7a, 
8a), however, the N400 effect only emerged in regular but not idiomatic 
sentences. Finally, proficiency was found to modulate these effects dif-
ferentially in both sentence types, such that higher L2 proficiency was 
associated with earlier peak latency and smaller amplitude of the late 
positive component to code-switches, whereas L1-dominant individuals 
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showed greater N400 amplitudes and earlier onsets for lexical switches. 
Moreno, Federmeier, and Kutas argued that the N400 modulation in 
code-switched versus nonswitched sentences implies that switching does 
not incur a cost in the lexical-semantic integration of the switched word 
into the sentence but that code-switches are treated as an unexpected 
event at a nonlinguistic level. This implies that “language switching costs 
arise from outside the bilingual lexico-semantic system, and originate 
from competition between task schemas that coordinate the output of 
the lexico-semantic system with the response task” (Van Hell, Litcofsky, 
& Ting, 2015, p. 466). Similar results were later reported in Liao and 
Chan (2016).

Among the many subcortical structures that are responsive to a change 
in language is the caudate. Evidence of this comes from studies (e.g., 
Abutalebi, Miozzi, & Cappa, 2000) which demonstrate that damage to 
the caudate results in inappropriate code-switching, as was seen in (3). 
Based on these and other results, Abutalebi and Green (2008) elaborated 
on five brain regions that are involved in language switching – each of 
which have distinct and complementary functions in negotiating the cog-
nitive demands of language control. These are: the left dorsolateral PFC, 
anterior cingulate cortex (ACC), caudate nucleus (a subcortical struc-
ture belonging to the basal ganglia), and bilateral supramarginal gyri. 
Luk et al. (2012) conducted a meta-analysis to evaluate Abutalebi and 
Green’s hypotheses of the bilingual subcortical-cortical control network. 
The analysis included ten fMRI or PET studies examining a total of 106 
bilinguals. The results identified ten key brain areas, that were largely left  
lateralized and frontal, which were involved in language switching across 
the studies. Although there was no significant engagement of the ACC or 
the supramarginal gyri (Abutalebi & Green, 2008), the results were con-
sistent with Abutalebi and Green’s account that there is a frontal- subcor-
tical circuit involved in language switching (see also Green & Abutalebi, 
2013, for a proposed set of neural correlates that underlie eight control 
processes in bilingual speech production).

Further support for Abutalebi and Green’s (2008) proposal was pro-
vided by Lei, Akama, and Murphy (2014). In this study, Korean–Chinese 
early bilinguals participated in two production tasks: A conventional 
switching task in which either the L1 or L2 is used in each trial, but 
 randomly changes from trial to trial; and a novel experimental design in 
which language switching occurs within each trials, alternating in either 
L1-L2 or L2-L1 translation directions. The results from the trial-to-trial 
switching experiment showed that key brain areas included the bilateral 
occipital lobe, temporal lobe, and some discrete regions. However, the 
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results from the within-trial switching showed more activity along the 
connecting regions around the left fusiform, left and right lingual, and 
left supramarginal gyri. The study demonstrates the effects of task diffi-
culty: In the case of focused simultaneous word translation (i.e., in which 
switching occurred within trials), bilinguals need more attentive control, 
as reflected by more intense and regulated activations of the correspond-
ing brain areas.

As we have mentioned, language switching involves, among other 
things, the disengagement from one language and engagement with 
another language. In a unique study by Blanco-Elorrieta, Emmorey, and 
Pylkkänen (2018), the researchers were able to dissociate the issue of 
engagement and disengagement by examining American Sign Language 
(ASL)–English bilinguals who often sign and speak simultaneously. 
The individuals participated in two production tasks while MEG was 
recorded. In the first task, individuals named pictures that required them 
to switch back and forth between ASL and English. In the second picture 
naming task, no switching was required: The stimuli were presented in 
solid blocks of English, ASL, and both (code-blends). The two experi-
ments, respectively, allow for a characterization for both switch-related 
and sustained control components of language control. The analyses on 
the MEG data showed that switching from simultaneous to single lan-
guage production – what the authors referred to as “turning off a lan-
guage” – caused increased brain activity in the ACC and dorsolateral 
PFC. However, the reverse (i.e., switching from a single to two simulta-
neous languages, i.e., “turning on a language”) did not. Further analyses 
investigating the connectivity patterns between these regions showed that 
“turning off” a language necessitated stronger connectivity between the 
left and right dorsolateral PFC. The dorsolateral PFC also was found to 
predict ACC activity. Blanco-Elorrieta, Emmorey, and Pylkkänen argue 
that “the burden of language switching lies in disengagement from the 
previous language as opposed to engaging a new language and that, in the 
absence of motor constraints, producing two languages simultaneously 
is not necessarily more cognitively costly than producing one” (p. 9708).

Further evidence that the brain differentially reacts to various types 
of code switches comes from a recent study by Zeller (2020). Russian–
German learners were asked to listen to sentences in Russian that 
included code switches in German. The code switches were either whole 
prepositional phrases or only their head noun. ERPs revealed different 
patterns for switches at nouns versus prepositions at time windows 100–
200 ms, 200–500 ms, and 500–800 ms. For noun switches, there was a late 
positive component, whereas switches at prepositions resulted in a broad 
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early negativity immediately followed by an anterior negativity with a 
posterior positivity. In the latest time window analyzed (800–100 ms), 
however, switches at prepositions resulted in broad positivity in line with 
switches at nouns. Zeller interpreted this as an indication that the late 
positive component is either independent from or less sensitive to struc-
tural aspects of switching. In all, the results of Zeller’s study demonstrate 
that the psycholinguistic processes that underpin code-switching appear 
to be more heterogeneous and complex than previously thought.

5.10 Dreaming

If you are a bilingual, you may have been asked in what language you think 
and dream. This likely stems from the belief that dreaming in another 
language is a sign of proficiency. While this claim is unsubstantiated by 
scientific research (and in fact, is partially rejected in an empirical study 
by Sicard & de Bot, 2013, which we will discuss in Section 5.10.2), it does 
imply that even in the sleep state, both languages are available and active 
among bilinguals. In general, people are interested in dreams and what 
they mean but, surprisingly, there has not been much research on bilin-
gualism and dreaming. As is the case with language in conscious thought 
– what scholars such as Pinker (1994) have called prelinguistic mentalese 
– dreaming can also be independent of language. However, when lan-
guage is involved in a dream, most bilinguals (64 percent) have reported 
that they dream in both languages (Grosjean, 2010). The language used 
in the dream appears to be determined by the situation and context. For 
instance, an English–French bilingual who lives in the United States may 
dream in French when dreaming about a visit to the small village in the 
south of France where they studied years before. It would be very odd 
for them to speak in English to the villagers in the dream when they are 
aware that the villagers do not speak English and that they used to speak 
(only) French while studying there. The few studies that have examined 
bilingualism and dreaming have focused on which language(s) are used 
while dreaming and what factors determine this unconscious selection. 
We will discuss these next.

5.10.1 What Determines the Language in Which Bilinguals Dream?

While awake, bilinguals exercise excellent control over their languages, 
as we saw in Chapter 2 and Section 5.9. If the intention is to speak in one 
language versus the other, this is easily accomplished. And if they find 
themselves in situations in which using both languages is appropriate, this 

https://doi.org/10.1017/9781108178501.005 Published online by Cambridge University Press

https://doi.org/10.1017/9781108178501.005


122 Cross-Linguistic Effects of Bilingualism

is perfectly feasible. However, when sleeping, there seems to be much 
less control not only over the topic of a dream, but also the language in 
which bilinguals dream. Although there is little research on dreaming 
and bilingualism, we know that there are several factors that influence 
the language in which bilinguals dream.

One of the earliest studies on language selection and dreaming was 
conducted by Foulkes et al. (1993). In this study, eight German–English 
and eight English–German bilinguals were examined for four noncon-
secutive nights in a sleep laboratory. The native speakers of English lived 
in Zurich and the German L1 speakers lived in Atlanta. The participants 
completed a language questionnaire in which they described their AoA, 
oral competence, and usage by age and context, along with self-ratings 
of their proficiency in English and German. Prior to going to sleep, the 
participants were interviewed and had conversations in either English 
or German. Pre-sleep thought and rapid eye movement (REM) dream 
reports were collected each night in which participants were asked to 
judge the appropriateness of the waking sources of their dream imag-
ery. The results showed that the language in which the pre-sleep inter-
views were conducted significantly affected the language in which they 
dreamed. Furthermore, although the dominant language spoken at the 
research site (i.e., English in Atlanta; German in Zurich) significantly 
correlated with the language mostly used in waking thought, this correla-
tion was much weaker in dreams. The main findings from Foulkes et al. 
are summarized below:

• Bilingualism does not impede dreaming or the contextual appropri-
ateness of language phenomena within dreams. Furthermore, bilin-
gualism does not disrupt the construction of grammatically accurate 
language in dreams (see also Heynick, 1983). This implies that the 
high-level processing systems which serve different languages are most 
likely shared and not separate.

• Language selection in dreaming is modulated most by the contextual 
relevance of an immediate imagined situation. And it is in line with the 
notion that information integrates during REM sleep.

• Pre-sleep priming in a language can influence language selection and 
use in dreams. There is a predictable pattern of language selection and 
dreaming but some may be more related to language proficiency while 
others may be dependent on the site or immediate linguistic context.

In a study by Vaid and Menon (2000), the researchers tested variables 
that may determine the language in which bilinguals compute mental 
arithmetic, think, and dream. The predictor variables that were examined 
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included: (a) the language used in elementary school; (b) the length of 
residence in the L2 environment; (c) the age of onset of bilingualism; and 
(d) the current dominant language. The results revealed that all four vari-
ables correlated with the language in which bilinguals do mental math, 
with (a) and (b) being the strongest predictors. Only (a) and (b) signifi-
cantly predicted the language used when bilinguals think. Finally, among 
the four variables, only (c) did not significantly predict the language in 
which bilinguals dreamed. Furthermore, when comparing the predictive 
power of (a), (b), and (d) on the language of dreaming, (d) was the best 
predicator variable. Overall, the findings suggest that various variables 
influence, to different degrees, the language in which bilinguals dream, 
but that language dominance appears to be most correlated, followed 
by length of residence in the L2 environment. Similar results were later 
reported by Schrauf (2009), who examined language use among Puerto 
Ricans living in Spanish-speaking neighborhoods in central Chicago. 
The participants were grouped according to their English proficiency 
levels: Fluent, high-intermediate, and low-intermediate. These findings 
revealed that fluent individuals reported dreaming, thinking, and swear-
ing in English more than low-intermediate speakers but only marginally 
more than high-intermediate speakers.

5.10.2  Dreaming in a Second Language among Less-Proficient  
Bilinguals

Returning to the natural intrigue surrounding dreaming in an L2 and 
the belief that it may be evidence of proficiency in an L2, a more recent 
study disputed this belief. Sicard and de Bot (2013) tested the following 
hypotheses: (a) a high level of L2 proficiency is not a requirement for 
L2 dreaming; and (b) L2 environments are contributing factors in L2 
dreaming. In the study, 209 international students enrolled in programs 
at a university in the Netherlands were asked to self-assess their L2 pro-
ficiency according to the Common European Framework of Reference 
for Language (CEFR), to state their duration in the L2 environment, 
and to report how often they dream in their L2. Dreaming in an L2 was 
broadly defined and included anything from one word to full-length, 
fluent conversations. The findings demonstrated that participants at all 
proficiency levels reported dreaming in an L2. Furthermore, correla-
tional analyses showed a strong positive correlation between L2 pro-
ficiency and L2 dream occurrences, such that higher proficiency levels 
correlated with more L2 dreams. When analyzing the effect of duration 
in the L2 environment on dreaming in an L2, the findings again showed 
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a significant correlation: The more time spent in the L2 environment, the 
more occurrences of dreams in the L2.

Together, the results suggest that both duration in the L2 environment 
and L2 proficiency correlate to how often a bilingual will dream in an 
L2. They also show that regardless of L2 proficiency level, bilinguals – at 
least those living abroad – dream in their L2. Sicard and de Bot (2013) 
conducted further analyses to see whether it is in fact a combination of 
these factors that influence L2 dream occurrences. Linear regression 
modelling showed that while the environment has some influence on L2 
dream frequency, L2 proficiency was a much better predicator variable. 
Finally, comparisons were made between the number of dreams in the 
L2 in the home country versus living in the L2 environment. In their 
home countries, 78 percent of the participants reported having dreamt in 
their L2. However, during the experimental period in which they were 
living in the L2 environment, this increased to 93 percent, suggesting that 
living in an immersive setting increases the amount of dreams in the L2.

A final note to mention is that making inferences based on participants’ 
recollection of what languages they were speaking in their dreams can be 
challenging. For instance, a Czech–Slovak bilingual from an early study 
(Vildomec, 1963) who also spoke a little Russian, believed that he was 
speaking in fluent Russian during the dream only to realize upon waking 
up that he was actually speaking in a mixture of Czech and Slovak with a 
few Russian words here and there. Other bilinguals in the study reported 
making cross-linguistic errors in their dreams even when they normally 
do not experience interference effects while awake. This implies that the 
control mechanisms that underpin language during consciousness may 
be weakened when languages are present in dreams.

5.11 Summary

For bilinguals, the use and knowledge of one language affects how they 
process the other. As we have seen throughout this chapter, various 
CLI effects can be observed in both language production and compre-
hension across all domains of linguistics. In Section 5.2, we started by 
broadly exploring the concept of transfer, both negative and positive, 
and in forward and reverse directions. In doing so, we identified various 
classifications of CLI across the ten dimensions put forth in Table 5.2 by 
Jarvis and Pavlenko (2008). Following this, we reviewed key studies on 
phonological (Section 5.3), lexical (Section 5.4), morphological (Section 
5.5), and syntactic (Section 5.6) transfer along with other types such as 
discursive, pragmatic, and sociolinguistic (Section 5.7). While it appears 
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that identifying types of CLI is fairly easy, there are a number of factors 
that can determine the degree to which transfer emerged or whether it 
happens at all. In Section 5.8, we noted that several of modulating factors 
have been identified, with language dominance, input frequency, and 
cross-linguistic similarity being the most studied.

Following our discussion on transfer, in Section 5.9 we transitioned to 
review other phenomena that arise when two languages exist in one mind, 
namely the ability to switch between the two language systems. In doing 
so, we looked at theoretical models that explain what facilitates language 
switching and what empirical studies tell us about the neural and electro-
physiological activity that arises in language switching. Finally, in Section 
5.10 we addressed dreaming and bilingualism. Although there is rela-
tively little research in this area, we know that there are a number of fac-
tors that determine in what language bilinguals dream and that dreaming 
in an L2, contrary to popular belief, does not necessarily require or imply 
fluency in that language.

Review Questions

1. Discuss what is meant by “a bilingual is not two monolinguals in one 
person” (Grosjean, 1989, p. 3).

2. Describe some of the positive and negative effects arising from CLIs.
3. Discuss factors that affect the extent to which transfer occurs across 

languages.
4. Describe the different types of code-switching that have been identi-

fied by researchers in bilingualism.
5. Identify the factors that can determine the language in which bilin-

guals dream.

Further Reading

Elgort, I., Siyanova-Chanturia, A., & Brysbaert, M. (Eds.). (2023). Cross-language 
influences in bilingual processing and second language acquisition. Benjamins.

Jarvis, S., & Pavlenko, A. (2008). Crosslinguistic influence in language and cog-
nition. Routledge.

Schwieter, J. W. (Ed.). (2015). The Cambridge handbook of bilingual processing. 
Cambridge University Press.

Tokowicz, A. (2015). Lexical processing and second language acquisition. 
Cambridge University Press.

https://doi.org/10.1017/9781108178501.005 Published online by Cambridge University Press

https://doi.org/10.1017/9781108178501.005


Learning Objectives

• Explore the notion that a bilingual brain may be a default, rather than 
an exception.

• Learn how concepts and words are mentally represented among 
bilinguals.

• Examine prominent models explaining how words are mapped onto 
concepts.

• Discover the degree of conceptual overlap between languages.

6.1 Introduction

Bilingualism, as we have defined it in Chapter 1, represents 60 percent 
of the world’s population. Thus, it may be more appropriate to approach 
the multilingual mind as the default rather than an anomaly (Libben 
& Schwieter, 2019; Vaid & Meuter, 2017). In coming to this potential 
realization, researchers have kept sharp focus on two enduring ques-
tions: Is the mental lexicon of bilinguals integrated or separate? And are 
words accessed from the lexicon in a selective or nonselective manner? 
(See Kroll, 2017, for a review.) In light of the ample evidence that bilin-
guals can never completely “turn off” a language (see Chapter 2; but 
see Schmid, 2010, for a discussion on extreme cases of language attri-
tion) and that a bilingual’s two languages are constantly active to some 
degree, nonselective, dynamic explanations seem to be favored. In this 
chapter we will review these accounts by starting with a discussion on 
how our exploration of the bilingual mental lexicon allows for the oppor-
tunity to understand more deeply how lexical and conceptual knowledge 
interact and coexist in the mind (Section 6.2). Following this, in Section 
6.3, we will look at how concepts are represented and distributed in 
the bilingual mind as evidenced by both behavioral and neuroscientific 
findings. We then synthesize important theoretical models explaining 
word-to-concept mapping in the bilingual memory (Section 6.4) and dis-
cuss important issues such as how the mind accommodates overlapping 

C H A P T E R  S I X
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concepts in the context of bilingual/multilingual development (Section 
6.5). In Section 6.6 we review connectionist models, and we conclude the 
chapter in Section 6.7.

6.2 The Bilingual Mental Lexicon as the Default

Libben and Schwieter (2019) discuss how an integrated lexical system 
can acquire, maintain, couple, and decouple the lexical elements of two 
or more languages. The authors build on claims by Libben, Goral, and 
Libben (2017a), which argue that modeling the bilingual mental lexicon 
requires an understanding of dynamicity and integration both as indi-
vidual constructs and in their interactions with one another and key 
phenomena in bilingual lexical processing. New developments in men-
tal lexicon research, which we will discuss throughout this chapter, have 
offered further implications for multilingual development and mainte-
nance. Since the multilingual lexicon requires different languages to be 
separated yet interactive, Libben, Goral, and Libben argue that it must 
be a cognitive system that is organized in a way that it can act in a con-
nected or isolated manner under dynamic conditions.

As noted by Libben and Schwieter (2019), the term mental lexicon is 
primarily rooted in psycholinguistics and, with regard to bilingual lexical 
access, our understanding has been widely informed by a single experi-
mental paradigm: the lexical decision task. In this task, participants are 
presented with a string of letters on the screen and are asked to press a 
“yes” or “no” button as quickly and accurately as possible to indicate 
whether or not the string of letters is a real word. In the many lexical 
decision studies, the findings are sensitive to differences associated 
with lexical characteristics such as frequency, length, correctness, and 
part of speech. Libben, Goral, and Baayen (2017b) argue that the role 
of structurally complex words (e.g., compounds, multimorphemic, etc.) 
has consequences for the architecture of the multilingual lexicon and, 
thus, morphological complexity should be accounted for in psycholin-
guistic models of the mental lexicon. Structurally complex words (e.g., 
handy), for instance, are linked to simple words (e.g., hand) yet remain 
idiosyncratic in character. Accordingly, a core feature of the bilingual 
mental lexicon is the ability to manage lexical and morphological inter-
ference. According to Zhang, Van Heuven, and Conklin (2011) and 
Libben, Goral, and Baayen (2017b), connections within the multilingual 
lexicon do not involve whole words, and subword primes in an L2 facil-
itate compound recognition in an L1. In the upcoming sections we will 
unpack these claims by discussing how concepts are represented in the 
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bilingual memory, along with prominent theoretical models that depict 
the architecture and functionality of the bilingual mental lexicon.

6.3 Conceptual and Lexical Representation in Bilinguals

Research in cognitive neuroscience demonstrates that for monolinguals 
and bilinguals, lexical and grammatical subsystems are connected to 
one another and to other cognitive (nonverbal) systems (Pulvermüller, 
2003). Under this assumption, concepts “are organized in terms of 
distributed representations [in which] conceptual representation in 
memory entails linked sensory, action, and linguistic-semantic knowl-
edge” (Athanasopoulos, 2015, p. 275; see also Section 3.3.1). The exis-
tence of language- or culture-specific conceptual units can be seen in 
concepts such as colors. For instance, Thierry et al. (2009) examined 
brain activation when processing colors such as blue and green among 
Greek and English monolinguals. Because Greek has two basic terms 
for blue, according to the degree of lightness, there was more brain 
activity when Greek speakers conceptualized blue compared to the 
English speakers. These contrasts were not apparent for green as this 
color only has one label in each language. Studies such as Thierry et 
al. demonstrate that for the most part, concepts across languages and 
cultures are not totally equivalent but rather share various degrees of 
overlap (Jarvis & Pavlenko, 2008). Other evidence of the nonequiva-
lent nature of  conceptual representations for bilinguals comes from 
 processing  emotion words in translation and lexical priming  experiments. 
For example, Pavlenko (2009) notes that the Greek noun stenahoria 
is  conceptually distributed to several notions in English  ranging from 
 discomfort to sadness or suffocation.

Important to our conversation about the overlapping nature of con-
cepts and the words that represent them in the two languages is the 
role of cognates, or words that have phonological and/or orthographic 
meaning across languages. Studies show that processing cognates is 
modulated by the degree to which they phonologically and orthograph-
ically overlap (Comesaña et al., 2015; Dijkstra et al., 2010). In a recent 
study by Carrasco-Ortiz, Amengual, and Gries (2021), a group of L1 
English learners of Spanish and a group of Spanish–English heritage 
bilinguals participated in lexical decision tasks in English and Spanish 
containing noncognates and cognates. The researchers were interested 
in seeing whether cognates with different degrees of phonological and 
orthographical overlap are equally represented in the bilingual lexicon 
and whether there are differences in cross-language competition when 
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processing cognates in the L1 versus in the L2. The results demonstrated 
that cross-language orthographic and phonological similarity affected 
visual word recognition for both groups. Larger facilitation effects were 
observed when the orthographic overlap was greater. Phonological simi-
larity, however, appeared to be dependent on the participants’ language 
environment (i.e., English) rather than language dominance (i.e., English 
or Spanish), as evidenced by the stronger effect of English phonological 
representations on Spanish word recognition than the opposite direc-
tion. Overall, the findings support connectionist models such as the BIA 
Model that we discussed in Chapter 2, which we will also look at in more 
detail later in this chapter.

Finally, there are several phenomena associated with conceptual 
representation – including conceptual coexistence, transfer, shift, con-
vergence, restructuring, and attrition – that appear not to be mutually 
exclusive. Complicating these issues, bilinguals may experience a com-
bination of these phenomena at different developmental stages, which 
are modulated by various individual differences and external factors. 
In a review of conceptual representation in bilinguals, Athanasopoulos 
(2015) notes three fundamental assumptions, namely that it is: (a) dis-
tributed and multimodal; (b) shaped by cross-linguistic and cross-cultural 
variation of concepts; and (c) is developmental in nature such that the 
emergent links between concepts and their lexical representations can 
strengthen and weaken. 

These three points have been further elaborated in several prevalent 
models, laying the groundwork for our understanding of the bilingual 
memory store and the process of lexical access during word recognition 
and production. We will look at these models next and organize them 
according to their emphasis on word-to-concept mapping, the distributed 
and overlapping nature of conceptual representation, or whether they 
take a connectionist approach.

6.4 Modeling Word-to-Concept Mapping and Mediation

Significant strides have been made with respect to modeling the bilin-
gual memory and understanding how words are activated and accessed 
during speech production and perception. An appropriate starting point 
is to first discuss some hypotheses regarding the relationship between 
concepts and the lexical items that are mapped onto them, along with 
how activation flows through the conceptual and lexical systems. While 
some models, as we will see, hold that as concepts and words are acti-
vated and retrieved from the bilingual memory, the flow of activation is 
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lexically mediated for both languages, other models favor a conceptually 
mediated procedure.

6.4.1 Word Association and Concept Mediation Models

Perhaps the earliest hypotheses explaining the architecture of the bilin-
gual memory came from Potter et al. (1984). In their study, the research-
ers put forth and tested two opposing accounts: The Word Association 
and Concept Mediation Models. The Word Association Model holds that 
for bilinguals, L2 words are connected to their conceptual representation 
only by association with their equivalent L1 words (see Figure 6.1a). The 
Concept Association Mediation Model, on the other hand, argues that 
L2 and L1 words are both directly connected to their conceptual repre-
sentation (Figure 6.1b). The two models are examples of lexically and 
conceptually mediated processes, respectively.

Potter et al. conducted a set of experiments among highly proficient 
Chinese–English bilinguals and nonfluent English–French learners. Both 
groups were asked to complete word naming, picture naming, and word 
translation tasks, and an additional subgroup of Chinese–English bilin-
guals also semantically categorized words and pictures. The researchers 
hypothesized that if the Word Association Model could accurately pre-
dict the performance in these tasks, the participants should have quicker 
responses to L1 words than picture naming. Particularly, naming pictures 
in the L2 should be slower because participants must first identify the L1 
name of the picture. On the other hand, if the Concept Mediation Model 
is accurate, pictures and words should elicit the same relative level of 
difficulty. The results showed that both highly proficient and less profi-
cient participants had similar processing patterns: When the task was to 
produce an L2 word, participants were slower to do so from a picture cue 

Figure 6.1 The Word Association Model (a) and the Concept Mediation Model (b)
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versus a to-be-translated L1 word. Given the assumption that concepts 
common to both words and pictures are activated and retrieved through 
task-specific processing that appears to be similar for both word and pic-
ture input, Potter et al.’s results align with the Concept Mediation Model 
but cannot be explained by the Word Association Model, suggesting that 
there is a direct association between L1 and L2 words.

6.4.2 Revised Hierarchical Model

One of the most influential models of bilingual memory is the RHM  
(Kroll & Stewart, 1994), shown in Figure 6.2, although we will also review  
later in this section some enduring criticism that it has faced over the 
years. In many ways, the RHM brings together and refines predictions 
from the Concept Mediation and Word Association Models with the 
developmental caveat that conceptual and lexical links (and, thus, the 
mediation and path of activation) have differential strengths. The model 
holds that L2 proficiency is a modulating factor of these links, such that 
at the beginning stages of L2 acquisition learners are heavily reliant on 
existing links between their L1 words and their conceptual representa-
tions before developing the ability to mediate directly between 
L2 words and concepts. As L2 proficiency increases, and consequently 
L2 lexical-conceptual links strengthen, there is less need to associate L2 
words with their L1 equivalents to access meaning.

As seen in Figure 6.2, the RHM demonstrates a bilingual memory in 
which the size of the L1 and L2 lexicon is notably different, demonstrat-
ing distinct proficiency levels in the two languages. The model assumes 
weak and strong conceptual and lexical links, as depicted by the dotted 
and solid lines, respectively. The strongest path for L2 to L1 translation, 

Figure 6.2 The Revised Hierarchical Model 
Source: Kroll and Stewart (1994).
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for instance, is through association with the L1 word. Nevertheless, with 
increases in L2 proficiency, the L2 to L1 translation path may be concep-
tually mediated due to the fact that L2 words increasingly become more 
strongly mapped onto concepts. It appears as though the opposite may 
be true for the reverse direction: Conceptual mediation is the preferred 
and more efficient path of lexicalization for L1 to L2 translation (Kroll 
et al., 2010).

In Kroll and Stewarts’ (1994) well-cited study, Dutch–English bilin-
guals completed picture and word naming tasks presented in either 
semantically categorized or randomized lists. The results showed that pic-
ture naming and word translation were both slower when lists included 
items belonging to the same semantic category. However, this category 
interference effect was no longer observed when the experiment alter-
nated between picture naming and word naming. Furthermore, and 
most important from the study, in a third experiment comparing word 
translation in both directions, again in categorized or randomized lists, 
the results showed that category interference occurred when trans-
lating words from L1 to L2 but not in the reverse direction. Kroll and 
Stewart interpreted these findings as evidence for three key implications: 
(a)  That the two translation directions engage different interlanguage 
connections; (b) that there is differential reliance on lexical and concep-
tual links; and (c) that the role of language proficiency is a determining 
factor of bilingual memory representations. In a later paper, Kroll et al. 
(2010) note that in the RHM’s original form, it was incorrectly assumed 
that the weak link between L2 words and the conceptual store was bidi-
rectional but that the asymmetry is more critical for production versus 
recognition (see Kroll et al., 2002; Schwieter & Sunderman, 2009).

There are a few shortcomings of the RHM which have drawn criticism 
from some researchers. First, the model has difficulties accounting for 
translation equivalence and a shift in language dominance that is often 
observed in bilingualism, particularly in cases where individuals move 
to environments where their L2 is the majority language and thus must 
rely mostly on it for communication. Studies on code-switching behavior 
(Heredia, 1997) and lexical access among bilinguals who have experi-
enced a shift in language dominance (Basnight-Brown & Altarriba, 2007) 
have reported faster access to words in the L2, which was more dominant 
at the time of the studies (see Basnight-Brown, 2014, for a review).

Furthermore, it has been argued that the storage of L2 words may not 
necessarily be confined to the lexicon but may be represented as both lex-
ical and conceptual entries if the words are acquired in an environment 
in which form and meaning are emphasized  (Ferré,  Sánchez-Casas, 
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& García, 2000; La Heij et al., 1996). For example, Duyck and Brysbaert 
(2004) reported that both balanced and less proficient Dutch–French 
bilinguals showed evidence of forward (L1-L2) and backward (L2-L1) 
translation priming effects, suggesting that even at a low L2 proficiency 
level, conceptual mediation is possible. The researchers argued, con-
trary to the RHM, that it is possible for less-proficient L2 leaners to 
access the visual, auditory, and semantic representations of L2 words 
directly, without the need to rely on their lexical equivalents in the 
L1. Similar effects of semantic influence on L2 lexical processing were 
observed in another study by Duyck and Brysbaert (2008) among 
Dutch–English–German trilinguals, but this time only in backward 
translation. The authors explained the findings as evidence that lexi-
cal form overlap between translation equivalents affects the degree of 
semantic activation, a notion which dual route models of word trans-
lation do not address. Additional findings suggesting concept media-
tion in backward translation were reported in a priming experiment by 
Schoonbaert et al. (2009), in which the authors argued that L1 words 
have richer semantic representations than L2 words. Consequently, L1 
primes activate large parts of semantic nodes connected to L2 words 
whereas L2 primes activate a smaller percentage of the semantic node 
mapped onto L1 words.

Brysbaert and Duyck (2010) further elaborate these hypotheses in a 
systematic review of empirical research on the RHM. In their paper enti-
tled “Is it time to leave behind the Revised Hierarchical Model of bilin-
gual language processing after fifteen years of service?,” the researchers 
highlighted some limitations of the model including that:

• there is little evidence for separate lexicons and language-selective 
access;

• the inclusion of excitatory connections between translation equiva-
lents at the lexical level is likely to impede word recognition;

• the conceptual connections between words in the L2 are stronger than 
is suggested; and

• there is evidence of distinctions between language-dependent and 
language-independent semantic features.

Brysbaert and Duyck’s (2010) view of the bilingual memory and word 
processing aligns with connectionist approaches, which we will discuss 
in Section 6.6. The authors state that although both lexical and semantic 
routes exist, what is critical is the extent to which each path contributes 
to overall activation. The authors argue that while one path is not nec-
essarily faster than the other, there may be stronger connection weights 
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(e.g., from L2 to L1 lexical nodes and from L1 to L2 semantic nodes) that 
consequently influence the degree of activation.

A final criticism of the RHM is that to consider word translation 
 equivalents that share semantic qualities is problematic (Duyck & 
Brysbaert, 2004) and, similarly, to assume that during word retrieval, 
the same conceptual representations are accessed from both languages is 
potentially erroneous (Jared, Pei Yun Poh, & Paivio, 2013). Indeed, some 
concepts only exist in one language and, therefore, cannot be linked to a 
lexical item in another language (Pavlenko, 2009). We will now discuss 
some of the models that have addressed the degree of overlap in the 
bilingual conceptual system.

6.5  Modeling the Degree of Overlap of Conceptual  
Representations

During the 1990s and beyond, other models of bilingual conceptual repre-
sentation and word processing entertained the notion that concepts in both 
languages do not fully overlap. The degree of such overlap is accounted for 
in these models. As a rudimentary example, consider the concept CAT. 
While a cat, as a living mammal, is the same regardless of the language 
one speaks, is CAT really the same for an English speaker as for a Spanish 
speaker? In other words, when asked to visualize a cat, is this mental pic-
ture and the associated attributes the same? Because of diverse language 
backgrounds and experiences, the answer is likely to be no. In this section, 
we will look at models that have addressed the potential distributed and 
overlapping nature of conceptual representation in bilinguals.

6.5.1 Distributed Feature Model

A more elaborate illustration of the CAT example just described can be 
explained through a model which depicts the distributed features that are 
shared between languages. It has been found that there are processing 
differences between concrete words (e.g., pencil, a word whose  concept is 
highly concrete, making it easily visualized) compared to abstract words 
(e.g., sadness, a word whose concept is much less concrete, making it 
difficult to form an image representing it), such that translating concrete 
words is faster than abstract words (De Groot, 1992; Paivio, 1986; van 
Hell & de Groot, 1998). In the study by Paivio, it was also reported that 
concrete translation equivalents show greater semantic similarity in free 
association compared to abstract translation equivalents (see Paivio, 
2010, for a further discussion).
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The first bilingual model to capture these hypotheses was de Groot’s (1992) 
Distributed Feature Model (DFM). In the model, concrete word translations 
are hypothesized to share more “conceptual nodes” than abstract words. 
As such, during lexical access, increased semantic overlap between concrete 
translations causes increased spreading activation, which, in turn, facilitates 
translation speed. Returning to our pencil and sadness examples of concrete 
and abstract words, respectively, the DFM would account for the degree of 
overlap in conceptual nodes differentially between these two types of words, 
as shown in the English–Spanish examples in Figure 6.3.

In a subsequent study supporting the DFM, van Hell and de Groot 
(1998) asked Dutch–English bilinguals to verbally produce the first word 
that came to mind when seeing target words in four different task con-
ditions. The conditions included two within- and two between-language 
associations: Dutch stimulus/Dutch response; Dutch stimulus/English 
response; English stimulus/English response; and English stimulus/
Dutch response. The target words included nouns and verbs that varied 
in terms of their concreteness and cognate status. The results showed that 
for both within- and between-language contexts, retrieving an associated 
word was easier for concrete compared to abstract words, for cognates 
compared to noncognates, and for nouns compared to verbs. The authors 
argued that the findings support the DFM and extend its predictions such 
that certain translation and word types (e.g., concrete nouns and cog-
nates) share larger parts of their conceptual representations than others 
(e.g., abstracts nouns, noncognates, and verbs). Van Hell and de Groot’s 
study offers evidence that word-type processing effects in bilinguals may 

Figure 6.3 The Distributed Feature Model, showing different spreading activation for 
concrete translations (a) and abstract translations (b)
Source: De Groot (1992).
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be attributed to the extent to which their conceptual (and potentially 
orthographic and/or phonological) features are shared.

6.5.2 Shared Distributed Asymmetrical Model

Another model that emphasizes the complex overlapping nature of 
conceptual representations in bilingualism is the Shared Distributed 
Asymmetrical Model (SDAM; Dong, Cui, & MacWhinney, 2005). As 
in the RHM and DFM, it is assumed that there are two separate lexical 
stores for each language, with the L1 lexicon being larger than the devel-
oping L2 lexicon. Similarly, the differential strengths of associations 
between words and concepts are shown by the darkness of the lines, with 
dotted lines being weaker than solid ones. As shown in Figure 6.4, the 
SDAM is distinct in that it posits a common (shared) conceptual store 
for both languages but also two additional, smaller conceptual stores that 
are specific to each language.

In the study by Dong, Cui, and MacWhinney (2005), Chinese univer-
sity students majoring in English participated in a classic priming exper-
iment and a semantic-closeness ranking task. In the first experiment, 
participants saw a string of letters in English or Chinese immediately fol-
lowed by either a real word in English or Chinese or a nonword. They 
were asked to determine whether the second string of letters was a real 
word or not by button press. In line with previous work (Kroll & Stewart, 
1994), the results showed evidence for a shared conceptual storage, with 
asymmetrical links between L1 and L2 words and their conceptual rep-
resentations. In the second experiment, participants were given target 
words that were accompanied by eight critical words, seven  of which 

Figure 6.4 The Shared Distributed Asymmetrical Model
Source: Dong, Cui, and MacWhinney (2005).
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were related to the target and one which was completely unrelated. The 
participants were asked to rank the eight words in terms of how closely 
they were semantically related to the target as shown in (1). Interestingly, 
some of the critical words to be ranked were more associated with one lan-
guage or the other. For example, among the critical words from the study 
shown in (1), jealousy may be more strongly associated with the English 
target word green than in its Chinese translation equivalent, given that in 
English, there exists a saying “green with envy” but not in Chinese.

 (1) Target word: green
  Critical words: yellow, light, speak, silly, young, tree, color, jealousy

The results from Experiment 2 indicated that bilinguals integrated con-
ceptual differences across translation equivalents but also “demonstrated 
a ‘separatist’ tendency to maintain the L1 conceptual system in the repre-
sentation of L1 words and to adopt the L2 conceptual system in the repre-
sentation of L2 words” (Dong, Gui, & MacWhinney, 2005, p. 221). Other 
research has also used semantic rating tasks to examine the semantic over-
lap between translations and has found that words that share a translation 
meaning have stronger associations and are perceived as more semanti-
cally similar (Degani, Prior, & Tokowicz, 2011; Jiang, 2002). In a study by 
Degani and Tokowicz (2010), English speakers were taught Dutch words 
that either shared or did not share an English translation. The results 
showed that ambiguous words were more difficult to learn compared to 
words with translation equivalents. Upon eventually learning the words, 
the ambiguous Dutch words were consistently translated more slowly into 
English compared to those with translation equivalents. Furthermore, 
and more importantly, was the observation that lexical access and future 
retrieval were affected by whether there was a one-to-one mapping or 
one-to-many mapping of concepts in Dutch. The results of Degani and 
Tokowicz’s study support the SDAM’s hypothesis that when there are 
multiple translations between L1 and L2 words, many more concepts 
become activated compared to when there is a single translation between 
the two languages. Consequently, more time is required to retrieve the 
appropriate response. In addition to our understanding of the bilingual 
memory store, the SDAM has some pedagogical implications which can 
inform educational models of L2 learning (see Tytus, 2014, for a review).

6.5.3 Bilingual and Trilingual Modified Hierarchical Models

Many of the models we have discussed thus far focus on the relation-
ship between word forms and meanings and examine factors such as 
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the  strength of conceptual and lexical links and retrieval speeds. 
However, few studies address the nature of the representation itself, 
particularly from a developmental perspective. It has also been 
shown that conceptual restructuring occurs when new words accom-
modate word-to-concept mapping (Athanasopoulos, 2009, 2011; 
Athanasopoulos & Kasai, 2008; Cook et al., 2006). For instance, in 
the well-studied area of color concepts, it has been reported that, for 
bilinguals, color categories of an L1 can influence those of the L2, and 
vice versa (Pavlenko et al., 2017), and that conceptual category adjust-
ment of colors in general occurs during L2 acquisition (Matusevych, 
Beekhuizen, & Stevenson, 2018).

Pavlenko (2009) proposed the Modified Hierarchical Model (MHM), 
a multimodal representation of the bilingual conceptual system consist-
ing of categories that are fully shared, partially overlapping, or entirely 
language-specific. The MHM presents a dynamic account of lexical and 
conceptual processing which addresses conceptual restructuring and 
transfer. According to the model, lexical concepts are multimodal men-
tal representations that are inclusive of auditory, visual, kinesthetic, and 
perceptual information, and are stored in the implicit memory. These 
representations are not static and, therefore, dynamically change with 
language development and experiences. Furthermore, they are sensitive 
to other individual differences.

As shown in Figure 6.5, L1 and L2 words have asymmetric links 
connecting them to a conceptual store (as in the RHM), that is, not a 
single, shared entity, but rather a complex system of representations 
that range from fully shared, partially shared, or not shared between 
the two languages. Critically, and unique to the model, is that unlike 
approaching L2 development as being built around the strengthening 
of direct links between L2 words and concepts, the MHM views L2 

Figure 6.5 The Modified Hierarchical Model 
Source: Pavlenko (2009).
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learning as “conceptual restructuring and development of target-like lin-
guistic categories” (Pavlenko, 2009, p. 150).

The MHM can be easily adapted to make predictions about the bilin-
gual memory system when more than two languages are involved. These 
attempts were made by Benati and Schwieter (2017) and further dis-
cussed in Libben and Schwieter (2019). In the multilingual version of the 
MHM, the Trilingual Modified Hierarchical Model (TMHM) similarly 
argues that concepts can be fully shared, partially shared, or language‐
specific, but that both L2 and L3 word learning can trigger conceptual 
reorganizing. The model is shown in Figure 6.6.

The predictions of the TMHM address the complex issue of transfer and 
the effects of parallel language activation on how bilinguals process lan-
guages. The model posits that with proficiency development in the L2 and 
L3, stronger conceptual links are developed between the conceptual store 
and words in both languages; however, whether L3 words are associated 
with L1 or L2 words is unclear, as noted by Benati and Schwieter (2017):

The addition of an L3 implies that lexical mediation from the L3 to the 
L2 can occur, although empirical support would be needed to tease apart 
whether the preferred path of lexical mediation for the L3 would be via L1 
or L2 words and whether these things are modulated by other factors. For 
instance, when an English (L1), Spanish (L2), Italian (L3) language learner 
is asked to name an L3 word (e.g., gatto), he/she may have to access its mean-
ing by first associating it with the L2 word (e.g., gato) rather than with the 
L1 word cat. L3‐to‐L2 word association may be sensitive to factors such as 
cognate status, language typologies, lexical robustness (i.e., an element of 
proficiency in which automaticity of word retrieval is due to the familiarity 
with and frequency of its access; Schwieter & Sunderman, 2008, 2009), and 
overall proficiency level (p. 267).

The TMHM demonstrates that the cognitive dynamics of bilingual pro-
cessing can be generalized to trilingual (and, in principle, n‐lingual) 
cognitive architectures (Libben & Schwieter, 2019). Although cases of 
simultaneous bilingualism from early childhood are common, language 
learning among adolescents and adults typically develops across the 
lifespan. The consequence of this, as hypothesized in the TMHM, is that 
the multilingual lexical-conceptual system is always in a dynamic state 
of readjustment, where words can be recoupled and decoupled and the 
degree of conceptual overlap across the three languages changes as a 
result of an individual’s unique language experiences. The specific nature 
of these experiences and individual differences, along with their effects 
on language processing and cognition in general continues to be a fruitful 
area for future research.
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6.5.4 The Sense Model

Asymmetrical effects in cross-language priming have been consistently 
reported in the literature such that primes in an L1 speed up the rec-
ognition of their L2 translation equivalents but not vice versa (Gollan, 

Figure 6.6 The Trilingual Modified Hierarchical Model
Source: Benati and Schwieter (2017).
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Forster, & Frost, 1997; Jiang & Forster, 2001; Xia & Andrews, 2015; see 
Basnight-Brown & Altarriba, 2007, for a review). The RHM accounts for 
this finding, as noted in Section 6.4.2, by suggesting that because there is a 
weak link between the L2 lexicon and the conceptual store, primes in the 
L2 are unable to automatically activate their meaning, and thus do not 
produce significant L2–L1 effects. The opposite holds for priming in the 
L1–L2 direction: Because there is a strong link between the L1 lexicon and 
conceptual store, L1 primes quickly activate their corresponding concepts, 
and thus facilitate the retrieval of the L2 words also mapped onto them.

What is difficult for the RHM to account for, however, is that 
within-language masked repetition effects have also been found in the 
L2: Bilinguals are faster to respond to L2 words (e.g., cat) when preceded 
by a masked presentation of the same word but in a different case (e.g., 
“CAT”) compared to a control prime (e.g., “TRUCK”) (Finkbeiner, 
2005; Gollan, Forster, & Frost, 1997; Jiang, 1999; Jiang & Forster, 2001). 
A further complication is that these priming effects may be task sensitive, 
such that translation priming for the L2–L1 direction only emerges in 
semantic categorization but not lexical decision tasks (Finkbeiner et al., 
2004; Grainger & Frenck-Mestre, 1998).

Finkbeiner et al. (2004) hypothesized that the ratio of primed to 
unprimed senses associated with the target will affect translation  priming. 
In the first three of six experiments, the researchers replicated  previous 
findings (Grainger & Frenck-Mestre, 1998) that in a lexical decision 
task, L1 masked primes facilitate L2 lexical decisions but not vice versa 
and that these effects are symmetrical in a semantic  categorization 
task. They argued that in addition to the asymmetrical nature between 
the conceptual store and L1 versus L2 words, semantic categorization 
tasks, as opposed to lexical decision tasks, elicit a filtering out process of 
 category-irrelevant senses (i.e., to eliminate representational  asymmetry) 
from the decision-making process.

Further to the findings from the first three experiments, Finkbeiner et 
al. (2004) argued that the role of polysemy across words in both languages 
can illuminate the differential range of the number of “senses” (i.e., the 
number of different ways that a word is used in the language) that transla-
tion pairs have. One of their examples of a pair of translation equivalents 
with a significantly different number of nonoverlapping senses compared 
to overlapping senses is the Japanese word kuroi and its English transla-
tion black. In Japanese and English, each of these words have many senses 
but perhaps only one of them, COLOR, is in common between the two. 
For example, the senses associated with black can range from drinking 
one’s coffee black and going shopping on Black Friday to having a black 
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sense of humor. But among the senses associated with kuroi are guilty and 
well tanned, neither of which overlap with their English counterpart. In 
the case of an L2 learner, while each of the senses associated with the L2 
word can be acquired, it is likely that even the most proficient L2 learners 
will have more robust senses in their dominant L1 compared to their L2.

In additional categorization and lexical decision tasks, these hypotheses 
were tested by Finkbeiner et al. (2004), but this time in within-language 
(L1–L1) contexts. In this experimental design, words in the participants’ 
L1 (English) with many senses (e.g., “fly”) were coupled with words with 
few senses (e.g., “mosquito”). According to the researchers, when words 
with many senses are used as primes for target words with few senses, a 
similar scenario to the L1–L2 priming direction is created. Likewise, the 
few-to-many priming direction should represent a situation similar to L2–
L1 priming. The results from these within-language priming experiments 
mirrored findings from the first three experiments: During the lexical 
decision task, significant priming effects were observed in the many-to-
few direction (e.g., FLY–mosquito) but no priming was obtained in the 
few-to-many direction (e.g., MOSQUITO–fly). For semantic categoriza-
tion, however, priming was reported in both directions.

Based on these findings, Finkbeiner et al. put forth the Sense Model 
(see Figure 6.7). According to the Sense Model, the degree of overlap 
of the semantic senses between two translations is represented by the 
stripped circles while language-specific senses are shown in grey and 
white. Referencing the black–kuroi example, these stripped circles, 

Figure 6.7 The Sense Model
Source: Finkbeiner et al. (2004).
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therefore, refer to COLOR, since that is the only sense hypothesized to 
be shared between the two languages.

Although additional support for the Sense Model has been reported 
(e.g., Luo et al., 2013; Wang & Forster, 2010), several more recent 
studies have challenged some of its predictions. These criticisms have 
been specifically directed at the model’s claim that the lack of L2–L1 
(noncognate) priming stems from: (a) the inability of L2 primes to 
activate a sufficient proportion of the L1 targets’ senses (Nakayama, 
Ida, & Lupker, 2016; Xia & Andrews, 2015); (b) whether represen-
tations of senses belong to both languages (core representations) or 
to a single language (language-specific representations) (Evans, 2020); 
and (c) what the role of word frequency is (Brysbaert, Mandera, & 
Keuleers, 2018; Chaouch-Orozco, Alonso, & Rothman, 2019, 2021; 
Nakayama, Lupker & Itaguchi, 2018). Other studies have shown that 
increasing the presentation time of an L2 prime (e.g., by as little as 150 
ms) can lead to L2–L1 priming effects (Chen et al., 2014; Lee, Jang, & 
Choi, 2018), thus bringing into question whether only small portions 
of senses at the lexical-semantic level are activated by L2 words. Many 
of these criticisms seem to favor connectionist approaches, which we 
will discuss next.

6.6 Connectionist Models of Bilingual Memory

During the development of many of the aforementioned models, interest 
in connectionist accounts of bilingual memory grew among many research-
ers (see Dijkstra & Rekké, 2010; Zhao & Li, 2010). Connectionist views of 
word recognition and production argue that “processing speeds depend 
on the strength of connection weights between semantic, orthographic, 
and phonological components of the words being processed” (Basnight-
Brown, 2014, p. 11). A key distinction between connectionist models and 
the models discussed in Sections 6.4 and 6.5 is that connectionist models 
are computer- and mathematical-based models which, their proponents 
argue, provide a better examination of the quantitative components 
of language processing and a more precise manipulation of variables 
(Dijkstra et al., 2011). Two important localist-connectionist views we will 
discuss here are the BIA Model, along with its updated versions, and the 
Multilink Model.

6.6.1 BIA Models

As discussed briefly in Chapter 2, the BIA Model (Dijkstra & Van 
Heuven, 1998) assumes that bilingual word recognition is a nonselective 

https://doi.org/10.1017/9781108178501.006 Published online by Cambridge University Press

https://doi.org/10.1017/9781108178501.006


144 Bilingual Lexical and Conceptual Memory

process (i.e., both language nodes are active and competing during pro-
cessing) that consists of four layers of interactive levels. As portrayed in 
Figure 6.8a, when a bilingual sees a word, individual letter features are 
activated, which, in turn, activate the letters matching them. Words in 
both the L1 and L2 that share/include these letters are then activated. 
Finally, a language node acts as a filter, taking into account the degree of 
activation at the word level in order to facilitate the selection of the right 
word in the intended language.

Four years later, Dijkstra and Van Heuven (2002) updated the BIA to 
account for the role of phonology, semantics, and task demands during lexi-
cal access. In this revision, called the BIA+ Model (see Figure 6.8b), the word 
identification system feeds information about the activated representations 
from both languages to “a decision and response selection mechanism oper-
ating as part of a task schema” (p. 195). This extension underscores the com-
plementary relationship between Green’s Inhibitory Control Model (1998) 
(see Dijkstra, 1998, for a discussion). In the BIA+, language nodes are no 
longer hypothesized to serve as language filters; rather, their functions are 

Figure 6.8 The Bilingual Interactive Activation Model (a) and the Bilingual Interactive 
Activation + Model (b)
Source: Dijkstra and Van Heuven (1998, 2002, respectively).
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restricted to “language membership representations within the identifica-
tion system of which the activation level also reflects global lexical activity 
(because all activated words of one language feed activation forward to a 
language node)” (Dijkstra & Van Heuven, 2002, p. 186).

The BIA+ Model is more explicit than its BIA predecessor with regard 
to the time course of bilingual word recognition, the interactions between 
orthographic, phonological, and semantic representations, and language 
membership tags. Furthermore, the BIA+ distinguishes between lin-
guistic and nonlinguistic influences on word recognition performance, 
such that linguistic context affects activation in the word identification 
system but nonlinguistic effects are restricted to the task/decision sys-
tem. However, it does not reveal much about what may be occurring 
during L2 development (Basnight-Brown, 2014; Grainger, Midgley, & 
Holcomb, 2010). In a theoretical account by Grainger, Midgley, and 
Holcomb (2010), the authors bring together “the sequence of changes in 
L1–L2 connectivity that would allow an initial RHM model to develop 
into a BIA model” (p. 275). Their developmental version of the BIA, 
called the BIA-d Model, can be seen in Figure 6.9.

The BIA-d Model explains how individuals who already have an estab-
lished L1 (i.e., late L2 learners) acquire and process L2 words across two 
largely overlapping phases of development. Figure 6.9 shows an example 
of an L1 English speaker learning or using an L2 French word. As shown 
in Figure 6.9a, prior to learning an L2 word the initial state is a set of L1 
word forms (e.g., chair, chain, etc.) that are connected to a distributed 

Figure 6.9 The Developmental Bilingual Interactive Activation Model
Note: Example refers to an L1 English speaker learning the French word chaise (“chair”). 
(a) refers to the initial stage of word learning in an L2; (b) represents the developmental 
changes in connectivity between word forms and semantics as a consequence of gains in 
and exposure to the L2.
Source: Grainger, Midgley, and Holcomb (2010).
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network of semantic representations as posited by the DFM (de Groot, 
1992; see also Kroll & de Groot, 1997). When being presented with a 
new L2 word such as chaise, and either being told (i.e., in classroom 
settings) or finding out (independently) that it means chair in English, 
there is coactivation of L1 and L2 word forms in addition to information 
that specifies to which language the word belongs (i.e., through an L2 
language node). With practice and development, connections between 
the L2 word form, the equivalent word form in the L1, the correspond-
ing semantic features, and the L2 language node strengthen (as shown 
by the dotted, open-ended lines in Figure 6.9b). As noted by Grainger, 
Midgley, and Holcomb, these strengthened connections, in turn, increase 
the degree of cross-language interference which is mitigated by devel-
oping inhibitory control (as shown by the dotted lines ending in circles) 
with both L2 and L1 words that are both formally similar and semanti-
cally incompatible. The developmental changes posited by the BIA-d are 
labeled (a)–(d) in Figure 6.9b and correspond to the following points:

(a) Excitatory connection strengths from L2 word forms to semantics grad-
ually increase;

(b) Inhibitory connections from the L2 language node to L1 word forms 
gradually increase;

(c) Excitatory connections between L2 word forms and the word forms of 
their L1 translates gradually increase, and then decrease as the inhib-
itory input from the L2 language node increases and the L1 clamping 
process is dropped;

(d) Inhibitory connections develop from the L2 word form to other 
orthographically similar words in L2 and L1.

 (Grainger, Midgley, & Holcomb, 2010, p. 278)

6.6.2 The Multilink Model

A final connectionist approach that we will discuss, the Multilink Model, 
is one of the newest models of the bilingual memory and has gained trac-
tion over the last decade or so. It was first developed by Rekké (2010) and 
Dijkstra and Rekké (2010) in response to a need for a unified account of 
lexical-semantic processing (Brysbaert & Duyck, 2010). While the BIA+ 
and RHM were originally conceptualized to explain bilingual word rec-
ognition and production/translation, respectively, the Multilink Model 
offers a localist-connectionist view that accounts for word recognition, 
retrieval, and production processes.

In a recent discussion on the Multilink Model, Dijkstra et al. (2019) 
describe how the model addresses several of the shortcomings found in 
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previous models such as the BIA and BIA+. The authors state that some 
of the Multilink Model’s unique characteristics are that it:

• allows the simulation of monolingual and bilingual processing of 
words that vary in frequency of usage, length, and cross-linguistic 
similarity;

• includes a task/decision system, it allows simulating word  processing 
in psycholinguistic tasks such as lexical decision,  orthographic 
and semantic priming, word naming, and word translation 
 production; and

• can simulate performance of both high and low L2-proficiency bilin-
guals in these tasks [because] lexicon and parameter settings can be 
fine-tuned to L2-proficiency (Dijkstra et al., 2019, pp. 661–662).

As shown in Figure 6.10, a visually presented word first activates several 
lexical-orthographic representations which consequently activate their 
semantic and phonological representations in a language-nonselective 
manner. Language nodes determine language membership and activa-
tion flow is bidirectional.

Figure 6.10 The Multilink Model
Source: Dijkstra et al. (2019).
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A recent study by Vanlangendonck et al. (2020) tested the hypotheses 
of BIA+ and Multilink Models with a specific focus on how stimulus 
list composition and response competition affected the processing of 
cognates and interlingual homographs. The results demonstrated that 
changing a pure stimulus list to a mixed context turned faciliatory effects 
for cognates into inhibitory effects. Increased inhibition for interlingual 
homographs was also reported. The authors interpreted these results as 
evidence that “identical cognates benefit from their shared semantics 
relative to interlingual homographs without meaning overlap, reduc-
ing response competition effects in both pure and mixed stimulus lists” 
(p. 843). These contrastive effects of overlap of cross-linguistic form 
and response competition can be accounted for in both the BIA+ and 
Multilink frameworks.

As noted by Dijkstra et al. (2019), in its present state, the Multilink 
Model takes a simple, holistic view of semantic representations; but it 
does not consider the semantic spreading of activation between associ-
ated representations nor phonological differences in the onset of words. 
Furthermore, it does not directly represent the task/decision system 
(see Green, 1998) that is needed to select representations for output. 
Elaborating a task/decision system may help to offer an account of inter-
lingual homograph processing. Ongoing empirical studies currently are 
testing and refining the model (Goertz, Wahl, & Dijkstra, in preparation; 
Pruijn, Peacock, & Dijkstra, in preparation).

Finally, perhaps the most apparent limitation of the Multilink Model, 
as with other statistical models of this nature, is that (human) computer 
programmers often implement the assumptions of the model, thus bring-
ing into question the ecological validity of the design (Basnight-Brown, 
2014). Although proponents of computational models are aware of this 
limitation, as suggested by Dijkstra et al.’s (2019) statement that “com-
putational modelling of word retrieval requires making hard choices: 
about the general theoretical framework, lexical representations, and 
underlying processing mechanisms” (p. 676), these programming deci-
sions actually present an opportunity: “Making these choices to specify 
a model clarifies one’s thinking about general and specific theoretical 
issues” (p. 676).

6.7 Summary

In this chapter, we began by arguing that it is beneficial to view the men-
tal lexicon as a system that is inherently set up for bi/multilingualism 
(Section 6.2). Because the majority of the world’s population speaks 
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more than one language, considering a “bilingual” mental lexicon as the 
default may be a more accurate way of exploring lexical and concep-
tual memory. Following this discussion, we examined how concepts and 
words are represented in the mind (Section 6.3), with particular empha-
sis on the dynamic, developmental nature of word-to-concept mapping 
and the distributed, overlapping characteristics of semantic representa-
tions. With this background, in Section 6.4 we reviewed several theoreti-
cal models of word processing – including word recognition, production, 
and translation. The first set of models included the Word Association 
Model, which assumed that L2 words are first processed through their L1 
translation equivalent to access their shared meaning, and the Concept 
Mediation Model, which argued that both L1 and L2 words have direct 
access to their meaning. Drawing on these assumptions, the RHM essen-
tially brought the two models together by suggesting that L2 learners 
move from word association to concept mediation as they become more 
proficient in their L2.

In Section 6.5 we then discussed another set of models that offer a 
more detailed account of the conceptual system by emphasizing the 
degree of overlap that exists between conceptual representations in 
the two languages. While the DFM differentiated concrete and abstract 
word translations as having more or fewer overlapping conceptual 
nodes, respectively, the SDAM depicted multiple conceptual stores: A 
shared one for both languages and two smaller, language-specific ones. 
The MHM and TMHM, which are largely informed by the RHM and 
DFM, view the conceptual store(s) as a complex set of representations 
that range from fully overlapping, partially overlapping, or not overlap-
ping between the languages. According to these two models, not only do 
links between concepts and their lexical representations strengthen and 
weaken (as in the RHM), but conceptual restructuring and development 
of target-like linguistic categories occur as a natural part of L2/L3 acqui-
sition. Following our treatment of the MHM and TMHM, we reviewed 
the Sense Model, which considers the role of polysemy in language. 
Although the Sense Model has only been partially supported or refuted 
in subsequent studies, it offers interesting insights on how the number of 
different ways that a word is used in a language (i.e., its “senses”) implies 
different degrees of overlap of lexical-semantic representations.

In Section 6.6, we turned to two localist-connectionist models: The 
BIA/BIA+/BIA-d and the Multilink Models. In the updated version of 
the BIA, the well-cited BIA+, there are two interactive subsystems of 
bilingual word recognition: A word identification subsystem and a task/
decision subsystem. The BIA-d offered a development view of these 
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interactive subsystems. Finally, the most recent model rooted in connec-
tionist traditions is the Multilink Model. Although developments to this 
model are still ongoing (Dijkstra et al., submitted), it offers promising 
new directions that can account for the processing of words that vary 
in frequency, length, and cross-linguistic similarity across several tasks, 
examining production, comprehension, and translation.

Review Questions

1. Discuss support for the notion that, for the brain, bilingualism, as 
opposed to monolingualism, may be a default.

2. Discuss the developmental nature of word-to-concept mapping and 
mediation. How and to what extent do concepts overlap between lan-
guages?

3. How does the Sense Model explain word processing?
4. How do connectionist models differ from models that incorporate dis-

tributed features into their predictions?
5. Explain the architecture of the bilingual mental lexicon as posited by 

the Multilink Model.

Further Reading

Altarriba, J., & Isurin, L. (Eds.). (2014). Memory, language, and bilingualism: 
Theoretical and applied approaches. Cambridge University Press.

Heredia, R., & Altarriba, J. (Eds.). (2014). Foundations of bilingual memory. 
Springer.

Heredia, R., & Cieślicka, A. (Eds.). (2020). Bilingual lexical ambiguity resolution. 
Cambridge University Press.
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Learning Objectives

• Gain insight into the cognitive effects related to bilingualism.
• Review effects of bilingualism in the neuroscientific domain.
• Learn about the mechanisms of cognitive functioning outside the 

language domain.
• Understand the complexity of bilingual effects on cognition and 

neurocognition.
• Gain an understanding of why findings in studies on bilingual effects 

are so inconclusive.

7.1 Introduction

In previous chapters, we have come across many details on linguistic effects 
of bilingualism. In this chapter, we will deal with the following questions:

• What are the consequences of learning and using two languages?
• What is the impact on cognition and on brain structure and function 

when learning and “juggling two languages in one mind”? (Kroll, 2008; 
Kroll et al., 2012).

These rather wide-ranging questions led us to opt for a broad approach 
to this topic. At the same time, we would like to note that this chapter is 
not focused on the bilingual advantage debate, that is, the assumption 
that bilinguals may benefit from bilingualism to such an extent that they 
perform better than monolinguals on a number of cognitive tasks, such 
as the Simon task, and so on. The main problem with current research on 
the bilingual advantage is that there is always at least one study showing 
no effect, sometimes even a disadvantage for the bilingual group. Until 
now, findings from studies conducted on this topic have been seriously 
doubted as some of them have clearly lacked robustness and reliability 
(see criticisms concerning methodological approaches and publication 
biases by de Bruin, Treccani, & Della Sala, 2015; Leivada et al., 2021; 
Paap, 2023; Paap & Greenberg, 2013; Paap et al., 2018; Paap, Johnson, & 

C H A P T E R  S E V E N

Cognitive and Neurocognitive Effects  
of Bilingualism
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Sawi, 2015b). Consequently, a bilingual advantage for the overall bilin-
gual population has been neither proven nor disproven. Some researchers 
have suggested ending the quest for the bilingual advantage (e.g., Paap, 
Johnson, & Sawi, 2016) while others aim to reach a deeper understanding 
(e.g., Dick et al., 2019; Grundy, 2020; Poarch & Krott, 2019; Woumans & 
Duyck, 2015) or to enlarge the scope of the abilities possibly involved in 
the advantage (e.g., Festman & Schwieter, 2019; Greve et al., 2021).

Additionally, there is the famous chicken-and-egg-dilemma: Which 
came first: the chicken or the egg? Since even extremely young infants 
can show differences in their behavior after being exposed to two lan-
guages for a very short time, it is questionable whether all effects can be 
related exclusively to bilingualism. “Does an individual turn out to be 
multilingual because s/he has a higher level of cognitive control? Or does 
being bi- or multilingual train the person’s cognitive control abilities with 
continuous use of two or more languages?” (Festman, 2021, p. 25). A 
two-sided approach is more likely:

• Either one could start off genetically well-equipped in terms of cogni-
tive control abilities, memory capacity, auditory cortex, and eagerness 
to learn and thus develop great bi- or multilingual skills,

• or one could be born into a bi- or multilingual family and acquire 
two or more languages from early on, what might lead to enhanced 
cognitive skills due to additional training of bi/multilingualism)  
(Festman, 2021, p. 25).

Both approaches might ultimately lead to greater language  proficiency 
in two or more languages and to excellent cognitive control abilities. 
Nonetheless, there might be subtle differences when looking at the 
details. Developmental studies (as suggested by Filippi, De Souza, & 
Bright, 2019) with longitudinal designs can help reveal the impact of 
multilingualism on language and cognition more clearly. The dynamic 
changes are due to the interplay among cognitive control, language 
proficiency, and a multifaceted experience which, in turn, may lead to 
processing efficiency and functional neural changes (see Li & Grant, 
2016, for a review). Individual differences in genetics and environmental 
factors are paired with the diverse experiences of multilingual language 
users and lead to heterogeneous speaker profiles (see e.g., Festman, 
Poarch, & Dewaele, 2017, for individual learning trajectories of mul-
tilingual children). Based on the state-of-art concerning this highly 
complex issue, the “interplay between genetics, language use and com-
municative demands as well as general environmental factors yet awaits 
our understanding in general – and of its development in particular” 
(Festman, 2021, p. 25).
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Therefore, in this chapter, we collected and summarized relevant infor-
mation related to bilingualism and corresponding consequences and effects 
across different domains (mainly distinguished by their methodologi-
cal approach). These effects include language processing/performance 
(see Table 7.1) and cognitive processing/performance on cognitive tasks 
(Table 7.2), and on the brain, based on neuroscientific studies (Table 7.3). 
In this way, we have tried to tease apart effects on the mind and conse-
quences directly observed on the brain. Note that this artificial distinction 
is mainly motivated by diverging foci and methods of different scientific 
disciplines as related to the questions listed at the beginning of this section 
(see Chapter 1 on disciplines involved). In the upcoming sections, we will 
explore the various cognitive and  neurocognitive effects of bilingualism.

7.2 Effects of Bilingualism and Necessary Adaptations

Results from infant studies, in particular, have repeatedly demonstrated 
the impact of a bilingual environment on infants’ very early abilities. 
The perceived input from different languages is often characterized as 
unpredictable, since the languages that are heard might change every 
now and then, they might be mixed, and so on. The input is per se vari-
able, because it offers a rich perceptual stimulation due to two languages 
being involved, with their different sounds, intonations, stress patterns, 
cultures, gestures, etc. What is more, the idiosyncratic way individual 
speakers use their languages multiplies if multilinguals use one or the 
other, a code-switched version, or even standard or dialectal variations 
of the languages. Bilingualism necessitates adaptations, and we will take 
a close look at them in the following sections.

7.3  Effects of Bilingualism on Attentional Abilities  
and Perceptual Learning

For infants, this variability already presumably triggers distinct pro-
cesses in order to fine-tune attentional abilities and perceptual learning. 
Table 7.1 describes these sources as related to bilingualism and illustrates 
possible effects that have been reported in research on bilingual popula-
tions. Example studies are mentioned for further reading.

Furthermore, the same table provides an overview of different effects 
linked to being raised or confronted with two languages in relation to 
the type of input (e.g., sound and structure), the amount of input, 
along with speakers and their characteristics. These circumstances 
may lead to increased sensitivity, a more  analytical approach to lan-
guages, enhanced discriminatory skills and opportunities for  transfer,  
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as well as stronger compensatory strategies and increased language 
proficiency.

7.4  Effects of Bilingualism on Processing 
and Domain-General Control

The fact that bilinguals must handle two languages poses specific chal-
lenges for the processing system. While acquiring and using two lan-
guages, the system supposedly must cope with higher processing demands 
in order to keep up with production speed and the functionality of man-
aging two languages, see Table 7.2 for an overview and summary.

7.5 Effects of Bilingualism on Brain Structure and Functioning

What is more, L2 learning seemingly influences structure and  functioning 
brain (see Li, Legault, & Litcofsky, 2014, for a review). When a com-
plex skill is acquired and then used, the brain reacts by restructuring the 
respective area to accommodate increased demands. Internal restructur-
ing can be seen, for example, via initial structural changes of grey matter 
(see Pliatsikas, 2020, for a respective theory). There is a wealth of studies 
investigating changes on the brain level related to the requirements of 
bilingual processing based on a number of different points of structural 
or functional interest (see Table 7.3 for an overview and summary). One 
recent theory put forward by DeLuca et al. (2020) draws a conclusive 
picture of the relationship between bilingual experience and related neu-
rocognitive adaptations.

7.6 Summary

Summing up, this chapter has presented a wealth of criteria charac-
terizing the “bilingual experience,” that is, the exposure to, acquiring, 
and using two languages. The impact of these criteria has been exam-
ined on three different levels: In terms of language processing, cognitive 
processing, and structural and functional changes in the brain. On all 
three levels, numerous studies have been conducted and many differ-
ent methods have been employed, but no highly conclusive results have 
ensued. However, what can be said is that the bilingual experience is a 
change-inducing event leading to speedy adaptations on different levels 
of processing, with brain changes at its base to accommodate for addi-
tional demands and specific requirements.
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Further Reading 171

The brain seems to adapt “on demand” – depending on length and 
intensity of bilingual experiences (cf. section “Bilingual by profession” 
in Table 7.3); therefore, the new surge of proposals for including mea-
sures that examine in depth the bilingual experience, for example, the 
adaptive control hypothesis (Green & Abutalebi, 2013) or language 
entropy (Gullifer & Titone, 2020) comes as no surprise. What is more, 
the brain adapts from early on, even in infants, allowing for early 
indications of the effects of bilingual experience with respect, in par-
ticular, to perception and attentional aspects (see Table 7.1). Finally, 
a lifelong bilingual experience results in a significant increase of effi-
ciency of processes related to bilingualism and relevant domain-general 
processes. The experience-dependent alterations in the brain at various 
locations, with varying intensities, and on different timelines seem to 
fit our current understanding of the cognitive neuroscientific effects of 
bilingualism much better than earlier notions positing separate brain 
areas for processing and representing each language. This earlier, radi-
cal differential localization account seems outdated given the main con-
clusion that brain activation overlaps to a large degree for mono- and 
bilinguals as well as for early and late bilinguals (Banich & Compton, 
2018; Paradis, 2004).

Review Questions

1. Which specific characteristics of bilingual experiences induce changes 
at the language level?

2. Which specific characteristics of bilingual experiences induce changes 
at the cognitive level?

3. Which specific characteristics of bilingual experiences induce changes 
at the brain level?

4. Why is it possible for bilingual experiences to result in changes in 
infants?

5. Why do language proficiency and related variables in bilingual expe-
riences overrule the initial effects of early bilingualism?

Further Reading

Mishra, M., & Abutalebi, J. (Eds.). (2020). Cognitive consequences of bilingual-
ism [Special issue]. Journal of Cultural Cognitive Science, 4(2).

Pliatsikas, C. (2020). Understanding structural plasticity in the bilingual brain: 
The Dynamic Restructuring Model. Bilingualism: Language and Cognition, 
23(2), 459–471.
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Schwieter, J. W. (Ed.). (2016). Cognitive control and consequences of multilin-
gualism. Benjamins.

Small, S., & Watkins, K. (Eds.). (2021). Bilingualism and executive function 
[Special issue]. Neurobiology of Language, 2(4).

Van den Noort, M., Bosch, P., & Struys, E. (Eds.). (2020). Individual variation 
and the bilingual advantage: Factors that modulate the effect of bilingualism 
on cognitive control and cognitive reserve [Special issue]. Behavioral Sciences, 
9(12).

https://doi.org/10.1017/9781108178501.007 Published online by Cambridge University Press

https://doi.org/10.1017/9781108178501.007


Learning Objectives

• Understand how linguistic, cognitive, and neuroscientific research 
approaches complement one another in the quest toward 
understanding bilingualism on a cognitive neuroscientific level.

• Learn about why there cannot be an “easy story” to tell regarding the 
effects of bilingualism on language, the mind, and the brain.

• Reflect on the differences between treating bilingualism as a 
dichotomous or a continuous variable in research.

• Gain an overview of new ways of understanding the bilingual 
experience.

• Understand the necessity of including relevant factors (social, cultural, 
educational, input-specific, etc.) in study designs involving bilinguals.

• Identify current research gaps in the literature on the cognitive 
neuroscience of bilingualism.

8.1 Introduction

A great deal of research over the twentieth century has informed our 
understanding of language, cognition, and the brain. Bilingualism, as we 
mentioned in Chapter 1, is a reality for the majority of people today, and 
thus is an excellent way to research these areas from different angles. 
In this book, we brought together these different perspectives, scientific 
disciplines, and their methods. Although plentiful, the existing research 
we have included is by no means complete. Therefore, in addition to 
many research articles, we have referenced reviews, empirical studies, 
and further readings for additional overviews. Of course, it is impossible 
to cover all areas in great depth, so we hope that readers will be inspired 
to deepen their knowledge by being guided by the references and further 
reading suggestions throughout the book. As bilingualism research is a 
very productive field of science stretching over several scientific disci-
plines, new articles are continuously being published, so it is worthwhile 
for the interested reader to keep abreast of the most recent literature. 

C H A P T E R  E I G H T

Conclusion
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174 Conclusion

Our understanding of two languages in one brain is continuously devel-
oping, becoming more detailed and precise – but it is still only a fragment 
of what needs to be understood to fully grasp the workings of the brain 
and the impact of a great number of influential factors (see Bialystok, 
Craik, & Luk, 2012).

8.2 Complexity as the Main Issue

One of the main conclusions to be drawn from our discussions is that 
bilingualism, language, the brain, and behavior all are complex; conse-
quently, there cannot be an “easy story” to tell regarding the effects of 
bilingualism on language, the mind, and the brain. Given this complex-
ity, one might ask: Is it possible that all bilinguals can be “the same” in 
one respect – reflecting the reasoning behind group-wise comparisons to 
monolinguals? Or is it more likely that individual differences, including 
various language histories, together with social environments and differ-
ent trajectories, complicate things further?

Currently, as we have outlined, there are many foundations of bilin-
gualism research, and we will close this book by drawing attention to 
them to inspire more research. First, earlier (and rather dichotomous) 
ideas of early versus late bilinguals, monolinguals versus bilinguals, 
the critical period, and the bilingual advantage – to name but a few – 
have been intensely researched, have produced conflicting results, have 
undergone immense discussion, and have been rebutted to some extent. 
Today, there is a call to treat bilingualism as a continuous variable (Luk 
& Bialystok, 2013; but see e.g., Champoux-Larsson & Dylman, 2021, for 
an operationalization of bilingualism as dichotomous and continuous 
variable and a comparison of task results, or Kremin & Byers-Heinlein, 
2021, for newer statistical models that combine both). In a study by 
Sulpizio et al. (2020), the authors showed the unique contributions and 
modulation of distinct factors (e.g., language proficiency, AoA of L2, 
and language use) on resting-state functional connectivity and suggested 
that bilingualism be investigated as a “gradient measure.”

Second, there is still no clear definition of bilingualism (cf. Chapter 1, 
de Bot, 2019, and Surrain & Luk, 2019, for new efforts of systematizing 
labels and descriptions). There are specific questionnaires which collect 
language history, and there is the possibility of these providing aggre-
gated scores for language proficiency, language dominance, and language 
immersion levels (see Li et al., 2020). To advance these dialogues and to 
offer solutions, Marian and Hakayawa (2021; see also for a discussion of 
earlier options to assess and quantify bilingualism) recently put forward 
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the idea of a “bilingual quotient” or degree of bilingualism (Anderson 
et al., 2018), while other researchers are on a quest to determine a “bilin-
gual signature” (e.g., Jasińska & Petitto, 2014; Kovelman et al., 2008) 
or, more recently, “bilingual phenotype(s)” (Beatty-Martínez & Titone, 
2021; de Leon et al., 2020; Green, Crinion, & Price, 2006; Navarro-Torres 
et al., 2021).

Third, the frequency and recency of language use (per item or lan-
guage) have long been suggested as critical criteria determining language 
availability or loss (Paradis, 2004). Today, these aspects have come back 
into focus (e.g., Korenar, Treffers-Daller, & Pliatsikas, 2022) when put-
ting forward usage-based approaches to bilingualism.

In this book, we have described at great length that language acqui-
sition is largely experience-dependent and how experiences impact lan-
guage development, cognition, and the brain at different levels. Thus, 
it is fundamental to portray bilinguals’ experiences in acquiring, learn-
ing, and using their languages, and to include these in an informative, 
thorough, and concise way in studies. A bilingual’s language use, or 
“bilingual experience” as it is often called today, has been categorized in 
many different ways (e.g., DeLuca, Rothman, & Pliatsikas, 2019b, 2020). 
Grosjean (2001, 2013) has put forward the language mode hypothesis, 
while Green and Abutalebi (2013) have suggested three different lan-
guage use contexts in their adaptive control hypothesis. More recently, 
Gullifer and Titone (2020) proposed “language entropy” as a way to 
include social diversity in a bilingual’s language use.

Fourth, although research today includes many more variables com-
pared to past studies, there is still a need for the inclusion of more influen-
tial factors and a rich characterization and description of the participants 
involved in studies (e.g., Green & Abutalebi, 2016). Moreover, there is a 
continuous call for attention to be paid to “understudied factors contrib-
uting to variability in cognitive performance related to language learn-
ing” (cf. Long et al., 2020, for their paper with this title).

Of course, a while ago, in a book on research methods, Marian (2008) 
rightly pointed out: “it is not possible to control for every single poten-
tially confounding variable” (p. 18), and therefore suggests: “When 
designing a study, consider the factors that are most likely to pose a prob-
lem for that particular research question and focus on those” (p. 18). To 
make a decision about what most likely poses a problem, we probably 
have to gain a more complete picture of possible confounding variables 
and their impact on the topic under investigation. What is more, many of 
the variables are interrelated and interact with one another (Del Maschio 
& Abutalebi, 2019), making it even more difficult  to disentangle  them 
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when designing studies and analyzing data. Until we see the full pic-
ture, we need to be careful when investigating single pieces of the bilin-
gual mosaic. One attempt to grasp the impact of moderator variables 
in research along the lines of the bilingual advantage has been under-
taken by Festman, Czapka, and Winsler (2023) (see Dash, Joanette, & 
Ansaldo, 2022) for concrete suggestions, in particular regarding statisti-
cal approaches).

Fifth, as language use often involves interaction, researchers called 
for the inclusion of language processing contexts (e.g., Wu & Thierry, 
2010) and social contexts (Luk & Grundy, 2023). For instance, language 
use is embedded in cultural context; therefore cultural background 
does play a role (see e.g., Barac & Bialystok, 2012; Tran, Arredondo, 
& Yoshida, 2019), as does SES (e.g., Grote, Scott, & Gilger, 2021; 
Naeem et al., 2018), because an impoverished environment has a nega-
tive impact on cognitive development and brain volume and structure 
(Kishiyama et al., 2009; Noble et al., 2012; see e.g., Ursache & Noble, 
2016, for a review). Some researchers have succeeded in shifting our 
predominantly Western-oriented view of bilingualism to other multilin-
gual countries, for example, Africa and India (Alladi et al., 2013; Iyer et 
al., 2014; Mishra, 2015).

Crucially, it is important to consider Ortega’s (2020) plea that “unique 
and language-shaping experience of minoritization” should no longer be 
overlooked and “heritage speakers and their languages must be under-
stood as connected to minoritized communities and to the experience 
of inequitable multilingualism” (p. 15; see also Ortega, 2019). Because 
the discourse of brain science affirms middle-class values/lifestyles by 
invoking cultural practices and preferences specific to this group in the 
discourse’s explication of the “ideal” environment for “stimulating” neu-
rological development (Nadesan, 2002, p. 429), there is also a strong need 
for more cross-cultural comparisons (cf. Kidd, Donnelly, & Christiansen, 
2018; Nielsen & Haun, 2016) and respective differences across cultures 
(Pfenninger, Festman, & Singleton, 2023).

Sixth, language learning is an intriguing topic when taking the 
social environment of schools and all that comes with this into con-
sideration. Social psychology is one main approach, but research into 
the realm of education should also be undertaken. Many of these fac-
tors, including learning, motivation, self-concept development, emo-
tional effects of classroom experience, and foreign language anxiety 
(see e.g., Blakemore & Frith, 2005; Bruhn et al., 2023; Dewaele & Li, 
2020; Gregersen & Mercer, 2022; Lambert, 1980; Renninger & Hidi, 
2019; Wright, Boun, & García, 2017) have been largely overlooked in 
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cognitive neuroscience studies on those participants who experienced 
languages in the school context.

Research on immersion effects have been popular, but a distinction 
should be made between immersion in the school context with language 
lessons and opportunities to use both languages versus being immersed 
only in the L2, the language of education in that school (e.g., Bialystok, 
2018b; Gillet, Barbu, & Poncelet, 2020; Trebits et al., 2022; see Kersten 
& Winsler, 2022, for an overview). Additionally, there is an interesting 
line of research on adults’ immersion (Bice, Yamasaki, & Prat, 2020; 
DeLuca, Rothman, & Pliatsikas, 2019; Försterling et al., 2023; Linck, 
Kroll, & Sunderman, 2009; Osterhout et al., 2006; Pliatsikas et al., 2017, 
2020; Soares et al., 2021; Zhang et al., 2021). Note that immersion in this 
latter context can differ substantially from immersive school programs 
and thus must be clearly defined and described in all studies involving it.

Seventh, some researchers are in favor of a lifespan perspective or 
developmental approaches in portraying how experiences with learning 
and using languages interact with development and aging (Claussenius-
Kalman, Hernandez, & Li, 2021; Filippi & Bright, 2023; Filippi, D’Souza, 
& Bright, 2019; Luk & Rothman, 2022; Pfenninger, Festman, & Singleton, 
2023). The first studies on the lifespan aspect of neuroplasticity are also 
worth exploring (e.g., Del Maschio et al., 2018; for theory, see Pliatsikas, 
2020). Considering the lifelong use of languages, it is obviously not easy 
to grasp and quantify the dynamic nature of language.

Language proficiency is usually categorized via subjective measures 
such as self-reports and self-ratings. Objective measures (including stan-
dardized tests, assessments, etc.) are preferable; however, they also only 
give a momentary indication of language performance, not necessarily 
of competence, and certainly do not represent language abilities across 
the lifespan. Differences in language proficiency, learning context, and a 
person’s individual differences pose significant challenges for research on 
bilingualism, with respect to methodological aspects in particular, but also 
concerning the generalizability of findings as applied to the entire bilin-
gual population. As has been shown throughout the book, language use – 
as the use of any skill – increases proficiency, reduces processing demands, 
and increases efficiency. This can be captured in different ways, be it a 
reduction of errors, an increase in processing speed (e.g., response times), 
modulations in ERP components, or amount of regional activation, to 
give just a few examples. In terms of bilingualism research, it is conse-
quently important that the use of both languages, separately and in combi-
nation, be portrayed in research studies. Therefore, switching behavior is 
one additional aspect to be taken into consideration. Rodriguez-Fornells 
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et al. (2012) were the first to come up with a bilingual switching ques-
tionnaire; more recently, Olson (2022) presented a “Bilingual Code-
Switching Profile” questionnaire, whereas Jylkkä et al. (2020) focused on 
the assessment of momentary switching behavior rather than the retro-
spective self-reports used in most other questionnaires.

Similarly, as Pfenninger, Festman, and Singleton (2023) have pointed 
out, some language acquisition processes are, from early on, highly sen-
sitive to environmental input and thus to the encounter of specific and 
unique environments. The dynamic nature even of language quality 
characteristics should not be overlooked as it commonly changes over 
time, even in young children. Although initial input for newborns and 
infants may be strongly dominated by their mothers, as children grow 
older, they are commonly exposed to different speakers and caregivers 
and their respective language input (e.g., Golinkoff et al., 2019). Even 
more so, as families differ in size (depending on the cultural commu-
nity) siblings can play a role in modifying language input at home (cf. 
Bridges & Hoff, 2014; Brody, 2004; Duncan & Paradis, 2020; Tsinivits & 
Unsworth, 2021).

Furthermore, high instructional quality and emotional support in 
daycare have been found to play crucial roles in the development of 
 languages. After attending kindergarten, children showed better lan-
guage, preacademic, and social skills if they received sensitive and stimu-
lating interactions with the teacher, compared to those institutions which 
only provided moderate responsiveness and sensitivity (Burchinal et al., 
2008, 2010). Unfortunately, “the most disadvantaged children are least 
likely to attend center-based childcare or organized preschools early in 
their lives, and the programs they do attend are likely to be of lower 
quality than the programs used by higher-income families” (Huston & 
Bentley, 2010, p. 426). This contrast again not only highlights the need 
to carefully portray the circumstances of participants’ living and learn-
ing, but also shows the aspects that need to be improved in order to 
reduce educational inequity and inequality. This being said, it should not 
be automatically assumed that children from lower SES families receive 
less verbal input (see e.g., Sperry, Sperry, & Miller, 2019, who carefully 
studied the amount of language exposure in young children’s environ-
ments and came to this conclusion). Importantly, if there is only acoustic 
input, a child does not necessarily have or use the opportunity for lan-
guage interaction and communicative improvement of language skills, 
as such language might not be directed to the child. Relatedly, it was 
found that variability of language outcomes across children with cochlear 
implants was dependent on whether language was only overheard or 
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actually child-directed (Arjmandi, Houston, & Dilley, 2022). Critically, 
Golinkoff et al. (2019) highlight the “importance of retaining focus on 
the vital ingredient to language learning – quality speech directed to chil-
dren rather than overheard speech” (p. 985).

Eighth, the field is still struggling with the problems of the reliability, 
validity, task impurity, and ecological validity of executive function tests 
(see e.g., Antoniou, 2019; Blanco-Elorrieta & Pylkkänen, 2018; Burgess, 
2004; Burgess et al., 1998; Czapka & Festman, 2021; Friedman, 2016; 
Miyake et al., 2000; Paap & Sawi, 2016; Soveri et al., 2018; Wallisch et al., 
2018). On top of that, there is a clear need for a conclusive theory – 
on which the bilingual advantage could be based and which could guide 
research in the future (Blanco-Elorrieta & Caramazza, 2021; de Bruin, 
Dick, & Carreiras, 2021; Paap & Sawi, 2014). Due to the complexity of 
language, cognition, and the brain that we have outlined throughout this 
book, it is not surprising that no coherent theory has been put forth.

Ninth, group comparisons between mono- and bilinguals seem less 
informative today than in earlier times. This change of interest and 
research design might be explained by the differences in questions asked 
related to bilingualism. For one, it no longer seems necessary to disprove 
the notion that learning another language might be detrimental to a per-
son’s development or cognitive health, as was suggested in earlier times. 
The bilingual advantage debate has clearly shown that possible cognitive 
effects do not play out for every bilingual individual in the same way. 
The shift for designing research in the field of bilingualism seems to be 
necessarily more interdisciplinary in nature, given the scope of the topic, 
favoring more longitudinal designs to reveal developmental aspects of 
bilingualism and how relevant factors modulate language-, cognitive-, 
and brain-related outcomes. Such within-group comparisons across time 
allow for some reduction of confounding variables which might distort 
the results, since the same participants are tested; only the time changes 
and, along with this, maturational effects, learning, and experience. 
Unfortunately, four major issues darken the otherwise bright attraction 
for longitudinal designs: (a) there is a high financial burden in times 
when research funding has been severely cut, making such studies in 
less wealthy countries even more unlikely; (b) there is a high likelihood 
of participants dropping out over the course of time (by moving away, 
withdrawing their willingness to participate, etc.); (c) there is a need for 
large participant samples to be representative of the multifaceted bilin-
gual population; and (d) the time aspect itself (language development 
investigations looking, e.g., at lexical development of children over the 
first six years of life take up six years of data collection). Ideally, such 
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longitudinal studies would also investigate bilingual development in dif-
ferent areas, including language, cognitive, or neuroscientific in nature. 
Only collaborations across different labs with multicenter studies (a term 
borrowed from health research) could possibly realize such an endeavor. 
In embracing such a research design, studies could be conducted in multi-
ple, independent research centers following the same procedure, leading 
to a large sample size from different speech communities and allowing 
for generalizability of the findings.

Recent very interesting longitudinal or large-scale studies in the field 
of bilingualism, for example investigating brain adaptations in reference 
to learning an L2 or the bilingual advantage, are signaling current possi-
bilities and the way to pursue these (e.g., DeLuca, Rothman, & Pliatsikas, 
2019; Dick et al., 2019; Filippi & Bright, 2023; Hartanto, Toh, & Yang, 
2019; Legault et al., 2019; Liu et al., 2021a, 2021b; Mukadam et al., 2018).

8.3 Summary

This book has shed light on changes inflicted on language, cognition, and 
the brain itself by learning an L2, rather than focusing on the  advantages 
and disadvantages of being bilingual. To obtain a more realistic  picture 
of bilingualism including its assets (i.e., what is easier, what are the gains) 
and its difficulties (what struggles do speakers experience, what is exhaust-
ing and leads to high consumption of mental resources), we have drawn 
on research from different disciplines that were  introduced in Chapter 
1. Fernández-López and Perea (2019) have spelled out  suggestions on 
how to end the “bilingual war(s).” We conclude this  chapter and book 
with a noteworthy citation: “As a field, we are in the early stages of 
 understanding the precise aspects of bilingual experience that give rise 
to different trajectories and outcomes […]. By providing a rich character-
ization of bilingual speakers in terms of their habits of language use and 
in relation to their interactional context, we can more effectively extract 
signals from noise” (Beatty-Martínez & Titone, 2021, p. 6).

Review Questions

1. Which factors make language, its acquisition, and processing so com-
plex?

2. Which aspects of bilingualism can explain why cognition, its develop-
ment, and processing are so complex?

3. Why is the brain, its malleability, and processing so difficult to 
research?
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4. Discuss why more studies on bilingualism are necessary for our under-
standing of language, mind, and brain.

5. What must be considered and integrated in research designs in future 
studies?
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