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Preface

During the last 3 decades, the field of telecommunications has witnessed
tremendous growth. Proliferation of the Internet has started a true revolution
that is expected to continue through the foreseeable future. Three factors
have played major roles in the unprecedented growth of this field:

e Users’ incessant demand for high-speed communication facilities for
heavy-duty applications such as rich-content video
Availability of high-speed transmission media such as optical fibers
Availability of high-speed hardware such as high-resolution video
cameras and high-speed processors

These factors are leading towards an integrated high-speed (and
high-bandwidth) communication environment where all communication
needs will be supported by a single communication network. The latest
trends indicate that bandwidth needs double every 100 days. The volume
of data traffic has surpassed the volume of voice traffic. Such a monumental
demand for bandwidth can only be met by using optical fiber as transmission
media. Other bottlenecks such as bringing fiber to the desktop, or to the
home, still exist. However, eventually these obstacles will be overcome.
Emerging optical communication networks represent a step in that direction.

The Handbook of Optical Communication Networks is a source of compre-
hensive reference material for such networks. The material presented here
is intended for professionals in the communications industry who are
designers and/or planners for emerging telecommunication networks,
researchers (faculty members and graduate students), and those who would
like to learn about this field.

The handbook is organized in the following seven parts:

Introduction and optical networks architectures
Protocols for optical network architectures

Resource management in optical networks

Routing and wavelength assignment in WDM networks
Connection management in optical networks
Survivability in optical networks

Enabling technologies for optical networks
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Each part consists of 2 to 5 chapters dealing with the topic, and the
handbook contains a total of 21 chapters. Although this is not precisely a
textbook, it can certainly be used as one for graduate and research-oriented
courses that deal with optical communication networks. Any comments from
readers will be highly appreciated.

Many people have contributed to this handbook in their unique ways.
The first and the foremost group that deserves immense gratitude are the
highly talented and skilled researchers who have contributed the 21 chapters
to this handbook. All have been extremely cooperative and professional. It
has also been a pleasure to work with Nora Konopka, Helena Redshaw, and
Amy Rodriguez of CRC Press, and we are extremely grateful for their sup-
port and professionalism. Our families have extended their unconditional
love and strong support throughout this project, and they all deserve very
special thanks.

Mohammad Ilyas
Boca Raton, Florida

Hussein T. Mouftah
Ottawa, Ontario, Canada
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chapter one

Overview of optical
communication networks:
Current and future trends*

Aysegiil Gengata

Istanbul Technical University
Narendra Singhal

University of California, Davis
Biswanath Mukherjee
University of California, Davis

Contents

1.1 Introduction
1.2 Enabling WDM technologies
1.3 Access networks
1.3.1 Point-to-point topologies
1.3.2 DPassive optical networks
1.3.3 Optical wireless technology (free space optics)
1.4 Metropolitan networks
1.5 Long-haul networks
1.5.1 Routing and wavelength assignment
1.5.2 Fault management
1.5.2.1 Protection
1.5.2.2 Restoration
1.5.3 Multicasting
1.5.3.1 Multicast-capable OXC architectures
1.5.3.2 Multicast routing and wavelength assignment

* This work has been supported in part by the U.S. National Science Foundation Grant No.
ANI-98-05285. Aysegiil Gengata was a visiting scholar at U.C. Davis when this work was performed.
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154 Traffic grooming in WDM mesh networks
15,5 1P over WDM
1.5.6 Call admission control based on physical impairments
1.5.7 Network control and signaling
1.5.8 Optical packet switching
1.5.8.1 Optical burst switching
1.6 Future directions
References

1.1 Introduction

The focus of this chapter is to present technological advances, promising archi-
tectures, and exciting research issues in designing and operating next-generation
optical wavelength-division multiplexing (WDM) networks, which are scalable
and flexible. We discuss important building blocks of optical WDM networks
and overview access, metropolitan, and long-haul networks separately. Special
attention has been paid to the long-haul network because there is a tremendous
need to develop new intelligent algorithms and approaches to efficiently design
and operate these wide-area-optical-mesh networks built on new emerging tech-
nologies. We present several research topics including routing and wavelength
assignment, fault management, multicasting, traffic grooming, optical packet
switching, and various connection-management problems. The Internet is devel-
oping rapidly with the ultimate goal being to provide us with easy and fast
access to any desired information from any corner of the world. Information
exchange (or telecommunications) technology, which has been evolving contin-
uously since the telephone was invented, is still striving to meet the users’
demands for higher bandwidth. This demand is attributed to the growing pop-
ularity of bandwidth-intensive networking applications, such as data browsing
on the World Wide Web (WWW), java applications, video conferencing, inter-
active distance learning, on-line games, etc. Figure 1.1 plots the past and pro-
jected growth of data and voice traffic as reported by most telecom carriers.! It
shows that, while voice traffic continues to experience a healthy growth of
approximately 7% per year, data traffic has been growing much faster. To sup-
port this exponential growth in the user data traffic, there is a strong need for
high-bandwidth network facilities, whose capabilities are much beyond those
of current high-speed networks such as asynchronous transfer mode (ATM),
SONET/SDH* etc.

Fiber-optic technology can meet the previously mentioned need because
of its potentially limitless capabilities:* huge bandwidth (nearly 50 terabits
per second [Tbps] for single-mode fiber), low signal attenuation (as low as
0.2 dB/km), low signal distortion, low power requirement, low material
usage, small space requirement, and low cost. Given that a single-mode

* SONET and SDH are a set of related standards for synchronous data transmission over fiber
optic networks. SONET is short for Synchronous Optical NETwork and SDH is an acronym for
Synchronous Digital Hierarchy.
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Figure 1.1 Past and projected future growth of data and voice traffic.

fiber’s potential bandwidth is nearly three orders of magnitude higher than
electronic data rates of a few tens of gigabits per second (Gbps), we need to
tap into this huge optic-electronic bandwidth mismatch. Because the maxi-
mum rate at which an end user — which can be a workstation or a gateway
that interfaces with lower-speed sub-networks — can access the network is
limited by electronic speed, concurrency among multiple user transmissions
should be introduced to exploit the fiber’s huge bandwidth.

WDM is a favorite multiplexing technology in optical communication
networks because it supports a cost-effective method to provide concur-
rency among multiple transmissions in the wavelength domain. Several
communication channels, each carried by a different wavelength, are mul-
tiplexed into a single fiber strand at one end and demultiplexed at the
other end, thereby enabling multiple simultaneous transmissions. Each
communication channel (wavelength) can operate at any electronic pro-
cessing speed (e.g., OC-192 or OC-768).* For example, a fiber strand that
supports 160 communication channels (i.e., 160 wavelengths, each operat-
ing at 40 Gbps) would yield an aggregate capacity of 6.4 Tbps.

Today’s telecom network can be considered to consist of three sub-net-
works: access (spanning about 1 to 10 km), metropolitan (covering about 10
to 100 km), and long haul (extending to 100s or 1000s of km) (see Figure
1.2); and fiber is being extensively deployed in all three sub-networks. Typ-
ically, the network topology for access can be a star, a bus, or a ring; for
metro a ring; and for long haul a mesh. Each of these sub-networks has a
different set of functions to perform; hence, each has a different set of chal-
lenges, technological requirements, and research problems. For example, for
the long-haul network, carriers are more concerned with capacity, protection,

* OC-n stands for an “optical channel” with data rate of n x 51.84 Mbps approximately.
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Figure 1.2 Telecom network overview.

and restoration, while for the metro or access network, carriers are more
concerned with service provisioning/monitoring, flexibility, etc.

The focus of this chapter is to present technological advances, promising
architectures, and exciting research issues in designing and operating
next-generation optical WDM networks that are scalable and flexible. The
next section provides a brief discussion on the important building blocks of
optical WDM networks. This is followed by an overview of access, metro-
politan, and long-haul networks separately. Special attention has been paid
to the long-haul network because there is a tremendous need to develop
new intelligent algorithms and approaches to efficiently design and operate
these wide-area-optical-mesh networks built on new emerging technologies.
We present several research topics including routing and wavelength assign-
ment (RWA), fault management, multicasting, traffic grooming, optical
packet switching, and various connection-management problems.

1.2 Enabling WDM technologies

An important factor to consider in the design of a WDM network is the
number of wavelengths to use. The maximum number of wavelengths is
limited by optical device technology and is affected primarily by the total
available bandwidth or spectral range of the components (including the
fiber) and the spacing between channels. Conventional fibers have a low
attenuation region between 1335 and 1625 nm with a “water-peak window”
at 1385 nm. New “all-wave” fibers do not have this water peak and hence
can use a larger spectrum (see Figure 1.3). Channel spacing itself is affected
by several factors such as the channel bit rates, optical power budget, non-
linearities in the fiber, and the resolution of transmitters and receivers. In
dense wavelength-division multiplexing (DWDM), a large number of wave-
lengths (>160) is packed densely into the fiber with small channel spacing.
An alternative WDM technology with a smaller number of wavelengths (<
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Figure 1.3 Low-attenuation region of all-wave fiber vs. conventional fiber.

10), larger channel width, larger channel spacing, and much lower cost is
termed as coarse WDM (CDWM).

Although new approaches and technologies are constantly under devel-
opment, this section highlights some of the emerging and novel technologies
that can revolutionize the design and effectiveness of WDM networks. Opti-
cal components employed in building a typical point-to-point optical WDM
transmission system are depicted in Figure 1.4. Several optical signals sent
by transmitters (lasers) are coupled together using a (wavelength) multiplexer
into a fiber. Signals are amplified, when necessary, using amplifiers such as
erbium-doped fiber amplifiers (EDFAs) to compensate for signal attenuation.
At intermediate nodes, these signals can be dropped and new signals can
be added using optical add drop multiplexers (OADMs). At the receiving
end, a (wavelength) de-multiplexer is used to segregate the individual wave-
lengths arriving on the fiber, which are then fed into the receivers (filters).

oLT EDEA OLT

Transmitter
(Laser)

Receiver
(Filter)

Multiplexer Demultiplexer

OADM

Figure 1.4 A typical point-to-point optical fiber communication link.
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The EDFAs with gain spectrum of 30 to 40 nm each (typically in the 1530
to 1560 nm range; see Figure 1.4) can be interconnected to broaden their gain
bandwidth. This “amplifier circuit” is referred to as an ultrawide-band
EDFA, which can fully exploit the expanded low-attenuation region of the
new “all-wave fiber” (see Figure 1.4).

OADMs — also referred to as wavelength add-drop multiplexers
(WADMs) — are employed to take in (add) and take out (drop) individual
wavelengths from an optical fiber completely in the optical domain (i.e.,
without any conversion of the optical signal into electronic domain).
OADMs, which can add and drop a specific predefined channel (or a group
of channels), are said to be fixed-tuned (or static) and the technology for
manufacturing them is mature. Reconfigurable OADMs (ROADMs), with
add-drop wavelengths that can be controlled by an external stimulus (e.g.,
by software) are said to be tunable (or dynamic). ROADMs are more pow-
erful because they can adapt to the fluctuating traffic demand but the tech-
nology for building ROADMs is still in nascent stage.

When the network topology is a mesh, where nodes are interconnected
by fibers to form an arbitrary graph, an additional fiber interconnection
device is needed to route the signals from an input port to the desired output
port. These devices are called optical crossconnects (OXCs). They can either
be transparent (to bit rates and signal formats) in which signals are switched
all-optically or be opaque in which incoming signals are converted from
optical to electronic domain and switched electronically. A possible architec-
ture for a transparent OXC is presented in Figure 1.5, where all signals on
a particular wavelength (e.g., A,) arriving on M input fibers are switched
separately by a wavelength-specific MxM switch. As more and more wave-
lengths are packed into a fiber, the size of the OXCs is expected to increase.
Among several technologies (e.g., bubble, liquid crystal, thermo-optic, holo-
graphic, electro-optic, LiNbO;, etc.) used for building all-optical OXCs,
MEMS (micro-electro-mechanical-systems) based OXCs are becoming pop-
ular because of their compact design, low power consumption, and promise

 —

Figure 1.5 An optical crossconnect (OXC) of size NM x NM (N is the number of
wavelengths; M is the number of incoming/outgoing fibers).
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for high port count.* For details on emerging MEMS-based OXC architec-
tures, please refer to Reference 5.

1.3 Access networks

The access network connects the subscribers (home or business) to the service
providers; in other words, it serves as the “last mile” (as well as the “first
mile”) of the information flow. To meet the growing traffic demand, service
providers expend most of their effort on increasing the bandwidth on their
backbone network. But little has changed in the access network. It is now
the general opinion that the last mile has become a bottleneck in today’s
network infrastructure.® Optical technology is a promising candidate for
solving the bandwidth problem in access networks because it can provide
at least 10 to 100 times more bandwidth over a larger coverage area. The
next wave in access network deployment will bring the fiber to the building
(FTTB) or to the home (FITH), enabling Gbps speeds at costs comparable
to other technologies such as digital subscriber line (DSL) and hybrid fiber
coax (HFC).6

Three optical technologies are promising candidates for the next-gener-
ation access networks: point-to-point topologies, passive optical networks,
and free-space optics.

1.3.1 Point-to-point topologies

Point-to-point dedicated fiber links can connect each subscriber to the tele-
com central office (CO), as illustrated in Figure 1.6a. This architecture is
simple but expensive due to the extensive fiber deployment. An alternative
approach is to use an active star topology, where a curb switch is placed
close to the subscribers to multiplex/de-multiplex signals between the sub-
scribers and the CO. This alternative in Figure 1.6b is more cost effective in
terms of deployed fiber. A disadvantage of this approach is that the curb
switch is an active component that requires electrical power as well as
backup power at the curb-unit location.

1.3.2  Passive optical networks

Passive optical networks (PONSs) replace the curb switch with a passive
optical component such as an optical splitter (Figure 1.6¢). This is one of the
several possible topologies suitable for PONs including tree-and-branch,
ring, and bus. PON minimizes the amount of fiber deployed, total number
of optical transceivers in the system, and electrical power consumption.
Currently, two PON technologies are being investigated: ATM PONs
(APON) and Ethernet PONs (EPON). APON uses ATM as its layer-2 proto-
col; thus, it can provide quality-of-service features. EPON carries all data
encapsulated in Ethernet frames, and can provide a relatively inexpensive
solution compared to APON. EPON is gaining popularity and is being
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Figure 1.6 Different technologies for fiber-to-the-home (FITTH).

standardized as a solution for access networks in the IEEE 802.3ah group.
In Kramer and Pesavento (2000), design issues are discussed and a new
protocol (IPACT) for EPON is proposed.”

1.3.3  Optical wireless technology (free space optics)

Low-power infrared lasers can be used to transmit high-speed data via
point-to-point (up to 10 Gbps) or meshed (up to 622 Mbps) topologies.® An
optical data connection can be established through the air via lasers sitting on
rooftops aimed at a receiver. Under ideal atmospheric conditions, this tech-
nology can provide a transmission range of up to 4 km.® Several challenges
need to be addressed for optical wireless technology, including weather con-
ditions, movement of buildings, flying objects, and safety considerations.

1.4 Metropolitan networks

Metropolitan-area (or metro) networks serve geographic regions spanning
several hundred kilometers, typically covering large metropolitan areas.
They interconnect access networks to long-haul backbone service providers.
Currently, SONET/SDH-based rings form the physical-layer infrastructure
in metro networks. SONET rings utilize a single channel (at 1310 nm wave-
length) with a TDM (time-division multiplexing) technique. With TDM, a
high-bandwidth channel (e.g., OC-192) can be divided into several
low-bandwidth sub-channels (e.g., OC-1, OC-3, etc.), and each sub-channel
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can carry a different low-rate traffic stream. A TDM sub-channel is carried
physically in a time slot traveling through the ring. A data stream can be
added to a time slot at the source node and travel to the destination where
it is extracted by SONET add/drop multiplexers (ADMs).

With the emergence of WDM technology, a logical step is to upgrade the
one-channel SONET ring to a multiple-channel WDM/SONET ring. In a
WDM/SONET ring network, each wavelength can operate similar to a
SONET TDM channel. However, bandwidth upgrade comes with a price: in
a simple-minded solution, a SONET ADM is needed for each wavelength at
each node, increasing the total number of ADMs in a network W times,
where W is the number of wavelengths. Fortunately, it may be possible to
have some nodes on some wavelengths where no add/drop operation is
needed on any time slot (see Figure 1.7 for an example). The total number
of ADMs can be reduced by carefully packing the low-bandwidth connec-
tions into wavelengths. Packing low-speed traffic streams into high-speed
traffic streams to minimize the resource usage is called traffic grooming, and
it is a research subject that has received a lot of attention.®4

To realize an architecture with grooming, a new optical component
should be used at each node: a wavelength ADM (WADM) that can selec-
tively bypass some of the wavelengths and extract the others from a fiber
(see Section 1.2). In Chiu and Modiano (2000), a unidirectional WDM ring
network is considered where the number of SONET ADMs is minimized.’
In Gerstel et al. (2000), the authors address the problem of designing WADM
rings for cost-effective traffic grooming.!” They propose and analyze a col-
lection of WADM ring networks considering that the network cost includes
the number of wavelengths, transceiver cost, and the maximum number of
hops. Another work on cost-effective design of WDM/SONET rings' min-
imizes the number of wavelengths and the total number of ADMs for a given
static traffic; this work is applicable to both unidirectional and bidirectional

Requests: (1,2), (1,3), (1
(2,3), (2,4), (3

(a) — (b) = Interchanging the
connections (1,3) and (2,3)

Figure 1.7 Reducing the number of ADMs by traffic grooming. The ADM at node 2
on the outer wavelength channel is not needed if the connections (1,3) and (2,3) in
(a) are interchanged.
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rings. In Berry and Modiano (2000), the dynamic traffic case is considered,
where the traffic is given as a set of matrices.!? The authors formulate the
problem as a bipartite graph-matching problem and they develop algorithms
to minimize the number of wavelengths that must be processed at each node.
A formal definition of the problem is given through integer linear program
(ILP) formulations in Wang et al. (2001), and a simulated-annealing-based
heuristic is proposed to solve the problem.” Dutta and Rouskas (2002)
present a framework for computing bounds for traffic grooming in ring
networks, which can be used to evaluate the performance of heuristic algo-
rithms.!* For a survey of traffic grooming in ring topologies, please refer to
Modiano (2001).1°

The WDM/SONET ring architecture may be the next step to provide a
higher-bandwidth solution in the metro network, but the TDM-based infra-
structure poses challenges toward a more flexible, data-driven metro net-
work. New questions arise as the data traffic grows to be the main component
of the overall demand, and consequently brings more “burstiness” and
unpredictability. The choice of the future would be a metropolitan optical
network architecture that is scalable, flexible, capable of providing
just-in-time connection provisioning, and exploiting the full advantages of
a WDM system. WDM mesh topologies are the logical candidates to achieve
these goals.®

1.5 Long-haul networks

The long-haul network (spanning hundreds to thousands of km) typically
has OXCs at its nodes interconnected by a mesh of fibers (see Figure 1.2).
Traffic from the end users (which could be an aggregate activity from a
collection of terminals) is collected by the access networks and fed into the
long-haul networks through metro networks. This high-bandwidth traffic is
carried on a long-haul WDM network from one end to the other by the
wavelength channels available on fibers. In this section, we present signifi-
cant research issues concerning provisioning and maintenance of wave-
length-channel-based connections.

1.5.1 Routing and wavelength assignment

In a wavelength-routed WDM network, end users communicate with one
another via end-to-end (possibly all-optical) WDM channels, which are
referred to as lightpaths.'® These lightpaths are used for supporting a connection
in a wavelength-routed WDM network, and may span multiple fiber links.
Figure 1.8 shows several nodes in a network communicating among them-
selves through lightpaths (e.g., a lightpath connection from CO to NJ spans
across the physical links CO-TX, TX-GA, GA-PA, and PA-N]). In the absence
of wavelength converters, a lightpath must occupy the same wavelength on
the fiber links through which it traverses; this property is known as the
wavelength-continuity constraint. Given a set of connections, the problem of
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Figure 1.8 Lightpath connections in a WDM mesh network. (Solid circles mark the
end points of a lightpath.)

setting up lightpaths by routing and assigning a wavelength to each connec-
tion is called the routing and wavelength assignment (RWA) problem.'”® Note
that fiber links in a mesh network (e.g., the one in Figure 1.8) are bidirectional,
while the lightpaths may be unidirectional or bidirectional.

Typically, connection requests may be of three types: static, incremental,
and dynamic. With static traffic, the entire set of connections is known in
advance, and the problem is then to set up lightpaths for these connections
in a global fashion while minimizing network resources such as the number
of wavelengths in the network. Alternatively, one may attempt to set up as
many of these connections as possible for a given fixed number of wave-
lengths per fiber link (typically, all fibers are assumed to have the same
number of wavelengths). The RWA problem for static traffic is known as the
static lightpath establishment (SLE) problem.’® In the incremental-traffic case,
connection requests arrive sequentially, a lightpath is established for each
connection, and the lightpath remains in the network indefinitely. For the
case of dynamic traffic, a lightpath is set up for each connection request as
it arrives, and the lightpath is released after some finite amount of time. The
dynamic lightpath establishment (DLE) problem!® involves setting up the light-
paths and assigning wavelengths to them while minimizing the connection
blocking probability or maximizing the number of connections that can be
established in the network over a period of time.

In a wavelength-routed WDM network, the wavelength-continuity con-
straint can be eliminated if we can use wavelength converters to convert the
data arriving on one wavelength on a fiber link into another wavelength at
an intermediate node before forwarding it on the next fiber link. Such a
technique is feasible and is referred to as wavelength conversion.'” Wave-
length-routed networks with this capability are referred to as wavelength-con-
vertible networks. A wavelength converter that can convert from any wave-
length to any other wavelength is said to have full-range capacity. If there
is one wavelength converter for each fiber link in every node of the network,
the network is said to have full wavelength-conversion capability. A wave-
length-convertible network with full wavelength-conversion capability at
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each node is equivalent to a circuit-switched telephone network; thus, only
the routing problem needs to be addressed, and wavelength assignment is
not an issue."”

Three basic approaches are used for the routing subproblem: fixed rout-
ing, fixed-alternate routing, and adaptive routing.?® Fixed routing is a straight-
forward approach in which same fixed route is always chosen to route a
connection for a given source-destination pair. One example of such an
approach is fixed shortest-path routing. In fixed-alternate routing, each node
in the network maintains a routing table containing an ordered list of a
number of fixed routes to each destination node. For example, these routes
may include the shortest-path route, the second shortest-path route, the third
shortest-path route, etc. When a connection request arrives, the source node
attempts to establish the connection on each of the routes from the routing
table in sequence, until a route with a valid wavelength assignment is found.
If no available route is found from the list of alternate routes, then the
connection request is blocked. In adaptive routing, the route from a source
node to a destination node is chosen dynamically, depending on the network
state. This approach has lower connection blocking than fixed and
fixed-alternate routing, but it is more computationally intensive.

Once a path has been chosen for a connection, a wavelength must be
assigned to it such that any two lightpaths that are sharing the same physical
link are assigned different wavelengths. Assigning wavelengths to different
lightpaths that minimizes the number of wavelengths used under the wave-
length-continuity constraint reduces to the graph-coloring problem.!821.22 This
problem has been demonstrated to be NP-complete, and the minimum num-
ber of colors needed to color a graph G (called the chromatic number x[G]
of the graph) is difficult to determine. However, there are efficient sequential
graph-coloring algorithms, which are optimal in the number of colors used.
Other RWA heuristics such as First-Fit, Least-Used, Most-Used, etc. can be
found in Reference 22.

1.5.2  Fault management

In a wavelength-routed WDM network (as well in other networks), the failure
of a network element (e.g., fiber link, crossconnect, etc.) may result in the
failure of several optical channels, thereby leading to large data and revenue
losses. Several approaches are used to ensure fiber-network survivability
against fiber-link failures.? Survivable network architectures are based either
on reserving backup resources in advance (called “protection”),* or on dis-
covering spare backup resources in an online manner (called “restoration”).>
In protection, which includes automatic protection switching (APS) and
self-healing rings,?>% the disrupted service is restored by utilizing the precom-
puted and reserved network resources. In dynamic restoration, the spare
capacity, if any, available within the network is utilized for restoring services
affected by a failure. Generally, dynamic restoration schemes are more efficient
in utilizing network capacity due to the multiplexing of the spare-capacity
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Figure 1.9 Fault-management schemes.

requirements, and they provide resilience against different kinds of failures,
while protection schemes have a faster restoration time and guarantee recov-
ery from disrupted services. Although protection schemes are suitable for the
optical layer (with wavelength routing), dynamic restoration schemes are suit-
able for Layer 3 (IP packet switching). Below, we examine these two fault-man-
agement schemes for mesh networks (see Figure 1.9).

1.5.2.1 Protection

Existing connections in a network can be protected from fiber failures either
on a link-by-link basis (which we call link protection) or on an end-to-end
basis (which we call path protection).

In link protection, during connection setup, backup paths and wave-
lengths are reserved around each link on the primary path. In the event of
a link failure, all the connections traversing the failed link will be rerouted
around that link and the source and destination nodes of the connections
traversing the failed link would be oblivious to the link failure.

In path protection, during connection setup, the source and destination
nodes of each connection statically reserve a primary path and a backup
path (which are link and/or node disjoint) on an end-to-end basis. When a
link fails, the source node and the destination node of each connection that
traverses the failed link are informed about the failure (possibly via messages
from the nodes adjacent to the failed link) and backup resources are utilized.
Although path protection leads to efficient utilization of backup resources,
link protection provides faster protection-switching time.

The link- and path-protection schemes can either be dedicated or shared.

In dedicated-link protection, at the time of connection setup, for each link
of the primary path, a backup path and wavelengths are reserved around
that link and they are dedicated to that connection.

In shared-link protection, the backup wavelengths reserved on the links
of the backup path are shared with other backup paths. As a result, backup
channels are multiplexed among different failure scenarios (which are not
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expected to occur simultaneously). Therefore, shared-link protection is more
capacity efficient when compared with dedicated-link protection.

In dedicated-path protection, at the time of connection setup for each pri-
mary path, a link-disjoint backup path and wavelength are reserved, and
dedicated to that connection. The primary and the backup paths can carry
identical traffic from the source to the destination simultaneously (referred
to as 1+1 protection) or the backup path, although reserved for use in the
event of a failure of the primary path, can carry lower-priority preemptive
traffic (referred to as 1:1 protection).

In shared-path protection, the backup wavelengths reserved on the links
of the backup path may be shared with other backup paths. In general,
a scheme where M primary paths share N backup paths is known as M:N
protection.

1.5.2.2 Restoration

Dynamic restoration schemes can be used to restore the failed link, or the
failed paths, or sub-paths (see Figure 1.10).

In link restoration, the end nodes of the failed link dynamically dis-
cover a route around the link, for each connection (or “live” wavelength)
that traverses the link. In the event of a failure, the end nodes of the
failed link participate in a distributed algorithm to dynamically discover
a new route around the link, for each active wavelength that traverses
the link. When a new route is discovered around the failed link for a
wavelength channel, the end nodes of the failed link reconfigure their
OXCs to reroute that channel onto the new route. If no new route and
associated wavelength can be discovered for a broken connection, that
connection is dropped.

In path restoration, when a link fails, the source and the destination node
of each connection that traverses the failed link are informed about the failure
(possibly via messages from the nodes adjacent to the failed link). The source
and the destination nodes of each connection independently discover a
backup route on an end-to-end basis (such a backup path could be on a
different wavelength channel). When a new route and wavelength channel
is discovered for a connection, network elements such as OXCs are recon-
figured appropriately, and the connection switches to the new path. If no
new route (and associated wavelength) can be discovered for a broken con-
nection, that connection is blocked.

In sub-path restoration, when a link fails, the upstream node of the failed
link detects the failure and discovers a backup route from itself to the cor-
responding destination node for each disrupted connection.?® Upon success-
ful discovery of resources for the new backup route, intermediate OXCs are
reconfigured appropriately and the connection switches to the new path. A
connection is dropped in the absence of sufficient resource availability.

Link restoration is the fastest and path restoration is the slowest among
the above three schemes. Sub-path restoration time lies in between those of
link restoration and path restoration. For a comprehensive review of the
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Figure 1.10 Mechanisms for restoring connections after fiber failure.

literature on the design of survivable optical networks, please consult the
literature. -3

1.5.3. Multicasting

Multicasting is the ability of a communication network to accept a single
message from an application and deliver copies of the message to multiple
recipients at different locations.* One of the challenges is to minimize the
amount of network resources that are employed by multicasting. To illustrate
this point, let us assume that a video server wants to transmit a movie to
1000 recipients (Figure 1.11a). If the server were to employ 1000 separate
point-to-point connections (e.g., TCP* connections), then 1000 copies of the
movie would have to be sent over a single link, thus making poor use of the
available bandwidth. A scalable and efficient implementation of multicasting
permits a much better use of the available bandwidth by transmitting at

Source Source

1000 Point-to-Point

Single Multicast
Connections

Connection

)~ ) -

Multicast Destinations Multicast Destinations

Figure 1.11 An example that illustrates the amount of network resources employed
by (left) unicasting a movie to 1000 different users as opposed to the amount of
network resources employed by (right) multicasting the movie. (R = standard router,
MR = multicast router)

* TCP stands for “Transmission Control Protocol,” which is widely used in today’s Internet.
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most one copy of the movie on each link in the network as illustrated in
Figure 1.11b.

Today, many multicast applications exist, such as news feeds, file distri-
bution, interactive games, video conferencing, interactive distance learning,
etc. Many more applications are expected to emerge to exploit the enormous
bandwidth promised by the rapidly growing WDM technology,® but the
implementation of these applications is not necessarily efficient because
today’s long-haul networks were designed to mainly support point-to-point
(unicast) communication. In the future, as multicast applications become
more popular and bandwidth intensive, there emerges a pressing need to
provide multicast support in the underlying communication network.

In an optical WDM network, a lightpath provides an end-to-end con-
nection from a source node to a destination node. A light-tree is a
point-to-multipoint generalization of a lightpath and provides “single-hop”*
communication between a “source” node and a set of destination nodes,
which makes it suitable for multicast applications.’ A light-tree enables a
transmitter at a node to have many more logical neighbors, thereby leading
to a denser virtual interconnection diagram and a lower hop distance. A
multicast-capable WDM long-haul network can not only support efficient
routing for multicast traffic, but it may also enhance routing for unicast
traffic by allowing more densely connected virtual topologies (refer to
Section 1.5.5). To realize multicast-capable WDM long-haul networks, we
need to develop multicast-capable switch architectures and design efficient
RWA algorithms, as outlined below.

1.5.3.1 Multicast-capable OXC architectures

Two approaches are used to design switches capable of supporting multicast-
ing. One approach is to use electronic crossconnects, which perform switching
in the electronic domain and the other is to use “all-optical” switches for
switching in the optical domain. Although switching in the latter is “transpar-
ent” to bit rate and bit-encoding schemes, switching in the former requires
knowledge of bit rate and bit-encoding strategies, and hence is “opaque.”®

Opaque switches. Figure 1.12 depicts an opaque approach, in which the
incoming optical bit streams are converted to electronic data; the data is
switched using an electronic crossconnect, and then the electronic bit
streams are converted back to the optical domain. Observe that the signal
in a channel arriving on the input fiber link D is replicated into three
copies in the electronic domain. One copy is dropped locally at the node
and the remaining two are switched to different channels on outgoing
fiber links 1 and 2. (Along with the light-trees, the switch can also be used
to establish lightpaths from a source to a destination as presented in the
figure by a unicast connection from input fiber link 2 to output fiber link
D.) This “opaque” switch architecture is currently very popular due to

* A hop is an all-optical segment of a path and may span several physical links.
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Figure 1.12 Opaque OXC architecture for supporting multicasting using electronic
crossconnect.

the existence of mature technology to design high-bandwidth, multi-chan-
nel, non-blocking, electronic cross-connect fabrics at a low cost. Several
companies are already shipping optical OXCs based on optical-elec-
tronic-optical (O-E-O) conversion, which can be used for building a mul-
ticast-capable OXC with O-E-O conversion.

Wavelength converters are not needed in a network where nodes are
equipped with optical switches based on the opaque approach because, once
an incoming bit stream in the optical domain is converted to electronic
domain, it can be switched and converted back to the optical domain on any
wavelength. In other words, full-range wavelength conversion! is an inher-
ent property of such switches and the wavelength-continuity constraint need
not be obeyed.

Transparent switches. Figure 1.13 illustrates a multicast-capable
all-optical switch that crossconnects optical channels directly in the optical
domain. Again, several companies are working toward building all-optical
switches using various technologies, a popular one employing tiny mirrors
based on micro-electro-mechanical-system (MEMS) technology. For multi-
casting in all-optical switches, “optical splitters” are needed to replicate an
incoming bit stream to two or more copies as illustrated in Figure 1.13. A
signal arriving on wavelength 4, from input fiber link D is sent to the optical
splitter X for splitting into three identical copies. One of the three replicas
is dropped locally at the node while the other two are switched to output
fiber links 1 and 2. Observe that the signal arriving on wavelength A, from
input fiber link 2 bypasses the node. In this architecture, amplifiers are
required because the output signal power weakens when the input signal is
split (e.g., a 3-dB attenuation in power occurs for a two-way, equal-power
splitting of an optical signal). Wavelength converters are useful in such
switches to reduce the probability of blocking of multicast sessions. In the
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Figure 1.13 Transparent OXC architecture for supporting multicasting using optical
splitters.

absence of wavelength converters, the light-tree-based multicast session
would exhibit the wavelength-continuity constraint.

1.5.3.2  Multicast routing and wavelength assignment

The multicasting problem in communication networks is often modeled as a
Steiner Minimum Tree (SMT), which is an NP-complete problem.* The problem
complexity increases when several multicast sessions (which we expect to occur
in the future) have to be established at a minimum aggregate cost. Heuristics
are employed for routing and wavelength assignment of multicast sessions.*4

A single fiber cut on a multicast tree can disrupt the transmission of infor-
mation to several destination nodes on a light-tree. This loss would be large if
several sessions were occupying the affected fiber link. In order to prevent the
large loss of information, it is imperative to protect the multicast sessions
through a protection scheme such as reserving resources along a backup tree.
Protecting such multicast sessions using schemes (dedicated or shared) dis-
cussed in Section 1.5.2 is an important problem that needs to be studied.

1.5.4  Traffic grooming in WDM mesh networks

Today, each wavelength channel has the transmission rate of over a Gbps
(e.g., OC-48 [2.5 Gbps], OC-192 [10 Gbps], or OC-768 [40 Gbps] in the near
future). However, the capacity required by the traffic streams from client
networks (IP, ATM, etc.) can be significantly lower, and they can vary in the
range from OC-1 (51.84 Mbps) or lower, up to full wavelength capacity. In
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Figure 1.14 Node architecture for traffic grooming.

order to achieve the most efficient utilization of network resources, to reduce
operating costs, and to maximize revenue from existing capacity, the
low-speed traffic streams need to be efficiently “groomed” onto high-capac-
ity optical channels (lightpaths).

The traffic-grooming problem has been well studied for WDM/SONET
ring networks with the objective of minimizing the total network cost mea-
sured in terms of the number of SONET ADMs (see Section 1.4). As today’s
optical long-haul backbone networks are evolving from interconnected-rings
topology to mesh topology, traffic grooming in WDM mesh networks has
become a very important problem for both industry and academe.*4?

In order to support traffic grooming, each node in a WDM mesh network
is equipped with an OXC that should be able to switch traffic at wavelength
granularity as well as finer granularity. Figure 1.14 shows a simplified archi-
tecture of an OXC with grooming capability. In Figure 1.14, the grooming
fabric (G-fabric) performs multiplexing, de-multiplexing, and switching of
low-speed traffic streams. A transceiver array (T and R) is used to connect
the G-Fabric to the W-Fabric (see Figure 1.14). The size of the transceiver
array determines how many wavelength channels can be switched in and
out of the G-fabric from the W-fabric. Hence, it determines the grooming
capacity of an OXC. A lightpath is called a groomable lightpath if it is
switched to the G-Fabric at its end nodes.

In a static grooming problem, all connection requests (of different band-
width granularities) are known a priori. In a dynamic grooming problem,
connection requests arrive randomly, hold for a finite duration, and require
provisioning in real time and tearing down when they are over. The groom-
ing of traffic can be either single-hop or multi-hop. While in the former, con-
nections are allowed to traverse only a single lightpath hop, in multi-hop
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grooming a connection can be switched by the G-fabric at any intermediate
node (i.e., it can traverse multiple lightpath hops).

When some low-speed connections require protection, they have to be
prudently protected and groomed along with the other existing connections
in order to maximize the network throughput. Again, these connections need
not be just single-source, single-destination connections but they may be
single-source, multiple-destination streams requiring multicasting of infor-
mation to a group of nodes. Grooming of low-speed multicast connections,
grooming along with protection, etc., are interesting and challenging areas
that need more research.

1.5.5 IP over WDM

Rapid growth in data traffic and the predominance of Internet Protocol (IP) in
data communication have led researchers to investigate the IP-over-WDM inte-
gration. In such architecture, network nodes employ OXCs and IP routers.
Today’s IP-over-ATM-over-SONET-over-optical approach reduces efficiency as
well as the effective bandwidth provided by WDM technology. The trend is to
converge the IP layer and the WDM layer by eliminating one or two layers of
the protocol stack®® and to offer a multi-protocol support (multi-protocol label
switching or MPLS, see Section 1.5.7) for simplified network architecture.

An optical channel (i.e., a lightpath) can connect any two IP routers in
an [IP-over-WDM network. The set of lightpaths forms a virtual interconnec-
tion pattern called the virtual (logical) topology.** A lightpath is established
by tuning the transmitter at the source node and the receiver at the destina-
tion node to an appropriate wavelength, and by configuring the OXCs along
the path. The traffic between two nodes can be carried by the lightpath
established between these nodes. Nodes that are not connected directly in
the virtual topology can still communicate with one another using the
multi-hop approach, namely, by using electronic packet switching at the
intermediate nodes in the virtual topology. IP/MPLS routers, ATM switches,
etc. can provide electronic packet switching. Interaction between the optical
layer and the electronic layer (IP in this case) is a major issue including
several functions, such as bandwidth provisioning, fault management, per-
formance monitoring, etc. (see Section 1.5.2).

Bandwidth provisioning at the optical layer is related to the RWA prob-
lem. The latter is a hard (non-polynomial) problem, which includes minimiz-
ing the usage of network resources considering constraints on wavelength
conversion, nodal-switching capabilities, and physical-layer connectivity
(fiber layout).? The problem gets more complex when one considers the dyna-
mism of the IP traffic. When traffic intensities between nodes change over
time, the network may need to be re-optimized by online methods. This is a
joint optimization problem involving IP routing, virtual-topology reconfigu-
ration and therefore optical-layer routing and wavelength assignment.*>474951
To solve these problems, we need automated mechanisms that can interact
with today’s IP protocols (IPv4, IPv6, RSVP, etc.).
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In such network architecture, the failure of a fiber link can lead to the
failure of all of the lightpaths that traverse it. Considering that each lightpath
operates at a rate of tens of Gbps, such a failure could cause a large amount
of data and, consequently, revenue loss. Hence, network survivability is a
crucial issue (see Section 1.5.2).

1.5.6  Call admission control based on physical impairments

Optical networking technology has many desirable features and, in general,
offers better transmission-error characteristics compared to other physi-
cal-layer technologies, such as copper or radio. Its low error characteristics
make it the best candidate to deploy for worldwide data-transmission back-
bones. However, even the optical-layer technology is far from being perfect,
and at the scale of continent-wide or worldwide networks, physical-layer
impairments may cause serious problems that we need to consider.

In a large-scale network, an optical signal may propagate through a
number of nodes and long fiber spans (1000s of km) connecting the nodes.
Throughout its propagation, the signal is subjected to degradation by several
impairments: cross-talk from OXCs, amplified spontaneous emission (ASE)
from EDFAs, four-wave mixing (FWM) from other signals propagating in
the same fibers, laser phase noise at the transmitter, fiber dispersion and
nonlinearities, etc.®> As a result, the optical signal’s bit-error rate (BER) may
become too high to recover the original signal at the receiver. To exploit
optical technology in long-haul mesh networks, and to make the future
all-optical networks a reality, we need to develop intelligent approaches that
can correct these undesirable effects.

To date, most of the studies on call admission and RWA problems assume
anideal physical layer that does not have any of the impairments cited above.
The work in Ramamurthy et al. (1999) considers the physical-layer limita-
tions by capturing the most significant impairments (ASE and cross-talk)
before setting up a lightpath.% It estimates the on-line BER on candidate
routes and wavelengths, and establishes a call on a lightpath only if the
received BER is lower than a certain threshold (e.g., 10712).

Signal regeneration is another method to overcome signal degradation,
and it may be performed in three forms:

1R-Regeneration: Re-amplifying. Signal is amplified using optical amplifi-
ers, such as EDFA.

2R-Regeneration: Re-amplifying and re-shaping. The optical signal is converted
to an electronic signal. It is both re-amplified and re-shaped. Re-shaping
eliminates most of the noise and provides clear electrical Os and 1s.

3R-Regeneration: Re-amplifying, re-shaping, and re-timing. The optical sig-
nal is converted to an electronic signal. Added to 2R-regeneration, it
is also re-timed (or re-clocked). The time between bits at the receiver
is not rigid, as it is at the source; re-timing adjusts the 1s and Os so
that they are equally spaced and match the bit rate of the system.
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1.5.7 Network control and signaling

In an optical network, a control plane is needed to coordinate the necessary
algorithms that provide the following functions:

1. A signaling protocol for setting up, maintaining, and tearing down
the connections

2. Arouting process for handling the topology and resource usage, and
for calculating the routes

3. Anaming and addressing scheme

4. A signaling protocol for providing communication between the en-
tities requesting the services and those that provide the services.*
Several initiatives are being developed to define and standardize
such a control plane.

MPLS is a set of protocols for provisioning and managing core net-
works. It provides resource reservation and route set up to create data
tunnels between ingress and egress nodes.* A label-switching mechanism
ensures that all packets of the same data stream are routed through their
predefined tunnel. Originally, MPLS was designed for packet-switching
networks to overlay the Internet Protocol and to provide a standard inter-
face that can communicate with several protocols (ATM, IP, frame relay,
etc.). It has been generalized for optical networking, resulting in general-
ized MPLS or GMPLS.*52 GMPLS supports switching in time, wavelength,
and space domains along with packet switching, by extending the signaling
and routing protocols used in MPLS: Link management protocol (LMP),
open-shortest-path-first/intermediate system to intermediate system
(OSPE/ISIS) protocols, resource reservation protocol (RSVP), and con-
straint-based routing-label distribution protocol (CR-LDP).>* GMPLS can
provide traffic engineering** and fast rerouting mechanisms by the features
of resource discovery, state information dissemination, path selection, and
path management.>

Another effort, OIF-UNI (Optical Internetworking Forum-User Network
Interface), defines the interoperation procedures for requesting and estab-
lishing dynamic connectivity between clients (e.g., IP, ATM, SONET devices,
etc.) connected to an optical transport network (see Figure 1.15).5 The UNI
defines the set of services, signaling protocols used to invoke the services,
the mechanisms used to transport signaling messages, and the auto-discov-
ery procedures. Connection establishment, connection deletion, status
exchange, auto-discovery, and information exchange (user data) are sup-
ported across the UNI.

* Nodes where traffic enters (ingress node) or leaves (egress node) a network.
** Traffic engineering is the process of controlling traffic flows in a network so as to optimize
resource utilization and network throughtput.
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1.5.8 Optical packet switching

WDM and optical-switching technology can provide the necessary band-
width for the growing traffic demand. As data traffic starts to dominate
the communication networks, the traffic even on the long-haul network
becomes more data oriented (i.e., less predictable). In the long term,
optical packet switching (OPS) could become a viable candidate because
of its high-speed, fine-granularity switching, flexibility, and its ability to
use the resources economically. The technology is still in a very early
stage, and several issues need to be solved, including switch architec-
tures, synchronization, contention-resolution schemes, etc. (see Yao et al.
[2000] for a tutorial).5®

An optical packet switch includes packet-synchronization stages, a
switch fabric, and a control unit that extracts and reads the packet header
to route the packet through the switch fabric to the proper output port. One
main property here is to decide whether the network should operate syn-
chronously. A globally synchronized (slotted) network can use aligned time
slots as the holders of fixed-size packets. In such a network, the switch fabric
at a node receives the incoming packets aligned, minimizing the packet
contention; however, this switch architecture is more complex because of
synchronization/packet-alignment stages. The other alternative is to build
an asynchronus (unslotted) network where packets may have variable
lengths. The switch architecture is simpler in this case, though packet-con-
tention probability is higher. For a survey of different switch fabrics, please
refer to Reference 57.

Contention of packets in a switch fabric is a major problem and has
important impact on the performance of the network such as packet delay,
packet-loss ratio, throughput, and average hop distance. Contention occurs
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when two or more packets try to leave the switch from the same output port
at the same time. To resolve such a conflict, one of the packets is routed
through the output port while others are routed elsewhere, depending on
the contention-resolution scheme. In electronic switches, contention can be
resolved by the store-and-forward technique where packets in contention
are stored in a buffer and sent out when the port becomes available. Unfor-
tunately, optical buffers similar to electronic counterparts (i.e., ran-
dom-access memory [RAM]) do not exist; the only way to store an optical
packet is to use optical delay lines (fixed length fibers). These “sequential
access” buffers are less flexible than an electronic “random access” buffer
because a packet entering a delay line will emerge from the other end of the
line after a fixed amount of time. Several switch architectures that use optical
buffers were proposed in Reference 56.

Another method for contention resolution is deflection routing, which
is also called hot potato routing. In case of contention, one packet is routed
along the desired link while others are forwarded on some other links,
which may lead to longer paths. Deflection routing can be used along with
optical buffers.

The unique advantage of WDM networks (i.e., several wavelength chan-
nels on the same link) can be used to create a third method for contention
resolution, namely wavelength conversion. This is an attractive solution
because it can achieve the same propagation delay and hop distance as the
optimal case. All three or any two solutions can be combined to provide
better performance.

Today, OPS still seems like a dream because of several technical obstacles.
Our current vision for network planning is to implement a dynamically
reconfigurable optical transport layer using fast OXCs, providing enough
bandwidth to evolving data applications. If and when optical packet switch-
ing becomes available, we may choose to incorporate it into our existing
optical circuit-switching architecture.® Packet switching is not limited only
to wide-area networks; a tutorial on implementing OPS in metropolitan-area
networks can be found in Reference 59.

1.5.8.1 Optical burst switching
As a midway solution between circuit switching and packet switching, opti-
cal burst switching (OBS) was proposed.®® This approach is motivated by
two problems: routing the IP traffic, which has a bursty characteristic, on a
relatively-static circuit-switched network leads to poor usage of network
resources; and OPS technology is not mature for the near future. In OBS, a
control packet is sent first to reserve an appropriate amount of bandwidth
and to preconfigure the switches along the path. The burst of data, which
can consist of several packets forming a (possibly short) session, immediately
follows the control packet, without waiting for an acknowledgment. OBS
has a lower control overhead compared to OPS and it may lead to better
resource usage compared to circuit switching because reserved resources are
released after the completion of the burst. Several issues need to be addressed
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before OBS can be deployed, such as optical burst switch architecture, decid-
ing on the time gap between the control packet and data burst (offset time),
resolving resource conflicts without optical buffering, etc.> 5!

1.6 Future directions

This chapter has provided an overview of several aspects of optical com-
munication networks, specifically on WDM networks, and presented sev-
eral challenging research advances involved therein. New technologies
providing large bandwidth are being deployed in the long-haul and will
migrate down to metro and access networks, moving the bottleneck closer
to customers.

Optical Ethernet, a technology that extends Ethernet beyond the local
area network (LAN) or access and into MANs and the long-haul networks
is attracting attention. The transport style of optical Ethernet has the advan-
tages of simplicity and ease of integration with long-haul DWDM systems,
because a well-aggregated gigabit-Ethernet stream can either be mapped to
a wavelength or aggregated further into a 10-gigabit Ethernet channel and
then mapped to a wavelength for transport across the long-haul network.

As we feed more and more bandwidth to the insatiable customers, they
are expected to create new “killer” applications that consume all the band-
width — and will still be hungry for more — thereby creating the urgency
for even more technological advancements. With every technological
progress, new and exciting challenges and research problems are expected
to sprout in the ever-expanding horizon.
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2.1. Introduction

This chapter, together with Chapter 19, on optical transport networks,
reviews the evolution of optical networks from the architectural and signal
transport perspectives, respectively. The architectural delineation of optical
networks can be considered from various geographical domains, multiplex-
ing technologies, switching and routing functions, and transport capacity
and technologies. Today, a revolution has occurred from earlier single-wave-
length synchronous optical net (SONET)/synchronous digital heirarchy
(SDH)-based point-to-point transport to various phases of multi-wavelength
optical transmission networking and subsequent bandwidth explosion via
advances in dense-wavelength division multiplexing (DWDM). Currently,
an interconnection of various point-to-point optical links based on SONET/
SDH rings, trees, and optical mesh topologies constitute the optical networks
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infrastructure. However, the evolution of the optical networks toward more
flexible, survivable, scalable, and interoperable architectures is ongoing as
we write these chapters. Despite all progress in the optical transport from
high-speed TDM (OC-192) and DWDM, true all-optical networks have yet
to be realized. In limited cases, long-haul and metro-area networks have
achieved some wavelength-routing capabilities.

Meanwhile, although the optical-packet switching area has progressed
with innovative protocols and optical labeling approach, it seems to be a
technology of the future. The bottleneck in the optical networks obviously
is the absence of all-optical switching and routing. Currently, several tech-
nologies are competing in a wide-open space. Namely, reconfigurable opti-
cal add/drop multiplexers (OADM), along with the rare-earth doped-fiber
optical amplifiers (XDFA), are the enabling technologies of wave-
length-routed DWDM optical networks using optical cross-connects (OXC)
that are limited in size.

In this chapter, the discussion is confined to the geographical architecture
only. Meanwhile, optical transport networks, which encompass all geo-
graphic domains, are considered in Chapter 19. Various multiplexing tech-
nologies are also included.

2.2 Background

The evolution of optical networks started from the SONET* with the defi-
nition of hierarchical electric time-domain multiplexing (ETDM) as synchro-
nous transport signal (STS-n) for high bit rate in optical domain as optical
channel of order “n” (OC-n). SONET is an interface (not a network) that
aggregates all traffic at the electrical multiplexers using ETDM (i.e., all
low-bit-rate streams add up to a high bit-rate using a common synchronized
clock). The high bit stream STS-n is then converted (by the optical transmit-
ter) to an optical signal OC-n that travels in fiber. At the physical layer
synchronous time domain multiplexing (SONET/SDH) defines a frame for-
mat (125 us duration) and TDM hierarchy as OC-n/STM-m with n = 3m,
and the bit-rate compatibility first establishes between OC-3 and STM-1 (i.e.,
OC-1 has no equivalent bit-rate) and STM-m hierarchy involves 4x multi-
plexing.!#* A finer granularity exists at the OC-1 and STS-1 levels in North
America. An equivalent compatible global standard exists outside of North
America that is commonly known as the synchronous digital hierarchy
(SDH), and uses synchronous transport module (STM-m) standards. An
STM-1 is equivalent to STS-3, and STM-4 is equivalent to STS-12 and so on
(see Chapter 19).

SONET/SDH-based networks consist of nodes or network elements (NE)
that are interconnected with fiber cable over which user and network man-
agement information is transmitted. Such point-to-point circuit-entities and
NEs are the building blocks of the SONET- based optical networks that exist
today in various topologies (e.g., rings, trees, and meshes). SONET NEs receive
signals from various sources such as access multiplexers, asynchronous
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transfer mode (ATM), and other LAN/MAN/and WAN gears. SONET NEs
and SDH circuit-elements must have a proper interface to convert (or emulate)
the incoming data traffic into the SONET/SDH format.* Overall,
SONET-based optical networks (SONET-rings) have dominated the long-haul
and metro-space, and use optical-to-electrical-to-optical (OEO) switching and
routing functions. Since its first deployment in the 1980s, SONET/SDH has
almost replaced copper in the long haul, and every year millions of miles of
new fiber have been laid down all over the globe. As the SONET /SDH-based
optical links evolved from STS-3 (STM-1)/0OC-3 to STS-48 (STM-4)/0C-48
bit-rates and recently to OC-192, with experimental deployment of OC-768.
Concurrently, a revolution has occurred in the wavelength domain by multi-
plexing several wavelengths on a single fiber strand.

In parallel to wavelength division multiplexing (WDM) and TDM tech-
nologies, researchers are pushing optical time domain multiplexing (OTDM)
that can take tens of gigabit streams to several hundreds of gigabits streams.?
Although the nominal wavelength domain multiplexing had been imple-
mented for 1310 and 1550 nm in the mid 1980s, an explosive growth occurred
in the 1990s when EDFAs® became available and multiple wavelength signals
could be amplified without de-multiplexing. The so-called coarse WDM
migrated to dense-WDM (DWDM) and ultra-dense WDM, and new stan-
dards are still evolving.” This added dimension to the OC-n hierarchy has
resulted in a truly explosive growth in capacity from single-wavelength 2.5
and 10Gb/s to hundreds of gigabits and even terabits with a potential trend
towards petabits.8? Although ultra high-bit and ultra broadband became
reality in the long-haul space, the switching and routing still remains a major
obstacle with only limited deployment of optical switches at a wavelength
granularity. In literature,'-!° one finds an array of terminology to describe
the various optical networks related to architecture, geographical coverage,
multiplex-technology, management, switching- and routing-based technol-
ogies and so on. It is virtually impossible to fully cover all the aspects of
optical networks in a single chapter or even in a single monograph.

In the forthcoming sections, we will confine to an overview of optical
networks architectural topologies with respect to geographical coverage only
and few multiplexing technologies in Chapter 19. Meanwhile, other aspects
such as grooming, and switching and routing will be also briefly reviewed
in Chapter 19, whereas functionality, optical-packet switching, optical mul-
ticasting, self-healing, virtual private networks, IP-over WDM, management,
and other issues of optical networks are left for the future. Another classifi-
cation pertains to first-, second-, and third-generation of networks, and inter-
ested readers can find more details in Optical Networks by Ramaswami and
Sivarajan (1998), and Optical Networks by Black (2002).31° From the hybrid
and all-optical networks perspective, based on the hardware infrastructure
of the optical/photonic layer as defined in the layered model of communi-
cation networks,>*1% today’s networks fall under the hybrid categories. Gen-
erally, the all-optical networks will become a reality when an all-optical
switching fabric replaces the optoelectronic (OEO) switching and routing
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nodes and photonics reaches the access/metro-edge. In Chapter 19, however,
a more focused discussion will be given on the “optical transport networks,”
also known as “photonic transport networks,” because their functionality
encompasses all the categories from the edge to the core.

2.3 Optical networks architecture

Aside from the other enabling component technologies (switches and rout-
ers), a point-to-point optical transport link is the basic building block of all
type of optical networks.!! Interconnections of several point-to-point optical
links constitutes an optical network with certain logical topologies (e.g.,
rings, trees, or meshes and various combinations thereof). Several books and
countless articles, which describe a single-wavelength (SONET-based)'* and
multi-wavelength (i.e., open WDM!? point-to-point optical links), are avail-
able in the literature. For clarity, we illustrate the concept of “open WDM
architecture” in the point-to-point optical transport link in Figure 2.1. An
open architecture allows the 1310-nm based short-reach SONET interfaces
to communicate with the transponders. A single or multiple wavelengths
are then assigned, multiplexed, amplified, and transported over a dual fiber
for up/down traffic streams. At the open WDM terminals, the transponders
convert/groom the incoming SONET/SDH as well as non-SONET signals
and assign the available wavelengths from the ITU-grid and then multiplex
all channels (wavelengths). Subsequently an EDFA (optical amplifier) boosts
the signals before launching into the transport fiber (if the distance limita-
tions so stipulate). Typically, for longer fiber spans, several EDFAs amplify
the signals almost at every 120 km sections. At the other end, the incoming
multi-wavelength signals are pre-amplified prior to de-multiplexing and
sending into the transponders. A similar process occurs for the upstream
traffic in the other fiber strand.

Several point-to-point optical transport links (such as Figure 2.1) con-
stitute an optical network infrastructure. Depending upon the stretch of
the deployed fiber, multiplexers, and switching and routing hardware, the

Transponders
Transponders

\ WDM (1550 nm) EDFAs \
WDM

RN fr

1310 nm Ai

Long-Haul Link

< >

Figure 2.1 A schematic of a high-capacity open WDM point-to-point link, a building
block of optical networks.
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OPTICAL NETWORKS TOPOLOGY

4

Access

Figure 2.2 A general view of optical networks’ architecture (distribution, access/
edge, metro-core, and long-haul subnets).

logical sub-network topology can be defined as rings, trees, and mesh and
their combinations.

We shall only consider the geographical area definition of optical net-
works, which indeed follows the same approach as prevalent in the legacy
communication networks.!3 Figure 2.2 illustrates the main concept that
extends to various geographical areas, each covering certain sub-networks
and interconnections. The overall network infrastructure is divided into
three major zones: access/edge-optical, regional/metro-core optical, and
long-haul/backbone optical networks. Access/edge-networks use a broad
range of equipment technologies and protocols to provide the connectivity
to user/client premises to the nearest node or carrier central office. These
networks usually extend 1 to 10 km distances and are often referred to now
as “the last/first-mile” of communication networks. Meanwhile, long-haul/
core/backbone networks span greater regional and global distances, exceed-
ing a 500 km or larger reach, and provide interconnectivity between various
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regional and metropolitan domains and subnets. Finally, metro (metropol-
itan)/regional networks on the other hand bridge the gap between the
access/edge and long-haul/backbone networks, and span the ranges of
about 10 to 500 km. These networks can be delineated further into subdi-
visions such as the “metro-edge” and “metro-core” domains of the optical
networks.* Typically, these distance ranges can vary significantly and,
therefore, have no sharp boundaries between these geographical domains.
Usually, the density of traffic together with span/reach plays a role in
categorizing various domains of optical networks.

Another perspective of optical networks pertains to various optical
transport networks and distribution networks (in user/client domain). As
one finds in literature,' the optical transport networks of course would include
access/edge, regional/metro-core, and long-haul networks all integrated
together. Meanwhile, distribution networks encompass more focused
access/metro-edge domains.

2.4 Long-haul optical networks

For years, the main thrust in voice and data transmission has been high
bit-rate transport over longer and longer distances. Fiber optics and related
technologies have enabled such capabilities, and hence constitute the “back-
bone optical networks” in the communication infrastructures. The first-gen-
eration optical networks that provided high-speed and long-haul transport
were based on SONET/SDH.!* In such optical networks, the data packets
are transported at high bit rate in the optical domain over long spans of
fiber; however, circuit switching, traffic separation, routing, and protection
functions are performed in electronic domain. This requires optical-to-elec-
trical and electrical-to-optical (O-E-O) conversions, and thus can handle a
single or at the most a few wavelengths. As the bit-rates increased to 2.5 and
10Gb/s in SONET/SDH and also DWDM emerged to increase the
fiber-bandwidth utilization, traffic processing in long-haul transport and, at
the intermediate nodes, became a complex, cumbersome, and expensive task.
As a result, the optical networks then evolved into their second generation
where several routing and switching functions are handled optically with
electronic controls. A major breakthrough of course occurred due to the
advent of EDFA,® which allowed optical amplification of multiwavelength
signals simultaneously and eliminated the need for OEO conversion and
regeneration in long-haul transport.

The other two equally important enabling component technologies in
the second generation of optical networks are the optical add-drop multi-
plexers (OADMs)!%!7 and the optical circulators.’ These components provide
crucial routing and switching functions at wavelength level. Second-gener-
ation optical networks rely on such WDM technologies and constitute the
optical-layer that provides services such as lightpath, circuit-switching, and
virtual-circuits.3 All-optical switching will take the networks to the next gen-
eration of optical networks that is commonly recognized today as the third
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generation of optical transport systems.!%!* The switching and routing func-
tions of such third generation optical networks, of course, will be provided
by the optical cross-connects. Optical cross-connects (OXC)'®!? and photonic
switches have been an area of active research over the past decade, and
numerous types of devices have been demonstrated with attributes and
limitations. Typical examples are MEMS?® and bubble-jet (thermoop-
tic)-based switches that provide switching and routing at wavelength level;
but the time response and switching matrix size is limited, and lifetime and
long-term reliability are concerns. Other developing optical switch technol-
ogies are based on liquid crystals, acoustooptic devices, electro-holographic,
and various thermooptic methods. Today, there is no clear winner because
the demand is on a whole list of factors (e.g., life, reliability, throughput,
yield, size, speed, scalability, spectral-response, and cost issues), which
makes the optical-switches quite a challenging technology.

Long-haul networks can further be divided into regional, national, and
global domains with respect to their geographical spans. A major require-
ment on all the subnets is their throughput, interoperability, and transpar-
ency. The incoming data aggregation at the switching/routing nodes must
have no latency and should not require extensive conversions and transfor-
mations. Only optical multiplexing and de-multiplexing with minimum
grooming? would be needed.

2.5 Regional/metro optical networks

As mentioned previously, regional/metro area optical networks span geo-
graphical distances about 10 to 500 km and bridge the gap between user/
client-based access and distribution-networks, and the high-capacity,
high-speed, long-haul/backbone optical networks. Legacy metro-optical
networks are primarily SONET/SDH-based networks that evolved from the
need of standardization for multi-vendor interconnectivity and interopera-
bility at the fiber level. However, over time, SONET/SDH high-capacity
optical transport features have been augmented with other network func-
tionalities, e.g., tributary cross-connection and routing /switching, add/drop
multiplexing (ADM), regeneration and amplification, and protection, etc. In
the emerging new technologies additional network functions such as wave-
length domain multiplexing (WDM), optical ADM (OADM), and high-speed
transport at OC-192/STM-64 (10Gb/s) are becoming more common.
SONET/SDH-system-based metropolitan optical networks provide resil-
iency and exist today in various configurations such as linear chain (bus),
tree, ring, and mesh.!* Among all these logical configurations, however, ring
topologies are by far the most dominant in metro/regional areas, although
current trends indicate that mesh topologies may become ubiquitous in the
future as optical switching technologies mature.

Regional /metro optical networks have received considerable attention
recently because long-haul has matured and a natural next step is to bring
the OC-192/STM-64, OC-768/STM-256,° and DWDM technologies into the
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Figure 2.3 Nominal geographical spans of access, metro-core/regional, and
long-haul networks as well as corresponding transmission rates with short- and
long-wavelength transmitter devices.

metro domain. For a recent comprehensive review, the interested reader
should see Reference 14. A finer delineation of metro optical networks can
be metro-edge (closer to access) and metro-core (regional) optical networks.
These geographical categories apparently are arbitrary but serve a purpose
for equipment specifications and needs for restorations and protection (i.e.,
management functions).

Because metro-edge optical networks serve as interconnects and bridge
the gap between the access networks and the high-speed metro-core and,
subsequently, to long-haul/backbone optical networks, several equipment
and protocol requirements need to be considered. Due to ubiquitous ring
topology in the metro-space, we shall confine the discussion to metro-edge
SONET/SDH rings and SONET over DWDM. Most of the metro-edge rings
span an average length of 10 to 40 km and aggregate low-bit rate traffic
from several central offices, usually at OC-3/STM-1 and OC-12/STM-4
rates and transport at higher speeds (e.g., OC-48/5TM-16). Being at
metro-edge, key network elements, such as add-drop multiplexers (ADM),
must not only perform multiplexing functions, but also be able to groom
the traffic from the client tributaries. From the access networks the incom-
ing traffic may be comprised of various low-bit SONET rates and
non-SONET digital signals up to hundreds of Mb/s. Metro-edge rings deal
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Figure 2.4 Typical long-haul DWDM optical networks architecture with opaque and
transparent nodes and sub-rate-multiplexing at OADMs.

with hubbed-traffic patterns and are well suited for unidirectional
path-switched rings (UPSR) approach. UPSR dual counter-rotating rings
perform one-to-one receiver interconnections to provide protection signal-
ing.! Subsequently the metro-edge traffic is routed on to larger metro-core
rings at the inter-office level by connecting to key hub locations. In partic-
ular, this interconnection is performed via SONET/SDH digital cross-con-
nects (DCS) nodes residing between metro-edge and metro-core
(inter-office fiber) rings, e.g., commonly termed as wideband-DCS.!

In traditional metro-edge networks, an evolution of data networking
protocols based on layering onto voice-centric infrastructure has occurred.
Data protocols are mapped onto SONET/SDH frames via intermediate adap-
tation protocols and equipment such as ATM or frame relay (switches).
Consequently, different layers are used to implement a complete service
definition;!* that is, SONET/SDH for transport and protection, ATM for
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bandwidth/traffic engineering, and IP for connectivity and routing. More
recently, in advanced networks “direct packet over SONET” interfaces have
been defined where IP packets are mapped onto the high-level data link
control protocol and then framed into SONET/SDH. For example, many
gigabit switches and routers provide such high-speed packets over SONET
(POS) interfaces, i.e., OC-48c/STM-16c and Oc-192¢/STM-64c, for connec-
tivity to larger metro-core rings.

As discussed in the beginning of this section, regional/metro-core
optical networks are comprised of a series of SONET/SDH rings that are
categorized as metro-core rings. The metro-core rings infrastructure runs
through several major central office hub locations, and constitutes the “core
layer” as illustrated in Figure 2.5. These metro-core rings are then inter-
connected via DCS nodes as meshes and to backbone/long-haul infrastruc-
tures. These metro rings (Figure 2.5) are also known as “interoffice fiber”
or collector rings and provide a higher level of aggregation and optical
transport between metro-edge and backbone/long-haul networks. Legacy
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Figure 2.5 Metro optical networks architecture from edge-to-core.
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metro-core setups commonly use OC-48/STM-16, and the new deployment
is mainly OC-192/STM-64; thus, its demand is increasing rapidly.? Typical
ring sizes range from 50 to 250 km, and for regional rings it can be approx-
imately 500 km. Due to large geographic coverage and traffic demand in
metro-core, rings are predominantly meshed between central offices and
ADM locations. In this situation, bidirectional line-switched rings (BLSR)
are suited for higher bandwidth efficiency. Two- and four-fiber BLSRs are
quite common for performing loop-back span switching for logical
(bi-fiber) and physical (quad-fiber) rings, respectively.?® A recent detailed
discussion on metro-core networks design and functionality can be found
in Reference 14.

As will be discussed in the later sections of Chapter 19, dense wavelength
division multiplexing (DWDM) has become dominant in the long-haul/
backbone optical transport networks. It is now permeating rapidly into metro
space, especially in the core first, and later will migrate all the way to the
metro-edge domains. The metro-edge will play a vital role in grooming and
mapping diverse traffic protocols onto the wavelengths and will enable
end-to-end “lightpaths.”!* Eventually, it will spread into access networks in
response to the growing bandwidth demand and will become enabling tech-
nology for the ultimate all-optical networks.

DWDM-over-SONET is a viable solution to provide scalable band-
width reaching terabit per fiber per second while utilizing the existing fiber
and optical amplifiers infrastructure. Currently, most of DWDM solutions
are optimized as point-to-point transmission,?'* with fixed wavelength
routing and optical add/drop multiplexing (OADM). The new metro
DWDM solutions will include high-density transmission and reconfig-
urable wavelength routing over mesh and ring topologies. Clearly,
dynamic or such reconfigurable OADMs will add more flexibility in
DWDM application in metro space.

From the successful initial deployment of point-to-point DWDM systems
in metro space, a natural next step was further interconnection of multiple
wavelengths and spans of fibers into wavelength routing nodes that establish
the lightpaths>* with multihops for end-to-end connectivity over long-haul.!!
Hence, DWDM rings emerged from a natural progression and perform add/
drop, pass-through, and protection functions. This will constitute “optical ring
networks” (DWDM rings) that are very high capacity and offer scalability and
transparency to variable high-bit-rate traffic. Several DWDM architectures
such as static rings and reconfigurable/dynamic rings have been proposed in
literature.> An elaborate account on such technology as applied to DWMD
rings in metro area networks can be found in a recent reference.’* The key
component technologies include C- and L-band EDFAs'>? and static and
reconfigurable OADM and OXC.?” Using reconfigurable OADM and agile
OXC various dynamic DWDM and self-healing rings architectures can be
implemented. Optical rings and OXC would be deployed soon to support ring
and mesh architectures in the metro area domains.?® However, clearly fast
“on-ramp” gateways will also be needed in the foreseeable future as the optical
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networks evolve to the next generation of all-optical networks. This concept
has been tabled in the full-service access networks architectures (FSAN).?

2.6 Optical access networks (OAN)

Optical access networks® cover the “first-/last-mile” in the geographical
topology and usually extend from 3 to 10 km. In the traditional telephone
network infrastructure, the access networks constitute the “subscriber loops”
where the copper twisted-wire pair connects the individual or institutional /
commercial customers to the local exchange carrier’s network at the remote
terminal or the central office level. Access networks are usually low-cost or
support multiple cost structures to enable the evolution and services in an
economically viable manner. Much like in the other segments of the optical
networks, the optical hardware technologies are the enabler for generation,
switching, transmission, and amplification of optical signals. The challenges
pertain to physical layer issues and component technologies.®» OAN must
support the capacity requirements such as concentration and grooming for
enterprise and residential users, and they must also support multi-bit-rate
interfaces (e.g., constant and variable bit rates as well as synchronous and
asynchronous data streams). Various architectures and one such example,
based on the FSAN? concept, are illustrated in Figure 2.6.
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Twisted Pair
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ONU: Optical Network Unit ODN: Optical Distribution Network
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Figure 2.6 Typical optical access networks” architecture based on FSAN model.
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Today, the bandwidth “bottleneck” has shifted to the first/last mile
region, as growing end-user demands continue to drive traffic volumes.
As growing bandwidth demand creates traffic jams on the “Internet high-
way,” the worst congestions occur at enterprise sites in the suburbs or at
university campuses. Hence, the problem does not concern the actual com-
munication services; today’s Internet service providers (ISP) and carriers
already offer a multitude of products and services. Rather, the root of such
problems lies in how these products and services are transported over the
“optical highway.” Clearly, a new breed of providers, called optical service
providers (OSP), need a viable way to reach the suburban users and cus-
tomers. One such solution involves DWDM technology. As mentioned
earlier, this technology mixes different data signals using the same fiber,
by modulating them on different independent wavelength channels. How-
ever, the issue with this technology is that it was geared and optimized
for long-haul and metro-core networks; hence, it can be too expensive to
allow services to be deployed from the metro-core/edge to the access
networks. First, the deployment of optical access networks using optical
add/drop multiplexers, EDFAs, and other optical components and sub-
systems are too costly for using in the last mile/subscriber loop. Second,
traffic profiles and patterns change rapidly in the OAN arena, and hence
the coexistence of optical and electrical infrastructures would not only be
a desired feature but a necessity. Note that the “tree-and-branch” (ITU-T’s
(G.983.1) or other switched digital architectures would probably be useful.
Figure 2.6 shows an existing OAN architecture, which relies on the passive
optical network (PON) concept, and constitutes a full-service access net-
work (FSAN) topology.?

FSAN defines the requirements and solutions for low-cost-fiber-based
access networks. It requires a very flexible, economical, and scalable service
capability and components technologies. Typical examples are fiber to the
curb (FTTC), fiber to the cabinet (FTTCab), and fiber to the home (FTTH).
Important issues include cost-effective solutions for optical multiplexing and
de-multiplexing, although the dominant costs are those associated with dig-
ging for conduits and terminal equipments. For FTTCab, low-cost VDSL
chipsets are becoming available as well as are the low-cost optical network
units (ONUs) for FTTH setups.?® Currently, ATM-based PON (APON) can
support up to 32 subscribers over a distance of about 20 km with bit rate
exceeding 622Mb/s downstream and 155Mb/s upstream traffic.

Although today OAN is mostly supported with FTTCab in access space,
few experimental/field trial type FITH systems exist as well. In particular,
some of the key requirements related to OAN deployments include:

1. Low-cost medium-range (over 20 km distance) and high-density
(over 32) channel fan-out

2. High-density grooming and multiplexing to accommodate hundreds
and thousands of users

3. Local dc power backup at customer’s site
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4. Remote service activation
5. Digging streets to add more fibers and/or investing in the DWDM
infrastructure in the access domain

In addition, it needs to support integration of several existing and a variety
of emerging access technologies. One promising solution would be to deploy
new multiplexing techniques and exploit lower-cost components such as
optical amplifiers, OADMs, and DWDM terminals. Many studies have
shown steady price declines, and over time the economic viability of many
of these technologies will be quite feasible.

2.7 All-optical networks — the wave of the future

Today, the emergence of an all-optical network (AON) is more likely than
ever. Indeed, the exploding demand for bandwidth, driven by emerging
technologies and applications, makes the development of an end-to-end
fiber-rich network an inevitability. The AON era is approaching, and the
telecom industry must decide how it is going to manage the transition in an
efficient and cost-effective manner. The transition will be smooth if industry
leaders choose the correct routes, architectures, and infrastructures along the
way — both as short-term solutions in an optical-electrical-optical environ-
ment and as a framework for the long term. The optical industry must
examine the different qualities and types of service enabled by different
infrastructure configurations and then decide which services to offer over
those infrastructures, knowing that those systems will be in a developmental
flux for the next decade and standards will be still evolving.

Because companies in the optical industry must still be able to turn
profits, such a fluid environment requires flexible, innovative approaches to
mixed and hybrid network management. How successful industry is in
maintaining revenues (i.e., backward-compatibility) while introducing new
approaches to network development and management will determine the
success of the transition to the future AON.

In order to help network operators take full advantage of optical network-
ing technology, the International Engineering Consortium (IEC) and other
standard bodies, e.g., ITU-T and IEEE, are playing an important role to identify
the architectures and protocols. The very latest developments in optical tech-
nologies, networks architectures, and market trends driving the next-genera-
tion network will be enablers for future AON. With its range of perspectives
on the promise of an AON, the legacy optical networks, their interoperability,
and various architectural advances are critical resources for any communica-
tions company hoping to tackle today’s optical networking challenges.
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3.1 Introduction

Optical communication networks can support very high bandwidth because
of the maturity of the wavelength-division multiplexing (WDM) technique.
WDM transport systems with tera-bit-per-second (Tbps) capacity on a single
strand of fiber are commercially available now; however, a number of tech-
nical challenges remain to be addressed before optical networks become the
effective basis for a robust, high-capacity, and scalable next-generation infor-
mation infrastructure. One such challenge is the development of standard-
ized architectures and protocols for optical networks, appropriate at very
high speeds, under different environments such as local, metro, and
long-haul networks.

Although experimentation on a test-bed will reveal useful information
about these issues, a simulation tool that can provide rapid and accurate
analysis of various design choices is now essential for timely resolution of
the engineering challenges posed by optical networks. In an optical network
environment, simulation is often the dominant tool to analyze network
behavior. For this purpose, we have designed and developed a tool called
ARTHUR (A Routing And Wavelength Assignment Tool For Optical Net-
works). ARTHUR supports several useful features such as dynamic routing
and wavelength assignment, wavelength conversion, and fault-manage-
ment. ARTHUR can be used as a network design and planning tool and as
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a protocol analyzer. As a network designer/planner, ARTHUR can be used
to create new network topologies and analyze their performance using var-
ious algorithms. The performance of various algorithms can be analyzed by
testing them for different network topologies.

3.1.1 Optical networking and wavelength-division multiplexing

Wavelength-division multiplexing (WDM)! is a promising technology to
exploit the enormous bandwidth of optical fibers. Multiple channels can be
operated along a single fiber strand simultaneously, each on a different
wavelength. Thus, WDM carves up the huge bandwidth of a single-mode
optical fiber into channels whose bandwidths (for instance, 10 Gbps) are
compatible with peak electronic processing speed. WDM-based optical net-
works are envisaged for spanning local, metropolitan, and wide geograph-
ical areas. Our focus here is on the design of wavelength-routed WDM
networks that can provide wide geographical coverage.

The use of wavelength to route data is referred to as wavelength
routing, and a network that employs this technique is known as a wave-
length-routed network. Such a network consists of wavelength-routing
switches (or routing nodes) interconnected using optical fibers. Some rout-
ing nodes are attached to access stations where data from several end users
could be multiplexed on a single optical channel. The access station also
provides optical-to-electronic conversion and vice versa to interface the
optical network with conventional electronic equipment. A wave-
length-routed network that carries data from one access station to another
without any intermediate optical-to-electronic conversion is referred to as
an all-optical wavelength-routed network.

In a wavelength-routed WDM network, end users communicate with
one another via optical WDM channels, which are referred to as lightpaths.
A lightpath may span multiple fiber links. When there is no direct lightpath
on the same wavelength between the source and destination nodes, then in
order to setup a lightpath, wavelength converters may be required. Net-
works that employ nodes equipped with wavelength converters are called
wavelength-convertible optical WDM networks. In the absence of wave-
length converters, a lightpath must occupy the same wavelengths on all fiber
links through which it passes. Thus, given a set of lightpaths that need to
be established on the network, and given a constraint on the number of
wavelengths, we need to determine the routes over which these lightpaths
should be set up and also determine the wavelengths that should be assigned
to these lightpaths. This problem is known as the routing and wavelength
assignment (RWA) problem 356

3.1.2  Control and management of WDM networks

Network control and management (NC&M) is important for any network.
The cost of managing a large network in many cases dominates the cost of
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the equipment deployed in the network. Classically, network management
consists of several functions:

e Configuration Management deals with the set of functions associated
with managing orderly changes in a network. For example, this could
include setting up and taking down connections in a network. (A
connection between two nodes in the network consists of a path in
the network, with a wavelength assigned on each link along the
path.) Other functions include tracking the equipment in the network
and managing the addition/removal of equipment, including any
rerouting of traffic this may require.

* Performance Management deals with monitoring and managing var-
ious parameters that measure the performance of the network. Per-
formance management is an essential function that enables network
operators to provide quality-of-service guarantees to their clients
and to ensure that clients comply with the requirements imposed
by the operator.

® Fault Management is the function responsible for detecting failures
when they happen, isolating the failed components, and restoring
traffic that was interrupted due to the failure.

* Security Management involves protecting data belonging to network
users from being tapped or corrupted by unauthorized entities. It
includes administrative functions such as authentication of users
as well.

® Accounting Management is the function responsible for billing and for
developing lifetime histories of the network components.

3.1.3 Need for a design tool

In order to achieve high efficiency in network design and implementation,
one needs to develop and analyze accurate models of the network. Due to
the complexity of the network model, it may be very difficult or impossible
to predict and analyze the behavior of the network. The RWA problem is
also known to be NP-complete;” in other words, there is no algorithm that
can complete computation in polynomial time. Hence, simulation is the
dominant technique for the design and analysis of large, realistic networks.

For an optical network environment, we have designed and developed
a tool called ARTHUR. ARTHUR supports several useful features such as
dynamic routing and wavelength assignment, wavelength conversion,
and fault management. Our work mainly concentrates on connection man-
agement in optical networks. Connection management can be defined as
the process of managing the connection requests. Through connection
management, connections can be added or dropped dynamically. When-
ever an “add connection request” is made, depending on the availability
of routes and wavelengths, a connection can be accepted or blocked. If a
“delete connection request” is made, the design tool (ARTHUR) checks
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the status of the connection and drops it by freeing the network resources
associated with the connection. The performance of various RWA algo-
rithms can be determined by analyzing the statistics available after the
simulation is completed. Our work mainly focuses on developing such a
simulation tool to perform RWA for wavelength-convertible optical WDM
networks, although it can be easily extended to support wavelength-con-
tinuous networks.

Section 3.2 discusses the background and briefly outlines the features
and limitations of ARTHUR'’s competitors by introducing existing simulation
packages and discussing their advantages and disadvantages. Section 3.3
provides the global architecture of ARTHUR. This section also discusses one
of ARTHUR's distinguishing features, namely protection from faults. Also
discussed is the communication-application program interface (API) used.
Section 3.4 discusses the algorithms used to address the dynamic routing
and wavelength assignment problem. Section 3.5 demonstrates various
applications of ARTHUR. Section 3.6 concludes this chapter.

3.2 Background

To study the behavior of optical networks, simulation software packages are
very useful. Only a few network simulation tools are in existence, however;
simulation tools for optical networks are even more rare. The following
subsections briefly discuss existing simulation tools.

3.2.1 NS — network simulator®

A very popular network simulation tool is network simulator (NS). NS is a
discrete-event simulator targeted at networking research. NS provides sub-
stantial support for simulation of transmission control protocol (TCP), rout-
ing, and multicast protocols. The NS simulation description language is an
extension of the tool command language (TCL). Using an NS command, a
network topology is defined, traffic sources and sinks are configured, the
simulation is invoked, and statistics are collected. By building upon a gen-
eral-purpose language, actions can be programmed into the configuration;
however, one of the limitations of NS is that it lacks a user-friendly interface.
To know how to use NS, the users must first learn TCL, and write the script
as an input file using TCL.

3.2.2 REALEDIT?®

A more user-friendly network simulation tool is REALEDIT. REALEDIT is
a visual editor for REAL 5.0 Network Simulator. It is written in Java to
provide cross-platform portability. REALEDIT provides a user-friendly
graphical user interface (GUI) to simplify both building a network for sim-
ulations and viewing the results. Just as NS, however, REALEDIT also over-
simplifies the network architecture: it uses a circle to represent the network
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node and a line to represent the links between nodes. This design omits
details that need to be represented in a network design.

Both NS and REALEDIT have been used to study nonoptical networks.
They do not support features such as fiber length, number of wavelengths,
etc. that are essential for the study of optical networks.

3.2.3 SIMON — simulator of optical networks’

SIMON was developed to provide functions that are required for optical
networks. Some features of the simulation environment are as follows:

e Auser-friendly GUI for the user to build up the network architecture.
The user can easily draw the topology of an optical network.

e Detailed representation of network architecture relative to NS and
REALEDIT. For example, the input and output ports in a network
node can be shown unlike NS and REALEDIT, which do not provide
this capability.

e Every call in the simulation can be traced while the simulation is in
progress. Information on a particular call such as route, wavelengths
used, and timestamp can be known.

e Tools to view statistics of a simulation such as number of calls offered,
number of calls established, and number of calls blocked.

3.2.4 MERLIN — modeling evaluation and research of lightwave
networks

Modeling Evaluation and Research of Lightwave Network (MERLIN) is a
WDM network design and modeling environment that allows the develop-
ment and evaluation of RWA algorithms. MERLIN was developed at the
National Institute of Standards and Technology (NIST).

MERLIN has a client-server architecture where the client is a GUI, which
allows a user to set up a network, make connection requests, and display
results. The client code is divided into: Network Interface, Graphical Inter-
face, and Components for the graphical interface, such as Node, Link, and
Route. The server is a daemon process running in the background either on
the same host machine as the client or on a remote machine.

MERLIiN’s limitations include no provision to address the dynamic
RWA problem (see Section 3.3.3).° So, when a new set of connections need
to be set up, all connections including existing ones are rerouted and then
reassigned wavelengths. The network state (free and used wavelengths
on all links of the network) is not maintained. MERLiN does not support
wavelength conversion,® and hence, a lightpath must be set up on a single
wavelength on all links on the route. This constraint is known as the
wavelength-continuity constraint (see Section 3.4.3.1),>° which could
cause some new calls to be blocked. Also MERLiN lacks support for fault
management.
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3.3. ARTHUR

ARTHUR is based on a client-server architecture wherein several clients
can connect to a single server. The client is a GUI, written in Java that
connects to the server using UNIX sockets. The main purpose of the GUI
is to provide a point-and-click facility to make connection requests (e.g.,
“add connection request” or “delete connection request”) and display the
results. The server is formed of the “core” and the “algorithms” modules.
The algorithms module is where all RWA calculations are made. The core
is an interface between client and algorithms. Both core and algorithms
modules are written in C++.

A typical simulation would involve the following events: A set of con-
nections is requested using the GUI. The GUI connects to the server. Once
connected, the core parses the connection requests and invokes algorithms
specified in the request. After computation, the algorithms module returns
the results to core. Finally, the core sends back routes and other results
including assigned wavelengths to the client, which are then displayed on
the canvas of the GUL

3.3.1 Design architecture

The architecture of ARTHUR consists of three major building blocks: core,
plug-ins, and algorithms’ library. Each block along with its components is a
separate program that handles a specific aspect of the simulation process.
This architecture provides a modular plug-and-play platform that lets users
add new components such as algorithms and plug-ins and run them on
different machines. The main reason for this distributed design is to facilitate
the utilization of several computational resources (cluster of workstations)
and distributed databases, as needed. Another advantage of this design is
that it allows for language/system independent plug-ins and algorithms. A
high-level view of the architecture is illustrated in Figure 3.1.

CLIENT
Plug-Ins

GUI

4

SERVER

Core

Algorithm

Routing Wavelength | | Reconfiguration | | Quality of
Assignment Service

Figure 3.1 ARTHUR global architecture.
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3.3.1.1 Core

The core of ARTHUR is a daemon process running in the background, which
waits for connection requests. Given a script file as input that describes the
topology, the routes, and the algorithms to be used, the core builds its own
data representation of the network. Then, the core dispatches the topology
to the requested algorithms. After the algorithms complete their computa-
tion, the core collects the results of the simulation and sends them back to
the client.

3.3.1.2 Plug-ins

A plug-in is an interface module that allows easy access to core and to the
algorithms database. It can be any stand-alone application that communi-
cates with the core in ARTHUR’s language format. A plug-in acts like a client
in ARTHUR'’s client-server architecture. Its functionality is to send a request
to the simulator and collect the results for the user.

The information exchanged between the plug-in and core (possibly over
a network if the server is running on a remote machine) is in the form of a
text-script file describing network components such as nodes and fibers,
topology, a list of connection requests between pairs of source and destina-
tion nodes, and the RWA algorithms to be used.

The text-script file has to obey a number of syntax rules for the server/
client to understand the requests/results. The different objects describing this
file can be generated by the GUI. The GUI helps the user to build his/her own
topology and make requests by simple mouse clicks. It then automatically

[EXARTHUR Graphical User Interface - test15.mrl N =181 x|
File Edit Algorithm Control Help

De®EpP[x===ka

CAZ_IL_Connection_CA2_IL
ITX_MI_Connection_TX_MI

TX_UT_Connection_T¥_UT |
CA2_UT_Connection_CA2_UT

Co_cA2_Connection_co_ca2l WAL |wa I
NE_CA1_Connsction_NE_Ca1 [FflIL.PA____IIL_
IL_CA1_Connection_IL_CA1 ||~ e
T _CAL Connetion Tx_cat_|=I- Displaythis Route 2
[ Display all Routes in List ?

Fc.

| cleartabie || petete Nodets) | [Giobat assignment ~ |

Narme BER Delay. Jiter [ BandWwidih
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Figure 3.2 ARTHUR GUL
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generates the text file and sends it to the server when prompted. The plug-in
interface allows the user to use the file format from other simulators and
interface them to ARTHUR. Through dedicated plug-ins, it is possible to get
information needed from a physical-layer simulator or higher-layer simulator
(such as the NIST asynchronous transfer mode [ATM]/hybrid fiber coax [HFC]
simulator) and translate the information into the format recognized by the core.

3.3.1.3 Algorithms

The algorithms module is a special kind of plug-in that communicates with
ARTHUR's core. The main difference between an algorithm and a normal
plug-in lies in the method used to exchange messages: the algorithms mod-
ule uses ARTHUR'’s internal structures while a plug-in uses the script file
representation. Another difference is that an algorithm is generally called by
the core and not directly by the user. The algorithms library is divided into
two parts: routing algorithms and wavelength-assignment algorithms.

3.3.1.4 Communication — application program interface (API)
Whenever communication is needed between a plug-in and core, or core
and an algorithm, a communication pipe is opened. Then, messages are
transferred both ways through a local or remote port depending on where
the programs are running.

Communication between all the entities composing ARTHUR is con-
ducted via a network interface using UNIX sockets. The packets generated
have a specific format, as depicted in Figure 3.3.

The advantage of having such an interface is to make ARTHUR’s
plug-ins and algorithms language independent. The communication API of
a plug-in only takes care of opening and closing the connection. Listed next
is the description in pseudo-code of what a plug-in does:

Connect to server communication port

Call the plugInMain function

Read an input file

Send the file to server

Wait for reply on the communication port

If the answer is an error, return the error to the user
If the answer is an acknowledgment message, read the parameters
on the communication port

Write the output file to disk

e Return from the plugInMain function

e Close the communication port

Size of the ARTHUR Data
Packet Command

Figure 3.3 Packet format.
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3.3.2  Implementation details

The server of ARTHUR is implemented in C++, and the client is implemented
in Java. Object-oriented programming concepts have been widely used in
both client and server designs. Advanced packages in Java such as Swing
were used to implement the representation of the network topology on the
GUTI’s canvas.

ARTHUR uses a framework of classes especially designed to simulate
WDM networks. Listed next are the directories of the software that contain
the source files:

e Component contains classes representing WDM components: link,
cross-connect (see Section 3.3.3), wavelength, etc.

® Math contains the basic data types used in ARTHUR.

e Arthur contains source code of the server and some classes tightly
bound to the ARTHUR internals.

e Parser contains code for the ARTHUR file parser and some classes
tightly bound to the parser.

e Tool contains some useful classes such as list, array, matrix, and vector.

® Network contains classes used to manage communication between
different entities of ARTHUR (server, plug-in, algorithms).

Apart from these classes, the parameter class represents the parameters
list in and out of an algorithm. It manages several features that allow insert-
ing newly developed parameters, accessing them, and removing them from
lists. The communication process is hidden to the user. The server and client
port managers are used in order to establish connections between the cli-
ent(s) and server.

3.3.3 Dynamic routing and wavelength assignment3>¢

When setting up a lightpath, we need to configure various switches in
the network. The network control and management protocol is imple-
mented in software and allows for connection setup and teardown via a
user-friendly GUIL

The controller for a wavelength-routing switch (WRS) maintains the state
of the connections flowing through the switch in a connection switch table
(CST). A WRS uses an optical cross-connect (OXC), which switches signals
arriving at different input ports to different output ports. In addition to
the CST, the controllers maintain the topology of the network, and the
availability of wavelengths on each link of the network. The network
topology and wavelength information are maintained by a topol-
ogy-update protocol. To set up a connection, a node needs to calculate the
route for the connection, and a wavelength assignment for each link along
the route. The following distributed protocol establishes a connection
between two nodes:
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®  Route and wavelength determination — The originator of the connection
finds a route to the destination, and an assignment of a wavelength
to links along the route.

® Reservation — The originator of the connection requests all controllers
along the route of the connection to reserve the selected wavelength
on the links along the route.

e Connection Setup/Release — If reservation was successful at all con-
trollers along the route, the connection is set up; otherwise, the res-
ervation is released at all nodes along the route.

RWA schemes can be classified into static and dynamic categories
depending on whether lightpath requests are known a priori or not. In
dynamic RWA, lightpath requests between source-destination pairs arrive
at arbitrary instants and each lightpath has an arbitrary holding time after
which it is torn down. These lightpaths need to be set up dynamically by
determining a route through the network connecting the source to the des-
tination and assigning a free wavelength along this path. In contrast to the
dynamic routing problem described previously, the static RWA problem
assumes that all the connections that need to be set up in the network are
known initially. The objective is to maximize the total throughput in the
network (i.e., the total number of connections, which can be established
simultaneously in the network).

3.3.4 Fault management in a WDM network

Providing resilience against failures is an important requirement for many
high-speed networks. As networks carry more and more data, the amount
of disruption caused by a network-related outage becomes more and more
significant. Several techniques exist to ensure that networks can continue to
provide reliable service even in the presence of failures. These fault-man-
agement techniques involve providing some redundant capacity within the
network that is used to reroute traffic when a failure occurs. Moreover, it is
desirable that the fault-management algorithms be implemented in a dis-
tributed manner without requiring coordination among all nodes in the
network. This feature is necessary to ensure fast restoration of service after
a failure.

We are mainly concerned with failures of network links. Links can fail
because of a fiber cut. Our fault-management mechanisms are designed to
protect against a single failure event. This assumes that the network is
designed well enough that simultaneous multiple failures are very rare. In
other words, it is unlikely that we will have another failure while we are
trying to restore service from an earlier failure event.

3.3.4.1 Fault management in ARTHUR

A connection can be “protected” against link failure by calculating a
backup path when the primary path for the connection is calculated.
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When a link fails, the backup path kicks in. In ARTHUR, we support such
protected connections.

We protect a connection using the k = 2 shortest-path routing algorithm.
The algorithm calculates two paths for the connection (primary path and
backup path). Wavelengths are assigned to both paths. Once the connection
is established, only the primary path is shown on the GUIL A user can
simulate a link failure by selecting a link and pressing the “Fail Link” button
on the GUL This causes all connections going through that link to switch
over to their respective backup path, if any. At this point, the backup path
of a connection is displayed on the GUL™

Alternatively, one may choose not to protect a connection. This is done
by using the shortest-path routing algorithm, which calculates only one path
for the connection. The path is assigned wavelengths and shown on the GUL
If a user simulates a failure on one of the links used by the connection, the
connection would cease to exist, as there is no backup path. The updated
GUI would no longer show that connection.

3.4 Algorithms
ARTHUR has two kinds of algorithms:

1. Routing Algorithms (which perform route computation)
a. Shortest-Path Routing Algorithm (k = 1)
b. k =2 Shortest-Path Routing Algorithm
2. Wavelength-Assignment Algorithms (WAA) (which perform wave-
length assignment)!!
a. First-Fit WAA (perform wavelength conversion when necessary)

3.4.1 Generic events for any algorithm

An algorithm receiving a list of parameters from core performs some
computation before returning an output list of parameters to core. Similar
to the plug-ins, a communication API for the algorithms module exists.
The communication API starts communication between an algorithm and
core, and gets the parameters needed. Then, it calls a specific function
named algoMain.

Void algoMain (ParameterList & param_in_list,
ParameterList &param_out_list);

The arguments are respectively the list of parameters needed as an input
for the algorithm (filled by the communication API), and the output list of
parameters for the algorithm. The output list of parameters contains the
modified topology, accepted connections, and performance parameters (such
as time to compute the routes) of ARTHUR.
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3.4.2  Routing algorithms
3.4.2.1 Shortest-path routing algorithm (k = 1)1

The shortest-path routing algorithm computes a shortest path for a connec-
tion request between a node pair. We use Dijkstra’s Algorithm!? to compute
the shortest path.

Input parameters. Input Parameters are a description of the current
topology that contains:

e Alist of links

e Alist of nodes

e A list of existing routes the algorithm considers in computing the
new routes

e A list of connection requests

Output parameters.

e A list of new computed routes

e A list of all routes currently set in the topology — this includes
previously existing routes in the given topology and newly computed
routes

3.4.2.2 k = 2 shortest-path algorithm (edge-disjoint paths);
Suurballe’s algorithm??

In finding two edge-disjoint paths between a node pair, we use Suurballe’s
Disjoint-Pair Algorithm. The second path is edge disjoint with respect to
the first path, which is useful for protection-related issues that are
explained in Section 3.3.4.1. The algorithm calculates the optimal short-
est-path pair instead of shortest path and next shortest path (which may
not be link disjoint).

Input and output parameters. The input and output parameters are the
same as that of the shortest-path algorithm apart from the fact that, now, a
connection will be associated with two routes.

3.4.3 Wavelength-assignment algorithm

3.4.3.1 Wavelength conversion
Consider the network in Figure 3.4. It depicts a wavelength-routed network
containing two WDM cross-connects S1 and S2 and five nodes (A through
E). Three lightpaths have been set up (from C to A on wavelength A, from
C to B on A, and from D to E on A)). To establish any lightpath, we may
require that the same wavelength be allocated on all of the links in the path.
This requirement is known as the wavelength-continuity constraint® and
wavelength-routed networks with this constraint are referred to as wave-
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Figure 3.4 A wavelength-routed network.

length-continuous networks. The wavelength-continuity constraint distin-
guishes the wavelength-continuous networks from a circuit-switched net-
work (or fully wavelength-convertible), which blocks calls only when no
capacity exists along any of the links in the path assigned to the call.®

Consider the portion of a network in Figure 3.5a. Two lightpaths have
been established in the network: 1) between Node 1 and Node 2 on wave-
length A, and 2) between Node 2 and Node 3 on wavelength A,. Now,
suppose a new lightpath between Node 1 and Node 3 needs to be set up. If
only two wavelengths are available in the network, establishing such a
lightpath from Node 1 to Node 3 is now impossible even though there is a
free wavelength on each of the two links along the path from Node 1 to
Node 3. This is because the available wavelengths on the two links are
different. Thus, a wavelength-continuous network may suffer from higher
blocking as compared to a wavelength-convertible network.

A A
NODE L M[NODE}-------tteeeeo] NOPE
%) %)
________________ —>
(a) Without Wavelength Converter
NODE - »NODE} NO3DE
1

(b) With Wavelength Converter

Figure 3.5 Benefit of wavelength conversion.
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It is easy to eliminate the wavelength-continuity constraint if we are able
to convert data arriving on one wavelength along a link into another wave-
length at an intermediate node and forward it along the next link. Such a
technique is feasible and is referred to as wavelength conversion, and wave-
length-routed networks with this capability are referred to as wave-
length-convertible networks.>*!3 A wavelength-convertible network that
supports complete conversion at all nodes is functionally equivalent to a
circuit-switched network (i.e., lightpath requests are blocked only when no
capacity is available on the path). In Figure 3.5(b), a wavelength converter
at Node 2 is employed to convert data from wavelength A, to A,. The new
lightpath between Node 1 and Node 3 can now be established by using
wavelength A, on the link from Node 1 to Node 2 and then by using wave-
length A, to reach Node 3 from Node 2. In ARTHUR, we study networks
equipped with wavelength-convertible nodes.

3.4.3.2  First-fit wavelength-assignment algorithm
The wavelength-assignment algorithm implemented is the first-fit algorithm
that can perform wavelength conversion when necessary. This algorithm
tries to allocate wavelength(s) to all the links on a route. In ARTHUR, other
wavelength-assignment algorithms,! such as Random, Best-Fit, etc. can be
implemented as well.

On invoking a simulation, core first calls the routing algorithm. The
routing algorithm computes the route for the given connection and saves it
in a global data structure, which includes the route, the links on the route,
and the list of nodes on the route. The routing algorithm returns after per-
forming route computation. Now, core invokes the wavelength-assignment
algorithm with the following input parameters.

Input parameters. A description of the current topology that includes:

Route computed for the connection

A list of nodes

A list of all the links on the routes

Existing connections and their resource allocation

Output parameters.
e Wavelength list for the route

Algorithm. Let us consider the case of first-fit wavelength-assignment
algorithm. Given the route and other input parameters, the algorithm per-
forms as follows:

¢ For the given route, extract the first link on the route.
¢ Assign the first free wavelength on this link.
e Extract the second link.

© 2003 by CRC Press LLC



e Search if the wavelength assigned on the first link is also available
on the second link. (This may lead to two cases. If available, the
algorithm assigns the same wavelength; otherwise, the algorithm
searches for the first free wavelength that is available on all links and
assigns that wavelength.)

¢ If any single wavelength is not available on all links, perform wave-
length conversion at the node connected to the link where the wave-
length being searched for was not available. In other words, stick to
wavelength continuity and perform wavelength conversion only if
necessary (COIN).

¢ If a link on the route has no wavelength available, the connection is
blocked.

3.5 Applications of ARTHUR
3.5.1 A generic application

The generic events involved in setting up a connection are described next.
It is assumed that the client (GUI) is connected to the server. A user first
creates a topology on the GUI (client) by clicking the “create node” and
“create link” buttons. The user may also edit link properties such as cost,
etc.

By selecting the connection mode button, one may create a connection
request between two nodes. To do so, the user first clicks on the source node
and then the destination node. This event creates a new connection request,
and it is displayed on the connection tab in the information panel.

Now, the user chooses a routing algorithm followed by a wave-
length-assignment algorithm (WAA). By choosing the shortest-path algo-
rithm, we instruct the simulator to calculate just one path for the connec-
tion. In other words, we are not requesting any protection for this
connection. If one chooses Suurballe’s routing algorithm, the simulator will
calculate two paths (primary and backup) for the connection; hence, we
request protection for this particular connection. The WAA is then chosen
(say first fit).

Note that the first-fit WAA assigns wavelengths to both primary and
backup, if any. Now, the user presses the “add connection” button, which
sends all required data to the server. The server calculates the paths, assigns
wavelengths, and returns the results to the client, which are then displayed
on the canvas of the GUL

3.5.2  Setup of a protected connection and link failure

This section explains how a protected connection is set up and the results
displayed on the canvas on the GUI. Consider a network with the following
elements that a user creates:
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Figure 3.6 Primary path between Node 0 and Node 2.

Nodes: 0,1, 2, ..., 14.
Links: All links are bidirectional and have unit cost; connectivity is
illustrated in Figure 3.6.

The user now creates a connection request (Source = Node 0; Destination
= Node 2) and selects Suurballe’s routing algorithm, first-fit WAA, and
finally clicks the “add connection” button. Figure 3.6 (extracted from
ARTHUR'’s GUI) illustrates the network and the first path that Suurballe’s
routing algorithm calculates. The cost of the first route is 3.

When a user requests a connection between Node 0 and Node 2 and
chooses Suurballe’s routing algorithm to perform routing, we actually
receive two routes with both being assigned wavelengths. The GUI shows
just the first route, as it is the primary path. The other route is a backup path
and it is activated when one of the links on the primary path fails. One such
case could be that the link between Node 1 and Node 6 fails. This is when
the backup path kicks in. The alternate path, which the connection takes
once the previously mentioned link failure occurs, is 0 -10 -9 —7 —2. The
user can select multiple links from a given list and simulate a failure on
them, causing the backup path, if any, to kick in.

3.5.3 Deleting a connection

On an existing network, which has a set of connections already set up, the
user has a choice to delete one or more existing connections. Choosing a
connection from the set of connections displayed in the connection tab and
pressing the “delete connection” button does this job. At this point, the
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Figure 3.7 Illustration of wavelength conversion.

software first frees resources associated with this connection (e.g., wave-
lengths) and then displays the updated network.

3.5.4 Wavelength conversion (convert only if necessary)

This section demonstrates how ARTHUR assigns wavelengths. It follows the
first-fit WAA as described in Section 3.4.3.2. Consider the network in Figure 3.7:

Nodes: A,B,C,D, E, F
Links: All links are bidirectional and have unit cost.

The number of wavelengths on each link is the number in the column
“Lambda Ra ...” of Figure 3.8.
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Figure 3.8 Link details.
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Figure 3.9 ARTHUR results for connection between Node A and Node C.

Consider the following connection requests:

Source = Node A; Destination = Node C; Route: A-B-C
Source = Node F; Destination = Node D; Route: F-B-C
Source = Node F; Destination = Node C; Route: F-B-C-D

Note that, first, the routing algorithm (which calculates the routes mentioned
previously) is invoked, and then the WAA (which assigns wavelengths) is
invoked. After the WAA is done, ARTHUR returns with the results in Figures
3.9, 3.10, and 3.11, for the preceding connection requests.

As we can see from Figure 3.9, the connection between A and C is
wavelength-continuous (wavelength 0, route: A-B-C). After satisfying this
connection, ARTHUR tries to allocate wavelengths for the connection
from Node F to Node C. At this point, ARTHUR sees that it is possible
to stick to wavelength continuity and hence assigns wavelength 1 (route:
F-B-C). In order to satisfy the connection from Node F to Node D,
ARTHUR finds that there is no single continuous wavelength on the route
F-B-C-D. Hence, it performs wavelength conversion at Node B and
assigns wavelength 2 on link B-C, wavelength 0 on link F-B and wave-
length 0 on link C-D.

[[Convert Nods | Ron Convert Noaes | Links | Connections | vt | Agorats

| A Connections | | Al Wavetengths ~ |

Jlae_c Name:F_B_C —
i|IFZe_c_ ] connection: Connection_F_C
#|[F_B_C_D|Type: Primary

Distance: 2.0 -
Name Source Destination | Wavelenath

Link_F_H F B 1

Link B_.C |[B C 1

Figure 3.10 ARTHUR results for connection between Node F and Node C.
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Figure 3.11 ARTHUR results for connection between Node F and Node D.

3.6 Conclusion

We presented an optical WDM mesh network design tool, ARTHUR, which
supports dynamic RWA, fault management, and wavelength conversion. The
tool provides features to design and configure the network topology, as well
as dynamically add and delete a connection.

ARTHUR is most useful to network architects. Whenever a network
topology is to be installed, it can be first instantiated in ARTHUR. The
network topology can be created and the desired algorithms selected. A
series of simulations can be run, and the results analyzed for the network’s
performance under different conditions. ARTHUR also provides an effective
way to test the performance of various RWA algorithms under different
network topologies.

Future extensions may include advanced features such as traffic
grooming'#!® (a term used to describe how traffic streams of different
bandwidth granularities are packed and switched onto faster data
streams), and changing the centralized architecture to a distributed
approach. Another area that can be explored using ARTHUR is multicast-
ing for light-trees.®

Wavelength-assignment algorithms such as best-fit, random, etc. can be
implemented as well. New algorithms that can provide quality-of-service is
another attractive enhancement.
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4.1 Introduction

New enterprise applications and explosive data traffic growth are now
demanding line rates that previously were only available in the optical
core of long-haul backbone networks. Coupled with these new line rates
has been an equally dramatic increase in the number and variety of optical
services. To meet this emerging market, service providers have started to
deploy overlay networks, but at a large capital and operational cost. Service
providers need to evolve their current networks in order to fully capitalize
on these new service opportunities. This chapter discusses the new service
drivers and proposes an architectural solution that transforms the current
optical transport network into an optical broadband services (OBS) network.
The OBS network’s objective is the creation of an increasingly cost-effective
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infrastructure that allows carriers to better align their capital and opera-
tional expenses with their service revenues.

This chapter begins with a description of current transport networks and
the changing market dynamics. Sections 4.3 and 4.4 detail emerging appli-
cations and their network requirements, from both a metro and a long-haul
network perspective. Section 4.5 proposes a services architecture that
addresses these new requirements. Section 4.6 then explores a key compo-
nent of the architecture, Service and Network Adaptation. Adaptation maps all
services in “standardized” network containers, creating a manageable, ser-
vice-agnostic core. Adaptation also provides service transparency, ensuring
that the customer’s traffic, regardless of its protocol and rate, is delivered
intact. Several new service opportunities enabled by this new network are
presented Section 4.7.

4.2 Current optical transport networks

This section describes the current service and transport network architec-
tures and the new services marketplace.

4.2.1 The evolution of the transport network

The role of the transport network is to provide point-to-point facilities
between service flexibility points. At these service flexibility points, services
are provisioned, managed, switched, and multiplexed into larger “contain-
ers” to be carried by the transport network. Twenty years ago, switched 64
kb /s voice traffic was the basic service unit, while DS1/DS3 circuits provided
the transport layer. Over the years, the increasing demand for higher end
user bandwidth services presented service providers with the opportunity
to directly offer DS1 and DS3 service rates, previously only available in their
transport networks. The evolution of network services and transport band-
width is depicted in Figure 4.1.

Transforming the DS1/DS3 transport layer into a service layer required
adding performance monitoring and limited switching capabilities at DS1/
DS3 rates. Performance monitoring ensured that carriers could meet the
service level agreements (SLAs) associated with these new services, while
switching promoted faster service provisioning. In particular, digital
cross-connects (DCS) were introduced for this purpose, although for the most
part, provisioning remained a largely labor-intensive operation.

Coupled with the introduction of DS1/DS3 services was the need for a
more cost-effective transport network technology, initially to target long-haul
networks. The principal requirements were high reliability and cost points
lower than existing electrical trunking solutions. The answer was: synchro-
nous optical network (SONET) optical transport systems, designed and
deployed as interconnected ring configurations, to provide “5 9’s” availabil-
ity and 50 millisecond protection.
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Infrastructure Evolution

Network Layer History Today Vision
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Figure 4.1 Over time, the transport layer becomes the carrier’s service layer (from
Brent Allen, Nortel Networks).

Note: References to SONET networks in this document apply equally to
synchronous digital hierarchy (SDH) networks used in Europe and Asia.

A typical network configuration is depicted in Figure 4.2.
The SONET optical transport layer was designed to treat all traffic
identically as “mission-critical.” Typically, these networks took months to
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Figure 4.2 Today’s service environment is primarily built on electrical DS1/DS3
services.
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provision and provided static connectivity over periods of many months
or years. Traffic growth beyond the installed ring capacity was managed
by overlaying multiple rings or by deploying higher-speed rings. Respon-
sibility for optical transport deployment generally rested with the carrier’s
network planning organization whose primary objective was to reduce the
“cost-per-bit.”

4.2.2  Traditional assumptions about optical transport

no longer apply

The Internet explosion has diminished the predominance of voice traffic and
private line traffic, and has invalidated many of the assumptions on which
the original SONET networks were designed.! Indeed, the volume of data
traffic has now surpassed that of voice (although not in revenue). Also,
generally accepted notions of communities of interest and predictable traffic
patterns no longer apply because the Internet has created a dynamic, global
marketplace. As a result, the traditional approach of building SONET-based
ring networks to handle traffic growth is inadequate in a number of ways:

1. Ring structures have long deployment times that result in lost carrier
opportunities.

2. Equipment scaling requires large, step-function investments because
complete rings must be added.

3. Operational costs spiral as carriers are forced to manage traffic across
multiple, independent stacked rings.

A more dynamic and cost-effective network model is needed.

Indeed, not only has the volume of data traffic exploded, but also the
bandwidth required by individual client devices at the edge of the network
has grown. Core routers with SONET interfaces at OC48 and OC192 rates
are now common. Storage devices now incorporate optical fiber channel
interfaces to provide high-speed connectivity within local area networks
(LANs) and metropolitan area networks (MANSs). These devices support
dozens of 1- and 2Gb/s interfaces and will move to hundreds of 10Gb/s
ports over the next few years. Thus, the existing SONET-ring technology,
which was designed to transport highly multiplexed voice and private line
traffic, is being reexamined.

As optical transport gets closer to the end customer, the importance of
providing differentiated optical services that better match the customer’s
application increases. With advances in optical technology and competition
continuing to reduce the cost-per-bit, a carrier’s optical investment will
increasingly be measured against its success at generating additional reve-
nue. Service providers require flexible service solutions to economically man-
age the service churn, service mix, and service growth characteristic of metro
markets. Long-haul carriers also need service flexibility as they extend their
optical networks to provide end-to-end integrated optical services.
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4.2.3 The optical transport network as an optical services network

The preceding discussion strongly suggests the need to transform today’s
optical transport network into one that is more focused on facilitating
evolving customer applications. We call this new network construct the
optical broadband services (OBS) network. This optical network must not only
respond to the scaling issues seen in the last few years but must also
provide a platform for delivering a wide portfolio of emerging optical
services. Unlike an optical transport network, the optical broadband services
network will also have to support features such as SLA management,
billing, service provisioning, customer network management, switching,
and security.

The first steps toward this evolution are under way. Long-haul operators
have opened their networks for wholesale, point-to-point OC-n, and wavelength
services. Metro operators have deployed special-assembly dense wavelength
division multiplexing (DWDM) networks for enterprise storage applications.
The growing demand for these and other optical services require a service-ori-
ented network evolution strategy. The following sections take a closer look at
the emerging service set, followed by a proposed network strategy.

4.3 Emerging applications and network
requirements — metro

4.3.1 Service evolution

The metro optical services market offers a myriad of services that cater to
the high-speed, bandwidth-intensive demands of diverse market segments.
These services vary in bandwidth granularity, security levels, protection
schemes, provisioning speeds, protocol transparency, and pricing models.
Figure 4.3 illustrates how metro service technologies have evolved over time.
Optical Ethernet and DWDM are now being positioned as the technologies
to deliver the next generation of broadband services.

4.3.2  Enterprise applications driving metro optical services

Table 4.1 provides a high-level industry segmentation and examples of busi-
ness and technology trends that will influence the growth of broadband
communications.

In addition, universal applications include e-mail, file transfer protocol
(FTP), corporate intranet portals, electronic data interchange (EDI), customer
relationship management (CRM), and enterprise resouce planning (ERP).
Through the analysis of these vertical market segments, we gain insight into:

® The protocols that are driven by the applications
® The bandwidth that is dictated by the number of processing points
and volume of information
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Figure 4.3 A combination of fiber availability, bandwidth demand, service pricing,
and new technology are changing the nature of metro services.

Table 4.1 Vertical Markets and Applications That Will Influence the Growth
of Broadband Communications

Trends and Applications Driving the
Industries and Segments Bandwidth Demand

Financial Services/Banking
Banks, Insurance Firms, Brokerage Cost of electronic transactions decreasing

Firms, Real Estate Companies, while number of transactions
Credit and Financial Services skyrocketing (e.g., e-commerce, online
Agencies trading)

Globalization trends (International
Securities Exchange, Global Equity
Market)

Electronic Signatures Act (e.g., online
contracts)

Imaging and Video Applications: (e.g.,
online real estate services)

Manufacturing
Engineering Companies, High-Tech ~ “Net impact in every link of the supply
Manufacturing, Publishing Firms chain” (e.g., customers order online;

components availability online; customers
track orders online)
Online design applications (CAD/CAM),
allow for multisite collaboration
Online publishing: personalized,
customized
(continued)
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Table 4.1 (continued) Trends That Will Influence the Growth of Broadband
Communications

Trends and Applications Driving the
Industries and Segments Bandwidth Demand

Business Services/Utilities

Service Providers, Advertising Online advertising (e.g., customized to
Agencies, Media Companies, audience)
Retail, Utilities Online inventory tracking increasing

efficiency in retail

Deregulation and mergers driving changes
for utility organizations (e.g., online
energy trading; online billing; real-time
online metering and bill processing)

Healthcare

Hospitals, Pharmaceutical Firms, Internet touches all sectors (e.g., online
Laboratories, Insurance Providers, physician scheduling, insurance approval,
Home Healthcare Centers and pharmacy)

Standardized and electronic medical
records

Telemedicine and imaging records
distribution

Streamline paperwork processing and
reduce spending

Education
Education Boards, Universities, Increasing student population and
Libraries, Research Centers decreasing teaching time (e.g., distance

learning, videoconferencing)
Research and development based upon
complex and data intensive computing

Government/Public Sector

Federal, Provincial, Municipal Interconnectivity between government
Government, Public Agencies institutions, research, education
institutions (e.g., file sharing, video
depositions)

Distance learning offers a cost-effective
application for employee training

Transportation
Airlines, Shipping, Trucking and Internet allows for increased customer
Railroad, Travel Agencies involvement and improved customer

service (e.g., online reservations, ticketing,
delivery tracking)

Increased seasonal usage places a
requirement for “bandwidth on demand”
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¢ The distribution of bandwidth that is shaped by communities of interest

¢ Connectivity characteristics of applications (e.g., volume of traffic,
messaging size; real- vs. nonreal-time nature)

¢ The maturity of the applications as well as potential emerging appli-
cations

Figure 4.4 provides an example of the new set of metro connectivity
requirements that are not efficiently satisfied by traditional service offerings.

As an example, security regulators in the financial services segment
have imposed strict guidelines on the integrity of databases that warehouse
electronic transactions. In order to comply with these new regulations,
financial institutions designed a new IT infrastructure with a disaster recov-
ery site to support real-time backup of all electronic transactions. The
majority of these transaction systems are based upon mainframe comput-
ing centers with storage devices utilizing enterprise connectivity (ESCON)
and fiber channel protocols. Once financial institutions specified the pro-
tocol, channel counts, and site locations, they asked their carriers to
develop broadband service offerings to address their distinct communica-
tion requirements. Managed fiber services (MFS) were developed and have
been successfully deployed by numerous metro optical carriers. Carriers
have also started to position this service into other vertical segments that
have similar communication requirements.

Large Enterprise Connectivity Requirements
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Figure 4.4 A diverse set of metro connectivity requirements that are not typically
satisfied by existing transport networks.
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4.3.3 Managed fiber services

Today’s MFS are predominantly custom-built, with the underlying fiber and
its associated optical systems dedicated to a single customer. An MFS offers
customers a fully managed solution with the following values:

e Interface flexibility — this supports all commonly used proprietary
interfaces

e Service transparency — the carrier does not alter data and over-

head bits

Channel scalability — this is based on high-capacity DWDM systems

Protection — unprotected options are available

Low capital cost — the carrier assumes the initial investment

Fully managed optical service — performance is guaranteed through

SLAs and carrier management

* Rapid service extension — once the original MFS has been in place,
additional wavelengths can be turned up in days

e Secure dedicated infrastructure

The MFS is based on DWDM systems that accept optical signals in
native mode (from 16Mbit/s to 10Gbit/s) and map them onto a wavelength.
As a result, these systems are highly forecast tolerant, easily accommodat-
ing “whatever the enterprise throws at them.” For example, a change from
fiber channel 100 Mbit/s to 200 Mbit/s, or from 100Mbit/s to 1Gbit/s
Ethernet can be handled in the network without any hardware changes;
only a simple software configuration change is required. Expensive exten-
sion and conversion devices that map ESCON onto Internet protocol (IP)
or asynchronous transfer mode (ATM), or onto a slower speed facility are
avoided. This flexibility shortens provisioning cycles, reduces engineering
times, and reduces life cycle costs. The service is a custom build and, as
such, the price for the service reflects the carrier’s cost to build the dedicated
network. The service usually requires the customer to sign a 3- to 5-year
contract. In order to address a wider market segment that requires fewer
channels, carriers are developing a wavelength-based service described in
the next section.

4.3.4 Managed wavelength service

A managed wavelength service (MWS) is based on a shared network infra-
structure wherein the fiber and optical systems support multiple customers
in a metro area. Unlike an MFS where a customer first commits to the service,
the deployment of a shared network requires that the service provider must
first have a strong understanding of target customer demand and building
locations. It is anticipated that carriers will move aggressively to MWS offer-
ings when the volume of enterprise wavelength applications increases,
allowing for more accurate forecasts.

© 2003 by CRC Press LLC



Similar to MFS, the simplest definition for an MWS service does not
tie the service description to any specific enterprise application. From a
service provider’s perspective, however, this has several service limita-
tions including;:

Point-to-point connectivity only

Limited performance and service monitoring
Positioned as an intra-metro service

Service tied directly to DWDM technology
Difficult to develop realistic service forecast

The solution to these issues is to position specific MWS services that
can leverage a carrier’'s DWDM infrastructure. The remainder of this sec-
tion presents several near-term opportunities based on MWS, while the
new OBS network, described in Section 4.5, suggests an evolution path to
accomplish this.

4.3.4.1 LAN connect — optical Ethernet over MWS

LAN Connect allows enterprises to connect their LANs to their carrier’s
network using standard LAN interfaces based on optical Ethernet tech-
nology. This dramatically reduces the cost and complexity of inter-con-
nection compared with SONET interfaces. Connecting through Ethernet
allows the enterprise to use existing LAN-based methods of operation
and expertise.

For enterprises, migration from the present mode of operation to LAN
Connect service is graceful because off-site resources can be connected seam-
lessly to an existing LAN. It enables enterprises to re-think their computing
models. For example, because off-site communication is viewed as complex
and expensive, many enterprises have replicated and distributed servers,
databases, etc. LAN Connect allows enterprises to move from highly distrib-
uted environments to more centralized models with dramatic cost reduction
and productivity increases. It has been demonstrated that incremental expen-
ditures on LAN Connect services are more than offset by savings in routers,
computing systems, and network operations.

LAN Connect also reduces cost, because operational tasks such as provi-
sioning are made much simpler. For example, adding bandwidth no longer
involves truck-rolls but can be accomplished using software-based tools.
Bandwidth can be managed from 1 to 1000Mbs in 1Mbs increments and fit
into Ethernet LAN/WAN management structures. LAN Connect offers packet
aggregation and switching with a new cost/performance factor.

4.3.4.2 Storage connect — ESCON/FICON fiber channel over MWS

Today, the availability and management of information have become inte-
gral to achieving corporate objectives. To keep pace with this data explo-
sion, new information management approaches are rapidly being adopted
that embody new storage networking models. For example, storage area
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networks (SAN), high-speed special-purpose networks that separate an
enterprise organization’s data from its clients and servers, are being
embraced. In mainframe computing environments, SANs use ESCON and
FICON protocols to interconnect servers and storage devices. The fiber
channel protocol is used in more open systems environments, such as UNIX
and Windows NT. Because these technologies have distance limitations
(due in most part to latency and protocol timing issues), the task of inter-
connecting SAN islands is one that is ideally suited to optical networking.
By providing SAN Connect, service providers are discovering new oppor-
tunities to offer new services and distinguish themselves in today’s com-
petitive marketplace.

4.3.4.3 Video connect

Another connectivity service enabled by the MWS architecture is Video Con-
nect. Producing, editing, and delivering digital broadcast material requires:

e File transfers between film and video postproduction houses

® Program previewing between postproduction houses and advertis-
ing agencies

® Program viewing between postproduction house and client

e Last-minute editing between postproduction house and broadcast
facility

® Special previewing at designated venues

¢ Broadcasting from feeds and remote tape machines to cable head ends

¢ High-quality video signals that conform to SMPTE 259M standards

The ANSI (American National Standards Institute)/SMPTE (Society of
Motion Picture and Television Engineers) standard 259M-1993 describes a
serial digital interface, operating with 4:2:2 serial component signals. In order
to conform to this standard, the Video Connect service must transport a
one-way 270Mbps digital video signal point-to-point.

4.4 Emerging applications and network requirements —
long-haul

4.4.1 Private line services

The transport of highly multiplexed, mission-critical traffic over long dis-
tances is the traditional wholesale service provided by long-haul operators.
Typically, these services were DS-1 and DS-3 private lines (PL) sold to incum-
bent local exchange carriers (ILECs) or large enterprises. They required sev-
eral months to provision and long-term contracts. As discussed previously,
SONET-ring networks (actually many interconnected rings) were deployed
to support these services. As the size and number of bandwidth pipes
increased, direct SONET optical interfaces — initially OC12, and now OC48
and OC192 — were introduced at the handoff points.
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4.4.2  Wholesale wavelength services

More recently, the emergence of new applications and a new generation of
service providers have created a new set of service requirements. In contrast
to the reasonably well-defined PL market described previously, a diversified
wholesale market based on DWDM technology has emerged. DWDM tech-
nology, which was originally developed as a fiber-relief technology, has now
found a place in transparent optical networking.

Many of these new entrants had neither the time nor inclination to build
their own networks and, instead, looked to lease capacity from existing
suppliers. These new business models generated new service requirements.
For example, Internet service providers (ISPs) and application service pro-
viders (ASPs) require large bandwidth pipes to interconnect their core router
networks, typically with optical OC48 interfaces and OC192 interfaces. These
IP networks do not require the 5 9’s protection of traditional PL, nor can
they afford the cost. Instead, they preferred unprotected, point-to-point
high-bandwidth services. The wholesale bandwidth market has expanded
to include the following applications:

e Unprotected router interconnect or diversely routed connections
0OC48, OC192 for IP traffic

Alternate routing for survivability

Closing rings or providing extra capacity on saturated routes
Interim bandwidth while carrier is building own facilities
Increasing geographical coverage

* Enterprise connectivity services

Many of these applications also require that the wholesale carrier not
modify the signal — a characteristic known as service transparency. This is
either because the service protocol to be carried is not SONET (e.g., FICON
for storage), or because the application requires that the wholesale carrier
not modify its SONET overhead (e.g., in the case of ring completion). Again,
these requirements are not easily satisfied by traditionally designed transport
networks, so other technologies are being used.

Initially, the solution to meet these particular service demands focused
on the long-term leasing of dark fiber under agreements known as inde-
feasible right to use (IRU); but with increasing demand and the advent of
DWDM technology, leasing wavelengths within a fiber made more eco-
nomical sense. These MWS services are deployed over point-to-point
2.5Gb/s or 10Gb/s DWDM links. As multiplexing is not involved, only
minimal “SONET-like” overhead is used, and enhanced service transpar-
ency is provided.

Protection in a DWDM system is expensive, as a route-diverse wave-
length must be dedicated as a backup. As a result, most MWS implementa-
tions are unprotected, and restoration is provided through other mechanisms
(e.g., using Layer 3 or diverse routing through another carrier).
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4.4.3 Next-generation wholesale service characteristics

Although wholesale PL and MWS services attend to many of the emerging
service demands, others also need to be addressed. Several of these are
discussed next.

4.4.3.1 Service granularity and flexibility

PL and MWS services are offered in distinct bandwidth blocks. Moving to
a different speed generally requires interface changes and truck-rolls, creat-
ing significant cost barriers. New services such as optical Ethernet provide
the opportunity for a wider range of speeds that can be customer-provi-
sioned without equipment changes. As well, today services provide either
5 9’s protection or no protection. Many new data applications would benefit
from levels of protection somewhere between these two extremes (see Sec-
tion 4.7.5).

4.4.3.2  Service transparency
As discussed previously, MWS services provide transparency, however, at
the cost of dedicating a full wavelength. For example, fiber channel supports
payloads of either 200, 400, or 800Mb /s, and hence significant bandwidth is
wasted when using a 2.5Gb/s MWS service. New mapping techniques,
coupled with virtual concatenation services, promise to mitigate this issue
(see Section 4.6.3).

4.4.3.3 Service growth and provisioning time
Many applications require a more dynamic assignment of bandwidth.
For example, an ISP may find traffic in the morning primarily originating
on the East Coast and shifting westward during the day. The introduction
of switched optical services controlled by the customer would be a pow-
erful tool.

4.4.3.4 Point-to-point circuit

Circuits are provisioned on a point-to-point basis, while many retail service
providers and large enterprises need to dynamically allocate bandwidth
between multiple locations. An enterprise may focus on transaction mirror-
ing within a regional network during the day while, during the night, needs
to perform data-backup across the country. A managed network service that
provides secure, on-demand connections between specified members is
needed to support a wide range of multipoint/multi-site applications (see
Section 4.7.4).

4.4.3.5 Pricing flexibility
Expanded billing options are needed to align billing with a customer’s real
usage (e.g., moving from flat billing to usage-based for scheduled and
on-demand applications; see Section 4.7.3).
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In addition to these service challenges, DWDM technology for high band-
width, transparent services has been introduced as an overlay network to
SONET for sub-wavelength services. This separation has caused undesirable
inefficiencies and costs. A flexible OBS network is needed to address these
issues. This network will provide a new level of service, control, and pricing
flexibility to meet customer demands, all on a single network infrastructure.

4.5 Services architectural framework — evolution
to the optical broadband services network

4.5.1 High-level architecture

This section proposes a new architectural framework to efficiently support
the applications discussed in Sections 4.3 and 4.4, as well as providing a
platform for future broadband services. The proposed architecture allows
carriers to evolve their networks while protecting their current network
investments and operational systems. The framework is based on a “Service
Adaptive” Edge and a “Service Agnostic” Core. This separation of services from
the core network is critical in ensuring that:

* New services can be quickly accommodated without churning the
network infrastructure

* New core technology can be incorporated without affecting existing
services

The focus of the network edge is service flexibility, service transpar-
ency, and service velocity to drive new revenue, while the focus of the
core is minimization of capital and operational costs, as illustrated in
Figure 4.5.

Optical Broadband Services Network

Services — Maximize $

: Infrastructure — Minimize $ Service On-Ramps
i | - service adaptation
O . . O/ - Aggregation
. - Demarcation
O . . . - SLA enforcement
. . ¥~ Switched Photonic Infrastructure
O @) - Dynamic, flexible
- Service agnostic

Figure 4.5 High-level optical broadband services architecture differentiates the edge
from the core.
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Another important feature of the architecture is the consolidation of
wavelength and sub-wavelength services onto a single, manageable infra-
structure. As part of the consolidation, the architecture adds a high degree
of service monitoring and switching capabilities to MWS services, well
beyond those of today’s implementation.

A pragmatic three-phase evolution to implementing an OBS network is
described next.

4.5.2  Phase 1: POP/CO consolidation through optical switching

The first step is the simplification of SONET ring management by using an
optical switch (optical cross-connect [OXC]) to consolidate co-located,
stacked add/drop multiplexers (ADMs). In this first step, the optical switch
is used as a nodal element, automating the interconnection of existing
stacked rings. Less physical equipment is required and consequently pro-
vides significant capital expense (CAPEX) savings. Operational expense
(OPEX) savings come from:

* Lower space and power requirements

e Lower management overhead

e Elimination of truck-rolls and record keeping as patch-panel recon-
figurations are replaced by remote service provisioning

4.5.3 Phase 2: Optical switching and intelligent control plane

The next step is to interconnect the optical switches to create a true optical
network. Several standards bodies (ITU,? IETFE? and OIF®) are energetically
working toward this objective. In particular, the current focus is on spec-
ifying a control plane over a switched optical layer that, on request from
either the end user or network operator, will dynamically make connec-
tions across the optical layer. ITU’s Recommendation G.807 (previously
known as G.astn — automatic switched transport network) has emerged
as the global framework for this “intelligent” switched optical network
(see Figure 4.6).

The control plane operates over arbitrary network topologies (i.e., ring,
mesh, and hybrid), and also connects to legacy networks. The control plane
supports a range of restoration options and is designed to work over
SONET (ring or mesh) and OTN networks. G.807 represents a logical
framework so that, although the control plane is presented as a functionally
distinct plane, it can be physically implemented as software within the
OXCs themselves.

Note: The commonly used acronym, OXC, is used here to refer to an
Optical Switch. In this context, OXC can either be an O-E-O or OO switch.

In Figure 4.6, the optical traffic layer consists of three important building
blocks:
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ITU G.807 (ASTN) Architectural Framework

Management

User O- UN'
Slgnallng =
| _.ca
Clients |} ‘\\ —— —— —
e.g. IP, i
ATM, L4 oxC = oxc e oxC
TDM i
o ‘. /é Transport Network
Legacy
Network Interfaces:

ASTN: Automatic Switched Transport Network
OCC: Optical Connection Controller

Interface

Clients
eg. P,

T ATM,

TDM

O-UNI: Optical User Network Interface

CCI: Connection Control Interface

NNI: ASTN Control Node Node Interface

E_NNI: External Node to Node I/F

Figure 4.6 The reference architecture for the automatic switched transport network
(ITU recommendation G.807).

1. High-capacity line systems approaching Terabits per second, with

2.

long all-optical reach of a few thousand kms between end city pairs
Optical switching platforms that will, over time, combine opaque

and all-optical (photonic) switch fabrics, to provide unprecedented
open-ended scalability and the ability to switch synchronous trans-
port signal (STS) paths, wavelengths, bands of wavelengths, or entire
line-system fibers*

3. Tunable devices (sources, filters, and receivers) offering flexible se-

lectivity, as well as reduced inventory and operations savings

The control plane is overlaid on the traffic layer and performs a number
of functions. First, unlike today’s networks, the ASTN-controlled network
auto-discovers the resources and topology of the optical traffic layer. This pro-
cess begins with each OXC discovering its available resources, service capabil-
ities, and local connectivity through the exchange of discovery signals between
itself and its neighbors. Each OXC reports its local topology information to its
associated OCC over the CCI interface. The OCCs, using the node-to-node
interface (NNI), and a version of the open-shortest-path-first (OSPF) protocol
extended for use on the optical network, collectively and automatically discover

the entire transport network topology and available bandwid