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Preface

The field of microwave engineering has undergone a radical transformation in recent years as the Defense
and Government work effort that once dominated the industry is now exceeded by commercial wireless
efforts. The explosive growth of commercial wireless markets has not only altered the Defense/non-
Defense work balance, but also brought about significant shifts in the perspective and focus of working
microwave and RF engineers. Engineering emphasis has changed from optimum performance design to
design for manufacturing, from one-of-a-kind parts to high volume production, from performance at
all cost to minimum cost with acceptable performance, from widest possible bandwidth to regulated
narrow band, etc. Even engineers and researchers working in the traditional high performance, low
volume microwave markets have seen a shift in emphasis of their work as every effort is made to reduce
cost through the re-use of commercial-off-the-shelf (COTS) parts. Although the physics and mathematics
of microwave and RF engineering is the same, the job of the typical microwave engineer has changed
dramatically. The modern microwave and RF engineer is expected to be knowledgeable of customer
expectations, market trends, manufacturing technologies, and factory models to a degree that is unprec-
edented in the history of RF/microwave engineering. Unfortunately, the 40+ years of close association
of the microwave industry solely with Defense/Government agencies has left a legacy of microwave
literature that is narrowly focused on high performance, low volume applications and is deficient in many
areas of critical importance today. This handbook comes at a time when there is an emerging interest in
a broader range of microwave material with more balance than that which has been previously available.

The purpose of The RF and Microwave Handbook is to provide a single-volume comprehensive refer-
ence for modern microwave and RF engineers. The articles that comprise the handbook provide impor-
tant information for practicing engineers in industry, government, and academia. The intended audience
also includes microwave and other electrical engineers requiring information outside of their area of
expertise as well as managers, marketers, and technical support workers who need better understanding
of the fields driving and affected by their decisions.

The book is organized into nine chapters, with all but the first chapter consisting of several articles
on related topics. The first chapter consists of a single introductory article that provides important
definitions and spectral information. Two appendices containing useful information for practicing micro-
wave engineers are also included. By design, there is some overlap of information presented in some of
the chapters. This allows the reader to investigate a topic without needing to make numerous references
to other portions of the handbook. A complete table of contents is presented at the front of the book to
provide the reader with a means of locating desired information as easily and rapidly as possible. Finally,
all of the articles provide the reader with additional references to related expert literature.
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Introduction

1.1 Overview of Microwave and RF Engineering
Patrick Fay 1.2 Frequency Band Definitions
University of Notre Dame 1.3 Applications

1.1 Overview of Microwave and RF Engineering

Modern microwave and radio frequency (RF) engineering is an exciting and dynamic field, due in large
part to the symbiosis between recent advances in modern electronic device technology and the current
explosion in demand for voice, data, and video communication capacity. Prior to this revolution in
communications, microwave technology was the nearly exclusive domain of the defense industry; the
recent and dramatic increase in demand for communication systems for such applications as wireless
paging, mobile telephony, broadcast video, and tethered as well as untethered computer networks is
revolutionizing the industry. These systems are being employed across a broad range of environments
including corporate offices, industrial and manufacturing facilities, and infrastructure for municipalities,
as well as private homes. The diversity of applications and operational environments has led, through
the accompanying high production volumes, to tremendous advances in cost-efficient manufacturing
capabilities of microwave and RF products. This, in turn, has lowered the implementation cost of a host
of new and cost-effective wireless as well as wired RF and microwave services. Inexpensive handheld GPS
navigational aids, automotive collision-avoidance radar, and widely available broadband digital service
access are among these. Microwave technology is naturally suited for these emerging applications in
communications and sensing, since the high operational frequencies permit both large numbers of
independent channels for the wide variety of uses envisioned as well as significant available bandwidth
per channel for high speed communication.

Loosely speaking, the fields of microwave and RF engineering together encompass the design and
implementation of electronic systems utilizing frequencies in the electromagnetic spectrum from approx-
imately 300 kHz to over 100 GHz. The term “RF” engineering is typically used to refer to circuits and
systems having frequencies in the range from approximately 300 kHz at the low end to between 300 MHz
and 1 GHz at the high end. The term “microwave engineering”, meanwhile, is used rather loosely to refer
to design and implementation of electronic systems with operating frequencies in the range of from 300
MHz to 1 GHz on the low end to upward of 100 GHz. Figure 1.1 illustrates schematically the electro-
magnetic spectrum from audio frequencies through cosmic rays. The RF frequency spectrum covers the
medium frequency (MF), high frequency (HF), and very high frequency (VHF) bands, while the micro-
wave portion of the electromagnetic spectrum extends from the upper edge of the VHF frequency range
to just below the THz radiation and far-infrared optical frequencies (approximately 0.3 THz and above).
The wavelength of free-space radiation for frequencies in the RF frequency range is from approximately
1 m (at 300 MHz) to 1 km (at 300 kHz), while those of the microwave range extend from 1 m to the
vicinity of 1 mm (corresponding to 300 GHz) and below.
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FIGURE 1.1 Electromagnetic frequency spectrum and associated wavelengths.

The boundary between “RF” and “microwave” design is both somewhat indistinct as well as one that is
continually shifting as device technologies and design methodologies advance. This is due to implicit conno-
tations that have come to be associated with the terms “RF” and “microwave” as the field has developed. In
addition to the distinction based on the frequency ranges discussed previously, the fields of RF and microwave
engineering are also often distinguished by other system features as well. For example, the particular active
and passive devices used, the system applications pursued, and the design techniques and overall mindset
employed all play a role in defining the fields of microwave and RF engineering. These connotations within
the popular meaning of microwave and RF engineering arise fundamentally from the frequencies employed,
but often not in a direct or absolute sense. For example, because advances in technology often considerably
improve the high frequency performance of electronic devices, the correlation between particular types of
electronic devices and particular frequency ranges is a fluid one. Similarly, new system concepts and designs
are reshaping the applications landscape, with mass market designs utilizing ever higher frequencies rapidly
breaking down conventional notions of microwave-frequency systems as serving “niche” markets.

The most fundamental characteristic that distinguishes RF engineering from microwave engineering
is directly related to the frequency (and thus the wavelength) of the electronic signals being processed.
For low-frequency and RF circuits (with a few special exceptions such as antennae), the signal wavelength
is much larger than the size of the electronic system and circuit components. In contrast, for a microwave
system the sizes of typical electronic components are often comparable (i.e., within approximately 1 order
of magnitude) to the signal wavelength. This gives rise to a reasonable working definition of the two
design areas based on the underlying approximations used in design. Since in conventional RF design,
the circuit components and interconnections are generally small compared to a wavelength, they can be

modeled as lumped elements for which Kirchoff’s voltage and current laws apply at every instant in time.
Parasitic inductances and capacitances are incorporated to accurately model the frequency dependencies,
but these quantities can, to good approximation, be treated as lumped elements. For microwave frequen-
cies, however, the finite propagation velocity of electromagnetic waves can no longer be neglected. For
these frequencies, the time delay associated with signal propagation from one end of a component to the
other is an appreciable fraction of the signal period, and thus lumped-element descriptions are no longer
adequate to describe the electrical behavior. A distributed-element model is required to accurately capture
the electrical behavior, in contrast to RF models. The time delay associated with finite wave propagation
velocity that gives rise to the distributed circuit effects is a distinguishing feature of the mindset of
microwave engineering. An alternative viewpoint is based on the observation that microwave engineering
lies in a “middle ground” between traditional low-frequency electronics and optics, as shown in Fig. 1.1.
As a consequence of RE, microwaves, and optics simply being different regimes of the same electromag-
netic phenomena, there is a gradual transition between these regimes. The continuity of these regimes
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results in constant reevaluation of the appropriate design strategies and trade-offs as device and circuit
technology advances. For example, miniaturization of active and passive components often increases the
frequencies at which lumped-element circuit models are sufficiently accurate, since by reducing component
dimensions, the time delay for propagation through a component is proportionally reduced. As a conse-
quence, lumped-element components at “microwave” frequencies are becoming increasingly common in
systems previously based on distributed elements due to significant advances in miniaturization, even
though the operational frequencies remain unchanged. Component and circuit miniaturization also leads
to tighter packing of interconnects and components, potentially introducing new parasitic coupling and
distributed-element effects into circuits that could previously be treated using lumped-element RF models.

The comparable scales of components and signal wavelengths has other implications for the designer
as well, since neither the ray-tracing approach from optics nor the lumped-element approach from RF
circuit design are valid in this middle ground. In this regard, microwave engineering can also be consid-
ered to be “applied electromagnetic engineering,” as the design of guided-wave structures such as
waveguides and transmission lines, transitions between different types of transmission lines, and antennae
all require analysis and control of the underlying electromagnetic fields. The design of these guided-wave
structures is treated in detail in Section 9.3.

The distinction between RF and microwave engineering is further blurred by the trend of increasing
commercialization and consumerization of systems using what have been traditionally considered to be
microwave frequencies. Traditional microwave engineering, with its historically military applications, has
long been focused on delivering performance at any cost. As a consequence, special-purpose devices
intended solely for use in high performance microwave systems and often with somewhat narrow ranges
of applicability were developed to achieve the required performance. With continuing advances in silicon
microelectronics, including SiGe heterojunction bipolar transistors (HBTs) and conventional scaled
CMOS, microwave frequency systems can now be reasonably implemented using the same devices as
conventional low-frequency baseband electronics. In addition, the commercialization of low-cost III-V
compound semiconductor electronics, including ion-implanted metal-semiconductor field-effect tran-
sistors (MESFETs), pseudomorphic high electron mobility transistors (PHEMTs), and III-V HBTs, has
dramatically decreased the cost of including these elements in high-volume consumer systems. This
convergence, with silicon microelectronics moving ever higher in frequency into the microwave spectrum
from the low-frequency side and compound semiconductors declining in price for the middle of the
frequency range, blurs the distinction between “microwave” and “RF” engineering, since “microwave”
functions can now be realized with “mainstream” low-cost electronics. This is accompanied by a shift
from physically large, low-integration-level hybrid implementations to highly integrated solutions based
on monolithic microwave integrated circuits (MMICs). This shift has a dramatic effect not only on the
design of systems and components, but also on the manufacturing technology and economics of pro-
duction and implementation as well. A more complete discussion of the active device and integration
technologies that make this progression possible is included in Chapter 7.

Aside from these defining characteristics of RF and microwave systems, a number of physical effects
that are negligible at lower frequencies become increasingly important at high frequencies. Two of these
effects are the skin effect and radiation losses. The skin effect is caused by the finite penetration depth
of an electromagnetic field into conducting material. This effect is a function of frequency; the depth of
penetration is given by &, = Tofio’ where y is the permeability, fis the frequency, and 0 is the conductivity
of the material. As the expression indicates, §, decreases with increasing frequency, and so the electro-
magnetic fields are confined to regions increasingly near the surface as the frequency increases. This
results in the microwave currents flowing exclusively along the surface of the conductor, significantly
increasing the effective resistance (and thus the loss) of metallic interconnects. Further discussion of this
topic can be found in Sections 9.2 and 9.6.1. Radiation losses also become increasingly important as the
signal wavelengths approach the component and interconnect dimensions. For conductors and other
components of comparable size to the signal wavelengths, standing waves caused by reflection of the
electromagnetic waves from the boundaries of the component can greatly enhance the radiation of
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electromagnetic energy. These standing waves can be easily established either intentionally (in the case
of antennae and resonant structures) or unintentionally (in the case of abrupt transitions, poor circuit
layout, or other imperfections). Careful attention to transmission line geometry, placement relative to
other components, transmission lines, and ground planes, as well as circuit packaging is essential for
avoiding excessive signal attenuation and unintended coupling due to radiative effects.

A further distinction in the practice of RF and microwave engineering from conventional electronics
is the methodology of testing. Due to the high frequencies involved, the capacitance and standing-wave
effects associated with test cables and the parasitic capacitance of conventional test probes make the use
of conventional low-frequency circuit characterization techniques impractical. Although advanced mea-
surement techniques such as electro-optic sampling can sometimes be employed to circumvent these
difficulties, in general the loading effect of measurement equipment poses significant measurement
challenges for debugging and analyzing circuit performance, especially for nodes at the interior of the
circuit under test. In addition, for circuits employing dielectric or hollow guided-wave structures, voltage
and current often cannot be uniquely defined. Even for structures in which voltage and current are well-
defined, practical difficulties associated with accurately measuring such high-frequency signals make this
difficult. Furthermore, since a DC-coupled time-domain measurement of a microwave signal would have
an extremely wide noise bandwidth, the sensitivity of the measurement would be inadequate. For these
reasons, components and low-level subsystems are characterized using specialized techniques. These
approaches are treated in detail in Chapter 4.

1.2 Frequency Band Definitions

The field of microwave and RF engineering is driven by applications — originally for military purposes
such as radar and, more recently, for commercial, scientific, and consumer applications. As a consequence
of this diverse applications base, microwave terminology and frequency band designations are not entirely
standardized, with various standards bodies, corporations, and other interested parties all contributing
to the collective terminology of microwave engineering. Figure 1.2 shows graphically some of the most
common frequency band designations, with their approximate upper and lower bounds. As can be seen,
some care must be exercised in the use of the “standard” letter designations; substantial differences in
the definitions of these bands exist in the literature and in practice. Diagonal hashing at the ends of the
frequency bands in Fig. 1.2 indicates variations in the definitions by different groups and authors; dark
regions in the bars indicate frequencies for which there appears to be widespread agreement in the
literature. The double-ended arrows appearing above some of the bands indicate the IEEE definitions
for these bands. Two distinct definitions of K-band are in use; the first of these defines the band as the
range from 18 GHz to approximately 26.5 GHz, while the other definition extends from 10.9 to 36 GHz.
Both of these definitions are illustrated in Fig. 1.2. Similarly, L-band has two overlapping frequency range
definitions; this gives rise to the large “variation” regions shown in Fig. 1.2. In addition, some care must
be taken with these letter designations, as the IEEE and U.S. military specifications both define an L-
band, but with very different frequencies. The IEEE L-band resides at the low end of the microwave
spectrum, while the military definition of L-band is from 40 to 60 GHz. The IEEE designations (L-W)
are presently used widely in practice and the technical literature, with the newer U.S. military designations
(A-N) having not yet gained widespread popularity outside of the military community.

1.3 Applications

The field of microwave engineering is currently experiencing a radical transformation. Historically, the
field has been driven by applications requiring the utmost in performance with little concern for cost or
manufacturability. These systems have been primarily for military applications, where performance at
nearly any cost could be justified. The current transformation of the field involves a dramatic shift from
defense applications to those driven by the commercial and consumer sector, with an attendant shift in
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which there is widespread agreement. Double-ended arrows appearing on bands indicate the current IEEE definitions
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military frequency band designations.!

focus from design for performance to design for manufacturability. This transformation also entails a
shift from small production volumes to mass production for the commercial market, and from a focus
on performance without regard to cost to a focus on minimum cost while maintaining acceptable
performance. For wireless applications, an additional shift from broadband systems to systems having
very tightly regulated spectral characteristics also accompanies this transformation.
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For many years the driving application of microwave technology was military radar. The small wave-
length of microwaves permits the realization of narrowly focused beams to be achieved with antennas
small enough to be practically steered, resulting in adequate resolution of target location. Long-distance
terrestrial communications for telephony as well as satellite uplink and downlink for voice and video
were among the first commercially viable applications of microwave technology. These commercial
communications applications were successful because microwave-frequency carriers (f.) offer the possi-
bility of very wide absolute signal bandwidths (Af) while still maintaining relatively narrow fractional
bandwidths (i.e., Af/f.). This allows many more voice and data channels to be accommodated than would
be possible with lower-frequency carriers or baseband transmission.

Among the current host of emerging applications, many are based largely on this same principle,
namely, the need to transmit more and more data at high speed, and thus the need for many commu-
nication channels with wide bandwidths. Wireless communication of voice and data, both to and from
individual users as well as from users and central offices in aggregate, wired communication including
coaxial cable systems for video distribution and broadband digital access, fiber-optic communication
systems for long- and short-haul telecommunication, and hybrid systems such as hybrid fiber-coax
systems are all poised to take advantage of the wide bandwidths and consequently high data carrying
capacity of microwave-frequency electronic systems. In addition to the explosion in both diversity and
capability of microwave-frequency communication systems, radar systems continue to be of importance
with non-military and non-navigational applications including radar systems for automotive collision
avoidance and weather and atmospheric sensing becoming increasingly widespread.

In addition to these “traditional” microwave applications, other fields of electronics are increasingly
encroaching into the microwave frequency range. Examples include wired data networks based on coaxial
cable or twisted-pair transmission lines with bit rates of over 1 Gb/s, fiber-optic communication systems
with data rates well in excess of 10 Gb/s, and inexpensive personal computers and other digital systems
with clock rates of over 1 GHz. The continuing advances in the speed and capability of conventional
microelectronics is pushing traditional circuit design ever further into the microwave frequency regime.
These trends promise to both invigorate and reshape the field of microwave engineering in new and
exciting ways.
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2.1 Cellular Mobile Telephony
Paul G. Flikkema

The goal of modern cellular mobile telephone systems is to provide services to telephone users as
efficiently as possible. In the past, this definition would have been restricted to mobile users. However,
the cost of wireless infrastructure is less than wired infrastructure in new telephone service markets.
Thus, wireless mobile telephony technology is being adapted to provide in-home telephone service, the
so-called wireless local loop (WLL). Indeed, it appears that wireless telephony will become dominant
over traditional wired access worldwide.

The objective of this section is to familiarize the RF/microwave engineer with the concepts and termi-
nology of cellular mobile telephony (“cellular™), or mobile wireless networks. A capsule history and a
summary form the two bookends of the section. In between, we start with the cellular concept and the
basics of mobile wireless networks. Then we take a look at some of the standardization issues for cellular
systems. Following that, we cover the focus of the standards battles: channel access methods. We then take
a look at some of the basic aspects of cellular important to RF/microwave engineers: first, modulation,
diversity, and spread spectrum; then coding, interleaving, and time diversity; and finally nonlinear channels.
Before wrapping up, we take a glimpse at a topic of growing importance: antenna array technology.

A Brief History

Mobile telephone service was inaugurated in the U.S. in 1947 with six radio channels available per city.
This evolved into the manual Mobile Telephone System (MTS) used in the 1950s and 1960s. The year
1964 brought the Improved MTS (IMTS) systems with eight channels per city with — finally — no
telephone operator required. Later, the capacity was more than doubled to 18. Most importantly, the
IMTS introduced narrowband frequency modulation (NBFM) technology. The first cellular service was
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introduced in 1983, called AMPS (Advanced Mobile Phone Service). Cities were covered by cells averaging
about 1 km in radius, each serviced by a base station. This system used the 900 MHz frequency band
still in use for mobile telephony. The cellular architecture allowed frequency reuse, dramatically increasing
capacity to a maximum of 832 channels per cell.

The age of digital, or second-generation, cellular did not arrive until 1995 with the introduction of
the IS-54 TDMA service and the competing IS-95 CDMA service. In 1996-1997, the U.S. Federal
Communications Commission auctioned licenses for mobile telephony in most U.S. markets in the so-
called PCS (Personal Communication System) bands at 1.9 GHz. These systems use a variety of standards,
including TDMA, CDMA, and the GSM TDMA standard that originated in Europe. Outside the U.S., a
similar evolution has occurred, with GSM deployed in Europe and the PDC (Personal Digital Cellular)
system in Japan. In other countries there has been a pitched competition between all systems. While not
succeeding in the U.S., so-called low-tier systems have been popular in Europe and Japan. These systems
are less robust to channel variations and are therefore targeted to pedestrian use. The European system
is called DECT (Digital European Cordless Telephony) and the Japanese system is called PHS (Personal
Handyphone System).

Third-generation (or 3G) mobile telephone service will be rolled out in the 2001-2002 time frame.
These services will be offered in the context of a long-lived standardization effort recently renamed IMT-
2000 (International Mobile Telecommunications—2000) under the auspices of the Radio Communications
Standardization Sector of the International Telecommunications Union (ITU-R; see http://www.itu.int).
Key goals of IMT-2000 are:13

1. Use of a common frequency band over the globe.

2. Worldwide roaming capability.

3. Transmission rates higher than second-generation systems to handle new data-over-cellular appli-
cations.

Another goal is to provide the capability to offer asymmetric rates, so that the subscriber can download
data much faster than he can send it.

Finally, it is hoped that an architecture can be deployed that will allow hardware, software, and network
commonality among services for a range of environments, such as those for vehicular, pedestrian, and
fixed (nonmoving) subscribers. While also aiming for worldwide access and roaming, the main technical
thrust of 3G systems will be to provide high-speed wireless data services, including 144 Kbps service to
subscribers in moving vehicles, 384 Kbps to pedestrian users, 2 Mbps to indoor users, and service via
satellites (where the other services do not reach) at up to 32 Kbps for mobile, hand-held terminals.

The Cellular Concept

At first glance, a logical method to provide radio-based communication service to a metropolitan area
is a single, centrally located antenna. However, radio-frequency spectrum is a limited commaodity, and
regulatory agencies, in order to meet the needs of a vast number of applications, have further limited
the amount of RF spectrum for mobile telephony. The limited amount of allocated spectrum forced
designers to adopt the cellular approach: using multiple antennas (base stations) to cover a geographic
area, each base station covers a roughly circular area called a cell. Figure 2.1 shows how a large region
can be split into seven smaller cells (approximated by hexagons). This allows different base stations to
use the same frequencies for communication links as long as they are separated by a sufficient distance.
This is known as frequency reuse, and allows thousands of mobile telephone users in a metropolitan area
to share far fewer channels.

There is a second important aspect to the cellular concept. With each base station covering a smaller
area, the mobile phones need less transmit power to reach any base station (and thus be connected with
the telephone network). This is a major advantage, since, with battery size and weight a major impediment
to miniaturization, the importance of reducing power consumption of mobile phones is difficult to
overestimate.
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FIGURE 2.1 A region divided into cells. While normally the base stations are placed at the center of the cells, it is
also possible to use edge-excited cells where base stations are placed at vertices.

If two mobile units are connected to their respective base stations at the same frequency (or more
generally, channel), interference between them, called co-channel interference, can result. Thus, there is
a trade-off between frequency reuse and signal quality, and a great deal of effort has resulted in frequency
assignment techniques that balance this trade-off. They are based on the idea of clustering: taking the
available set of channels, allocating them in chunks to each cell, and arranging the cells into geographically
local clusters. Figure 2.2 shows how clusters of seven cells (each allocated one of seven mutually exclusive

FIGURE 2.2 Cell planning with cluster size of 7. The number in each cell indexes the subset of channels allocated
to the cell. Other cluster sizes, such as 4, 7, or 12 can be used.
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channel subsets) are used to cover a large region; note that the arrangement of clusters maximizes the
reuse distance — the distance between any two cells using the same frequency subset. Increasing the
reuse distance has the effect of reducing co-channel interference.

Although it might seem attractive to make the cells smaller and smaller, there are diminishing returns.
First, smaller cell sizes increase the need for management of mobile users as they move about. In other
words, smaller cell sizes require more handoffs, where the network must transfer users between base
stations. Another constraint is antenna location, which is often limited by available space and esthetics.
Fortunately, both problems can be overcome by technology. Greater handoff rates can be handled by
increases in processing speed, and creative antenna placement techniques (such as on lamp posts or sides
of buildings) are allowing higher base station densities.

Another issue is evolution: how can a cellular system grow with demand? Two methods have been
successful. The first is cell splitting: by dividing a cell into several cells (and adjusting the reuse pattern),
a cellular service provider can increase its capacity in high-demand areas. The second is sectoring: instead
of a single omnidirectional antenna covering a cell, a typical approach is to sectorize the cell into N;
regions, each served by an antenna that covers an angular span of 21/N; (N, = 3 is typical). Note that
both approaches increase handoff rates and thus require concurrent upgrading of network management.
Later we will describe smart antennas, the logical extension to sectorization.

Networks for Mobile Telephony

A communication network that carries only voice — even a digital one — is relatively simple. Other
than the usual digital communication system functions, such as channel coding, modulation, and syn-
chronization, all that is required is call setup and takedown. However, current and future digital mobile
telephony networks are expected to carry digital data traffic as well.

Data traffic is by nature computer-to-computer, and requires that the network have an infrastructure
that supports everything from the application (such as Web browsing) to the actual transfer of bits. The
data is normally organized into chunks called packets (instead of streams as in voice), and requires a much
higher level of reliability than digitized voice signals. These two properties imply that the network must
also label the packets, and manage the detection and retransmission of packets that are received in error.
It is important to note that packet retransmission, while required for data to guarantee fidelity, is not
possible for voice because it would introduce delays that would be intolerable in a human conversation.

Other functions that a modern digital network must perform include encryption and decryption (for
data security) and source coding and decoding. The latter functions minimize the amount of the channel
resource (in essence, bandwidth) needed for transferring the information. For voice networks this involves
the design of voice codecs (coder/decoders) that not only digitize voice signals, but strip out the redundant
information in them. In addition to all the functions that wired networks provide, wireless networks
with mobile users must also provide mobility management functions that keep track of calls as subscribers
move from cell to cell.

The various network functions are organized into layers to rationalize the network design and to ease
internetworking, or the transfer of data between networks.!! RF/microwave engineering is part of the
physical layer that is responsible for carrying the data over the wireless medium.

Standards and Standardization Efforts

The cellular industry is, if anything, dense with lingo and acronyms. Here we try to make sense of at
least some of the important and hopefully longer-lived terminology.

Worldwide, most of the cellular services are offered in two frequency bands: 900 and 1900 MHz. In
each of the two bands, the exact spectrum allocated to terrestrial mobile services varies from country to
country. In the U.S. cellular services are in the 800 to 900 MHz band, while similar services are in the
800 to 980 MHz band in Europe under the name GSM900. (GSM900 combines in one name a radio
communication standard — GSM, or Global System for Mobile Communications — and the frequency
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band in which it is used. We will describe the radio communication, or air interface, standards later). In
the mid-1990s, the U.S. allocated spectrum for PCS (Personal Communication Services) from 1850 to
2000 MHz; while many thought PCS would be different from cellular, they have converged and are
interchangeable from the customer’s perspective. Similarly, in Europe GSM1800 describes cellular services
offered using the 1700 to 1880 MHz band.

The 1992 World Administrative Radio Conference (WARC '92) allocated spectrum for third-generation
mobile radio in the 1885 to 1980 and 2110 to 2160 MHz bands. The ITU-Rs IMT-2000 standardization
initiative adopted these bands for terrestrial mobile services. Note that the IMT-2000 effort is an umbrella
that includes both terrestrial and satellite-based services — the latter for areas where terrestrial services
are unavailable.

Please note that all figures here are approximate and subject to change in future WARCs; please consult
References 2 and 13 for details.

The cellular air interface standards are designed to allow different manufacturers to develop both base
station and subscriber (mobile user handset) equipment. The air interface standards are generally different
for the downlink (base station to handset) and uplink (handset to base station). This reflects the asym-
metry of resources available: the handsets are clearly constrained in terms of power consumption and
antenna size, so that the downlink standards imply sophisticated transmitter design, while the uplink
standards emphasize transmitter simplicity and advanced receive-side algorithms. The air interface stan-
dards address channel access protocols as well as traditional communication link design parameters such
as modulation and coding. These issues are taken up in the following sections.

Channel Access

In a cellular system, a fixed amount of RF spectrum must somehow be shared among thousands of
simultaneous phone conversations or data links. Channel access is about (1) dividing the allocated RF
spectrum into pieces and (2) allocating the pieces to conversations/links in an efficient way.

The easiest channel access method to envision is FDMA (Frequency Division Multiple Access), where
each link is allocated a sub-band (i.e., a specific carrier frequency; see Fig. 2.3). This is exactly the access
method used by first generation (analog) cellular systems. The second generation of cellular brought two
newer channel access methods that were enabled by progress in digital process technology. One is TDMA
(Time Division Multiple Access), wherein time is divided into frames, and links are given short time slots
in each frame (Fig. 2.4). FDMA and TDMA can be seen as time/frequency duals, in that FDMA subdivides
the band into narrow sub-bands in the frequency domain, while TDMA subdivides time into slots, during
which a link (within a cell) uses the entire allocated bandwidth.

A

User k

- >
Time

FIGURE 2.3 FDMA depicted on the time-frequency plane, with users assigned carrier frequencies, or channels.
Not shown are guard bands between the channels to prevent interference between users’ signals.
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FIGURE 2.4 Depiction of TDMA on the time-frequency plane. Users are assigned time slots within a frame. Guard
times (not shown) are needed between slots to compensate for timing inaccuracies.

The second generation of cellular also brought CDMA (Code Division Multiple Access). In CDMA,
all active links simultaneously use the entire allocated spectrum, but sophisticated codes are used that
allow the signals to be separated in the receiver.! We will describe CDMA in more depth later.

It should be noted that both TDMA- and CDMA-based cellular systems also implicitly employ FDMA,
although this is rarely mentioned. The reason is that the cellular bands are divided into smaller bands
(a form of FDMA), and both TDMA and CDMA are used within these sub-bands.

In the U.S., the TDMA and CDMA standards are referred to by different acronyms. The TDMA
standard originally was called 1S-54, but with enhancements became 1S-136. The CDMA standard was
called 1S-95, and has been re-christened as cdmaOne by its originator, Qualcomm. These standards were
created under the auspices of the Telecommunications Industry Association (TIA) and the Electronic
Industries Alliance (EIA).

In Europe, the second generation brought digital technology in the form of the GSM standard, which
used TDMA. (The GSM acronym originally referred to Group Special Mobile, but was updated to capture
its move to worldwide markets.) Japan also chose TDMA in its first digital offering, called PDC (Personal
Digital Cellular).

The three multiple access approaches use different signal properties (frequency, time, or code) to allow
the distinguishing of multiple signals. How do they compare? In the main, as we move from FDMA to
TDMA to CDMA (in order of their technological development), complexity is transferred from the RF
section to the digital section of the transmitters and receivers. The evolution of multiple access techniques
has tracked the rapid evolution of digital processing technology as the latter has become cheaper and
faster. For example, while FDMA requires a tunable RF section, both TDMA and CDMA need only a
fixed-frequency front end. CDMA relieves one requirement of TDMA — strict synchronization among
the various transmitters — but introduces a stronger requirement for synchronization of the receiver to
the received signal. In addition, the properties of the CDMA signal provide a natural means to exploit
the multipath nature of the digital signal for improved performance. However, these advantages come
at the cost of massive increases in the capability of digital hardware. Luckily, Moore’s Law (i.e., that
processing power roughly doubles every 18 months at similar cost) still remains in effect as of the turn
of the century, and the amount of processing power that will be used in the digital phones in the 21st
century will be unimaginable to the architects of the analog systems developed in the 1970s.

1t is fashionable to depict CDMA graphically using a “code dimension” that is orthogonal to the time-frequency
plane, but this is an unfortunate misrepresentation. Like any signals, CDMA signals exist (in fact, overlap) in the
time-frequency plane, but have correlation-based properties that allow them to be distinguished.
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Modulation

The general purpose of modulation is to transform an information-bearing message signal into a related
signal that is suitable for efficient transmission over a communication channel. In analog modulation,
this is a relatively simple process: the information-bearing analog (or continuous-time) signal is used to
alter a parameter (normally, the amplitude, frequency, or phase) of a sinusoidal signal (or carrier, the
signal carrying the information). For example, in the NBFM modulation used in the AMPS system, the
voice signal alters the frequency content of the modulated signal in a straightforward manner.

The purpose of digital modulation is to convert an information-bearing discrete-time symbol sequence
into a continuous-time waveform. Digital modulation is easier to analyze than analog modulation, but
more difficult to describe and implement.

Modulation in Digital Communication

Before digital modulation of the data in the transmitter, there are several processing steps that must be
applied to the original message signal to obtain the discrete-time symbol sequence. A continuous-time
message signal, such as the voice signal in telephony, is converted to digital form by sampling, quanti-
zation, and source coding. Sampling converts the original continuous-time waveform into discrete-time
format, and quantization approximates each sample of the discrete-time signal using one of a finite
number of levels. Then source coding jointly performs two functions: it strips redundancy out of the
signal and converts it to a discrete-time sequence of symbols.

What if the original signal is already in discrete-time (sampled format), such as a computer file? In
this case, no sampling or quantization is needed, but source coding is still used to remove redundancy.

Between source coding and modulation is a step critical to the efficiency of digital communications:
channel coding. This is discussed later; it suffices for now to know that it converts the discrete-time
sequence of symbols from the source coder into another (better) discrete-time symbol sequence for input
to the modulator. Following modulation, the signal is upconverted, filtered (if required), and amplified
in RF electronics before being sent to the antenna. All the steps described are shown in block-diagram
form in Fig. 2.5. In the receiver, the signal from the antenna, following filtering (again, if required), is
amplified and downconverted prior to demodulation, channel decoding, and source decoding (see
Fig. 2.5).

What is the nature of the digital modulation process? The discrete-time symbol sequence from the
channel coder is really a string of symbols (letters) from a finite alphabet. For example, in binary digital
modulation, the input symbols are 0’'s and 1’s. The modulator output converts those symbols into one
of a finite set of waveforms that can be optimized for the channel.

While it is the finite set of waveforms that distinguishes digital modulation from analog modulation,
that difference is only one manifestation of the entire paradigm of digital communication. In a good digital
communication design, the source coder, channel coder, and modulator all work together to maximize
the efficient use of the communication channel; even two of the three are not enough for good performance.

Transmitter
Info Source ) Channel N M odu- N RF Elec- A
Source Coder Coder lator tronics ~
Wireless Medium
Desti- | Source || Channel - Demod- | RF Elec- ‘A
nation Decoder Decoder ulator tronics ~
Recelver

FIGURE2.5 Communication system block diagram for wireless communication. In the wireless medium, multipath
propagation and interference can be introduced. For system modeling purposes, the two blocks of RF electronics are
combined with the wireless medium to form the wireless channel — a channel that distorts the signal, and adds
noise and interference. The other blocks are designed to maximize the system performance for the channel.
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Selection of Digital Modulation Formats
There are several (often conflicting) criteria for selection of a modulation scheme. They are:

* BER (bit error rate) performance
+ in wireless, particularly in cellular mobile channels, the scheme must operate under conditions
of severe fading
+ cellular architectures imply co-channel interference
+ Typically, a BER of 102 or better is required for voice telephony, and 10-° or better is required
for data.

+ Spectral (or bandwidth) efficiency (measured in bits/s/Hz)
+ Power efficiency (especially for hand-held/mobile terminals)
* Implementation complexity and cost

In the U.S. cellular market, complexity is of special importance: with the number of standards growing,
many handsets are now dual- and triple-mode; for example, a phone might have both GSM and 3G
capability. While some hardware can be shared, multimode handsets clearly place additional constraints
on the allowable complexity for each mode.

Classification of Digital Modulation Schemes

Broadly, modulation techniques can be classified into two categories.

Linear methods include schemes that use combinations of amplitude and phase modulation of a pulse
stream. They have higher spectral efficiencies than constant-envelope methods (see the following), but
must use more-expensive (or less efficient) linear amplifiers to maintain performance and to limit out-
of-band emissions.

Examples of linear modulation schemes include PSK (phase-shift keying) and QAM (quadrature
amplitude modulation). QAM can be viewed as a generalization of PSK in that both the amplitude and
the phase of the modulated waveform are altered in response to the input symbols.

Constant-envelope methods are more complicated to describe, but usually are sophisticated methods
based on frequency modulation. Their key characteristic is a constant envelope (resulting in a constant
instantaneous signal power) regardless of the source symbol stream. They allow use of less expensive ampli-
fication and/or higher amplification efficiencies (e.g., running amplifiers in the nonlinear region), at the
expense of out-of-band emissions. Historically, they are limited to spectral efficiencies of about 1 bit/s/Hz.

Examples of constant envelope methods include FSK (frequency-shift keying) and more sophisticated
methods such as MSK and GMSK (these will be described shortly). These methods can be thought of as digital
(finite alphabet) FM in that the spectrum of the output signal is varied according to the input symbol stream.

The spectral occupancy of a modulated signal (per channel) is roughly

S, = B+24f,

where B is the bandwidth occupied by signal power spectrum and Af is the maximum one-way carrier
frequency drift.2 We can express the bandwidth

where R, is the channel data rate (in bits/s) and e is the spectral efficiency (in bits/s/Hz). Combining, we obtain

:&+2Af.
€

S

o

2This drift can be caused by oscillator instability or Doppler due to channel time variations.
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Thus, to minimize spectral occupancy (thus maximizing capacity in number of users) we can:

1. Reduce R, by lowering the source coding rate (implying more complexity or lower fidelity), or
2. Improve the spectral efficiency of the modulation (implying higher complexity), or
3. Improve the transmitter/receiver oscillators (at greater cost).

Modulation, Up/Downconversion, and Demodulation

To transmit a string of binary information symbols (or bits — zeros and ones), {b,, b, b,, ...}, we can
represent a 1 by a positive-valued pulse of amplitude one, and a 0 by a negative pulse of the sample
amplitude. This mapping from the bit value at time #, b,, to amplitude a, can be accomplished using

a,=2b -1

To complete the definition, we define a pulse of unit amplitude with start time of zero and stop time of
T as p,(#). Then the modulated signal can be efficiently written as

)= S afe-n)

n

This signal is at baseband — centered at zero frequency — and is therefore unsuitable for wireless
communication media. However, this signal can be upconverted to a desired RF by mixing with a sinusoid
to get the passband signal

)= foons) o) o)

n

where f, is the carrier frequency.
Multiplying a sinusoid by +1 is identical to changing its phase between 0 and Tt radians, so we have

x(t) = cosEanct +Z dnpr(t —nT)E;

where we assign 4, = 0 when a,, = -1 and d, = Ttwhen a, = 1. This equation shows that we are simply
shifting the phase of the carrier between two different values: this is BPSK (binary phase-shift keying).
Why not use more than two phase values? In fact, four are ordinarily used for better efficiency: pairs
of bits are mapped to four different phase values, 0, £7¥2, and 1t For example, the CDMA standards
employ this scheme, known as quaternary PSK (QPSK).
In general, the baseband signal will be complex-valued, which leads to the general form of upconversion

from baseband to passband:
x(t) = \2 D{u(t)ejznfft} ,

where the /2 factor is simply to maintain a consistency in measurement of signal power between passband
and baseband. The motivation of using the baseband representation of a signal is twofold: first, it retains
the amplitude and phase of the passband signal, and is thus independent of any particular carrier frequency;
second, it provides the basis for modern baseband receiver implementations that use high-speed digital
signal processing. The baseband representation is also known as the complex envelope representation.

BPSK and QPSK are linear modulation methods; in contrast, FSK is a constant-envelope modulation
scheme. For binary FSK (BFSK), there are two possible signal pulses, given at baseband by
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uo(t) = Ae_’mﬁpT(t), ul(t) = AejmﬂpT(t),

where A is the amplitude. Notice that we have two (complex) tones separated by Af. MSK (minimum-
shift keying) and GMSK (Gaussian prefiltered MSK) are special forms of FSK that provide greater spectral
efficiency at the cost of higher implementation efficiency. The GSM standard and its next-generation
version, currently known as EDGE (for Enhanced Data Rates for Global Evolution), use GMSK.

At the receiver, the RF signal is amplified and downconverted with appropriate filtering to remove
interference and noise. The downconverted signal is then passed to the demodulator, whose function is
to detect (guess in an optimum way) what symbol stream was transmitted. Following demodulation (also
referred to as detection), the symbol stream is sent to subsequent processing steps (channel decoding
and source decoding) before delivery to the destination.

At this point it is typical to consider the BERs and spectral efficiencies of various digital modulation
formats, modulator and demodulator designs, and the performance of different detection strategies for
mobile cellular channels. This is beyond the scope of this section, and we direct the reader to a good
book on digital communications (e.g., References 1, 4, 6, 7, 8) for more information.

Diversity, Spread Spectrum, and CDMA

A mobile wireless channel causes the transmitted signal to arrive at the receiver via a number of paths
due to reflections from objects in the environment. If the channel is linear (including transmit and receive
amplifiers), a simple modeling approach for this multipath channel is to assume that it is specular, i.e.,
each path results in a specific amplitude, time delay, and phase change. If the channel is also at least
approximately time-invariant, its impulse response under these conditions can be expressed as®

A

h(t) = ;axefehé(t —TA),

where a,, T,, and 6, are, respectively, the amplitude, time delay, and phase for the A-th path.
Let the transmitted signal be

s(t) = Z a, fn(t),

n

a sequence of pulses f,(f) each modulated by a transmitted symbol a, at a symbol rate of 1/T. When
transmitted via a specular multipath channel with A paths, the received signal — found by the convolution
of the transmitted signal and the channel impulse response — is

A
y(t) = Z O(AejOA s(t —TA).
=0
For simplicity, consider sending only three symbols a_j, a,, a,. Then the received signal becomes
1 A

y(t) = Za” ;O(Aejelf”(t —T}\).

n=-1 =0

3Here &(¢) denotes the Dirac delta function.
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Two effects may result: fading and intersymbol interference. Fading occurs when superimposed
replicas of the same symbol pulse nullify each other due to phase differences. Intersymbol interference
(ISI) is caused by the convolutive mixing of the adjacent symbols in the channels. Fading and ISI may
occur individually or together depending on the channel parameters and the symbol rate T-! of the
transmitted signal.

Let us consider in more detail the case where the channel delay spread is a significant fraction of T,
i.e., T, is close to, but smaller than T. In this case, we can have both fading and 1SI, which, if left untreated,
can severely compromise the reliability of the communication link. Direct-sequence spread-spectrum
(DS/SS) signaling is a technique that mitigates these problems by using clever designs for the pulses f,(z).
These pulse designs are wide bandwidth (hence “spread spectrum”), and the extra bandwidth is used to
endow them with properties that allow the receiver to separate the symbol replicas.

Suppose we have a two-path channel, and consider the received signal for symbol a,. Then the DS/SS
receiver separates the two replicas

7o - jé —
Oge Oapfo(t TO), ae 1aofo(t Tl).

Then each replica is adjusted in phase by multiplying it by e~/®, A = 0, 1 yielding (since zz* = |2?)

aoaof(t—to), (Xlaof(t—Tl).

Now all that remains is to delay the first replica by T, — 1, 50 they line up in time, and sum them, which gives

(o, +a oo s ).

Thus DS/SS can turn the multipath channel to advantage — instead of interfering with each other, the
two replicas are now added constructively. This multipath combining exploits the received signal’s inherent
multipath diversity, and is the basic idea behind the technology of RAKE reception* used in the CDMA
digital cellular telephony standards.

It is important to note that this is the key idea behind all strategies for multipath fading channels: we
somehow exploit the redundancy, or diversity of the channel (recall the multiple paths). In this case, we
used the properties of DS/SS signaling to effectively split the problematic two-path channel into two
benign one-path channels. Multipath diversity can also be viewed in the frequency domain, and is in
effect a form of frequency diversity. As we will see later, frequency diversity can be used in conjunction
with other forms of diversity afforded by wireless channels, including time diversity and antenna diversity.

CDMA takes the spread spectrum idea and extends it to the separation of signals from multiple
transmitters. TO see this, suppose M transmitters are sending signals simultaneously, and assume for
simplicity that we have a single-path channel. Let the complex (magnitude/phase) gain for channel m
be denoted by B¢. Finally, the transmitters use different spread-spectrum pulses, denoted by f0(z). If
we just consider the zeroth transmitted symbols from each transmitter, we have the received signal

)= iﬁ(m)agw i-+,)

m=1

where the time offset ¢,, indicates that the pulses do not necessarily arrive at the same time.

4The RAKE nomenclature can be traced to the block diagram representation of such a receiver — it is reminiscent
of a garden rake.
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The above equation represents a complicated mixture of the signals from multiple transmitters. If
narrowband pulses are used, they would be extremely difficult — probably impossible — to separate.
However, if the pulses are spread-spectrum, then the receiver can use algorithms to separate them from
each other, and successfully demodulate the transmitted symbols. Of course, these ideas can be extended
to many transmitters sending long strings of symbols over multipath channels.

Why is it called CDMA? It turns out that the special properties of the signal pulses f¢)(¢) for each
user (transmitter) m derive from high-speed codes consisting of periodic sequences of chips c{™ that
modulate chip waveforms ¢ (). One way to envision it is to think of ¢ () as a rectangular pulse of duration
T. = T/IN. The pulse waveform for user m can then be written

z

-1

f('")(t) = c,({”’)q>(t —ch).

0

P
1]

The fact that we can separate the signals means that we are performing code-division multiple access —
dividing up the channel resource by using codes. Recall that in FDMA this is done by allocating frequency
bands, and in TDMA, time slots. The pulse waveforms in CDMA are designed so that many users’ signals
occupy the entire bandwidth simultaneously, yet can still be separated in the receiver. The signal-
separating capability of CDMA is extremely important, and can extend beyond separating desired signals
within a cell. For example, the 1S-95 CDMA standard uses spread-spectrum pulse designs that enable
the receiver to reject a substantial amount of co-channel interference (interference due to signals in other
cells). This gives the 1S-95 system (as well as its proposed 3G descendants) its well-known property of
universal frequency reuse.

The advantages of DS/SS signals derive from what are called their deterministic correlation properties.
For an arbitrary periodic sequence {c{("}, the deterministic autocorrelation is defined as

N-1

F-2 544

where i denotes the relative shift between two replicas of the sequence. If {c{"} is a direct-sequence
spreading code, then

W)\ i=0
(p()(l):@ 1<‘i‘<N.

This “thumbtack” autocorrelation implies that relative shifts of the sequence can be separated from each
other. Noting that each chip is a fraction of a symbol duration, we see that multipath replicas of a symbol
pulse can be separated even if their arrival times at the receiver differ by less than a symbol duration.

CDMA signal sets also exhibit special deterministic cross-correlation properties. Two spreading codes
{c}, {c(™} of a CDMA signal set have the cross-correlation property

PR I G
i)=Y Al =m0, 1=m,0<)i <N,
() N;Ckck %)’ li: <H<N

Thus, we have a set of sequences with zero cross-correlations and “thumbtack” autocorrelations. (Note
that this includes the earlier autocorrelation as a special case.) The basic idea of demodulation for CDMA
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is as follows: if the signal from user m is desired, the incoming received signal — a mixture of multiple
transmitted signals — is correlated against {c("}. Thus multiple replicas of a symbol from user m can
be separated, delayed, and then combined, while all other users’ signals (i.e., where [ # ) are suppressed
by the correlation.

Details of these properties, their consequences in demodulation, and descriptions of specific code
designs can be found in References 3, 4, 7, and 10.

Channel Coding, Interleaving, and Time Diversity

As we have mentioned, channel coding is a transmitter function that is performed after source coding,
but before modulation. The basic idea of channel coding is to introduce highly structured redundancy
into the signal that will allow the receiver to easily detect or correct errors introduced in the transmission
of the signal.

Channel coding is fundamental to the success of modern wireless communication. It can be considered
the cornerstone of digital communication, since, without coding, it would not be possible to approach
the fundamental limits established by Shannon’s information theory.%*?

The easiest type of channel codes to understand are block codes: a sequence of input symbols of length k
is transformed into a code sequence (codeword) of length n > k. Codes are often identified by their
rate R, where R = k/n < 1. Generally, codes with a lower rate are more powerful. Almost all block codes
are linear, meaning that the sum of two codewords is another codeword. By enforcing this linear structure,
coding theorists have found it easier to find codes that not only have good performance, but have
reasonably simple decoding algorithms as well.

In wireless systems, convolutional codes are very popular. Instead of blocking the input stream into
length-k sequences and encoding each one independently, convolutional coders are finite-state sequential
machines. Therefore they have memory, so that a particular output symbol is determined by a contiguous
sequence of input symbols. For example, a rate-1/2 convolutional coder outputs two code symbols for
each information symbol that arrives at its input. Normally, these codes are also linear.

Error-correcting codes have enough power so that errors can actually be corrected in the receiver. Systems
that use these codes are called forward error-control (FEC) systems. Error-detecting codes are simpler, but
less effective: they can tell whether an error has occurred, but not where the error is located in the received
sequence, so it cannot be corrected.

Error-detecting codes can be useful when it is possible for the receiver to request retransmission of a
corrupted codeword. Systems that employ this type of feedback are called ARQ, or Automatic Repeat-
reQuest systems.

As we have seen, the fading in cellular systems is due to multipath. Of course, as the mobile unit and
other objects in the environment move, the physical structure of the channel changes with time, causing
the fading of the channel to vary with time. However, this fading process tends to be slow relative to the
symbol rate, so a long string of coded symbols can be subjected to a deep channel fade. In other words,
the fading from one symbol to the next will be highly correlated. Thus, the fades can cause a large string
of demodulation (detection) errors, or an error burst. Thus, fading channels are often described from
the point of view of coding as burst-error channels.

Most well-known block and convolutional codes are best suited to random errors, that is, errors that
occur in an uncorrelated fashion and thus tend to occur as isolated single errors. While there have been
a number of codes designed to correct burst errors, the theory of random error-correcting codes is so
well developed that designers have often chosen to use these codes in concert with a method to “ran-
domize” error bursts.

This randomization method, called interleaving, rearranges, or scrambles, the coded symbols in order
to minimize this correlation so that errors are isolated and distributed across a number of codewords.
Thus, a modest random-error correcting code can be combined with interleaving that is inserted between
the channel coder and the modulator to shuffle the symbols of the codewords. Then, in the receiver, the
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de-interleaver is placed between the demodulator and the decoder is reassemble the codewords for
decoding.

We note that a well-designed coding/interleaving system does more than redistribute errors for easy
correction: it also exploits time diversity. In our discussion of spread-spectrum and CDMA, we saw how
the DS/SS signal exploits the frequency diversity of the wireless channel via its multipath redundancy.
Here, the redundancy added by channel coding/interleaving is designed so that, in addition to the usual
performance increase due to just the code — the coding gain — there is also a benefit to distributing the
redundancy in such a way that exploits the time variation of the channel, yielding a time diversity gain.

In this era of digital data over wireless, high link reliability is required. This is in spite of the fact that
most wireless links have a raw bit error rate (BER) on the order of 1 in 1000. Clearly, we would like to
see an error rate of 1 in 10%2 or better. How is this astounding improvement achieved? The following
two-level approach has proved successful. The first level employs FEC to correct a large percentage of
the errors. This code is used in tandem with a powerful error-detecting algorithm to find the rare errors
that the FEC cannot find and correct. This combined FEC/ARQ approach limits the amount of feedback
to an acceptable level while still achieving the necessary reliability.

Nonlinear Channels

Amplifiers are more power-efficient if they are driven closer to saturation than if they are kept within
their linear regions. Unfortunately, nonlinearities that occur as saturation is approached lead to spectral
spreading of the signal. This can be illustrated by observing that an instantaneous (or memoryless)
nonlinearity can be approximated by a polynomial. For example, a quadratic term effectively squares the
signal; for a sinusoidal input this leads to double-frequency terms.

A more sophisticated perspective comes from noting that the nonlinear amplification can distort the
symbol pulse shape, expanding the spectrum of the pulse. Nonlinearities of this type are said to cause AM/AM
distortion. Amplifiers can also exhibit AM/PM conversion, where the output phase of a sinusoid is shifted
by different amounts depending on its input power — a serious problem for PSK-type modulations.

A great deal of effort has gone into finding transmitter designs that allow more efficient amplifier
operation. For example, constant-envelope modulation schemes are insensitive to nonlinearities, and
signaling schemes that reduce the peak-to-average power ratio (PAPR) of the signal allow higher levels.
Finally, methods to linearize amplifiers at higher efficiencies are receiving considerable attention.

Modeling and simulating nonlinear effects on system performance is a nontrivial task. AM/AM and
AM/PM distortions are functions of frequency, so if wideband amplifier characterization is required, a
family of curves is necessary. Even then the actual wideband response is only approximated, since these
systems are limited in bandwidth and thus have memory. More accurate results in this case can be
obtained using Volterra series expansions, or numerical solutions to nonlinear differential equations.
Sophisticated approaches are becoming increasingly important in cellular as supported data rates move
higher and higher. More information can be found in References 1 and 5 and the references therein.

Antenna Arrays

We have seen earlier how sectorized antennas can be used to increase system performance. They are one
of the most economical forms of multielement antenna systems, and can be used to reduce interference
or to increase user capacity. A second use of multielement systems is to exploit the spatial diversity of
the wireless channel. Spatial diversity approaches assume that the received antenna elements are immersed
in a signal field whose strength varies strongly with position due to a superposition of multipath signals
arriving via various directions. The resulting element signal strengths are assumed to be at least somewhat
statistically uncorrelated. This spatial uncorrelatedness is analogous to the uncorrelatedness over time or
frequency that is exploited in mobile channels.

One of the simplest approaches is to use multiple (normally omnidirectional in azimuth) antenna
elements at the receiver, and choose the one with the highest signal-to-noise ratio. More sophisticated
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schemes combine — rather than select just one of — the element signals to further improve the signal-
to-noise ratio at the cost of higher receiver complexity. These approaches date from the 1950s, and do
not take into account other interfering mobile units. These latter schemes are often grouped under the
category of antenna diversity approaches.

More recently, a number of proposals for systems that combine error-control coding mechanisms with
multiple elements have been made under the name of space-time coding. One of the main contributions
of these efforts has been the recognition that multiple-element transmit antennas can, under certain
conditions, dramatically increase the link capacity.

Another approach, beamforming or phased-array antennas, is also positioned to play a role in future
systems under the new moniker smart antennas. Space-time coding and smart antenna methods can be
seen as two approaches to exploiting the capabilities of multiple-input/multiple-output (MIMO) systems.
However, in contrast to space-time coding approaches, strong inter-element correlation based on the
direction of arrival of plane waves is assumed in smart antennas. The basic idea of smart antennas is to
employ an array of antenna elements connected to an amplitude- and phase-shifting network to adaptively
tune (steer electronically) the antenna pattern based on the geographic placement of mobile units. Much
of the groundwork for smart antenna systems was laid in the 1950s in military radar research. The ultimate
goal of these approaches can be stated as follows: to track individual mobile units with optimized antenna
patterns that maximize performance (by maximizing the ratio of the signal to the sum of interference and
noise) minimize power consumption at the mobile unit, and optimize the capacity of the cellular system.
One can conjecture that the ultimate solution to this problem will be a class of techniques that involve joint
design of channel coding, modulation, and antenna array processing in an optimum fashion.

Summary

Almost all wireless networks are distinguished by the characteristic of a shared channel resource, and
this is in fact the key difference between wireless and wired networks. Another important difference
between wired and wireless channels is the presence of multipath in the latter, which makes diversity
possible. What is it that distinguishes cellular from other wireless services and systems? First, it historically
has been designed for mobile telephone users, and has been optimized for carrying human voice. This
has led to the following key traits of cellular:

« efficient use of spectrum via the cellular concept;

« system designs, including channel access mechanisms, that efficiently handle large numbers of
uniform — i.e., voice — links; and

difficult channels: user mobility causes fast variations in channel signal characteristics compared
with other wireless applications such as wireless local area networks.

We close by mentioning two apparent trends. First, as we mentioned at the outset of this article,
wireless local loop services, where home telephone subscribers use wireless phones — and the “last mile”
is wireless rather than copper — are a new application for mobile wireless technology. Secondly, at this
time there is a great deal of effort to make next-generation cellular systems useful for data networking
in addition to voice. Certainly, the amount of data traffic on these networks will grow. However, one of
the largest questions for the next ten years is whether mobile wireless will win the growing data market,
or if new data-oriented wireless networks will come to dominate.
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2.2 Nomadic Communications

Andy D. Kucar

Nomadic peoples of desert oases, tropical jungles, steppes, tundras, and polar regions have shown a
limited interest in mobile radio communications, at the displeasure of some urbanite investors in mobile
radio communications. The focus of this contribution with a delegated title Nomadic Communications
is on terrestrial and satellite mobile radio communications used by urbanites while roaming urban
canyons or golf courses, and by suburbanites who, every morning, assemble their sport utility vehicles
and drive to urban jungles hunting for jobs. The habits and traffic patterns of these users are important
parameters in the analysis and optimization of any mobile radio communications system. The mobile
radio communications systems addressed in this contribution and illustrated in Fig. 2.6 include:

1. the first generation analog cellular mobile radio systems such as North American AMPS, Japanese
MCS, Scandinavian NMT, and British TACS. These systems use analog voice data and frequency
modulation (FM) for the transmission of voice, and coded digital data and a frequency shift keying
(FSK) modulation scheme for the transmission of control information. Conceived and designed
in the 1970s, these systems were optimized for vehicle-based services such as police and ambulances
operating at possibly high vehicle speeds. The first generation analog cordless telephones include
CT0and CT1 cordless telephone systems, which were intended for use in the household environment;

2. the second generation digital cellular and personal mobile radio systems such as Global System for
Mobile Communications (GSM), Digital AMPS > 1S-54/136, DCS 1800/1900, and Personal Digital
Cellular (PDC), all Time Division Multiple Access (TDMA), and 1S-95 spread spectrum Code
Division Multiple Access (CDMA) systems. All mentioned systems employ digital data for both
voice and control purposes. The second generation digital cordless telephony systems include CT2,
CT2Plus, CT3, Digital Enhanced Cordless Telephone (DECT), and Personal Handyphone System
(PHS); wireless data mobile radio systems such as ARDIS, RAM, TETRA, Cellular Digital Packet
Data (CDPD), IEEE 802.11 Wireless Local Area Network (WLAN), and recently announced Blue-
tooth; there are also projects known as Personal Communication Network (PCN), Personal Com-
munications Systems (PCS) and FPLMTS > UMTS > IMT-2000 > 3G, where 3G stands for the
third generation systems. The second generation systems also include satellite mobile radio systems
such as INMARSAT, OmniTRACS, MSAT, AUSSAT, Iridium, Globalstar, and ORBCOMM.

After a brief prologue and historical overview, technical issues such as the repertoire of systems and
services, the airwaves management, the operating environment, service quality, network issues and cell
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FIGURE 2.6 A Model of Fixed and Mobile, Satellite and Terrestrial Systems.

size, channel coding and modulation, speech coding, diversity, multiple broadcasting (FDMB, TDMB,
CDMB), and multiple access (FDMA, TDMA, CDMA) are briefly discussed.

Many existing mobile radio communications systems collect some form of information on network
behavior, users’ positions, etc., with the purpose of enhancing the performance of communications,
improving handover procedures and increasing the system capacity. Coarse positioning is usually achieved
inherently, while more precise positioning and navigation can be achieved by employing LORAN-C
and/or GPS, GLONASS, WAAS signals, or some other means, at an additional, usually modest, increase
in cost and complexity.

Prologue

Mobile radio systems provide their users with opportunities to travel freely within the service area while
being able to communicate with any telephone, fax, data modem, and electronic mail subscriber anywhere
in the world; to determine their own positions; to track the precious cargo; to improve the management
of fleets of vehicles and the distribution of goods; to improve traffic safety; to provide vital communication
links during emergencies, search and rescue operations, to browse their favorites Websites, etc. These
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TABLE 2.1 Glossary of Terms

AMPS Advanced Mobile Phone Service

ASIC Application Specific Integrated Circuits

BER Bit Error Rate

CAD Computer Aided Design

CB Citizen Band (mobile radio)

CDMA Spread spectrum Code Division Multiple Access

CEPT Conference of European Postal and Telecommunications (Administrations)
CT Cordless Telephony

DOC Department of Communications (in Canada)

DSP Digital Signal Processing

FCC Federal Communications Commission (in USA)

FDMA Frequency Division Multiple Access
FPLMTS  Future Public Land Mobile Telecommunications Systems

GDSS Global Distress Safety System

GOES Geostationary Operational Environmental Satellites
GPS Global Positioning System

GSM Groupe Spécial Mobile (now Global System for Mobile communications)
ISDN Integrated Service Digital Network

ITU International Telecommunications Union

MOS Mean Opinion Score

MMIC Microwave Monolithic Integrated Circuits

NMC Network Management Center

NMT Nordic Mobile Telephone (system)

PCN Personal Communications Networks

PCS Personal Communications Systems

PSTN Public Switched Telephone Network

SARSAT  Search And Rescue Satellite Aided Tracking system
SERES SEarch and REscue Satellite

TACS Total Access Communication System

TDMA Time Division Multiple Access

WAAS Wide Area Augmentation System

WARC World Administrative Radio Conference

WRC World Radiocommunications Conference

Source: 4U Communications Research Inc., 2000.06.10~00:09, Updated: 2000.05.03

tieless (wireless, cordless) communications, the exchange of information, and the determination of posi-
tion, course, and distance traveled are made possibly by the unique property of the radio to employ an
aerial (antenna) for radiating and receiving electromagnetic waves. When the user’s radio antenna is
stationary over a prolonged period of time, the term fixed radio is used. A radio transceiver capable of
being carried or moved around, but stationary when in operation, is called a portable radio. A radio
transceiver capable of being carried and used, by a vehicle or by a person on the move, is called mobile
radio, personal and/or handheld device. Individual radio users may communicate directly, or via one or
more intermediaries, which may be passive radio repeater(s), base station(s), or switch(es). When all
intermediaries are located on the Earth, the terms terrestrial radio system and radio system have been
used. When at least one intermediary is a satellite borne, the terms satellite radio system and satellite
system have been used. According to the location of a user, the terms land, maritime, aeronautical, space,
and deep-space radio systems have been used. The second unique property of all terrestrial and satellite
radio systems is that they share the same natural resource — the airways (frequency bands and space).
Recent developments in microwave monolithic integrated circuit (MMIC), application specific integrated
circuit (ASIC), analog/digital signal processing (A/DSP), and battery technology, supported by computer-
aided design (CAD) and robotics manufacturing allow the viable implementation of miniature radio
transceivers at radio frequencies as high as 6 GHz, i.e., at wavelengths as short as about 5 cm. Up to these
frequencies additional spectra have been assigned to mobile services; corresponding shorter wavelengths
allow a viable implementation of adaptive antennas necessary for improvement of the quality of transmission
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and spatial frequency spectrum efficiency. The continuous flux of market forces (excited by the possibilities
of a myriad of new services and great profits), international and domestic standard forces (who manage a
common natural resource — the airwaves), and technology forces (capable of creating viable products)
acted harmoniously and created a broad choice of communications (voice and data), information, and
navigation systems, which propelled the explosive growth of mobile radio services for travelers.

A Glimpse of History

Late in the 19th century, Heinrich Rudolf Hertz, Nikola Tesla, Alexander Popov, Edouard Branly, Oliver
Lodge, Jagadis Chandra Bose, Guglielmo Marconi, Adolphus Slaby, and other engineers and scientists
experimented with the transmission and reception of electromagnetic waves. In 1898 Tesla made a
demonstration in Madison Square Garden of a radio remote controlled boat; later the same year Marconi
established the first wireless ship-to-shore telegraph link with the royal yacht Osborne. These events are
now accepted as the birth of the mobile radio. Since that time, mobile radio communications have
provided safe navigation for ships and airplanes, saved many lives, dispatched diverse fleets of vehicles,
won many battles, generated many new businesses, etc.

Satellite mobile radio systems launched in the seventies and early eighties use ultrahigh frequency
(UHF) bands around 400 MHz and around 1.5 GHz for communications and navigation services.

In the fifties and sixties, numerous private mobile radio networks, citizen band (CB) mobile radio,
ham operator mobile radio, and portable home radio telephones used diverse types and brands of radio
equipment and chunks of airwaves located anywhere in the frequency band from near 30 MHz to 3 GHz.
Then, in the seventies, Ericsson introduced the Nordic Mobile Telephone (NMT) system, and AT&T Bell
Laboratories introduced Advanced Mobile Phone Service (AMPS). The impact of these two public land
mobile telecommunication systems on the standardization and prospects of mobile radio communications
may be compared with the impact of Apple and IBM on the personal computer industry. In Europe
systems like AMPS competed with NMT systems; in the rest of the world, AMPS, backed by Bell
Laboratories’ reputation for technical excellence and the clout of AT&T, became de facto and de jure the
technical standard (British TACS and Japanese MCS-L1 are based on). In 1982, the Conference of
European Postal and Telecommunications Administrations (CEPT) established Groupe Spécial Mobile
(GSM) with the mandate to define future Pan-European cellular radio standards. On January 1, 1984,
during the phase of explosive growth of AMPS and similar cellular mobile radio communications systems
and services, came the divestiture (breakup) of AT&T.

Present and Future Trends

Based on the solid foundation established in 1970s the buildup of mobile radio systems and services at
the end of the second millennium is continuing at an annual rate higher than 20%, worldwide. Terrestrial
mobile radio systems offer analog and digital voice and low- to medium-rate data services compatible
with existing public switching telephone networks in scope, but with poorer voice quality and lower data
throughput. Wireless mobile radio data networks are expected to offer data rates as high as a few Mbit/s
in the near future and even more in the portable environment.

Equipment miniaturization and price are important constraints on the systems providing these ser-
vices. In the early fifties, mobile radio equipment used a considerable amount of a car’s trunk space and
challenged the capacity of car’s alternator/battery source while in transmit mode. Today, the pocket-size,
=100-gram handheld cellular radio telephone, manual and battery charger excluded, provides a few hours
of talk capacity and dozens of hours in the standby mode. The average cost of the least expensive models
of battery powered cellular mobile radio telephones has dropped proportionally and has broken the $100
U.S. barrier. However, one should take the price and growth numbers with a grain of salt, since some
prices and growth itself might be subsidized. Many customers appear to have more than one telephone,
at least during the promotion period, while they cannot use more than one telephone at the same time.
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These facts need to be taken into consideration while estimating growth, capacity, and efficiency of recent
wireless mobile radio systems.

Mobile satellite systems are expanding in many directions: large and powerful single unit geostationary
systems; medium-sized, low orbit multi-satellite systems; and small-sized, and low orbit multi-satellite
systems, launched from a plane, see [Kucar, 1992], [Del Re, 1995]. Recently, some financial uncertainties
experienced by a few technically advanced LEO satellite systems, operational and planned, slowed down
explosive growth in this area. Satellite mobile radio systems currently offer analog and digital voice, low
to medium rate data, radio determination, and global distress safety services for travelers.

During the last five years numerous new digital radio systems for mobile users have been deployed.
Presently, users in many countries have been offered between 5 and 10 different mobile radio commu-
nications systems to choose from. There already exists radio units capable of operating on two or more
different systems using the same frequency band or even using a few different frequency bands. Overviews
of mobile radio communications systems and related technical issues can be found in [Davis, 1984],
[Cox, 1987], [Mahmoud, 1989], [Kucar, 1991], [Rhee, 1991], [Steele, 1992], [Chuang, 1993], [Cox, 1995],
[Kucar, 1991], [Cimini, March 1999], [Mitola, 1999], [Cimini, July 1999], [Ariyavisitakul, 1999], [Cimini,
November 1999], [Oppermann, 1999] and [Oppermann, 2000].

Repertoire of Systems and Services

The variety of services offered to travelers essentially consists of information in analog and/or digital
form. Although most of today’s traffic consists of analog or digital voice transmitted by analog frequency
modulation FM (or phase modulation PM), or digital quadrature amplitude modulation (QAM)
schemes, digital signaling, and a combination of analog and digital traffic, might provide superior
frequency reuse capacity, processing, and network interconnectivity. By using a powerful and affordable
microprocessor and digital signal processing chips, a myriad of different services particularly well suited
to the needs of people on the move could be realized economically. A brief description of a few elementary
systems/services currently available to travelers follows. Some of these elementary services can be com-
bined within the mobile radio units for a marginal increase in the cost and complexity with respect to
the cost of a single service system; for example, a mobile radio communications system can include a
positioning receiver, digital map, Web browser, etc.

Terrestrial systems. In a terrestrial mobile radio network labeled Mobiles T in Fig. 2.6, a repeater was
usually located at the nearest summit offering maximum service area coverage. As the number of users
increased, the available frequency spectrum became unable to handle the increase traffic, and a need for
frequency reuse arose. The service area was split into many subareas called cells, and the term cellular
radio was born. The frequency reuse offers an increased overall system capacity, while the smaller cell
size can offer an increased service quality, but at the expense of increased complexity of the user’s terminal
and network infrastructure. The trade-offs between real estate complexity, and implementation dynamics
dictate the shape and the size of the cellular network. Increase in the overall capacity calls for new
frequency spectra, smaller cells, which requires reconfiguration of existing base station locations; this is
usually not possible in many circumstances, which leads to suboptimal solutions and even less efficient
use of the frequency spectrum.

The satellite systems shown in Fig. 2.6 employ one or more satellites to serve as base station(s) and/or
repeater(s) in a mobile radio network. The position of satellites relative to the service area is of crucial
importance for the coverage, service quality, price, and complexity of the overall network. When a satellite
encompass the Earth in 12-hour, 24-hour etc. periods, the term geosynchronous orbit has been used. An
orbit inclined with respect to the equatorial plane is called an inclined orbit; an orbit with an inclination
of about 90° is called a polar orbit. A circular geosynchronous 24-hour orbit in the equatorial plane
(0° inclination) is known as the geostationary orbit (GSO), since from any point on the surface of the Earth,
the satellite appears to be stationary; this orbit is particularly suitable for land mobile services at low
latitudes, and for maritime and aeronautical services at latitudes of < [80]°. Systems that use geostationary
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satellites include INMARSAT, MSAT, and AUSSAT. An elliptical geosynchronous orbit with the inclination
angle of 63.4° is known as Tundra orbit. An elliptical 12-hour orbit with the inclination angle of 63.4° is
known as Molniya orbit. Both Tundra and Molniya orbits have been selected for coverage of the Northern
latitudes and the area around the North Pole — for users at those latitudes the satellites appear to wander
around the zenith for a prolonged period of time. The coverage of a particular region (regional coverage),
and the whole globe (global coverage), can be provided by different constellations of satellites including
ones in inclined and polar orbits. For example, inclined circular orbit constellations have been used by
GPS (18 to 24 satellites, 55 to 63° inclination), Globalstar (48 satellites, 47° inclination), and Iridium (66
satellites, 90° inclination — polar orbits) system. All three systems provide global coverage. ORBCOM
system employs Pegasus launchable low-orbit satellites to provide uninterrupted coverage of the Earth
below +60° latitudes, and an intermittent, but frequent coverage over the polar regions.

Satellite antenna systems can have one (single beam global system) or more beams (multibeam spot
system). The multibeam satellite system, similar to the terrestrial cellular system, employs antenna direc-
tivity to achieve better frequency reuse, at the expense of system complexity.

Radio paging is a non-speech, one-way (from base station toward travelers), personal selective calling
system with alert, without message, or with defined messages such as numeric or alphanumeric. A person
wishing to send a message contacts a system operator by public switched telephone network (PSTN),
and delivers his message. After an acceptable time (queuing delay), a system operator forwards the message
to the traveler, by radio repeater (FM broadcasting transmitter, VHF or UHF dedicated transmitter,
satellite, or cellular radio system). After receiving the message, a traveler’s small (roughly the size of a
cigarette pack) receiver (pager) stores the message in its memory, and on demand either emits alerting
tones or displays the message.

Global Distress Safety System (GDSS) geostationary and inclined orbit satellites transfer emergency
calls sent by vehicles to the central earth station. Examples are: COSPAS, Search And Rescue Satellite
Aided Tracking system, SARSAT, Geostationary Operational Environmental Satellites GOES, and SEarch
and REscue Satellite SERES). The recommended frequency for this transmission is 406.025 MHz.

Global Positioning System (GPS), [ION, 1980, 1984, 1986, 1993]. U.S. Department of Defense Navstar
GPS 24-29 operating satellites in inclined orbits emit L band (L1 = 1575.42 MHz, L2 = 1227.6 MHz) spread
spectrum signals from which an intelligent microprocessor—based receiver extracts extremely precise time
and frequency information, and accurately determines its own three-dimensional position, velocity, and
acceleration, worldwide. The coarse accuracy of < 100 m available to commercial users has been demon-
strated by using a handheld receiver. An accuracy of meters or centimeters is possible by using the precise
(military) codes and/or differential GPS (additional reference) principals and kinematic phase tracking.

Glonass is Russia’s counterpart of the U.S’s GPS. It operates in an FDM mode and uses frequencies
between 1602.56 MHz and 1615.50 MHz to achieve goals similar to GPS.

Other systems have been studied by the European Space Agency (Navsat), and by West Germany
(Granas, Popsat, and Navcom). In recent years many payloads carrying navigation transponders have
been put on board of GSO satellites; corresponding navigational signals enable an increase in overall
availability and improved determination of users positions. The comprehensive project, which may
include existing and new radionavigation payloads, has also been known as the Wide Area Augmentation
System (WAAS).

LORAN-C is the 100 kHz frequency navigation system that provides a positional accuracy between 10
and 150 m. A user’s receiver measures the time difference between the master station transmitter and
secondary station signals, and defines his hyperbolic line of position. North American LORAN-C coverage
includes the Great Lakes, Atlantic, and Pacific Coast, with decreasing signal strength and accuracy as the
user approaches the Rocky Mountains from the east. Recently, new LORAN stations have been aug-
mented, worldwide. Similar radionavigation systems are the 100 kHz Decca and 10 kHz Omega.

Dispatch two-way radio land mobile or satellite systems, with or without connection to the PSTN,
consist of an operating center controlling the operation of a fleet of vehicles such as aircraft, taxis, police
cars, tracks, rail cars, etc.
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TABLE 2.2 The Comparison of Dispatch WAN/LAN Systems

Parameter uUs Sweden Japan Australia CDPD IEEE 802.11
TX freq, MHz
Base 935-941  76.0-77.5  850-860 865.00-870.00 869-894  2400-2483
851-866 415.55-418.05 2470-2499
Mobile 896-902  81.0-82.5 905-915 820.00-825.00 824-849  2400-2483
806-821 406.10-408.60 2470-2499
Duplexing method sfFDD? sFDD sFDD sfFDD FDD TDD
Channel spacing, kHz ~ 12.5 25.0 125 25.0 30.0 1000
25.00 125
Channel rate, kb/s <9.6 1.2 1.2 < 19.2 1000
# of Traffic channel 480 60 799 200 832 79
600
Modulation type:
\oice FM FM FM FM
Data FSK MSK-FM ~ MSK-FM  FSK GMSK DQPSK

2 sfFDD stands for semi-duplex, full duplex, Frequency Division Duplex.

Similar systems are used in the Netherlands, U.K., USSR, and France.

ARDIS is a commercial system compatible with U.S. specs. 25 kHz spacing; 2FSK, 4FSK, <19.2 kb/s.
MOBITEX/RAM is a commercial system compatible with U.S. specs. 12.5 kHz spacing; GMSK, 8.0 kb/s.
Source: 4U Communications Research Inc., 2000.06.10~00:09, c:/tab/dispatch.sys

A summary of some of the existing and planned terrestrial mobile radio systems, including MOBITEX
RAM and ARDIS, is given in Table 2.2.

OmniTRACS dispatch system employs a Ku-band geostationary satellite located at 103° W to provide
two-way digital message and position reporting (derived from incorporated satellite-aided LORAN-C
receiver), throughout the contiguous U.S. (CONUS).

Cellular radio or public land mobile telephone systems offer a full range of services to the traveler
similar to those provided by PSTN. The technical characteristics of some of the existing and planned
systems are summarized in Table 2.3.

Vehicle Information System and Intelligent Highway Vehicle System are synonyms for the variety of
systems and services aimed toward traffic safety and location. This includes: traffic management, vehicle
identification, digitized map information and navigation, radio navigation, speed sensing and adaptive
cruise control, collision warning and prevention, etc. Some of the vehicle information systems can easily
be incorporated in mobile radio communications transceivers to enhance the service quality and capacity
of respective communications systems.

Airwaves Management

The airwaves (frequency spectrum and the space surrounding us) are a limited natural resource shared
by several different radio users (military, government, commercial, public, amateur, etc.). Its sharing
(among different users, services described in the previous section, TV and sound broadcasting, etc.),
coordination, and administration is an ongoing process exercised on national, as well as on international
levels. National administrations (Federal Communications Commission (FCC) in the U.S., Department
of Communications (DOC), now Industry Canada, in Canada, etc.), in cooperation with users and
industry, set the rules and procedures for planning and utilization of scarce frequency bands. These plans
and utilizations have to be further coordinated internationally.

The International Telecommunications Union (ITU) is a specialized agency of the United Nations,
stationed in Geneva, Switzerland, with more than 150 government and corporate members, responsible
for all policies related to Radio, Telegraph, and Telephone. According to the ITU, the world is divided
into three regions: Region 1 — Europe, including the Soviet Union, Outer Mongolia, Africa, and the
Middle East west of Iran; Region 2 — the Americas, and Greenland; and Region 3 — Asia (excluding
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TABLE 2.3 Comparison of Cellular Mobile Radio Systems in Bands Below 1 GHz

System Name

AMPS MCS L1 NMT NMT R.com TACS 1S-54 1S-95 PDC
Parameter NAMPS  MCS L2 900 450 2000 C450 UK GSM 1S-136 USA Japan
TX freq, MHz
Base 869-894  870-885  935-960  463-468  424.8-428  461-466  935-960  890-915 869-894  869-894  810-826
Mobile 824-849  925-940  890-915  453-458  414.8-418  451-456  890-915  935-960 824-849  824-849  890-915
Max b/m eirp, dBW  22/5 19/7 2217 19/12 20.10 22/12 22/8 27/9 27/9 /-7 /5
Multiple access F F F F F F F FIT FIT F/C FIT
Duplex method FDD FDD FDD FDD FDD FDD FDD FDD FDD FDD FDD
Channel bw, kHz 30.0 25.0 125 25.0 12.5 20.0 25.0 200.0 30.0 1250 25
10.0 12.5 10.0 12.5
Channels/RF 1 1 1 1 1 1 1 8 3 42 3
Channels/band 832 600 1999 200 160 222 1000 125 % 8 832 x3 nx42 640 x 3
2496 1200
Voice/Traffic: analog analog analog analog analog analog analog RELP VSELP CELP VSELP
comp. or kb/s 211 21 21 21 211 21 21 13.0 8.0 <9.6 6.7
modulation PM PM PM PM PM PM PM GMSK 1v4  B/OQ 4
kHz and/or kb/s +12 +5 +5 +5 25 +4 9.5 270.833 48.6 1228.8 42,0
Control: digital digital digital digital digital digital digital digital digital digital digital
modulation FSK FSK FFSK FFSK FFSK FSK FSK GMSK 4 B/OQ 4
bb waveform Manch. Manch. NRzZ NRZ Manch. NRZ NRZ NRz NRzZ
NRZ NRZ
kHz and/or kb/s +8.0/10 +4.5/0.3 +35/1.2  £35/12  *1.7/12 +25/53  +6.4/8.0  270.833 48.6 1228.8 42.0
Channel coding: BCH BCH B1 Hag. B1 Hag. Hag. BCH BCH RS Conwv. Conv. Conv.
base — mobile (40,28) (43,31) burst burst (19,6) (15,7) (40,28) (12,8) 172 6/11 9/17
mobile — base (48,36) a.(43,31)  burst burst (19,6) (15,7) (48,36) (12,8) 1/2 1/3 9/17
p.(11,07)

Note: Multiple Access: F = Frequency Division Multiple Access (FDMA), F/T = Hybrid Frequency/Time DMA, F/C = Hybrid Frequency/Code DMA.

T4 corresponds to the 174 shifted differentially encoded QPSK with a = 0.35 square root raised—cosine filter for 1S-136 and a = 0.5 for PDC.

B/OQ corresponds to the BPSK outbound and OQPSK modulation scheme inbound.

comp. or kb/s stands for syllabic compandor or speech rate in kb/s; kHz and/or kb/s stands for peak deviation in kHz and/or channel rate kb/s.

1S-634 standard interface supports AMPS, NAMPS, TDMA and CDMA capabilities.
1S-651 standard interface supports A GSM capabilities and A+ CDMA capabilities.

Source: 4U Communications Research Inc., 2000.06.10~00:09
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parts west of Iran and Outer Mongolia), Australia, and Oceania. Historically, these three regions have
developed, more or less independently, their own frequency plans, which best suit local purposes. With
the advent of satellite services and globalization trends, the coordination between different regions
becomes more urgent. Frequency spectrum planning and coordination is performed through ITU’s bodies
such as: Comité Consultatif de International Radio (CCIR), now ITU-R, International Frequency
Registration Board (IFRB), now ITU-R, World Administrative Radio Conference (WARC), and Regional
Administrative Radio Conference (RARC).

ITU-R, through it study groups, deals with technical and operational aspects of radio communications.
Results of these activities have been summarized in the form of reports and recommendations published
every four years, or more often, [ITU, 1990]. IFRB serves as a custodian of a common and scarce natural
resource — the airwaves; in its capacity, the IFRB records radio frequencies, advises the members on
technical issues, and contributes on other technical matters. Based on the work of ITU-R and the national
administrations, ITU members convene at appropriate RARC and WARC meetings, where documents
on frequency planning and utilization, the Radio Regulations, are updated. The actions on a national
level follow, see [RadioRegs, 1986], [WARC, 1992], [WRC, 1997]. The far-reaching impact of mobile
radio communications on economies and the well-being of the three main trading blocks, other devel-
oping and third world countries, and potential manufacturers and users, makes the airways (frequency
spectrum) even more important.

The International Telecommunications Union (ITU) recommends the composite bandwidth-space-
time domain concept as a measure of spectrum utilization. The spectrum utilization factor U=B-S- T
is defined as a product of the frequency bandwidth B, spatial component S, and time component T. Since
mobile radio communications systems employ single omnidirectional antennas, their S factor will be
rather low; since they operate in a single channel arrangement, their B factor will be low; since new
digital schemes tend to operate in a packet/block switching modes which are inherently loaded with a
significant amount of overhead and idle traffic, their T factor will be low as well. Consequently, mobile
radio communications systems will have a poor spectrum utilization factors.

The model of a mobile radio environment, which may include different sharing scenarios with fixed
service and other radio systems, can be described as follows. Objects of our concern are events (for
example, conversation using a mobile radio, measurements of amplitude, phase and polarization at the
receiver) occurring in time {u°}, space {1}, u?, u®}, spacetime {u°, ul, u?, u®}, frequency {u*}, polarization
{v5, u8}, and airwaves {u®, ut, v?, v, u*, u®, ub}, see Table 2.4. The coordinate {u*} represents frequency
resource, i.e., bandwidth in the spacetime {u, u?, u?, u®}. Our goal is to use a scarce natural resource —
the airwaves in an environmentally friendly manner.

TABLE 2.4 The Multidimensional Spaces Including the Airwaves

u®  time

ul

u?  space spacetime

ud airwaves
u*  frequency/bandwidth

ud L

Iy polarization

u?

u®  Doppler

u?  users: government/military, commercial/public, fixed/mobile, terrestrial/satellite ...

Source: 4U Communications Research Inc. 2000.06.10~00:09, c:/tab/airwaves.1
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When users/events are divided (sorted, discriminated) along the time coordinate »°, the term time
division is employed for function f(u°). A division f(u*) along the frequency coordinate u* corresponds
to the frequency division. A division f(u°, u*) along the coordinates (12, u*) is usually called a code division
or frequency hopping. A division f(u!, u?, x°) along the coordinates (u!, 2, u®) is called the space division.
Terrestrial cellular and multibeam satellite radio systems are vivid examples of the space division concepts.
Coordinates {u°, 4®} may represent two orthogonal polarization components, horizontal and vertical or
right-handed and left-handed circular; a division of users/events according to their polarization compo-
nents may be called the polarization division. Any division f(u®, u!, v2, 13, u*, u®, u®) along the coordinates
(10, ut, u?, ud, ut, uS, ub) may be called the airwaves division. Coordinates {u’, u8, 4%} may represent velocity
(or Doppler frequency) components; a division of users/events according to their Doppler frequencies
similar to the moving target indication (MTI) radars may be called the Doppler frequency division. \We
may also introduce coordinate {u*} to represent users, divide the airways along the coordinate {u}
(military, government, commercial, public, fixed, mobile, terrestrial, satellite, and others) and call it the
users division. Generally, the segmentations of frequency spectra to different users lead to uneven use
and uneven spectral efficiency factors among different segments.

In analogy with division, we may have time, space, frequency, code, airwaves, polarization, Doppler,
users, {u9, ... , u®} access and diversity. Generally, the signal space may be described by m coordinates
{f, ..., w1} Let each signal component has k degrees of freedom. At the transmitter site, each signal
can be radiated via n; antennas, and received at n; receiver antennas. There is a total of n = n; + n,
antennas, two polarization components, and L multipath components, i.e., paths between transmitter
and receiver antennas. Thus, the total number of degrees of freedom m = k x n x 2 x L. For example, in
a typical land mobile environment 16 multipath components can exist; if one wants to study a system
with four antennas on the transmitter side and four antennas on the receiver side, and each antenna may
employ both polarizations, then the number of degrees of freedom equals 512 x k. By selecting a proper
coordinate system and using inherent system symmetries, one might be able to reduce the number of
degrees of freedom to a manageable quantity.

Operating Environment

A general configuration of terrestrial FS radio systems, sharing the same space and frequency bands with
FSS and/or MSS systems, is illustrated in Fig. 2.6. The emphasis of this contribution is on mobile systems;
however, it should be appreciated that mobile systems may be required to share the same frequency band
with fixed systems. A satellite system usually consists of many earth stations, denoted Earth Station O ...
Earth Station 2 in Fig. 2.6, one or many space segments, denoted Space Segment 0 ... Space Segment N,
and in the case of a mobile satellite system different types of mobile segments denoted by ¢ and & in
the same figure. Links between different Space Segments and mobile users of MSS systems are called
service links; links connecting Space Segments and corresponding Earth Stations are called feeder links.
FSS systems employ Space Segments and fixed Earth Station segments only; corresponding connections
are called service links. Thus, technically similar connections between Space Segments and fixed Earth
Station segments perform different functions in MSS and FSS systems and are referred to by different
names. Administratively, the feeder links of MSS systems are often referred to as FSS.

Let us briefly assess spectrum requirements of an MSS system. There exist many possibilities of how
and where to communicate in the networks shown in Fig. 2.6. Each of these possibilities can use different
spatial and frequency resources, which one needs to assess for sharing purposes. For example, a mobile
user ¢ transmits at frequency f, using a small hemispherical antenna toward Space Segment 0. This
space segment receives a signal at frequency f;, transposes it to frequency F,.,, amplifies it and transmits
it toward Earth Station 0. This station processes the signal, makes decisions on the final destination,
sends the signal back toward the same Space Segment 0, which receives the signal at frequency f,,.,. This
signal is transposed further to frequency F,,, and is emitted via inter-satellite link (ISL, toward Space
Segment 1, which receives this signal, processes it, transposes it, and emits toward the earth and mobile
A at frequency F,. In this process a quintet of frequencies (fy, F, .o, f,n+00 Fior F1) iS Used in one direction.
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Once the mobile & receives the signal, its set rings and sends back the signal in reverse directions at a
different frequency quintet (or a different time slot, or a different code, or any combination of time,
code, and frequency), thus establishing the two-way connection. Obviously, this type of MSS system uses
significant parts of the frequency spectrum.

Mobile satellite systems consist of two directions with very distinct properties. A direction from an
Earth Station, also called a hub or base station, which may include a Network Management Center (NMC),
toward the satellite space segment and further toward a particular mobile user is known as the forward
direction. In addition, we will call this direction the dispatch direction, broadcast direction, or division
direction, since the NMC dispatches/broadcasts data to different users and data might be divided in
frequency (F), time (T), code (C), or a hybrid (H) mode. The opposite direction from a mobile user
toward the satellite space segment and further toward the NMC is known as the return direction. In
addition, we will call this direction the access direction, since mobile users usually need to make attempts
to access the mobile network before a connection with NMC can be established; in some networks the
NMC may poll the mobile users, instead. A connection between NMC and a mobile user, or between
two mobile users, may consist of two or more hops, including inter-satellite links, as shown in Fig. 2.6.

While traveling, a customer — a user of a cellular mobile radio system — may experience sudden
changes in signal quality caused by his movements relative to the corresponding base station and sur-
roundings, multipath propagation, and unintentional jamming such as man-made noise, adjacent chan-
nel interference, and co-channel interference inherent in cellular systems. Such an environment belongs
to the class of nonstationary random fields, on which experimental data is difficult to obtain; their
behavior hard to predict and model satisfactorily. When reflected signal components become comparable
in level to the attenuated direct component, and their delays comparable to the inverse of the channel
bandwidth, frequency selective fading occurs. The reception is further degraded due to movements of a
user relative to reflection points and the relay station, causing Doppler frequency shifts. The simplified
model of this environment is known as the Doppler Multipath Rayleigh Channel.

The existing and planned cellular mobile radio systems employ sophisticated narrowband and wide-
band filtering, interleaving, coding, modulation, equalization, decoding, carrier and timing recovery, and
multiple access schemes. The cellular mobile radio channel involves a dynamic interaction of signals
arriving via different paths, adjacent and co-channel interference, and noise. Most channels exhibit some
degree of memory, the description of which requires higher order statistics of — spatial and temporal —
multidimensional random vectors (amplitude, phase, multipath delay, Doppler frequency, etc.) to be
employed.

A model of a multi-hop satellite system that incorporates interference and nonlinearities is illustrated
and described in Fig. 2.7. The signal flow in the forward/broadcast direction, from Base to Mobile User,
is shown on the left side of the figure; the right side of the figure corresponds to the reverse/access
direction. For example, in the forward/broadcast direction, the transmitted signal at the Base, shown in
the upper left of the figure, is distorted due to nonlinearities in the RF power amplifier. This signal
distortion is expressed via differential phase and differential gain coefficients DP and DG, respectively.
The same signal is emitted toward the satellite space segment receiver denoted as point 2; here, noise N,
interference I, delay 1, and Doppler frequency ,f symbolize the environment. The signals are further
processed, amplified and distorted at stage 3, and radiated toward the receiver, 4. Here again, noise N,
interference I, delay t, and Doppler frequency ,,f symbolize the environment. The signals are translated
and amplified at stage 5 and radiated toward the Mobile User at stage 6; here, additional noise N,
interference I, delay t, and Doppler frequency , f characterize the corresponding environment. This model
is particularly suited for a detailed analysis of the link budget and for equipment design purposes. A system
provider and cell designer may use a statistical description of a mobile channel environment, instead.

An FSS radio channel is described as the Gaussian; the mean value of the corresponding radio signal
is practically constant and its value can be predicted with a standard deviation of a fraction of a dB. A
terrestrial mobile radio channel could exhibit dynamics of about 80 dB and its mean signal could be
predicted with a standard deviation of 5 to 10 dB. This may require the evaluation of usefulness of existing
radio channel models and eventual development of more accurate ones.
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FIGURE 2.7 Signals and Interference in a Multihop Satellite System. jx}(f, t, T) represents signals x = r, s, where
r is the received and s is the sent/transmitted signal, x represents the dispatch/forward direction and x represents
access/return direction; p is the polarization of the signal at location g and the number of signal components ranges
from 1 to M; f, t, T are frequency, time and delay of a signal at the location g, respectively. DP, DG are Differential
Phase and Differential Gain (include AM/AM and AM/PM); N, I, T, ,f are the noise, interference, absolute delay and
Doppler frequency, respectively.

Cell engineering and prediction of service area and service quality in an ever-changing mobile radio
channel environment, is a very difficult task. The average path loss depends on terrain microstructure
within a cell, with considerable variation between different types of cells (i.e., urban, suburban, and rural
environments). A variety of models based on experimental and theoretic work have been developed to
predict path radio propagation losses in a mobile channel. Unfortunately, none of them are universally
applicable. In almost all cases, excessive transmitting power is necessary to provide adequate system
performance.

The first generation mobile satellite systems employ geostationary satellites (or payload piggy-backed
on a host satellite) with small 18 dBi antennas covering the whole globe. When the satellite is positioned
directly above the traveler (at zenith), a near constant signal environment, known as Gaussian channel,
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is experienced. The traveler’s movement relative to the satellite is negligible (i.e., Doppler frequency is
practically zero). As the traveler moves — north or south, east or west — the satellite appears lower on
the horizon. In addition to the direct path, many significant strength-reflected components are present,
resulting in a degraded performance. Frequencies of these components fluctuate due to movement of
traveler relative to the reflection points and the satellite. This environment is known as the Doppler Ricean
Channel. An inclined orbit satellite located for a prolonged period of time above 45° latitude north and
106° longitude west, could provide travelers all over the U.S. and Canada, including the far North, a
service quality unsurpassed by either geostationary satellite or terrestrial cellular radio. Similarly, a satellite
located at 45° latitude north and 15° longitude east, could provide travelers in Europe with improved
service quality.

Inclined orbit satellite systems can offer a low start-up cost, a near Gaussian channel environment,
and improved service quality. Low orbit satellites, positioned closer to the service area, can provide high
signal levels and short (a few milliseconds long) delays, and offer compatibility with the cellular terrestrial
systems. These advantages need to be weighted against network complexity, inter-satellite links, tracking
facilities, etc.

Terrestrial mobile radio communications systems provide signal dynamics of about 80 dB and are able
to penetrate walls and similar obstacles, thus providing inside building coverage. Satellite mobile radio
communications systems are power limited and provide signal dynamics of less than 15 dB; the signal
coverage is, in most cases, limited to the outdoors.

Let us compare the efficiency of a Mobile Satellite Service (MSS) with the Fixed Satellite Service (FSS);
both services are assumed to be using the GSO space segments. A user at the equator can see the GSO
arc reaching £81°; if satellites are spaces 2° apart along the GSO, then the same user can reach 81 satellites
simultaneously. An MSS user employs a hemispherical antenna having gain of about 3 dBi; consequently,
he can effectively use only one satellite, but prevent all other satellite users from employing the same
frequency. An FSS user employs a 43 dBi gain antenna that points toward a desired satellite. By using the
same transmit power as an MSS user, but employing larger and more expensive antenna, this FSS user
can effectively transmit about 40 dB (ten thousand times) wider bandwidth, i.e., 40 dB more information.
The FSS user can, by adding 3 dB more power into an additional orthogonal polarization channel, reuse
the same frequency band and double the capacity. Furthermore, the same FSS user can use additional
antennas to reach each of 81 available satellites, thus increasing the GSO are capacity by 80 times.
Consequently, the FSS is power-wise 10,000 times more efficient and spatially about 160 times more
efficient than corresponding MSS. Similar comparisons can be made for terrestrial systems. The conve-
nience and smallness of today’s mobile systems user terminals is traded for low spatial and power efficiency,
which may carry a substantial economic price penalty. The real cost of a mobile system seems to have
been subsidized by some means beyond the cost of cellular telephone and traffic charges (both often $0).

Service Quality

The primary and the most important measure of service quality should be customer satisfaction. The
customer’s needs, both current and future, should provide guidance to a service offerer and an equipment
manufacturer for both the system concept and product design stages. In the early stages of the product
life, mobile radio was perceived as a necessary tool for performing important tasks; recently, mobile/per-
sonal/handheld radio devices are becoming more like status symbols and fashion. Acknowledging the
importance of every single step of the complex service process and architecture, attention is limited here
to a few technical merits of quality:

1. Guaranteed quality level is usually related to a percentage of the service area coverage for an
adequate percentage of time.

2. Data service quality can be described by the average bit error rate (e.g., BER < 10-%), packet BER
(PBER < 10?), signal processing delay (1 to 10 ms), multiple access collision probability (< 20%),
the probability of a false call (false alarm), the probability of a missed call (miss), the probability
of a lost call (synchronization loss), etc.
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3. Voice quality is usually expressed in terms of the mean opinion score (MOS) of subjective evalu-
ations by service users. MOS marks are: bad = 0, poor = 1, fair = 2, good = 3, and excellent = 4.
MOS for PSTN voice service, pooled by leading service providers, relates the poor MOS mark to
asingle-to-noise ratio (S/N) in a voice channel of S/N = 35 dB, while an excellent score corresponds
to S/N > 45 dB. Currently, users of mobile radio services are giving poor marks to the voice quality
associated with a S/N = 15 dB and an excellent mark for S/N > 25 dB. It is evident that there is
significant difference (20 dB) between the PSTN and mobile services. If digital speech is employed,
both the speech and the speaker recognition have to be assessed. For more objective evaluation
of speech quality under real conditions (with no impairments, in the presence of burst errors
during fading, in the presence of random bit errors at BER = 107, in the presence of Doppler
frequency offsets, in the presence of truck acoustic background noise, in the presence of ignition
noise, etc.), additional tests such as the diagnostic acceptability measure DAM, diagnostic rhyme
test DRT, Youden square rank ordering, Sino-Graeco-Latin square tests, etc., can be performed.

Network Issues and Cell Size

To understand ideas and technical solutions offered in existing schemes, and in future systems one needs
also to analyze the reasons for their introduction and success. Cellular mobile services are flourishing at
an annual rate higher than 20%, worldwide. The first generation systems, (such as AMPS, NMT, TACS,
MCS, etc.), use frequency division multiple access FDMA and digital modulation schemes for access,
command and control purposes, and analog phase/frequency modulation schemes for the transmission
of an analog voice. Most of the network intelligence is concentrated at fixed elements of the network
including base stations, which seem to be well suited to the networks with a modest number of medium
to large-sized cells. To satisfy the growing number of potential customers, more cells and base stations
were created by the cell splitting and frequency reuse process. Technically, the shape and size of a particular
cell is dictated by the base station antenna pattern and the topography of the service area. Current
terrestrial cellular radio systems employ cells with 0.5 to 50 km radius. The maximum cell size is usually
dictated by the link budget, in particular the grain of a mobile antenna and available output power. This
situation arises in a rural environment, where the demand on capacity is very low and cell splitting is
not economical. The minimum cell size is usually dictated by the need for an increase in capacity, in
particular in downtown cores. Practical constraints such as real estate availability and price, and con-
struction dynamics limit the minimum cell size to 0.5 to 2 km. However, in such types of networks, the
complexity of the network and the cost of service grow exponentially with the number of base stations,
while the efficiency of present handover procedures becomes inadequate. Consequently, the second
generation of all-digital schemes, which handle this increasing idle traffic more efficiently, were intro-
duced. However, handling of the information, predominantly voice, has not been improved significantly,
if at all.

In the 1980s extensive studies of then existing AMPS- and NMT-based systems were performed, see
Davis et al. (1984) and Mahmoud et al. (1989), and the references therein. Based on particular service
quality requirements, particular radio systems and particular cell topologies, few empirical rules had
been established. Antennas with an omnidirectional pattern in a horizontal direction, but with about
10 dBi gain in vertical direction provide the frequency reuse ef