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Foreword 

The book “The Relational Governance of Artificial Intelligence—Forms and Inter-
actions” by Sabine Wiesmüller deals both with the theoretical prerequisites and prac-
tical possibilities of the governance of “Artificial Intelligence” (AI) in the interplay 
of social, entrepreneurial, and ethical decision-making logics. In particular, Sabine 
Wiesmüller’s book aims to contribute to the discussion of a theme that all societies 
are confronted with today and for which solutions are being sought, namely the 
complex interactions and network effects of the technological, economic and social 
aspects of AI. 

The book focuses on a genuinely interdisciplinary analysis: The overlap and rela-
tionalisation between economic, system-theoretical, and ethical language games. 
Only through such a relationalisation—and this is one of the basic assumptions of the 
author—can the challenges of the rapidly developing technical and economic possi-
bilities, risks, and challenges of artificial intelligence in the economy and society be 
understood and productively dealt with. 

The aim of the analysis is therefore twofold: On the one hand, it provides a theo-
retical literature reconstruction of the polyvalent forms of governance of AI. On the 
other hand, it also addresses the practical possibilities for an intersectoral imple-
mentation of relational governance of AI. The latter means that the governance of 
AI must enable and promote the cooperation of the multiple stakeholders involved, 
especially their interests, resources and decision-making logics. It is therefore about 
the relational governance of economic and social transactions that relationalise tech-
nical logic, economic value creation and ethical demands such as self-interest, trust, 
integrity and stakeholder legitimacy. In this way, the adaptive approach to uncertainty 
and process dynamics becomes possible. 

The book not only provides a knowledgeable review of the relevant theoret-
ical literature of the aforementioned scientific disciplines, but also links this with a 
comparative and informative discussion about practical regulation and implementa-
tion of the AI ethics standards by the EU, OECD, and IEEE. The author has also devel-
oped a model that identifies both the preconditions for effective self-regulation by 
business enterprises with regard to AI and its ethical preconditions and consequences.

vii



viii Foreword

“The Relational Governance of Artificial Intelligence—Forms and Interactions” 
is therefore, at its core, a brilliant analysis and discussion of the possibilities and 
challenges of the relational governance of AI ethics in companies (and more generally 
organisations) and of the related appropriate social standards. It is an original and 
innovative academic and practice-oriented contribution to Relational Economics. 
On behalf of all editors, I am very pleased about its publication in the “Relational 
Economics & Organizational Governance (REOG) series”. 

Konstanz, Germany Josef Wieland
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Chapter 1 
Introduction and Theoretical 
Foundations 

Liberalism always cherished political equality, and it gradually came to realise that economic 
equality is almost as important. For without a social safety net and a modicum of economic 
equality, liberty is meaningless. But just as Big Data algorithms might extinguish liberty, 
they might simultaneously create the most unequal societies that ever existed. All wealth 
and power might be concentrated in the hands of a tiny elite, while most people will suffer 
not from exploitation, but from something far worse – irrelevance (Harari, 2018, 3, p. 74).  

More than ever, we find ourselves in an era of great change, happening at unknown 
pace (Harrington, 2018), and confronted with so-called exponential digital tech-
nologies (Moore, 2006). With these becoming accessible to the economy, their true 
disruptive potential (Leonhard & von Kospoth, 2017) unfolds and this is having a 
ripple effect on different sectors, industries, and entire business models (Parviainen 
et al., 2017; Schwab, 20161 ; Stolterman & Fors, 2004). In particular, Artificial Intel-
ligence (AI) is estimated to be the single most influential and disruptive factor for 
global economies and societies in the twenty-first century and the probable trigger 
for the next (industrial) revolution (Golić, 2019; Makridakis, 2017; Paschek et al., 
2019; Pathak et al., 2019). 

1.1 Introductory Remarks 

In this book, I will define AI as an umbrella term for all technologies developed 
to analyse and interpret big sets of data or certain events, to assist human decision-
making and thereby automating decision-making and actions performed by machines 
(Nilsson, 2009), particularly machine learning, as well as further advancements such 
as artificial neural networks (ANN) and deep learning.2 

1 Computational power is understood to be the main force for the third industrial revolution. 
2 The concepts mentioned will be further discussed in Chapter 2.
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2 1 Introduction and Theoretical Foundations

Given the adaptable nature of AI, not being one specific technology or product 
but rather a tool, applicable to countless existing business models, processes, and 
products, it cannot be regulated based on one specific outcome or scenario, as there 
is a myriad of possible scenarios its application can lead to. Many authors voice the 
growing concerns in society accompanying these characteristics (Cath, 2018; Floridi,  
2018; Floridi et al., 2018; Perc et al., 2019), particularly regarding the pace of AI 
development, leading to its global dynamics often being compared to an arms race 
(Cave & ÓhÉigeartaigh, 2019). 

While, until the present, market power was defined by market share and pricing, 
it is now dependent on factors such as access to data and data ownership—which are 
necessary elements for implementing AI (Drexl, 2016, 2017) and pose a barrier for 
new companies wanting to enter the market (Drexl, 2016; Porter, 1980). Thereby, the 
bar for followers to enter the market constantly rises, while digital monopolies are 
on the rise—giving more power and data access to ever fewer people (Ciuriak, 2018; 
Watney, 2018). Therefore, the most powerful actors in AI research also happen to 
be some of the most prominent companies around the globe, such as IBM, Amazon, 
Google, and Facebook (Lee, 2018). 

Thus, competition in AI research is fierce, as significant margins and business 
opportunities are attracting companies (PwC, 2019) and the effective implementation 
of AI has become crucial for companies to stay on top of their competitors and even 
stay in business (MIT, 2019; Rose, 2019). A recent study by PriceWaterhouseCoopers 
(PwC) predicted that by 2030, AI will contribute an expected 15.7 trillion dollars to 
the global economy, with an expected 45% of total economic gains originating in AI-
enhanced products (PwC, 2019). Among other factors, the lack of regulation in the 
market puts companies in the position of either having to adapt to the race to secure 
their position in the market and continue to stay in business, or to let competitors get 
the better of them (Cave & ÓhÉigeartaigh, 2019). 

In consequence, the market is prone to ethical dilemmas, especially since there are 
no official red flags in AI research and development (Pichai, 2020). While in many 
cases, such as the medical field, data usage and its implications are rather transparent 
(Llewellynn et al., 2017), this is not always the case (Faddoul et al., 2019). One well-
known example of this dilemma happened with Cambridge Analytica, a company 
using Facebook profile data to analyse the political preferences of its users, and, as 
commissioned by a client, to actively influence the users’ voting behaviour (Faddoul 
et al., 2019). This violation realised by corporate actors touched the core of the 
modern world’s achievement of free will: democracy (Lomas, 2018). 

While some companies have voluntarily agreed not to engage in critical research,3 

such as developing autonomous weapons, there is no legally binding document 
preventing their development (Future of Life, 2015; Pichai, 2020), and a growing 
number of initiatives call for not only robust AI but also a stronger common 
orientation to good (Future of Life, 2015).

3 In this context, the term ‘critical’ refers to advancements which potentially pose a direct threat to 
society, such as the development of autonomous weapons (Cihon, 2019; Future of Life, 2015). 
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Still, so far, no regulatory institution exists to enforce global, continental, or 
regional governance standards of AI-based business models, processes, and products 
that are in accordance with societal concerns and moral expectations (Dafoe, 2018). 
Besides the per se reactive nature of regulatory bodies, this is because regulation 
and standard-setting have become increasingly difficult to implement, due to the 
complexity associated with these new dilemma structures (Dafoe, 2018). Further, 
corporations possess restricted access to the knowledge about the state of the art 
in technology (Ferraro et al., 2015), and current legislation and regulation lack the 
integration of data as a new market mechanism in law-making (Drexl, 2016; Wieland, 
2018). Given the pace at which new technologies are entering the market and the 
fact that, by nature, regulation is developed reactively to the element it is designed 
to regulate. Current regulation is dealing poorly with the dilemmas coming with AI 
implementation (Askell et al., 2019; Dafoe, 2018), and does not consider data or a 
system based on data flow and is unable to integrate the logic of another system into 
legislation (Andriole, 2019; Wieland, 2018). 

Thus, companies being the main driver of the change coming with new tech-
nologies are called on to take responsibility for their actions, mainly because of the 
rising visibility of the changes coming with AI adoption, but also due to the high 
information asymmetry between the public and private sector (Anderson et al., 2018; 
Askell et al., 2019). This also holds true for civil society, where research indicates 
the drastic barriers its representatives are facing in multi-stakeholder dialogues, due 
to particularly significant information asymmetry (Fassbender, 2020). 

Over the course of this book, I will show how companies can engage in a collab-
orative approach, such as through self-regulatory approaches and multi-stakeholder 
dialogues, to minimise negative outcomes for society (Gruetzemacher, 2018; Rittel & 
Webber, 1973; Roberts, 2000). AI ethics play an essential role in the development of 
such governance measures, as they will help define ‘red flags’ and guiding principles 
for all actors involved (Dafoe, 2018). With this, I aim to contribute to the responsible 
adoption of AI, minimising the negative consequences associated with it, while still 
applying it to its best potential (Aliman & Kester, 2019; Gasser & Almeida, 2017). 

In doing so, it aims to provide, particularly for economic actors, the necessary 
tools to shape the future of AI adoption. 

1.2 Theoretical Foundations: Governing Artificial 
Intelligence 

The rise of powerful AI will be either the best or the worst thing ever to happen to humanity. 
We do not yet know which. (Hawking, 2016)4 

As stated, the expression ‘Artificial Intelligence’ is an umbrella term for technolo-
gies and models that aim for machines to mimic human intelligence, which, when

4 BBC News, 2016. 



4 1 Introduction and Theoretical Foundations

applied, can transform whole industries, economies, and society (Makridakis, 2017; 
Schwab & Davis, 2018). The development and rise of AI can be traced back to a 
few decisive factors that arose over recent decades. For one, computational power 
increased, which had an especially drastic influence on AI research. Moreover, the 
availability of big data grew dramatically over the last decades (Caulfield, 2009; 
Stolkel-Walker, 2018). 

1.2.1 Artificial Intelligence 

The progress made in research on Artificial Intelligence was enabled by and is part of 
a bigger phenomenon; namely, the digital transformation. According to Parviainen 
et al. (2017), the term ‘digital transformation’ is defined as “changes in ways of 
working, roles, and business offering caused by adoption of digital technologies in 
an organization, or in the operation environment of the organization” (2017, p. 16). 
Among others, Stolterman and Fors (2004) are convinced that “digital transformation 
can be understood as the changes that the digital technology causes or influences in 
all aspects of human life” (2004, p. 689). 

A digital technology is defined as a machine or electronic device based on digital 
signals (Dyer & Harms, 1993), such as a computer, which is, again, defined as a 
machine that can be controlled and used efficiently by instructing it to follow a 
specific function. This instruction can come in the form of an algorithm, developed 
to solve the problem statement, and translated to a computer language to make it 
applicable to a machine (Bishop, 2006; Samuel, 1959). AI in its operationalised 
form, i.e., machine learning, is the software that can be applied to a digital machine, 
with the algorithm being its smallest entity (Awad & Khanna, 2015). However, AI is 
more than the mere application of a finite set of instructions to a machine (Brundage 
et al., 2018). 

1.2.1.1 Scope of Artificial Intelligence 

To gain a deeper understanding of AI and its governance, the main technology types— 
machine learning, artificial neural networks (ANNs), and deep learning5 —and their 
interconnections, as depicted in Fig. 1.1, will be analysed in this book.

The modern phase of AI development started around 2010, with the ongoing 
commercialisation of the technologies and their application outside laboratories. The 
main technologies stemming from this era are advanced machine learning, natural 
language processing, and ANNs (Nilsson, 2009). 

Machine learning is an umbrella term for a certain type of algorithm, namely 
learning algorithms, able to learn from experience or repetition. After going through

5 Abbreviations will only be used within the main body of the book, not when first introducing the 
concepts. 
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this learning phase, the algorithm can be applied to actual cases (Nilsson, 2009). In 
machine learning, there are various subcategories: the most recognised are supervised 
and unsupervised machine learning (Awad & Khanna, 2015). 

ANNs are developed based on the characteristics and structure of the neural 
networks of the human brain and learn by analysing examples without necessarily 
being programmed for a specific task (Sun, 2014). Neural networks work by approxi-
mation and not in an exact manner. This means that, as long as the neural network was 
not applied to a certain situation before, it cannot be predicted how it will react to a 
new pattern and the algorithm will decide stochastically (Grohs et al., 2019). Current 
fields of application are, among others, the recognition of patterns and symbols, 
natural language processing, prognostics, and trend prediction, as well as robotics, 
autonomous driving, and game development (Nilsson, 2009). One achievement of 
neural networks is their general ability to learn; another is that, once trained for a 
particular task, they can already solve it better and quicker than any human could by 
having all neurons work simultaneously, which can be of critical relevance, especially 
with time-sensitive and urgent tasks (Liang & Hu, 2015). 

Deep learning is a method developed based on ANNs, part of machine learning, 
and functions by applying a representation-based learning approach. It allows various 
layers of complexity by including multiple hidden layers into its network (Wani et al., 
2020). By adding more complexity, deep learning can depict the more complex 
processes of the mind and thereby help researchers get closer to the goal of recre-
ating human thought processes, as it can understand and apply a causal chain to 
data. While, decades ago, neural networks had to be trained layer by layer, with 
advances in machine learning and computer power, layers can nowadays be trained 
jointly (Wani et al., 2020). While deep learning networks can operate with up to 10 
billion computing operations per income date, the interpretation and explication of
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the results by a human controller is only partly possible and requires specific tech-
niques. Moreover, deep learning is still at risk of being biased or even manipulated 
through the adaptation of input signals (Gilpin et al., 2019). 

Nonetheless, deep learning is known as one of the most promising advancements 
in ANN research, since it is believed to be introducing a new era in AI research (Doshi-
Velez et al., 2017). While, with previous technologies, such as machine learning, it 
was still possible to transparently monitor algorithmic decision-making, that is not the 
case anymore for deep learning, as the algorithm draws its own conclusions—which is 
why its decision-making is also referred to as opaque (Beaudouin et al., 2020; Doshi-
Velez et al., 2017). This is because, in deep learning, the algorithm starts to draw 
conclusions that can hardly be retraced or explained by humans (Beaudouin et al., 
2020; Preece, 2018). As for machine learning, researchers are working on options 
of how to make it more responsible, transparent, and explainable—mainly to ensure 
the execution of accountability and liability issues. However, these transparency 
measures will not be applicable to deep learning technologies (Beaudouin et al., 2020; 
Preece, 2018). Instead, deep learning will require a whole new form of governance, be 
it led by principles or ex-ante regulatory measures. Given its technological potential, 
it is probable that deep learning will become the mainstream AI technology in the 
soon-foreseeable future, necessitating new forms of holistic governance that exceed 
the presented, rather compliance-oriented, measures. 

1.2.1.2 Outlook on a Potential Superintelligence and Resumée 

Bostrom (2014) defines superintelligence as “any intellect that greatly exceeds the 
cognitive performance of humans in virtually all domains of interest” (2014, p. 22). 
Hence, an artificial superintelligence should be able to solve any kind of problem, 
understand all situations and be able to know and predict all options of decision-
making, as it has access to expertise of any kind (Szocik et al., 2020). Further, it 
could develop entirely based on self-learning, and could work on problems it was 
not specifically designed to solve and for which it did not receive supervised training 
(Kaplan & Haenlein, 2019). It would be able to be creative, innovative, and think 
without limits. Thereby, it could solve all kinds of theoretical or practical challenges 
and would not be constrained theoretically or practically, unlike the human mind 
(Szocik et al., 2020). 

As for the probability of this scenario becoming reality, AI experts agree that, at 
some point, AI will be able to rival human intelligence (Müller & Bostrom, 2016). 
50% expect that by 2050, AI systems will have reached superhuman cognitive abil-
ities and intelligence and that from there, within only a few decades, a superintel-
ligence will be developed. 75% of experts stated this would take another 30 years. 
Hence by 2080, a superintelligence is expected to be fully developed (Müller & 
Bostrom, 2016). Thus, if research reached the point of creating software able to 
improve itself through recursive self-improvement, this could be a step towards the 
(self-) creation of a superintelligence (Yampolskiy, 2015). When asked about the
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implications of this expected trend, many researchers go as far as expecting a super-
intelligence to be a great danger to humankind. While Müller and Bostrom (2016) are  
cautious about this warning, they agree on demanding an investigation of the possible 
risks of a superintelligence. The ethical implications or apprehensions coming with 
the creation of a superintelligence are manifold, as, once created, its reactions and 
decisions cannot be predicted (Szocik et al., 2020). 

To conclude, the aim of this book is to gain a deep understanding of the complex 
reality of AI governance and derive an in-depth analysis of its problem structure. Only 
with this foundation and risk assessment is it possible to state relevant implications 
for academia and practitioners, since the potency of any innovation always includes 
two sides of a coin: if it has the power to save a life, it most likely also has the power 
to take a life (Jonas, 1979). Translated to the immense transformational power AI 
possesses already in its current technological state and economic expansion, effective 
governance is necessary to steer and prevent possible negative outcomes from the 
development and adoption of AI to protect the rights of current societies and future 
generations. 

1.2.2 Requirements for the Governance of Artificial 
Intelligence 

As stated before, the research gap and the practical necessity on which this book 
is rooted arise from the explicit demand for effective AI governance—asked for by 
corporations and society (AlgorithmWatch, 2019; Crawford et al., 2019), as well as 
academia (Brundage et al., 2018; Bryson, 2018; Cihon et al., 2020). While some 
attempts have been made to develop the first technical standards and to apply norma-
tive ideas, such as human rights, to AI research (Latonero, 2018; Livingston & Risse, 
2019; Mantelero, 2018;Raso et al.,  2018; Risse, 2019), often the absence of a mandate 
to enforce these standards restricts their impact (Cihon et al., 2020). 

However, scholars demand a more holistic approach to AI governance by 
including the perspectives of all stakeholders affected by AI (Bryson, 2018; Cihon 
et al., 2020; Greene et al., 2019; Schwab & Davis, 2018). Addressing this matter is 
also of great urgency, as AI is already affecting and influencing users and society as 
a whole on a daily basis and beyond. This is why a growing number of scholars and 
executives demand responsible technology design as well as proactive law-making 
and governance efforts by corporations (Brundage & Bryson, 2016; Bryson, 2018; 
Schwab & Davis, 2018; Brundage et al., 2018; Cihon et al., 2020). However, the 
focus in research should move towards their implementation via effective governance 
models (Hagendorff, 2020). 

While there is no one definition of governance that mainstream literature agrees on, 
Stoker (1998) managed to provide a set of criteria stating that it consists of “a complex 
set of institutions and actors that are drawn from but also beyond government” 
(ibid, 1998, p. 18). Further, “governance recognises the blurring boundaries and
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responsibilities for tackling social and economic issues” (ibid, 1998, p. 18). Ideally, 
it “identifies the power dependence involved in the relationships between institutions 
involved and collective action” (ibid, 1998, p. 18) and is “about the autonomous self-
governing networks of actors” (ibid, 1998, p. 18). Moreover, he states that governance 
does not mean relying on governmental power or authority to “get things done” (ibid, 
1998, p. 18) but needs action to introduce new forms of collaboration and ways of 
governing others. 

Thus, governance is the development of rules as a reference frame for decision-
making, protecting the best interest of the collective, while taking into account the 
interest of each stakeholder. As governance measures are a product of consensus 
among all stakeholders involved, the institution organises itself through this shared 
purpose (Wieland, 2018, 2020). The constructs of the market, or even a network, 
can substitute the governmental functions existing in hierarchical forms of social 
coordination, and provide guidance and steering in collectively designed processes 
(Benz, 2004; Bevir,  2012). 

For theoretical considerations, societies are often divided into spheres, commonly 
into the first sector (the state), the second sector (the economy), and a third sector, 
which is civil society (Murphy, 2001). Albeit there is criticism towards a coherent 
definition of civil society in systems theory (Luhmann, 2000), for reasons of simpli-
fication, this trichotomy will serve as a working definition for this book, with its 
focus being on the economy, the private sector, and its companies (Dasgupta, 2007). 
More specifically, it will deal with companies and their interrelatedness with state 
and civil society, as well as their responsibility towards these other sectors of society 
(Moon, 2014). Hence, the governance approach I present in this book will argue from 
a business perspective, stemming from the business sector, and can, in consequence, 
be referred to as private-sector governance. 

Within the field of market governance, there are soft law alternatives, such as 
the development of standards, which aim at voluntarily changing the behaviour of 
corporations (Christensen & Tschirhart, 2011). However, the question is how to 
successfully convince corporations to engage in the process of jointly developing 
such standards, via networks, consisting of trust-based work in associations (Bevir, 
2012; Jansen & Wald, 2007). Network governance is defined as an informal or organic 
mode of coordination between firms or organisations, which exists in a social system 
(Börzel & Panke, 2007). This form of governance differentiates itself by its pluralistic 
nature, compared to other, more centralised forms (Jones et al., 1997; Provan & Kenis, 
2008). Thus, the creation of knowledge and social coordination takes place within the 
relationships of the actors involved. Through the development of collectively agreed-
upon solutions, the self-regulatory power of these forms of governance seems higher 
than in other forms of governance (Brousseau et al., 2012). As AI affects almost 
all parts of society (Greene et al., 2019; Schwab & Davis, 2018), and despite the 
fierce dynamics of competition, a collective approach, be it in the form of multi-
stakeholder processes or interfirm networks, seems to be highly relevant to the field 
of AI governance.
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1.2.2.1 Analysis of the Underlying Problem Structure 

When aiming to develop a problem-solving approach, design and social planning 
theory serve as a base for standard governance literature in all sectors, from public 
to private (Bevir, 2012). 

A so-called ‘tame’ problem has a well-defined problem statement and a definite 
stopping point. The solution to the problem can be classified as either right or wrong, 
but the answer is definite in each case. Also, the solutions to tame problems can be 
replicated with similar problems, and in the process of reaching the ideal solution, 
trial-and-error principles can be used without any significant risk (Ritchey, 2011; 
Rittel & Webber, 1973). While a tame problem follows a strict pattern, ‘wicked’ 
problems require dialogue and good evaluation, arguing that there are neither true 
and false solutions nor easy, common-sense agreements (Rittel & Webber, 1973). 
Given the dynamic development of AI research and the involvement of stakeholders 
from all sectors of society and worldwide (Dafoe, 2018), the notion of a tame problem 
can be dismissed in the context of this book. Rittel and Webber developed a set of 
ten criteria for the definition of wicked problems; based on their description, I define 
solving the challenges for AI governance as a wicked problem. 

Academia supports this statement insofar as AI governance has already been 
associated with the notion of wicked problems by a few scholars, namely Gurumurthy 
and Chami (2019) and Holtel (2016). Gruetzemacher (2018) even goes as far as to 
define AI governance as a so-called ‘entangled superwicked problem’. As indicated 
by their name, superwicked problems represent the augmentation of the complexity 
coming with a specific problem, and its connection to AI governance further supports 
the need for a solid problem description of the governance process (Gruetzemacher, 
2018). 

Following Ackoff’s (1974) line of thought, a messy problem is easiest defined by 
its outcome: the non-existence of one correct solution. Consequently, the concepts of 
entangled or messy environments describe the circumstance that a particular problem 
or issue cannot be understood, defined, or even analysed in an isolated manner. Thus, 
a messy problem will always be influenced by and integrated into its messy envi-
ronment. As a result, when seeking holistic and sustainable solutions to a problem, 
it is essential to understand the complex dynamics of the situation and its interre-
latedness to other situations and issues. Ackoff (1981) argues that a complex reality 
requires working with systems theory, as complexity occurs in systems. Furthermore, 
complexity rises in line with the number of interactions of the elements within the 
system. 

Especially in the context of global AI governance, the technological advancements 
and the goal of eventually developing a superintelligence bear great uncertainty. 
The ethical implications, on the other hand, lead to growing complexity, as their 
multidimensionality marks most dilemma situations. The solving of wicked, or even 
superwicked problems (Gruetzemacher, 2018), now seems to require two aspects: 
first, solutions to a wicked problem need to be put into action to be evaluated; a 
purely theoretical consideration cannot give real insight (Rittel & Webber, 1973).
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Thus, the theory of wicked problems serves to define a narrower problem statement 
and gives the justification for a new evaluation, where ethics have to be applied to the 
innovation process. Systems theory will ensure the effectiveness of the governance 
measures in alignment with dynamics affecting actors in AI governance—in this 
case, companies. Consequently, both elements need to be integrated into theory 
development, as they display the very nature of the phenomenon that requires new 
governance structures. 

1.2.2.2 Collaboratively Solving Wicked Problems 

When aiming to tackle wicked problems, known scholars such as Roberts (2000), 
describe the different approaches that can be taken (Treib et al., 2005): authoritative, 
competitive, or collaborative governance strategies. However, given the complexity 
of governing AI and the fact that there are no clear right and wrong, black and 
white solutions, the first option can seemingly be excluded from discussion (Gruet-
zemacher, 2018; Holtel, 2016). As competition in AI development intensifies and is 
characterised by the dynamics of global races for dominance in the market (Cave & 
ÓhÉigeartaigh, 2019; Dafoe, 2018), it is rather the collaborative approach that can 
do justice to the complexity of stakeholder interests involved (Holtel, 2016; Rittel & 
Webber, 1973) and lead to responsible AI adoption. 

In detail, dissolving a wicked problem structure requires the interaction of many 
stakeholders, negotiation processes, and the suitability of a solution approach can 
only be tested by applying it to the situation (Elia & Margherita, 2018; Introne et al., 
2013; Schoder et al., 2014). Thus, the first step is to identify actors and their interests, 
as well as constraints, and to address strategies for dealing with wicked problems 
(Van Bueren et al., 2003). 

According to Roberts (2000), authoritative problem-solving strategies aim to 
lower the conflict levels among stakeholders by appointing or allowing only a few 
lead stakeholders to take on the matter. With this, it is up to this smaller group to 
define the problem and choose the preferred solution. Other affected stakeholders 
must accept this division of power and follow the decisions made by the leading 
stakeholders. While an authoritative approach decreases the levels of complexity by 
again reducing the number of actors involved in the decision-making process, it bears 
the risk of ending up with unfair or even wrong measures to solve the situation. Since 
it neglects the integration of all stakeholders involved, which is deemed crucial for 
its effective stakeholder management (Freeman, 1984; Freeman & McVea, 2001) 
and the success of the overall outcome and positive shareholder value (Berman et al., 
1999; Hillmann & Keim, 2001), it does not seem suitable for ethically hazardous 
situations, such as wicked problem structures—and, thereby, AI governance. 

Competitive strategies assume that a wicked problem situation can only be 
resolved in a win-/lose-constellation, meaning that there cannot be a positive, winning 
outcome for more than one stakeholder party. Thus, central to this approach is the 
pursuit of dominion and an exclusive power position in a particular field, or, in the 
case of technology development, in a market. An actor’s goal in this context is to
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transform its position of power or dominion into a lasting authoritative position, 
allowing it to act and decide based on accepted leadership. The disadvantages of 
competitive approaches include extreme power struggles, resulting in, for example, 
warfare—a narrative already established in academia, known as the AI arms race 
(Cave & ÓhÉigeartaigh, 2019; Geist,  2016; Scharre, 2019; Tomasik, 2013). Conse-
quently, the main risk of competitive approaches is a potential flip to an authoritative 
strategy by one or two powerful stakeholder parties (Roberts, 2000). 

Finally, collaborative strategies assume that the individual gain can be raised 
collectively for all parties involved if a fair solution can be reached. As opposed 
to competitive approaches, where a finite set of shares is divided among all actors 
involved, these strategies follow the objective of providing every player involved 
with a just share (Elia & Margherita, 2018; Schoder et al., 2014). The advantages 
of engaging in such an approach are manifold: for one, the players involved in a 
joint project can share costs and benefits in the development process (Doz & Hamel, 
1998). The same logic applies to the business context, where competitors for a specific 
product can raise the quality of their offering in the market by collaborating with 
other corporations (Doz & Hamel, 1998). Thus, synergies can be used efficiently 
by outsourcing activities and assigning each party its field of responsibility (Quinn 
et al., 1996). Especially with fair and effective collaboration, the individual outcome 
for all parties involved can be better and cost fewer resources than would be the case 
for the two options previously presented (Cave & ÓhÉigeartaigh, 2019; Geist,  2016; 
Scharre, 2019; Tomasik, 2013). 

Since, in the case of AI governance, there is no global authority that could appoint 
a specific group of stakeholders to solve this wicked problem in an authoritative 
manner, the first option can likely only be reached by winning over the compe-
tition. However, as presented, inherent to the competitive approach is a constant 
race for market dominion regarding new technologies and products—a race which 
will possibly bring lasting, possibly irreversible, effects on society. Apart from risks 
arising from the mere pace of development that comes with this approach (Armstrong 
et al., 2016), other factors, such as possibly unformed cybersecurity measures, come 
into play (Nakashima, 2012). 

Further, higher risks are involved in wicked problems: Since it is not possible to 
foresee whether dominion in the market would go hand in hand with a lasting and 
absolute power position for the dominant party (Cave & ÓhÉigeartaigh, 2019; Geist,  
2016; Scharre, 2019; Tomasik, 2013) a highly competitive or no-win situation, which 
would eventually prioritise economic above societal interests (e.g., by fast research 
and market launches of new, unsupported products) should be prevented by a theory 
of AI governance. Instead, it should inherently foster collaboration among all actors 
involved in the governance process. 

1.2.2.3 Multidimensional Economic Theory 

Because the potential market volume for AI-based products is rising to unknown 
heights, incentives to gain long-term market dominion, meaning that one technology
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developed sets the standard for entire industries or product lines, are exceptionally 
high. One reason for this focus is the strong competitive forces, defined as the global 
race dynamics (Dafoe, 2018), influencing corporate decision-making in global AI 
research. 

Regarding AI, due to high levels of information asymmetry (Fassbender, 2020), 
stakeholders depend on the services and engagement of private-sector organisations 
and networks. High levels of global competition are also one of the main driving 
forces for AI research (Cihon, 2019; Makridakis, 2017; PwC,  2019; Rowsell-Jones & 
Howard, 2019). 

Besides mere financial incentives, organisations from all societal sectors and 
science alike recognise the opportunities coming with this new possibility of gaining 
valuable insights through new forms of big data analysis (Donnay, 2017). Thus, 
market or industry dominion through dominant AI technologies entails an economic 
power position and creates and further broadens information asymmetry, which 
allows the party in power—whichever societal sector it belongs to—to adapt and 
influence trends and dynamics for their own good. These trends confirm the role 
and relevance of economic actors in this phenomenon, which led to the economic 
perspective on AI governance being the focus of this book. 

By being the primary owners and developers of new technologies, corporations 
largely retain competitive knowledge and power, strengthening their primacy in 
society (Mittelstadt, 2019). Moreover, (illiberal) public actors such as the govern-
ment of the Republic of China are well-known for using this form of AI technology 
for criminal prosecution and social monitoring practices (Hoffman, 2017; Qiang, 
2019). Hence, the risk of unknown levels of misuse cases is tremendous, due to 
the aforementioned information asymmetries among societal sectors (Dafoe, 2018; 
Fassbender, 2020). 

For corporations, as the strongest drivers of change in AI research and conse-
quently the implementation of AI-based products (Makridakis, 2017; Polyakova & 
Boyer, 2018; PwC,  2019), a collaborative approach to AI governance might seem 
counter-intuitive due to fierce global competition for market dominion. Thus, to react 
to and allow for opposition to possible competitive lock-in situations, a model for AI 
governance needs to integrate the logic of the economic system and observe these 
dynamics. Further, AI governance needs to enable a structured analysis of the environ-
ment within which companies find themselves when developing and implementing 
AI (Van Bueren et al., 2003). 

To achieve this goal, there are additional requirements: competition in AI research 
and the effects of AI implementation take place on every economic and societal level. 
Thus, economic dynamics need to be analysed at the micro-, meso-, and macro-
level, and therefore, an economic approach that applies to all levels is required for 
a holistic governance model. Transaction cost theory is such an approach, allowing 
for the analysis and definition of governance processes on every level—from small 
actions on the micro-level to strategies on the macro-level (Wieland, 2018, 2020). 
This is because, by focusing on the transaction as the unit of analysis, the insights and 
findings gathered by a transaction-cost-driven analysis can be scaled to other levels 
of economic and societal analysis. In contrast, other economic approaches often
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focus on one level of analysis or a particular aspect of the economy (Samuelson & 
Nordhaus, 2010). Furthermore, the claim made here is substantiated by the fact that 
transaction cost theory has already been associated with the technological and digital 
context by other scholars (Bahli & Rivard, 2017; Barandi et al., 2020; Benkler, 2002, 
2006, 2017; Schmidt & Wagner, 2019). Hence, the economy must not be analysed 
and dealt with in an isolated manner as previously happened in academia, where the 
merely economic analysis of AI-based products ignores the effect they possibly have 
on society (Brundage & Bryson, 2016; Schwab & Davis, 2018; Mittelstadt, 2019). 

1.2.2.4 Abstracting Complexity Through Systems Theory 

While, as a technological solution, AI can help to reduce complexity in the context 
where it is applied, governing AI, on the other hand, is an undertaking with unprece-
dented levels of complexity. In the context of AI governance, the high connectivity of 
dimensions further enhances the complexity of the phenomenon. When combining 
Casti’s (1994) and Ackoff’s (1981) perspectives on complex problem structures, to 
solve a situation, it is necessary to grasp its structure by abstracting it. To do so, 
systems theory, which defines the prevalent systems and describes their interactions 
with each other, should be linked with contextual information, since Casti (1994) 
argues that complexity never arises within a single system but in the interactions 
among systems. 

One of the mechanisms in systems theory that allow for the abstraction of systems 
is functional differentiation (Luhmann, 1998). The functionality of each system is 
described by using a binary code, e.g., political systems are characterised by the 
binary code of being in a position of power or not being in power (Luhmann, 1997, 
1998), which is based on the understanding that these systems aim to make collec-
tively binding decisions (Luhmann, 1997, 1998). Based on this binary code, actions 
can be analysed in an abstract manner, which again allows for the comparability 
of actions and a structured comprehension of patterns of behaviour. Thus, to even 
allow the capacity to act in AI governance, a mode of governance with an especially 
high level of abstraction is required—one that allows the development of decision-
making strategies for each system and society as a whole, which is crucial for social 
coordination and hence, effective governance. 

1.2.2.5 Non-Normative Governance 

As AI governance deals with unprecedented uncertainty levels, no specific and well-
grounded probability can be associated with any particular outcome (Dafoe, 2018; 
Makridakis, 2017). Without one ideal scenario, it falls within the scope of the gover-
nance process to ensure a just assessment of stakeholders and their fair participation 
(Van Bueren et al., 2003). It is the ethicality of the governance process and governance 
mechanisms that protects the rights of the stakeholders involved.
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Given the diversity of ethical ideals and preferences apparent in the AI context, 
as well as known incidents of personal bias in the technology itself, it is all the more 
important for the process to be non-normative in nature. Hence, the theoretical foun-
dation for AI governance needs to allow for the structural integration of the parameter 
ethics, without, however, prioritising one ethical approach or being ethically framed 
itself. 

This is in line with statements made by scholars, such as Schwab and Davis (2018), 
saying that AI governance shall “[…] promote the common good, enhance human 
dignity and protect the environment” (2018, p. 16). The development of AI and AI-
based technologies is at an early and therefore still manageable phase (Brundage & 
Bryson, 2016; Cihon et al., 2020; Schwab & Davis, 2018), as Cihon et al. (2020) 
confirm by saying: “We are in the early days of global AI governance. Decisions 
taken early on will constrain and partially determine the future path” (2020, p. 232). 
Thus, AI governance can still impose processual frames on the AI innovation cycle, 
which can inherently ensure fairness and general societal welfare (Cath et al., 2018; 
Morley et al., 2020; Wu et al., 2020). 

Thus, its fundamental aim is to outbalance stakeholder legitimisation, ensure 
success in the market, and allow for the integration of an ethical dimension into the 
AI development process to create shared value.6 By choosing a structural integration 
of ethics, the ethical dimension can be integrated into any stage of the process, 
diminishing threats such as manipulation in the form, for example, of biases, by 
applying principles such as fairness and inclusion (Cath et al., 2018; Morley et al., 
2020; Wieland, 2018, 2020; Wu et al., 2020). 

1.2.3 The Theoretical Foundation of Artificial Intelligence 
Governance 

One theoretical approach that has been raising interest in the scientific community 
is the theorem of Relational Economics by Wieland (2018, 2020) and this seems the 
most suitable theory for AI governance, due to its ability to include and address all 
identified demands. 

Wieland’s approach draws from and combines transaction cost theory in 
Williamson’s tradition (1979, 1986) with Luhmann’s (1996, 1998) systems-
theoretical approach (van Aaken & Schreck, 2015). Wieland (2014) defines a partic-
ular approach to stakeholder theory,7 which stems from the theory of the firm 
(Wieland, 2008) as founded by Coase (1937). Corporations are defined as nexuses

6 Shared Value Creation “can be seen in the size of the cooperation rent that can be achieved on 
the market, in the positive balance of an organisation’s revenues and costs and in the creation of 
material and nonmaterial value for all organisations and persons involved in the cooperation process 
as stakeholders” (Wieland, 2020, p. 52). 
7 Stakeholder Theory is concerned with the identification, management and legitimization of all 
parties impacted by an organization’s (firm’s) decision-making, such as employees, suppliers, or 
certain groups of society (Freeman, 1984). 
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of stakeholders, a net consisting of various transactions and contracts that deeply 
intertwines an organisation with its stakeholders and, thereby, with society. With 
this definition goes the understanding that corporations inherently need to take on 
responsibility for the negative effects of their actions (Wieland, 2008, 2018). Thereby, 
Wieland derives and substantiates the inherent legitimisation of stakeholder demands 
towards an organisation. By defining ethics as a societal system, Wieland (2018, 
2020) enables and allows for systematic integration of ethics into a specific trans-
action, and thereby, into governance structures. With this, the approach remains 
non-normative, as it does not impose one particular ethical concept but focuses on 
the structural inclusion of ethicality into decision-making processes. 

In AI governance, its legislation, social acceptance, and ethical views that strongly 
defer and commonly correlate with geographical and regional preferences. According 
to Wieland (2020), it cannot be expected that these regional preferences vanish with 
the ongoing globalisation and digitalisation of the world. Therefore, the processes of 
negotiating desirable outcomes and scenarios for the stakeholders involved demand 
constant, dynamic governance. Wieland (2020) even states that rising levels of 
complexity are to be expected, and the aforementioned negotiation processes, indeed, 
require collaboration among all stakeholders, not least because of a need for the 
societal legitimisation of corporate decision-making. 

The theoretical focus in this undertaking is on the entity of the firm and the 
processes revolving around it, rather than focusing on the specific role of any partic-
ular actor in society. Wieland’s (2018, 2020) definition and application of the concept 
of the firm are closely related to Coase’s definition (1937). For Wieland and Coase 
alike, the firm is the abstract form within which existing transactions and stake-
holder demands are transformed into new transactions. While organisations follow 
one specific system logic, which serves as a base for their decision-making, they can 
integrate and add other logics to their decision-making process. It is often necessary 
to consider other factors to ensure a company’s position in the market and to allow 
for cooperation while, at the same, the integration of other logics is exactly what is 
often asked for by society (Wieland, 2018). Thus, a company’s ability to engage with 
other systems, communicate and negotiate in a system logic not inherent to it, is, 
according to Wieland (2018, 2020), crucial for its continued existence and success. 

Thus, companies can choose to act and engage in a polylingual space. Whilst 
engaging in civil society and political spheres, they are still defined as an organisation 
of the economic sphere—but can temporarily become actors in, for example, civil 
society. In the AI context, where companies often engage with other systems, such 
as the political sphere, e.g., in standard-setting processes, it can explain the rise of 
these encounters and either redefine these a-priori attributions or provide governance 
measures to restrict actors from unleashing unintended consequences by AI adoption. 

Wieland (2018, 2020) expands this concept by describing polylingual, polycon-
textual, and polycontextural spaces. By further developing Luhmann’s (1998) notion 
of system logics and the languages inherent to these systems, Wieland (2018, 2020) 
allows for the analysis of interactions among systems and necessary abilities for 
actors that interact between systems. Table 1.1 demonstrates the characteristics of 
each concept to exemplify all possible levels of analysis.
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Table 1.1 Own depiction according to Wieland (2018, 2020) 

Polycontextuality Polycontexturality Polylinguality 

Plural signification and 
interrelation of systems, 
influencing each other’s 
environment, existence, and 
conditions to operate. 

Existence of diverging 
systems and decision logics, 
which results in the necessity 
for organisations to adapt to 
these differences. 

An actor’s ability to engage and 
communicate according to 
different binary codes and in 
various systemic languages. 

Thus, the inclusion of polylingualism into further considerations is necessary to 
define the dynamics within each system involved. The main focus of this book will, 
however, lie on the third concept, polycontexturality. It is polycontexturality, which 
is 

used […] to refer to the interlinking and intertwining of a given system’s various rationalities 
and decision logics. Polycontexturality plays an essential part in the analysis of structural 
coupling between different and potentially conflicting system logics […]—an aspect that will 
prove extremely important with regard to the governance of polycontexturality (Wieland, 
2020, p. 11). 

Wieland (2020) defines structural coupling as the core of governance actions, the 
actual alignment of two or more decision-logics into one outbalanced action or deci-
sion. This integration and alignment of system logics is the main request posed of AI 
governance and the specific instrument that will enable the solution-finding process 
of AI governance in practice—exceeding currently existing guidelines by providing 
an implementation-oriented approach. 

By applying Relational Economics to AI governance, my focus and contribution 
are twofold: for Relational Economics theory, the contribution consists of applying 
the theoretical model to the AI context. As presented, traditional system logics, 
such as politics, legislation and economy and ethics, have already been described 
and defined by Wieland (2018, 2020). In continuation of Wieland’s theory, I will 
introduce AI to Relational Economics and develop a theoretical AI governance model 
allowing for the coordination of interrelated system demands and among actors to 
address this wicked problem (Elia & Margherita, 2018; Introne et al., 2013; Roberts, 
2000; Schoder et al., 2014). 
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Chapter 2 
A Theoretical Approximation to Artificial 
Intelligence as an Autopoietic System 

In the introductory chapter, AI development and adoption have been established 
as phenomena of trans-sectoral, global, and cross-industry relevance. This chapter 
presents the theoretical introduction of Artificial Intelligence to the Relational 
Economics as a foundation for the subsequent conceptualising of its Relational 
Governance in Chapter 3. Thus, my focus lies on developing a structural model 
for AI governance to address the correlation of ethical risks, the rising number of 
concerns about societal shifts, and consequential inequalities coming with its adop-
tion. To achieve this objective, the model structurally integrates an ethical dimension, 
without, however, imposing one particular normative position. 

At this stage of the book, the context of fierce competition in the private sector, on 
the one hand, and the demand for AI governance, on the other hand, seemingly oppose 
one another. Additionally, the negative externalities perceivable in practice, which 
affect society in an unchecked manner, seem to demand a collaborative approach 
to prevent these effects from happening. Hence, this chapter aims to move from a 
problem-oriented perspective of traditional AI ethics research to a rather solution-
oriented approach in AI governance, as recommended by, for example, Berendt 
(2019), Mittelstadt (2019) and Hagendorff (2020). 

To do so, AI governance is initially delineated from related research fields, such 
as internet governance and data governance. This brief review further allows first 
insights into relevant themes for AI governance and contributes to their structuring in 
the Relational AI Governance model which is developed later. Furthermore, research 
on AI is reviewed from both an economic and systems-theoretical perspective. This 
step substantiates the following categorisation of AI within Relational Economics, 
as this theory stems from the said disciplines. Consequently, the chapter concludes 
with the classification of AI as a system logic in its own right within Relational 
Economics.
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Fig. 2.1 Own depiction summarising results of literature synopsis1 

2.1 Delimitation of Related Governance Disciplines 

The delimitation of AI governance from governance concepts for related fields of 
application is presented in the following. Their presentation is structured chronolog-
ically in order of origination, which is important since their emergence correlates 
with the rise of technologies, particularly with the rise of AI. As presented in the 
introductory chapter, specific requirements were necessary to enable AI technolo-
gies to rise in to the level we see today: this includes a higher level of computational 
power, the internet, and the availability of large sets of data, as well as investments 
in the development of new forms and types of algorithms (Moore, 2006; Nilsson, 
2009; Shin et al., 2020). 

2.1.1 Related Governance Streams 

Following this line of thought, connected governance approaches are presented in 
line with this sequential order—beginning with internet governance. The internet 
represents one of the basic requirements for digital technologies, and again, the 
availability of data is a fundamental element for the development and training of 
algorithms. While remaining aware that there is no sharp line between the partic-
ular approaches, the representation of related research scopes focuses on critical 
themes and differences—all while acknowledging the existence of potential over-
laps. Thus, Fig. 2.1 depicts the sequential order in which the governance approaches 
are presented to the reader: 

2.1.1.1 Internet Governance 

The expression ‘Internet Governance’ arose in the mid-1990s, when the first chal-
lenges of using the internet became apparent to academia and society (Hofmann et al.,

1 Given the scope of this work, additional governance approaches, with lesser overlaps, had to be 
excluded. Still, I am aware of the following research disciplines and recommends a close exam-
ination of possible synergies for further research. The disciplines identified include technology 
governance (Boesl & Bode, 2016), robotic governance (Boesl & Bode, 2017, 2019), information 
and IT governance (De Haes & Van Grembergen, 2004; Meyer et al., 2003), e-governance (Heeks, 
2001; Meijer, 2015; Saxena, 2005), and digital governance (Almeida et al., 2020; Barbosa, 2017; 
Phillips et al., 2020). 
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2017). The discipline of internet governance defines, discusses, and elaborates shared 
rules and norms for the usage and further development of the internet (DeNardis, 
2014; Dutton, 2013; Kurbalija, 2016). While, initially, the internet was perceived 
as just another device, scholars quickly realised that the internet was very different 
from other communication systems (Kurbalija, 2016). According to this approach, 
the internet separated social and political ties from physical nation-state borders 
by allowing the exchange of information and the formation of social connections 
across countries—requiring a new form of governance (Kurbalija, 2016). Especially 
since the almost parallel emergence of the internet and today’s level of globalisation, 
organisations have been participating in business around the globe: a process that is 
further facilitated using the internet. These transnational transactions require organ-
isations to follow international laws that are often not aligned with and contradict 
the sovereignty of national governments (Hathaway, 2014). This is a fact that can 
be interpreted as a threat to the security of a nation and its citizens (Perritt, 1998; 
Wu & Gereffi, 2018). Consequently, it is the tension between the relationship of the 
nation-state and national or global governance that is often at the centre of schol-
arly attention (Mueller, 2010). Mueller (2010) developed one possible depiction of 
this tension field in the form of the following graph and summarised the issue in an 
aggregated manner. He depicted (Fig. 2.2) the dualism of national and transnational 
interests, as well as hierarchic, protectionist tendencies which oppose the demand 
for collaboration, the need to solve transnational challenges: 

Much as identified for AI governance, the field of internet governance confronts 
challenges on the meta-level, which involves various systems, such as politics, the 
law, and the economy. Further, topics within the field of internet governance range 
from normative questions regarding how and if the internet should be governed to

Fig. 2.2 Depiction of governance tension fields, as presented by Mueller (2010, p. 256) 
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the rights and duties of the various stakeholders involved and the history, present, 
and future of its governance (Dutton, 2013; Kurbalija, 2016; Mueller, 2010). 

In detail, participation, transparency, and authority display themes of great interest 
in research on internet governance (DeNardis, 2010, 2014, 2020; Dutton, 2013; 
Kurbalija, 2016). As the internet is not one singular source, neither can its gover-
nance be attributed to one single organisation or government (DeNardis, 2014; 
Dutton, 2013; Kurbalija, 2016), and the complex interactions require more than 
mere command and control (Hofmann et al., 2017; Jessop, 2003; Mayntz, 2003). 
Therefore, research often focuses on pluricentric governance schemes and soft law 
(Feick & Werle, 2010; Mayntz, 2003). 

Such a pluricentric approach is also necessary due to its definition as a global 
network, as the internet consists of a multitude of individual networks (Dutton, 2013; 
Kurbalija, 2016). In academia, more specific definitions of internet governance differ: 
Benkler (1999) defines internet governance as a three-layered model, consisting of 
the governance of physical infrastructure (hardware), the actual code (logical layer: 
software) and a content layer (fed-in information). Kurbalija (2016), on the other 
hand, considers research on more far-reaching consequences of legal, economic, or 
sociocultural nature of great importance. Again, DeNardis (2014) defines the scope 
of internet governance as “policy and technical coordination issues related to the 
exchange of information over the Internet” (DeNardis, 2014, abstract). Consequently, 
while research on internet governance is of relevance and serves as a base for further 
development and implementation of AI governance, the scope of research differs 
strongly. However, specific themes, research questions, and research findings—such 
as publications on participation, transparency, and challenges of authority in internet 
governance—may be transferrable to AI governance (DeNardis, 2010, 2014, 2020; 
Dutton, 2013; Kurbalija, 2016). This is because individual and societal participation 
are suspected to be of great relevance in AI governance in the near future (Dignum, 
2017, 2019; Savaget et al., 2019), as “machines mov[e] into the realm of making 
decisions concerning the political and legal organisation of our society” (Kurbalija, 
2016, p. 23). 

2.1.1.2 Data Governance 

Within the timeframe of only eight years, from 2013 to 2020, the overall number 
of data points rose by ten times, from 4.4 to 44 zettabytes (Abraham et al., 2019). 
As explained in the previous chapter, the availability and quality of data form the 
basis for AI research and development. Therefore, data becomes more valuable to 
organisations, which, first, leads to entire industries being more open to protecting 
their sets of data (Shin et al., 2020), and, second, requires companies to use their data 
as effectively as possible due to high levels of competition (Abraham et al., 2019). 
Given that data use and analysis have become critical for strategic decision-making 
in organisations (Tallon et al., 2013), so has its governance (Alhassan et al., 2018; 
Khatri & Brown, 2010). Thus, although specific research questions might differ, 
research on data governance is inherently connected to AI governance.
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While the research discipline of data governance is divided into various research 
schools, they can mainly be grouped into research on micro-and macro-level impli-
cations for data governance (Aaronson, 2019; Abraham et al., 2019; Alhassan et al., 
2018). Research on the macro-level is located at the intersection of global governance 
and international data governance (Aaronson, 2019; Aaronson & Leblond, 2018). In 
contrast, the former is instead to be located at an organisational level and addresses 
management issues arising from data usage within an organisation (Abraham et al., 
2019; Alhassan et al., 2018; Morabito, 2015; Tallon et al., 2013). Research on the 
macro-level deals with data flows reaching across countries and, thereby, overarching 
mere national legislation and governance (Aaronson, 2019; Aaronson & Leblond, 
2018). Data governance commits to a holistic analysis of norms and rules for all 
types of data—much like similar topics in internet governance. 

Thereby, a similar categorisation of research topics might be advisable for AI 
governance to ensure the effective use of research synergies and a possible inter-
linkage of future findings. Furthermore, especially regarding data governance at the 
organisational level, existing research might serve as a foundation for governance 
measures in AI. 

2.1.1.3 Algorithmic Governance and Governance of Algorithms 

Given the above-mentioned rise in existing, available data and the resulting data 
saturation, algorithms have become almost irreplaceable for the analysis and conse-
quential decision-making in increasingly complex environments (König, 2019). With 
the rise in the need for and application of algorithms, interest rose in the social and 
political role of applying algorithms. The trend of mechanising governance, e.g., 
through the application of algorithms, is not new and has always been based on data 
collected about and from the citizens whom the governance model was designed 
for. Thus, the mechanisation of analysing the data and the application of resulting 
findings have been realised since the computer’s existence (Danaher et al., 2017; 
Hacking, 2006). The focus of this book lies on the private sector. Nevertheless, fields 
of research with possibly relevant content for AI governance cannot be collectively 
excluded, as, much like any other sector, the “legal-bureaucratic organization of the 
state is subject to the same modernising trends” (Danaher et al., 2017, p. 2).  

For this reason, algorithms seem a suitable instrument for more effective public 
governance (Gillespie, 2014; Gritsenko & Wood, 2020). According to König (2019), 
there are two different streams in algorithmic governance research, which require 
mentioning: For one, algorithmic governance represents a discipline, which focuses 
on the realisation of governance or government tasks via the application of algo-
rithms and AI technologies, where algorithms used by the public sector to enhance 
governing measures are the main focus of research (Dunleavy, 2016; König, 2019; 
Williamson, 2014). Thus, this research stream does not examine how to deal with 
a digital resource but the implementation of governance measures through digital 
technology and focuses on a modern, alternative form of social ordering.
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In the second research stream, in algorithmic governance, the algorithms them-
selves and research focusing on how and if algorithm-based technologies should be 
implemented as instruments for political action are at the centre of scholarly attention 
(cf., König, 2019; Mittelstadt & Floridi, 2016; Pentland, 2013; Wachter et al., 2017). 
According to König (2019), independently of their application in the public sector, 
the use of algorithms for governance measures brings about rather general questions, 
as this combination allows for an entirely new level of social coordination. There-
fore, Gritsenko and Wood (2020) demand academic interlinkages to concepts such 
as hierarchical governance or self- and co-governance concepts or even to internet 
governance to ensure a holistic analysis of the topic. 

Those general questions mentioned above include a wide range of topics: Among 
others, König (2019) states that, in the legal sphere, algorithms are understood as 
new forms of institution, able to restructure and enforce behavioural rules (Hassan & 
De Filippi, 2017). In this context, scholars also refer to the rather static nature 
of algorithmic decision-making, and thus, algorithmic governance, which involves 
the risk of framing an otherwise dynamic development of society, culture, and 
social change—partially due to the susceptibility of algorithms to designer bias 
(Brundage & Bryson, 2016; Caliskan et al., 2017; König, 2019). 

Further, Katzenbach and Ulbricht (2019) draw attention to a changed perspective 
in algorithmic governance: how is algorithmic governance different from human-led 
governance? Contrary to the mainstream perspective that algorithm-based gover-
nance becomes more powerful or even possesses invasive elements, the authors 
propose a different view highlighting a rather inclusive and responsible form of 
governance. Following this line of thought, Danaher et al. (2017) even go as far as 
denominating this circumstance as algocracy,2 with reference to the possible control, 
manipulation, and constraints for human decision-making. While acknowledging the 
gains in efficiency, the authors draw attention to society’s high risks (Danaher et al., 
2017). Thus, they take a stand for algorithmic governance, stating that it “is an effec-
tive means for achieving some policy goal, whilst remaining procedurally fair, open 
and unbiased” (2017, p. 2).  

Danaher et al. (2017) raise an important point, as the use of AI can, intention-
ally or unintentionally, open the doors for social or political manipulation on the 
micro- or even macro-level. To present an example: not only do cases of prioritisa-
tion and filtering of information exist, like the one involving Cambridge Analytica, 
but there are rising concerns regarding free political discourse in the case of applying 
algorithmic governance (Gamito & Ebers, 2021). Thus, Gamito and Ebers (2021) 
highlight that public governance, led and realised by algorithms, holds the risk of 
affecting 

fundamental values on which western societies are founded, leading to breaches of funda-
mental rights, including the rights to human dignity and self-determination, privacy and 
personal data protection. (2021, p. 3)

2 Leading scholars define the tension field of ‘algocracy’ as the possible development of moral 
or political legitimacy problems in public decision-making, due to the adoption of AI in form of 
algorithmic governance (Danaher, 2016; Lorenz, 2019). 
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This statement describes a risk that is further maximised by the development of 
algorithmic governance no longer being exclusively applied by private but by govern-
mental institutions, too (Gamito & Ebers, 2021; Hassan & De Filippi, 2017). Hence, 
the scholars conclude that, due to the disruptive nature of algorithmic governance 
and the use of algorithms in public governance, existing governance guidelines and 
research are not sufficient to cope with the societal effects and further unintended 
consequences (König, 2019). 

Finally, Hassan and De Filippi (2017) shed light on yet another perspective on 
a trans-sectoral view of algorithmic governance. According to these authors, the 
digital environment every individual finds themselves in, ranging from communi-
cation channels to search engines to cloud solutions, fosters the constraint of indi-
vidual freedom through software and algorithms—especially in combination with 
the internet (Lessig, 1999). This is, among other examples, due to the pre-sorting 
of search findings and almost oligarchic structures in the market. Additionally, the 
authors identify another new aspect of algorithmic governance: while classic juris-
diction determines what individuals shall and shall not do, codes—in the form of 
software—can already restrict the freedom of choice ex-ante by limiting user options 
(Hassan & de Filippi, 2017; Lessig, 1999; Rosenblatt et al., 2002). Algorithms 
change the traditional ex-post regulatory approach, as prevalent in Europe, to an 
ex-ante approach—as is often the case with AI—without public awareness. While 
this change might lead to greater effectiveness in governance measures, it also erases 
room for ambiguity and human error, which further reinforces the “quest for the 
optimal performance” (Kalpokas, 2019, p. 109), leaving no room for the right to 
human imperfection (Kalpokas, 2019). 

To conclude, findings regarding public governance are disregarded, since I focus 
on private sector governance. However, the concepts of technological and social 
agency should not represent opposing positions (Gherardi, 2012; Kalpokas, 2019). 
Instead, a balance between both and a synergy of overlaps and potentials should be 
at the centre of attention—a line of thought that will be further pursued in this book. 

2.1.2 Interim Conclusion 

Regarding the field of internet governance, AI technologies share the characteristics 
of global availability and interconnectivity. Thus, legislation and governance need 
to be applicable across national borders. Due to the aforementioned global compe-
tition in the digital economy and industries, the coming of a new AI technology 
will inevitably lead to competitive products entering the global market, which again 
shows global interconnectivity and the need for a transnational approach. There-
fore, drawing on (Mueller, 2010) synopsis, this would either lead to a denationalised 
liberalism or to global governmentality, with the latter confirming the need for this 
book. 

Given that AI can only be as good as the data used to train it, and as the sets of data 
it is applied to, most topics in data governance inherently connect to AI governance.
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For one, the general categorisation in data governance, namely the division of topics 
allocated on micro-and macro-level, will be applied to AI governance. Moreover, 
in data governance, the micro-level focus lies on questions of risk management 
and a rise in efficiency. Similar topics seem relevant on the organisational level 
for AI governance, especially when AI is used as a service and serves to enhance 
organisational processes or support strategic decision-making. As presented, on the 
macro-level of data governance, research that includes the governance of data flows 
across national borders or transnational legislation is of great relevance. Therefore, 
to enable interlinkages between the research discipline of data and AI governance, I 
will adopt the categorisation in the micro-and macro-level, as it is deemed practical 
for the topics thus far identified in AI. 

In the discipline of algorithmic governance, questions of interest for AI gover-
nance mainly centre around humans being governed by algorithms and the conse-
quences of that development, as well as the design and training these algorithms 
to receive. It is broadly acknowledged in research that the private sector already 
applies AI and uses it to analyse data and in strategic decision-making. Further, it 
is a fact that the public sector is moving in the same direction, which leads to a 
change from ex-ante to ex-post regulation—without public awareness or adapted 
legislation. While the consequences of implementing AI on the organisational level, 
as mentioned above, allow for clear differentiation, it is again on the macro-level 
that the themes torn out to be of a rather philosophical and ethical nature. Conse-
quently, research in the discipline indicates that constant human involvement in the 
governance process will continue to be needed, in addition to supervising the initial 
training process (Brundage & Bryson, 2016; Caliskan et al., 2017; Johnson, 2017; 
König, 2019). 

To conclude, the delimitation from other research streams allows a first structuring 
of themes for the conceptualisation of the relational governance of AI. First, the model 
needs to differentiate between topics allocated on the micro- as opposed to the macro-
level. On the micro-level, short-term consequences include the psychological effects 
of AI implementation on employees or new job structures, risk management, and 
raising efficiency. Thus, research on a micro-level is likely to focus on the intra-firm 
challenges arising from AI implementation. In contrast, research on a macro-level 
is likely to focus on socio-economic and political questions, such as the economic 
arms race and hidden political agendas in AI research. 

The second classification revolves around short-term and long-term implications 
and, correspondingly, individual as well as philosophical questions affecting society 
as a collective. An example of such questions on the meta-level is the redefinition of 
human rights in the context of AI and the normative goal of ensuring personal human 
autonomy and the individual’s right to participate in civil society and be imperfect. 

The third category is based on the technological level of advancement. As 
presented in the previous chapter, machine learning requires different forms of accep-
tance from deep learning regarding its responsible implementation. Thus, the level of 
AI application will determine further decisions for responsible AI implementation.
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2.2 Conceptualisation of AI in the Relational Economics 

Having decided to develop the governance model for Artificial Intelligence based on 
Wieland’s (2018, 2020) Relational Economics theory, AI needs to be contextualised 
within the disciplines the theory draws on: transaction cost economics and systems 
theory. Therefore, AI is evaluated briefly from these two perspectives, before deciding 
on the form of its conceptual integration within Relational Economics. 

2.2.1 Transaction Cost Economics Perspective on AI 

Generally, in economics, interest in AI has risen, and its impact on economics has 
been examined from different perspectives. However, AI is often integrated into 
economic theory or dealt with as a means to an end, rather than analysing and 
interpreting the role and impact of AI from a theoretical point of view. Thus, to 
give a brief insight into current research connecting AI and economic theory, the 
following publications are allocated to this intersection. 

To begin with, an increasing number of scholars often treat or denominate AI 
as a so-called ‘general purpose technology’ (Brynjolfsson & McAfee, 2017; Dafoe, 
2018; Goldfarb et al., 2019; Klinger et al., 2018; Nepelski & Sobolewski, 2020; 
Razzkazov, 2020; Trajtenberg, 2018). Such technology is characterised by affecting 
entire economies, mostly even on a global level, and by permanently disrupting 
and changing previously existing economic and social structures (Goldfarb et al., 
2019). While posing a few challenges to the consequently transforming economy, 
general-purpose technologies foster economic growth (Bresnahan & Trajtenberg, 
1995; Klinger et al., 2018; Nepelski & Sobolewski, 2020; Petralia, 2020). Given 
the congruence of characteristics attributable to AI and the definition of this type 
of technology, this claim seems valid to me. Thus, this perspective confirms the 
high relevance of AI to the global economy, and the claim of AI leading to the next 
industrial revolution substantiated, as it was likewise general-purpose technologies 
that led to previous industrial revolutions (Brynjolfsson & Hitt, 1998; Klinger et al., 
2018). 

Apart from a first characterisation of AI from an economic perspective, the 
following brief review aims to present how the relation of AI with economic theory 
is currently examined from various perspectives: 

On the one hand, Parkes and Wellman (2015) interpret development in AI as the 
pursuit of creating rational agents, a so-called machina economicus, and examine 
“rules of interaction in multi-agent systems that come to represent an economy of AIs” 
(2015, p. 267). Furthermore, they are convinced that the role of AI in economics will 
rise tremendously in the coming years. D’Hondt et al. (2019) shed light on the increase 
in efficiency due to AI application by presenting the example of financial decision-
making. They further point to the possible advantages for society, as integrating AI 
into financial investment might allow risk-averse and low-income groups to engage



34 2 ATheoreticalApproximation toArtificial Intelligence as anAutopoietic…

in this field. Thus, again, the practical effect of AI on one aspect of the economy is 
analysed in this book. 

Marwala and Hurwitz (2017), on the other hand, examine the impact of AI on 
economic theory and thus present more theoretical, in-depth findings. Still, by giving 
an overview of various economic theory disciplines, no specific interpretation is 
presented from a transaction cost economics perspective, and, again, AI is rather 
depicted as a means to an end. The theories examined include, among others, demand 
and supply analysis, where the authors conclude that 

AI through learning and evolution is able to ensure that the demand and supply curves are 
better modelled. The use of an AI machine reduces the degree of arbitrage in the market and 
therefore brings a certain degree of fairness into the market which is good for the efficiency 
of the economy. (Marwala & Hurwitz, 2017, p. 24) 

For rational choice theory, AI can help “make better rational expectations of 
the future, bringing decision-making closer to the theory of rational choice” (2017, 
p. 36) and “give higher probability of identifying a global optimum utility, and thereby 
bringing decision making closer to the theory of rational choice” (2017, p. 36). Lastly,  
the authors conclude that “advances in artificial intelligence result in making markets 
more efficient” (2017, p. 109). 

However, the connection to transaction cost economics was established as early as 
2001 by Klos and Nooteboom, who focused on “the use of agent-based computational 
economics’ (ACE) for modelling the development of transactions between firms” 
(2001, p. 503). Further, the authors state that “transaction cost economics neglects 
learning and the development of trust, ignores the complexity of multiple agents, 
and assumes rather than investigates the efficiency of outcomes” (2001, p. 503). 
Thus, in this book, AI is analysed as an instrument to gain better results for further 
analysis based on transaction cost economics, without however interpreting AI from 
the point of view of that discipline. Xu and Cheng (2017) follow the same path 
presented before when analysing the effect of AI on financial decision-making, where 
AI can “help build the standardization, risk modelling, intelligent control system, and 
promote financial development” (2017, p. 725). The authors state that “development 
of financial technology will greatly reduce the transaction costs, […] this is a trend 
which cannot be halted” (2017, p. 725). Further, van de Gevel and Noussair (2013) 
present AI as a necessary prerequisite for the discipline of agent-based computational 
economics, a field that “studies economic processes, including whole economies, as 
dynamic systems of autonomous interacting agents” (2013, p. 5). While they examine 
transaction cost economies and the role of transaction networks, AI is again the 
instrument to reach that understanding, not part of the research question. 

The same holds true for Agrawal et al. (2016), who focus on the effect of AI as a 
tool to raise the effectiveness of transactions and lower transaction cost and highlight 
AI’s predictive power in this context. Once more, Jin (2019) reviews the role of AI 
for market efficiency and the factor of privacy, information asymmetry and highlights 
ethical dilemmas, such as the following: 

Since the benefits are more internalized to the owner of the data and AI than consumer risks, 
AI could encourage intrusive use of data despite higher risks to consumers. For the same
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reason, new benefits enabled by AI—say cost savings or better sales—could entice a firm to 
(secretly) abandon its promise in privacy or data security. (2019, p. 442) 

While I will give essential insight into an ethical aspect of AI and transaction cost, 
it does not provide information on how to classify AI from a theoretical perspective. 
Still, it is possible to identify six publications which focus on the intersection of AI 
and transaction cost theory and attempt, to different extents, to theorise AI in this 
context. Thus, while no previous publication has covered this book’s scope, partial 
elements of the following publications seem to be relevant. 

First, more than three decades ago, Fai (1987) examined how AI could be imple-
mented to categorise transactions and identify suitable governance structures that 
result. The author also stated that such an expert system could further be used for 
research in the overall discipline of transaction cost economics; hence, it is again 
portrayed as a service for promoting research, not as an element within the theory. 

Second, Erdélyi and Goldsmith (2018) open the discussion by pointing to the 
“growing legal vacuum in virtually every domain affected by technological advance-
ment” (2018, p. 95), especially by AI, and by highlighting the “sustained economic 
competitiveness after the inevitable global transition to an AI-driven economy” 
(2018, p. 95). According to the authors, this is because, in the context of AI, nega-
tive externalities transgress national borders, which is why transnational regulation 
is required. While stating that hard legalisation will reduce “post-contracting trans-
action costs by restricting/constraining attempts to alter the status quo by way of 
frequent renegotiation” (2018, p. 97), by lowering the risk of “imperfect contracts” 
(ibid., p. 97), the authors conclude that AI’s true potential can best be exploited 
by initially lowering “contracting costs with soft legalization and low institutional 
formalization” (ibid., p. 100). Further, they suggest applying standardised processes 
at a later stage. Thus, for Erdélyi and Goldsmith (2018), AI plays an essential role 
in transaction cost economics, specifically regarding the concept of perfect and 
imperfect contracts. 

Third, Aghion et al. (2017) analyse the relationship between AI and economic 
growth and, thereby, integrate AI as a theoretical element in economic theory: 
regarding transaction costs, the authors perceive AI as an instrument for automation, 
which requires high initial investments. Much like Erdélyi and Goldsmith (2018), 
Aghion et al. (2017) question whether AI can overcome contractual incompleteness. 
Hence, both publications focus on AI as an influential factor for contracting. 

Cuypers et al. (2020) further develop this stream of research and aim to demon-
strate how transaction cost theory can be connected to AI, again, with a focus 
on contracts. For one, they discuss applying AI to create contracts, which would 
minimise costs for contract enforcement and “thereby making market-based trans-
actions less costly” (2020, p. 57). Moreover, the authors point to advantages for 
human resources regarding employees’ monitoring options and further automation of 
strategic decision-making. Lastly, the authors point out that digital technologies have 
the potential to organise both hierarchies and market transactions more efficiently, 
which is why they highlight the importance of examining the cost of governing these 
technology-induced mechanisms (Cuypers et al., 2020).
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Finally, Rindfleisch (2020) examines digital technologies and their connection 
to transaction cost economics from a theoretical point of view. While he does not 
explicitly focus on AI, his findings seem applicable, given that AI is subsumed 
under the umbrella term of digital technologies. According to Rindfleisch, it is not 
surprising that, as two of the founding fathers of transaction cost economics, neither 
Coase nor Williamson integrated digital technologies into their approaches to trans-
action cost economics. While the former did not witness this era, the latter delib-
erately decided not to include digital technologies in his more recent work (Rind-
fleisch, 2020; Williamson, 2016). However, Williamson (1985, 1993) commented 
on technology by stating that contracting was, indeed, influenced by technology, a 
fact confirmed by the aforementioned authors. Still, Williamson (1993) later stated 
that “the choice between firm and market organization is neither given, nor largely 
determined, by technology” (Williamson, 1993, p. 12). 

Rindfleisch (2020) points to the more recent work of Benkler (2006) on transaction 
cost economics, who indeed integrates digital technologies and seeks to modernise 
transaction cost economics; Rindfleisch even goes as far as stating that “Benkler’s 
version of transaction cost theory revolves around technology” (2020, p. 8).  He  
further states that, by introducing a new economic element, as for the market, Benkler 
(2006) contributes to transaction cost economics. This is because Benkler describes 
this new form as the social production of goods, enabled through digital technologies 
and realised by new forms of economic cooperation (Benkler, 2006; Rindfleisch, 
2020). By focusing on individuals, C2C-cooperation and the sharing economy as 
drivers of the economy, Benkler states that transaction cost economics could play an 
essential role in understanding and predicting the new, technology-driven economy. 
Thus, both Benkler and Rindfleisch stress the individual’s importance as a partial 
substitute for former transactions inherent to firms. Further, Rindfleisch presents 
diverging views on whether or not digital technologies might foster opportunism, 
a question worth clarifying by further research in the context of transaction cost 
economics (Rindfleisch, 2020). Albeit Coase (1937) already confirmed that tech-
nology affects transaction costs (Vatiero, 2020), in this regard, Rindfleisch (2020) 
focuses on Benkler (2002, 2006, 2017) and his theoretical contribution. 

To conclude, the existence of an intersection between AI and transaction cost 
economics in academia has been proven sufficiently by the aforementioned authors 
(Aghion et al., 2017; Agrawal et al., 2016; Cuypers et al., 2020; Erdélyi & Goldsmith, 
2018; Fai,  1987; Jin,  2019; Klos & Nooteboom, 2001; van de Gevel & Noussair, 2013; 
Xu & Cheng, 2017). Therefore, while the importance of conducting research at this 
intersection is confirmed, none of the aforementioned scholars assessed and evalu-
ated AI’s meaning for the economy and society from a transaction cost economics 
perspective. 

However, the suspected relevance of Rindfleisch’s (2020) research for this book 
will be discussed briefly: Rindfleisch (2020) seems to agree with Benkler’s view, as 
he agrees with his focus on individuals and their role in transaction cost economics 
in a technology-driven economy, rather than organisations or the market. Moreover, 
Benkler’s (2006) work stems from both Coase (1937) and Williamson’s (1985, 1993) 
theoretical foundations, which possibly makes them partially applicable to this book.
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However, given that Wieland (2018, 2020) retains the firm as the unit of analysis, I 
will neither apply Benkler’s (2006) nor Rindfleisch’s (2020) impulses directly into 
the Relational AI Governance model, as integrating differing research streams into 
this book’s contribution would go beyond the scope of this topic. Nevertheless, I 
support the presented works of Benkler (2006) and Rindfleisch (2020), in that the 
role and importance of individuals will increase, especially, for example, through the 
further rise of technologies of a decentralising nature, such as the blockchain, which 
will—in combination with AI—give additional influence and power to individuals 
in the market. Furthermore, the rise of the blockchain could strengthen and foster 
the concept of peer-to-peer governance (Vatiero, 2020). 

2.2.2 Systems-Theoretical Perspective on AI 

To further define and delimit AI and its classification from a systems-theoretical point 
of view, the following section will present a brief overview of systems-theoretical 
research streams to draw a first conclusion. 

Beginning with the theoretical origin of one of the more prominent streams in 
systems theory, as early as 1996, when the development of AI was still rudimen-
tary compared to today’s advancements (Nilsson, 2009), Luhmann (1996) described 
complex technical machines as black boxes; that is, systems which are impossible to 
define and control from the outside. This definition appropriately describes the current 
view of AI, especially deep learning, in mainstream media and academia. More-
over, it highlights the difficulties of monitoring the machines’ actions and indicates 
the controversy in academia regarding a consistent definition of the phenomenon 
(Floridi & Cowls, 2019; Schuett, 2019). 

Before presenting the existing controversy among authors in the field, an in-depth 
description is required of relevant elements of this discussion within Luhmann’s 
theory. This interim step is necessary to provide the context and give a refer-
ence point for the subsequent views on AI, which are almost entirely based on 
Luhmann’s systems theory approach. Hence, an aggregated view of Luhmann’s 
theory is presented here, referring to three of his older publications (Luhmann, 1995, 
1996, 1997) and one posthumously published script (Luhmann & Kieserling, 2000). 

2.2.2.1 Theoretical Introduction to Luhmann’s Systems-Theoretical 
Approach 

Generally, Luhmann does not evaluate and analyse societies’ nature and functionality 
from the viewpoint of a single actor. Rather, he applies a very abstract level of analysis 
to depict the significant variables determining a society. Thus, in his view, logically, 
while social systems reproduce themselves through ongoing communicative actions 
by actors, it is the communicative operation, rather than the communicating actor, 
that is of interest to Luhmann (1995, 1996, 1997; Luhmann & Kieserling, 2000).
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Hence, communication is perceived as an abstract operation and is the main layer of 
interest, while the operating agent portrays merely the means to an end. 

Luhmann (1996, 1998) defines systems as entities that are separate or can separate 
themselves from their environment. Therefore, by definition, certain elements can be 
identified as existing inside or outside any given system. The differentiation between 
system and environment underlies all further conceptualisations made by Luhmann. 
Accordingly, a system is characterised by its ability to reproduce itself constantly, 
without external impulses or factors. While the notion of self-reproduction, also 
autopoiesis, originally stems from neurobiology, Luhmann integrates this concept 
into his theory and applies it to all his system forms. For Luhmann, each system 
reproduces itself by repeatedly conducting and creating its system-inherent, specific 
operations, which do not occur in its environment. 

Thus, for the discussion evolving around AI, it is particularly the exact definition 
and explanation of psychic and social systems that is of relevance for the further devel-
opment of this book. According to Luhmann (1996, 1998), three types of systems 
exist; namely, organic, psychic and social systems. For biological systems, such 
as human beings, organic processes represent such system-inherent operations. In 
contrast, for psychic systems, it is thoughts; and for social systems, it is communica-
tion. Consequently, as long as the respective last operation in a given system allows 
for the continuation of further operations of its kind, the system will continue to 
exist. For psychic systems, the existence of a consciousness is the essential require-
ment for autopoiesis. Based on this criterion, and as a general rule in Luhmann’s 
theory (1996, 1998), social systems, which are ‘merely’ based on communication, 
cannot connect to psychic systems, and purely organic processes cannot be further 
reproduced by intertwining them with conscious thoughts. Consequently, according 
to Luhmann, system-specific operations cannot be integrated into another system 
with differing characteristics. Therefore, another one of Luhmann’s theory’s (1996, 
1998) contributions is to explain how these separated systems can still interact and 
be connected to one another, despite their strict demarcation. 

2.2.2.2 Luhmann’s View on Communication Within and Among 
Systems 

Nonetheless, Luhmann’s (1996, 1998) primary focus is on defining the particular 
language of each system and its operational functioning on the operational level. For 
the scholar, communication inherently connects to the notion of systems being closed 
off from their environment: as such, communicative operations cannot leave their 
system of origin and become part of another system. A connection between systems 
is only possible through what Luhmann defines as structural coupling, which will be 
explained shortly. Consequently, Luhmann explicitly denies the commonly known 
sender-recipient model of communication and, instead, defines communicative oper-
ations as events. Thus, as mentioned before, communication exists as an entity in its 
own right and can be performed by entities in all systems of society. Accordingly,
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means of communication can include writing, physical presence, or even (results of) 
work. 

Communicative operations become structurally visible and classifiable in theory 
by symbolism and a language-based dualism, which Luhmann defines as functional 
differentiation of a given system. This system-specific code makes the operations of 
functional systems within society more effective and fosters the reproduction process 
of communication in the system by guiding new operations and limiting the options 
for forming new communicative operations. Thus, each system has its specific binary 
code, which, in the political system, for example, is defined as having power versus 
not having power. By focusing on the particular communication logic within the 
system, its environment becomes everything that does not apply to this very logic. 
Luhmann does not focus on demarcating the respective environment itself, but states 
that everything outside a given system is classified as its environment. 

Structural coupling allows for the bridging and connection between systems. 
While every system has its own binary coding, each system can raise its sensi-
tivity towards other binary codes and system languages. In Luhmann’s (1996, 1998) 
theory, structural coupling provides a solution for self-referential systems, other-
wise unable to operate with(in) other systems or, generally speaking, within their 
entire environment. One example for a connection can be presented by looking at the 
medium ‘money’, which answers to the binary code of payment/non-payment and is, 
thus, part of the economic system. While the political system is based on the binary 
coding of ‘government − opposition’, translatable to the medium ‘power’, economic 
logic can be made tangible for the political system by developing aggregated data, 
such as tax ratios. Such information, albeit resuming economic logic, can affect the 
power position of either the government or opposition. Hence, this system-alienate 
information triggers a reaction within the receiving system by being translated to its 
inherent language (Luhmann, 1995, 1996, 1997; Luhmann & Kieserling, 2000). 

Before presenting current research at the intersection of AI and system-theoretical 
research, one final remark shall be made: According to Luhmann, for successful 
communication, ‘understanding’ the true message carried by communicative oper-
ations is not the relevant part. Rather, the communicating agent or operator only 
needs to comprehend that another entity is communicating with them and acting 
accordingly. Thus, to reproduce communication, the operating actors involved do 
not necessarily need to understand the communicative action’s true message. Given 
the discussion of consciousness in new AI technologies, this last aspect might be of 
importance when resuming other scholars’ research position at this intersection and 
becomes crucial for the application and integration of AI into Relational Economics. 

2.2.2.3 Review of Luhmann-Based Systems-Theoretical Research 

The development of an effective AI Governance approach requires the conceptualisa-
tion of AI in Relational Economics. Based on this step, the Relational AI Governance 
model can derive governance mechanisms and correlating governance measures.
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Hence, a review of research based on Luhmann’s theory serves as a base for this 
conceptualisation. 

According to Donick (2019), Luhmann’s theoretical view remains of great impor-
tance, especially in an era characterised by the increase in technological black boxes. 
He specifically points to Luhmann’s (2017) theoretical reflections on how to exert 
control in situations of high non-transparency and correctly highlights that such a 
form of control is never characterised by guaranteed success, as a degree of uncer-
tainty always remains. Control resembles self-obliged monitoring of the system itself, 
that the machine obtained after the externally induced control impulse (Donick, 2019; 
Luhmann, 2017). Thus, Donick offers an interesting insight into the control aspect 
of implementing new technologies. However, he does not present a classification of 
AI within Luhmann’s theory. 

In contrast, Dickel (2019) presents a different view on AI: referring back to the rise 
of the internet, Dickel claims that existing available ascriptions based on Luhmann’s 
theory are insufficient to describe and define either the internet or AI. Particularly 
for the internet, Dickel states that, in his view, the phenomenon could not merely be 
classified as part of the media. Instead, in his understanding, the internet manages to 
dissolve structural asymmetries among sender and recipient in an unknown manner, 
which further exemplifies its direct entanglement with the social sphere. Therefore, 
the internet should be understood as a part of the infrastructure of any given society. 
In Dickel’s opinion, as a consequence of being an internet-based digital technology, 
this holds true for AI, too. While Dickel disagrees with the classification of weak 
and strong AI, he points out that even for the so-called weak AI, societal structures 
and infrastructures not only changed but were purposely adapted by society to make 
space for and integrate AI applications. Specifically, Dickel refers back to Floridi 
(2015) and uses the term of so-called ‘AI agents’, which in my view, underlines the 
importance Dickel ascribes to AI. Dickel explicitly confirms this view by stating that 
it seems a mistake to view AI in its current state as weak, merely because it is not 
acting like a human agent. With this, Dickel (2019) refers to a definition of AI first 
presented by Searle (1980), who stated: 

According to weak AI, the principal value of the computer in the study of the mind is that it 
gives us a very powerful tool. For example, it enables us to formulate and test hypotheses in a 
more rigorous and precise fashion. But according to strong AI, the computer is not merely a 
tool in the study of the mind: rather, the appropriately programmed computer really is a mind, 
in the sense that computers given the right programs can be literally said to understand and 
have other cognitive states. In strong AI, because the programmed computer has cognitive 
states, the programs are not mere tools that enable us to test psychological explanations; 
rather, the programs are themselves the explanations. (1980, p. 417) 

Drawing on Searle’s (1980) widely accepted definition, Dickel (2019) criticises 
the lack of recognition of AI technologies’ current impact. Although the definition of 
so-called ‘weak AI’ includes all expert systems and supportive applications of AI, it 
diminishes its effect on society, which Dickel criticises strongly. In his perspective, 
in the present, societies are to be characterised as post-humanistic systems, where 
social and non-social agents interact and are linked to each other via communica-
tion interfaces. For Dickel, the symmetry between machines and humans already
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began with creating the computer, proceeding with the rise of the internet and might 
be completed by the development of current-day AI. Given the indispensability of 
debating this state of society, Dickel criticises the lack of engagement by the scholars 
from sociology—even though Luhmann (1997) already understood the inevitability 
of addressing this issue when questioning whether or not computers could endanger 
the special human status in the constant reproduction of society. Further, Dickel 
references the early work of Baecker (2001), who, in his view, is the leading scholar 
in sociology for addressing the societal challenges coming with AI development and 
adoption. Specifically, he concurs, Baecker’s (2015) newer research, which considers 
digital machines and the involvement of intelligent machine actors in communication 
to be the main challenge for societies at present, seems highly relevant for academia. 
Dickel concludes that it is not about whether AI will ever reach levels of human 
consciousness but about the sociological meaning of AI and its function in society. 
Dickel currently only sees these issues addressed by Esposito (2001, 2017a, 2017b) 
and Baecker (2011, 2015). I agree that the AI phenomenon still requires a suitable 
depiction in sociological theory. Hence, a brief look at Baecker’s (2015) research is 
required. 

Baecker (2015) states that he understands this form of communication as the inter-
connection of subjectively acting, complex entities. Accordingly, the definition of 
machine intelligence (MI) rather stems from the impossibility and human inability to 
understand how the processing of information within these machines works. Baecker 
(2015) further specifies that communication should rather be defined as the connec-
tion of subjectively self-willed entities. Applied to the context of human-machine 
interaction and communication between the two, MI could, therefore, instead be 
interpreted as contributing information that is no longer retraceable to their human 
counterparts. More specifically, Baecker views intelligence as autonomous internal 
processes in the machine that can neither be controlled nor causally explained by an 
external observer (Baecker, 2015). Thus, seemingly in opposition to Luhmann (1995, 
1996, 1997), Baecker connects the concept of consciousness into the communica-
tive process. In contrast, Luhmann specifically excluded it from the equation when 
discussing the effectiveness of communicative reproduction. 

Bammé (2017) critically discusses Baecker’s (2014) claim that society finds itself 
in a so-called co-evolution of the human mind and technological and societal devel-
opment and progress in the current situation. However, according to Bammé (2017), 
the true challenge is rooted in the fact that it is not clear whether or not the human 
mind can keep pace with the aforementioned technological advancements. Accord-
ingly, there is an actual need for the creation of sound solutions for human and 
technological co-existence. Bammé states that it might only be possible for existing 
human deficiencies to be compensable by integrating formerly human mental abil-
ities into artificially intelligent systems. Thereby, evolutionary malformation could 
be compensated to ensure the longevity of our societies. Thus, for Bammé, AI is no 
longer the dependent variable in human-machine-relations. 

Esposito (2017a) offers a contrary position: accordingly, instead of mimicking the 
human mind and its abilities, algorithms, and thus, AI, should focus on the ability to 
communicate (Esposito, 2017a). In 2001, Esposito did, however, acknowledge that,
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since they create new, formerly non-existent content, computers need to be defined as 
authors in their own right, according to Luhmann’s (1997) classifications. Esposito 
(2017b) further states that algorithms add complexity to existing communication 
in societies by introducing the aforementioned new information, which does not 
originate from human minds. Moreover, she criticises the development of algorithms 
without considering social or communicative elements in their design, as to her, it 
is the machinal output and its consequences for society that matter, not so much its 
internal machinal processes. 

Regarding the classification of AI within Luhmann’s systems theory, Esposito 
chooses a path which slightly differs from the original theoretical source: Luhmann 
(1995, 1996, 1997; Luhmann & Kieserling, 2000) states that it is not the under-
standing of information’s true meaning that is necessary for the successful reproduc-
tion of communication. Rather, it is the understanding of the communicative pattern 
itself and the ability to constantly reproduce it that is of importance. Thus, from a 
present-day perspective, neither computers nor AI can be excluded from communica-
tion per se or declared irrelevant. However, Esposito (2001) declares that to integrate 
computers into the communicative structure and implement structural couplings, at 
a certain point, humans will need to comprehend and understand the true meaning of 
computational communication. In addition, in a later publication, Esposito (2017a) 
poses the claim that AI should not be viewed as an intelligent actor. Moreover, the 
focus should be on the communicative ability of AI, instead of its potential artificial 
consciousness or intelligence (2017a). 

While Esposito states that, “even and especially if the algorithm is not an alter 
ego, […], and does not understand its counterpart, in interaction with machines, 
human users can learn something that no one knew before” (2017a, p. 262), she 
further substantiates her claim by referring to Etzioni (2016). Accordingly, Etzoni 
states that an algorithm can only ever create knowledge or options that are somehow 
inherent in the data it is supplied with. Esposito concludes that an algorithm can never 
provide “contingency, but the contingency that the algorithm processes can […] be 
the result of the interaction of human beings with the algorithm” (2017a, p. 262). 
Esposito’s standpoint is that algorithms produce “informativity of communication. 
New forms of communication can combine the performances of algorithms with those 
of people, but not because algorithms are confused with people or because machines 
become intelligent” (2017a, p. 263). This quote represents Esposito’s critical view 
of ongoing discussions regarding the existence of artificial consciousness or even 
intelligence in academia and places her on a rather traditionalist side of scholars 
dealing with AI. Consequently, Esposito states that by only analysing information 
without an in-depth understanding of its content, machines merely communicate but 
do not possess intelligence. In her view, reinforced learning algorithms, for example, 
are learning algorithms, which possess the ability to self-modify. Esposito (2017b) 
further discusses questions of liability, as, in her understanding, the consequence of 
the fact that algorithms merely process material without having a true understanding 
of the data creates unknown levels of ethical and legal challenges—a view many 
leading scholars concur with (Esposito, 2017b). While remaining with her position, 
she highlights her perception of Google’s dealing with AI, namely that society
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must face algorithms directly as autonomous agents, with processes, procedures, and prob-
lems that cannot be traced back to our familiar forms of attribution and accountability. 
(2017b, p. 8)  

In conclusion, society needs to learn to deal with AI as new communication opera-
tors that process information in a new manner, but not with new intelligent agents 
(Esposito, 2013). 

While understanding the new role of AI, Esposito (2017a, 2017b) works closely 
with Luhmann’s (1995, 1996, 1997) theory, and rather adds to the original theory 
than expanding it or even questioning its applicability to new circumstances, as by the 
disruption of society through AI. Thus, like Luhmann (1995, 1996, 1997; Luhmann & 
Kieserling, 2000), Esposito argues for an abstract analysis of AI-induced commu-
nication, without focusing on the operating agent, but by analysing and conceptual-
ising the communicative operation itself. To conclude, according to Esposito (2001, 
2017a, 2017b), AI in its current form can be attested to have the ability to contribute 
to communication or communicate, but not the characteristics of an agent in its own 
right. However, Luhmann, (1995, 1996, 1997), Esposito (2001, 2017a, 2017b) and 
(Baecker, 2007) agree that computers and, consequently, AI do engage in commu-
nication and can communicate, as AI not only reproduces information but processes 
data to present new information (Harth & Lorenz, 2017). 

Baecker’s and Esposito’s views are discussed further by Harth and Lorenz (2017): 
the authors specifically focus on Baecker’s (2011) concept of how to define and 
classify agents that show the potential for involvement in communication; namely 
consisting of “independence, self-reference, and complexity” (Baecker, 2011, p. 22). 
Formerly, those characteristics were merely ascribed to human communication part-
ners. In contrast, in the present, machines could also be part of communication, as 
both Baecker (2016) and Harth and Lorenz agree. Baecker (2011) further states that 
any entity which is characterised by these ascriptions qualifies to be part of commu-
nication. Specifically, he describes independence as the existence of memory and the 
ability to reflect on the self and the environment. With this, he defines self-reference 
as the ability to differentiate between the self and the other, and complexity describes 
the multi-relational internal structure of the given entity, as well as memory, to reflect 
on the difference resulting from this multidimensional self. 

Harth and Lorenz (2017) apply Baecker’s (2011) conditions to the case of deep 
learning as one of the main advancements in AI. They proceed to produce evidence 
that, at least, this technological advancement can be identified as a new unit in 
communication systems. While the authors do not make a final decision about 
whether or not deep learning can be granted the status of human-like communi-
cation ability, they concur that deep learning seems to fulfil the requirements for 
this status, as developed by Baecker (2011). They do, however, raise the question of 
whether the algorithmic model itself or its human creator is the original source of 
the contributions made by the machine. Still, Harth and Lorenz confirm that soci-
eties will need to get used to machine agents as parts of communication and debate 
their potential role and positioning within society and theory. According to them, 
the question of whether society is willing and ready to engage with machines, as
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raised by Esposito (2001, 2017a, 2017b), can be dismissed, as ignoring machines as 
elements of societies and, thus, communication systems, does not seem an option. 

The notion of AI as a general-purpose technology (cf., Dafoe, 2018) further 
backs this view, which shows its seemingly unstoppable but surely all-encompassing 
disruptive nature. For sociology, one question that remains, is how these new forms 
of interaction and communication will influence society. While this topic is also 
partially addressed by AI ethics (Dafoe, 2018; Harth & Lorenz, 2017; Mittelstadt, 
2019), it is not within this book’s scope. 

Given these considerations, the question remains, how technology, and for this 
book, AI, should consequently be categorised within Luhmann’s (1996, 1998) theo-
retical view: Reichel (2011) explicitly develops his understanding and conceptuali-
sation of technology based on Luhmann’s theory. Thus, due to a shared theoretical 
origin, his findings might be directly applicable here. Reichel defines technology 

as a self-making, self-referencing system, distinct from society and the human individual. Its 
basal operation is information in the medium of operativeness, processing along the binary 
code of work/fail. (2011, p. 105) 

He further explains that by a close “coupling with social systems as well as with 
human developers and users of technology, technological evolution is ensured as a co-
evolutive network of technology and society” (Reichel, 2011, p. 105). Thus, Reichel 
defines technology as a self-referential system in Luhmann’s tradition, existing as a 
delimited, independent system within society that he further characterises as having 
a “multitude of structural couplings with its environments” (2011, p. 116). However, 
Reichel highlights the fact that technology is created in interrelation with society and 
human counterparts, as a software engineer, for example, inevitably incorporates his 
perceptions into the software he programs. Thus, Reichel concludes that humans 
create reality via technological advancements. He even goes as far as stating that 
“there appears to be no way out of a technological trajectory for social evolution” 
(2011, p. 117). Hence, Reichel ascribes substantial importance to technology, and 
thus, to digital technologies such as AI. 

The broad findings of research on how to conceptualise AI based on Luhmann’s 
theory are further discussed in the synthesis of this chapter. However, the insights 
prove that existing categories cease to grasp the complexity of the phenomenon. 
Consequently, the conceptualisation of a new category for AI in Relational 
Economics seems to be required. 

2.2.2.4 Review Findings on AI Agents and AI Agency in Systems 
Theory 

To further define the scope of the Relational AI Governance model, it is essential 
to sharpen my evaluation of whether or not AI is attributed agency in its decision-
making. If this was the case, the AI application could directly be governed in its 
actions. In contrast, if agency is not given, it is the organisations which apply AI that 
are at the centre of attention, and need to establish governance measures.
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A brief excursion shows that the view of AI as an agent in human-machine inter-
action is not uncommon in other streams of research in systems theory. Lom and 
Pribyl (2020) interpret systems theory and cyber-physical systems from a different 
angle: In contrast to Luhmann’s (1996, 1998) understanding of systems theory, they 
base their work on Rousseau, who defines a system as 

a set of interacting or interdependent component parts forming a complex whole. Every 
system is delineated by its spatial and temporal boundaries, surrounded and influenced by 
its environment, described by its structure and purpose and expressed in its functioning. 
(Rousseau, 2015, as cited in Lom & Pribyl, 2020, p. 1)3 

Thus, Lom and Pribyl connect systems theory and the theory of cyber-physical 
systems, with the latter being defined as consisting of interconnected physical and 
software elements. Thereby, data from the physical world is analysed by the virtual 
software element. Based on their definition of system theory, the authors conclude that 
“Cyber-Physical systems can be treated like traditional systems, as the physical and 
virtual world are interconnected” (2020, p. 3). Still, they highlight the importance of 
communication between the two systems via interfaces, representing the boundary 
between said systems. The authors apply their concept to smart cities and portray a 
smart city as an intelligent actor to demonstrate its dynamic nature. Accordingly, 

a smart city can be generally seen as an environment according to the Systems Theory, and 
particular systems (energy, buildings, transportation) within the smart city can be seen as 
systems. (Lom & Pribyl, 2020, p. 10) 

In smart cities, systems are interconnected by energy or information relations. This 
concept might be applicable to AI systems, too, where information or data streams 
might also function as connectors. Additionally, by treating a hybrid system, such as 
a smart city, as a system in itself, a demarcated entity consists of diverging elements, 
such as physical and technical components. Thereby, Lom and Pribyl offer an impulse 
for the definition of AI in governance theory, although their understanding of systems 
theory diverges from the definition applied in Relational Economics, being based on 
models from natural sciences, not sociology. 

Hossaini (2019) discusses agency in digital systems, and to this end, differentiates 
between mechanical and biological agency. He further claims that, in the development 
of AI, it seems more important to focus on agency than on intelligence itself, as 
with a rising level of machine autonomy, it is indispensable to have integrated an 
ethical element into AI before its full autonomy, e.g., in the form of a singularity. 
Nonetheless, he concludes that this is a matter of future relevance, which is why this 
notion does not require integration into the AI Governance model developed here. 

Noble and Noble (2019) agree that machine agency requires regulation. However, 
they take a different stand on how this regulation should be designed: the authors do

3 The source and, thereby, the reference used by the authors could not be verified, as this quote does 
not exist in the referenced paper. However, as this particular publication is not of direct relevance 
for this book and is merely included to highlight a contrasting view in system theoretical research, 
the paragraph is retained to demonstrate the overall perspective on AI as apparent in this research 
stream. 
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not share the belief that it is the machines themselves that need regulations but rather 
their creators who need to ensure liability. Further, Noble and Noble (2019) avoid 
the necessity of dealing with the ethicality of how to interact with such new agents 
by not granting machines the definition of agents. The authors define agents’ action 
ability as: “they can do so creatively, and not simply by following a predetermined 
algorithm” (Noble & Noble, 2019, p. 130). By stating that technologies are currently 
not able to match this definition, Noble and Noble (2019) indicate that they argue 
on the machine learning level. This is because only recent advancements in deep 
learning can creatively develop solution approaches (Beaudouin et al., 2020; Doshi-
Velez et al., 2017; Preece, 2018). They infer from their argumentation that machines 
would need to be able to interact with other systems and show an inherent form 
of iterative anticipation, which they are not willing to ascribe to algorithms. Thus, 
Noble and Noble (2019) do not view AI as a full-value agent and focus on questions 
of personal liability instead of governing the overall effects of AI. 

Soto and Sonnenschein (2019) concur with the former Noble and Noble on the 
“need to regulate the design and use of AI, regardless of whether it or any other 
artefacts created by humans will ever be able to generate true agency” (Soto & 
Sonnenschein, 2019, p. 141). However, they share the view that AI is unlikely to 
develop a full, human-like agency. Much as in the current text, they instead highlight 
meta-level implications AI adoption can lead to: 

The pressing problem about AI is not the creation of minimal artificial agents or truly 
agentive intelligence, but rather the possibility that AI constructs might generate nefarious 
consequences totally attributable to human agency, human intelligence and the human ethical 
standards of their designers and users. (Soto & Sonnenschein, 2019, p. 141) 

Hence, this concern is addressed here by presenting a governance model that, indeed, 
includes interfirm governance, and thereby, the governance of possibly connected AI 
applications. 

Against the backdrop of rising concerns in society about autonomously acting 
machines, Balfanz (2017) questions and examines whether machines can truly reach 
autonomy from a Kantian perspective. At the core of this analysis is the relation 
between humans and machines and the further question, whether machines still 
merely serve humans or whether humans, at least partially, serve machines, too. 
Balfanz states that, generally, machines still serve humans. However, the personal 
experience of consumers and users might already differ strongly. Balfanz takes the 
stand that these systems should be denominated, in terms of their consequences, 
partially autonomous, highly automated systems to avoid and prevent wrongful 
ascriptions and expectations regarding their performance ability. Further, he points 
out the high knowledge requirements for anyone who wants to interact with these 
highly complex machines. To facilitate this interaction, Balfanz highlights two 
aspects: First, the machines’ communication skills with their environment need to 
be enhanced, and second, instead of merely designing machines, human-machine-
systems should directly be designed as integral cognitive systems. While he concludes 
that machines still serve humans, Balfanz explains that users might often feel a loss of 
autonomy, as machines usually serve their producer or operator instead of watching
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the user’s interest. Due to these non-transparent, hidden agendas, users are likely to 
feel a certain sense of being at the machine’s mercy (Balfanz, 2017). Lastly, Balfanz 
points out an urgent need for regulation and governance to design a legal frame that 
ensures greater transparency and a deeper understanding of the causal relations in 
this interaction and the protection of its limits. 

To conclude, AI is established here as a phenomenon that does not possess agency 
and should not yet, therefore, be defined as an agent in its own right. Still, the option 
of conceptualising AI is revisited when relating the review findings to Relational 
Economics to ensure a solid research process. Nonetheless, in the governance model, 
AI will not be addressed as an agency-possessing agent but as part of an organisational 
operation. With this, the focus on the private sector and the analysis level of the firm 
remains adequate. 

2.2.2.5 Review Findings on the Relation between Humans and AI 

To establish a governance approach which realistically depicts the application of AI 
to organisations and society, I review research on the interaction and space around 
AI. The research presented next will support this aspect of AI’s conceptualisation. 

Henning (2019) focuses on the potential gain from the collaboration between 
humans and machines. He points out the hybrid character of human-machine systems 
and, therefore, a hybrid intelligence, where both human and artificial intelligence are 
combined for the best possible outcome. While Henning is not the only scholar 
highlighting this aspect, nor is it an entirely new thought, he sheds light on how 
the relationship between humans and machines and, consequently, this form of 
hybrid intelligence, changes once machines develop some form of consciousness 
and autonomous thought. He exemplifies his thinking by describing the partnership 
humans and animals form, where the partner is allowed free will and, at least partially, 
free decision-making. Thus, Henning characterises this form of hybrid intelligence 
as based on constant processes of negotiation and communication on equal terms 
(Henning, 2019). Although Henning’s publication resembles a description of his 
view on this circumstance, rather than empirical research, his standpoint plays an 
important role, as similar thoughts have been discussed by Baecker (2016) and Harth 
and Lorenz (2017). This confirms the option of portraying AI as a crucial factor in the 
further development of society without, however, granting it full human-like agency. 
Nonetheless, it can be portrayed as a new element of equal importance and with great 
potential for collaboration. 

Focusing on new forms of interaction, Neisig (2020) analyses a possible coupling 
of social, digital, and natural systems, which would lead to creating a network of 
“complex intelligent systems” (2020, p. 4). Further, such a human-technological 
collaboration may help build a structural coupling of polycentric social and techno-
logical networks. Such a development would be highly favourable, as “collaboration 
of man-machine (and nature) may be one of the greatest promises” (Neisig, 2020, 
p. 12), but presents major challenges regarding required knowledge about machine 
learning, transparency, and essential control mechanisms for polycentric systems. At
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this point, Neisig refers back to Luhmann’s (1996) indication that complete control 
of polycentric systems will never be possible due to ever-existing blind spots in 
human-machine interaction. She describes polycentric systems as scenarios where AI 
supports humans, mainly by analysing the data and presenting first-level reasoning. 
Again, human collaborators remain in charge of meta-level reasoning (Jordan & 
Mitchell, 2015; Neisig, 2020). Nevertheless, Neisig (2020) perceives new systems 
of interacting machines, organisations, and biological systems as a likely scenario. 
Thereby, she again confirms an established requirement that AI imposes on a gover-
nance approach: namely, the ability to foster collaboration. This is not only necessary 
between corporations, as established when presenting the wicked problem structure 
of governing AI, but also between humans and AI. 

Filk (2020) takes up a similar theme and poses the question of whether networks 
formed by social and non-social agents, e.g., by humans and intelligent machines, 
need to be classified as symmetric or asymmetric forms of interaction. He states that, 
in creating new knowledge, these networks have been known to work in a symmetrical 
form. Thus, AI in this context would be classified as an agent in its own right. Again, 
as an actor, AI can choose to act cooperatively or show counterproductive behaviour 
regarding the joint goal attainment of all actors involved (Filk, 2020). In consequence, 
he points to Rosa (2016), who described societies’ current state as a postmodern 
phenomenon of rising growth, increasing speed, and constantly higher density in 
innovation. More specifically, Rosa raises concerns about the accelerated speed with 
which society changes due to tremendous levels of disruption. Filk (2020) continues 
this line of thought and defines his observations as a digital network society. This 
concept entails the evolution of society into a global, complex phenomenon emerging 
from the entanglement of economy and technologies. By doing so, he attributes to 
technologies the ability to shape society and thereby confirms their prominent role 
in societal development. Thus, he supports this book’s position that AI Governance 
is a topic of vital societal interest. 

Being neither interchangeable nor suited to be described by ascriptions of the 
respective other, Feustel (2020) highlights the necessity of understanding the connec-
tion and interaction of men and machines as co-existing systems. Moreover, he 
claims that it is crucial to focus on the fact that rotations from digital to societal 
worlds quickly seem to become more elaborate. He then concludes that, while being 
powerful, AI should be viewed as a new, different form of intelligence, rather than 
defining it by existing ascriptions developed for the human mind. This confirms the 
view of this book that existing categories will not be sufficient to cover AI. 

Fuchs shares this view and states that artificial intelligence could be viewed based 
on a new understanding of time, a so-called “différance” (2020, pp. 225). It should be 
interpreted as a concession to AI being a completely new element, which cannot be 
described by applying existing categories. Further, he states that, even in the present, 
machinal processes cannot be viewed as happening in complete isolation. However, 
only with the creation of an organic computer, able to experience and act, a classifi-
cation according to Luhmann (1996, 1998), could a machine be attributed a certain 
human-like form of consciousness (Fuchs, 2020). Much like research regarding AI 
agency, Fuchs substantiated the view taken here that AI cannot be regarded as a
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liable agent at present. Nonetheless, Fuchs also confirms this work’s standpoint that 
AI requires a new theoretical conceptualisation. 

In response, Vogd (2020a, 2020b) replies that, again, according to Luhmann 
(1997), conscious existence is, among other elements, based on learning to react 
to societal expectations—a trait AI could, in his opinion, learn very well: Following 
his argument, AI systems build correlations to a point where they become almost 
self-referential, not remembering the starting point that led to the first correlations, 
which in the end leads to self-referencing. Thereby, Vogd (2020a, 2020b) argues, 
machines could construct their own experiences and categorise them as their own, 
leading them to make decisions autonomously. To further substantiate his argument, 
he references Günther (1963), who claimed that the existence of consciousness was 
not defined as the ability to form experiences in a traditional sense. To be classified 
as a consciously acting unit, according to Günther, it is sufficient for a system to be 
able to reflectively assess its environment and view the net of correlations it is bound 
to from a meta-level. Being able to leave its original system, the machine proves the 
existence of a conscious element in the machine and can consequently address its 
former state of not knowing (2020a, 2020b). Given the newest developments in deep 
learning, such a form of consciousness might exist in the future. Therefore, Vogd’s 
considerations should not be dismissed lightly when creating a future governance 
model but will not be considered in the Relational Governance approach this book 
presents, since its scope is limited to currently existing forms of AI. 

2.2.2.6 Synthesis on Systems-Theoretical Review on AI 

In conclusion, controversial views have been identified on AI’s role and its classi-
fication within sociology, especially systems-theoretical research. On the one hand, 
AI is widely viewed as a new type of technological agent interacting with human 
agents. For some researchers, the main question lies in defining the true nature of 
AI. In contrast, for others, the focus lies on the emergence of a new space—a hybrid 
intelligence which can be developed between humans and machines. In addition 
to this great controversy, it was possible to identify four further specified research 
streams within this brief review: 

1. AI as an agent in its own right (Dickel, 2019; Filk, 2020; Harth & Lorenz, 2017; 
Lom & Pribyl, 2020) 

2. Debating AI agency and its possible autonomy (Balfanz, 2017; Hossaini, 2019; 
Noble & Noble, 2019; Soto & Sonnenschein, 2019; Vogt, 2020a, 2020b) 

3. The potential of hybrid forms of artificial and human intelligence, co-creation 
and collaboration by humans and machines (Bammé, 2017; Feustel, 2020; Filk, 
2020; Henning, 2019; Neisig, 2020) 

4. Classification and allocation of AI within Luhmann’s systems-theoretical 
construct (Baecker, 2011, 2014, 2015; Esposito, 2001, 2017a, 2017b; Fuchs, 
2020; Reichel, 2011; Vogt, 2020a, 2020b).
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In this book, specific questions regarding a possible autonomous-thinking 
machine, which acts in full consciousness, or scenarios of potential power shifts 
between humans and machines, are not at the centre of attention. However, I agree 
with the aforementioned publications that confirm the great importance and highly 
disruptive nature of the AI phenomenon. Further, I share the view that AI requires 
a classification within the theoretical model which grants AI sufficient space. By 
structurally including digital technologies and their inherent logic into a gover-
nance model, existing dilemma situations created by the all-encompassing, disruptive 
processes triggered by AI can be addressed and solved systematically. 

2.2.3 Interim Conclusion 

Based on the considerations from both transaction cost economics and systems 
theory, AI will subsequently be viewed and contextualised within Wieland’s (2018, 
2020) Relational Economics to understand better the functional logic required for 
the development of Relational AI Governance. 

While the work of all authors mentioned is essential for the future of the discipline 
and to give a context for the said structural integration of AI, it is, in particular, the 
publications of Esposito (2001, 2017a, 2017b), Baecker (2011, 2014, 2015), and 
Reichel (2011) that can contribute to the proceedings of this book. This is because the 
contributions of these scholars, and of this book, share their root in Luhmann’s (1996, 
1998) systems-theoretical approach. Hence, their research is directly applicable here. 
Despite the fact these scholars neither share a common position nor suggest the 
same categorisation of AI, their contributions will help discuss AI within Relational 
Economics. 

2.2.3.1 Applicability of Luhmann-based Research to the Relational 
Economics 

To apply the research findings derived from the above review to Relational 
Economics, it is important to highlight which aspects of Luhmann’s (1995, 1996, 
1997; Luhmann & Kieserling, 2000) theory are applied to the Relational Economics 
theory and are, therefore, applicable. Wieland (2018, 2020) derives fundamental 
aspects of his theory from Luhmann’s work and “does […] agree on the assumption 
that modern societies are functionally differentiated and n. that functional systems 
like the economy, law and politics are mutually autonomous” (2020, p. 11). He 
also applies Luhmann’s logic of binary codes and guiding differences, as explained 
briefly in the introductory chapter. Moreover, both authors agree that “systems are 
also communicatively open and consequently capable of structural coupling and 
therefore being in relations with other systems” (Wieland, 2020, p. 11). Further, 
Wieland applies a differentiation of systems, such as made by Luhmann (1995, 
1996, 1997; Luhmann & Kieserling, 2000), and identifies functional, organisational,
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and psychic systems to be in no hierarchic relation with each other (Wieland, 2020). 
Defining the demarcation of system and environment by their difference, Wieland 
again agrees with Luhmann’s original theory. Given the focus on economic actors in 
Relational Economics, he specifies the “constitutive need for and ability of economic 
actors to connect and act in various social contexts” (Wieland, 2020, p. 11) as 
polycontextuality. 

Much like Luhmann (1995, 1996, 1997; Luhmann & Kieserling, 2000), Wieland 
(2020) defines social systems as consisting of constantly reproduced communication, 
which is why, accordingly, this book can directly apply system-specific languages 
and their coordination, as well as the modes of connection (Wieland, 2020). The 
connection between economics and sociology, for example, shows when Wieland 
presents the market’s functional system, which is defined as monolingual, exam-
ining and assessing all events happening according to its binary code ‘prices’. He 
also integrates Luhmann’s notion of polylinguality, which addresses functioning enti-
ties, such as organisations and psychic systems. These entities can communicate or 
assess other system languages in addition to their own. Wieland (2020) adopts this 
differentiation made by Luhmann (1996, 1998) and specifically defines this trait as 
the 

communicative ability and means that a given system or actor can use different language 
games and decision logics to authentically (i.e., accurately) reconstruct, understand and 
communicate on an event or transaction. Moreover, polylingualism means that systems can 
compare such reconstructed events with their own guiding differences and integrate them in 
their decision-making processes […]. (Wieland, 2020, p. 12) 

Via their polylinguality, system-specific interests can be aligned sustainably by 
solving dilemma situations on the system level. Hence, it is crucial for Relational 
AI Governance to adopt this concept. Only by doing so can the application of the 
governance approach have a sustainable and lasting effect. 

Having integrated Luhmann’s (1995, 1996, 1997) sociological theory into an 
economic governance theory, Wieland (2018, 2020) adopted the majority of core 
concepts the former developed. Hence, it is possible to directly adopt the review 
findings presented above without theoretical restrictions. Furthermore, key concepts, 
such as the fundamental definition of systems, their environment, and their system-
specific language, the binary coding, can be used as both original theories apply to 
them. 

2.2.3.2 Applicability of Systems-Theoretical Findings to the Relational 
AI Governance 

Despite the controversies that became apparent in the literature review, there are over-
lapping themes between economic and systems-theoretic publications. As presented, 
the majority of themes are not directly applicable to the classification of AI in Rela-
tional Economics, which is why the main research streams are contextualised briefly 
within the theory:
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First, the possibility of including AI in the form of an agent will be discussed: 
Wieland (2018, 2020) does not apply a classical principal-agent scheme and ascribes 
various roles to agents. This circumstance makes it difficult to connect to the afore-
mentioned publications focusing on AI as an agent. Furthermore, Wieland applies 
the definition of agent to different entities within his theory, such as the firm being 
a “multi-stakeholder agent for the productive, value-creating proportioning” (2020, 
p. 4). Thus, the notion of agents in Relational Economics does not match the defi-
nition applied in the aforementioned publications (Dickel, 2019; Harth & Lorenz, 
2017; Noble & Noble, 2019), which is why—if the classification were chosen—no 
interconnection of research streams would be possible. Furthermore, in the focal 
theory, even person systems are presented as 

individuals as natural persons or as the agents within an organisation, defined by their roles, 
[which] form market and organisational systems and use them in order to pursue their own 
economic interests. (Wieland, 2020, p. 49) 

While in this definition, individuals are grouped within one category and analysed 
from a meta-level perspective, the category’s characteristics still cannot be applied 
to AI. These characteristics do not apply to AI, which is why person systems will 
also be dismissed. 

Additionally, in the publications retrieved from the review process, there was 
considerable controversy as to whether AI systems could be classed as agents in 
their own right. In my opinion, at present, no finite evaluation is possible, either 
from an academic or a technological perspective, on whether AI can be viewed as 
an agent in its own right. This holds true especially when an agent is—among other 
characteristics—defined by holding an autonomous consciousness. Furthermore, by 
conceptualising AI as an agent, many current forms of AI adoption could not be 
depicted by the governance approach. One example of this is the application of ‘AI 
as a service’4 : while a few outstanding organisations develop and apply the most 
advanced AI technologies, such as deep learning, most companies currently apply 
machine learning to optimise processes and products. The development and mere 
existence of new technologies, such as deep learning, pose pressing and challenging 
AI governance tasks. However, so do machine learning applications, especially given 
the extent of their usage. Consequently, the Relational Governance approach will 
be developed in such a way that it covers both current and future development, 
as a governance approach directed too much towards the future and the newest 
technological advancements could not depict the factual economic reality. 

Beyond that, it is not in my interest to develop a model which regulates singular AI-
induced actions set off by an agent. Instead, a meta-level approach is pursued, in the 
form of a structural model for AI governance. To allow an analysis on the meta-level, 
e.g., examining the effects of AI on ex-ante and ex-post legislation mechanisms, from 
this point of view, a more general classification of AI is required. Hence, a systematic, 
holistic AI governance approach cannot conceptualise AI as an agent, which is why 
this classification approach will not be pursued further.

4 When AI is applied as a service, it usually performs human-like tasks to support business processes 
and is implemented to raise efficiency in companies (Elger & Shanaghy, 2020). 
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2.2.3.3 Applicability of Luhmann-Based Findings to the Relational AI 
Governance 

The research identified in the review that closely applies Luhmann’s (1996, 1998) 
school of thought needs to be considered for the conceptualisation process. As estab-
lished, this is because their specific contributions are relevant to this book. Moreover, 
the contributions are also applicable due to the shared theoretical root in Luhmann’s 
system theory. Thus, this section contextualises the most promising publications. 
Particularly relevant in this regard are Esposito (2001, 2017a, 2017b), Baecker (2011, 
2014, 2015), and Reichel (2011). 

Baecker (2011, 2014, 2015) builds his argumentation with close reference to 
Luhmann’s theory. However, he evolves the theoretical foundation he draws on and 
further develops Luhmann’s categories for identifying and proving the nature of 
agents. As he focuses on conceptualising AI as an agent, an approach that is not 
pursued by this book, his research will not be integrated when categorising AI within 
Relational Economics. However, I will draw on Baecker’s insights and his position on 
AI, and will refer back to his approach when critically discussing the self-developed 
governance approach. In this way, Baecker’s research (2011, 2014, 2015) will serve 
as a reference point, which will help determine this book’s truthfulness to reality and 
its applicability. 

While Esposito (2001, 2017a, 2017b) focuses on the effect of AI on communi-
cation and the consequences of machinal communication for society, she delimits 
AI’s role to that of a contributor, rather than a self-reliant agent in communication. 
She substantiates her position by stating that full-encompassing communication was 
only possible when possessing consciousness and the ability to comprehend the true 
meaning of the information that is communicatively shared. Esposito infers that AI 
is not able to communicate autonomously nor to reconstitute itself self-referentially. 
Thus, while her closeness to Luhmann’s (1996, 1998) original theory positions her 
as a source for this work, I do not concur with her view: allocating a rather minor 
position to AI in the Relational AI Governance approach would prevent the model 
from becoming an instrument of proactive, future-oriented use in theory and practice. 
Therefore, Esposito’s (2001, 2017a, 2017b) research will only be drawn on indirectly 
and will mainly be viewed as further confirmation of the existing research gap, which 
this work aims, partly also from a sociological perspective, to contribute to. 

Reichel (2011) offers the unique conceptual proposition of integrating technology 
into Luhmann’s theoretical construct in the form of a new system logic. While he did 
not specifically focus on AI, his attempt can serve as both reference and inspiration 
for AI’s conceptualisation in Relational Economics. In his publication, he proposes 
three possible variations of conceptualising technology as a system: 

First, Reichel discusses the option of introducing technology as a classical social 
system, which draws on communication as its mode of operation. Following this 
line of thought, no physical elements would be included in this definition, as he 
states that the social system “would act as a social proxy for physical aspects of 
technology” (Reichel, 2011, p. 109). Subsequently, he suggests ‘work – fail’ as the 
binary code and ‘operativeness’ as the medium for the system, which will help



54 2 ATheoreticalApproximation toArtificial Intelligence as anAutopoietic…

decide whether a particular technology is implemented; if it operates well, and thus, 
functions, it will be implemented, but if it does not, then another technology will 
be chosen. He further specifies that “other social systems can emerge, most notably 
organisations of technology, e.g., standardisation organisations […] or formalised 
innovation projects” (2011, p. 109). 

Second, the annexation of technology to another system, or, in other words, its 
integration, which makes it part of another system, such as science, is presented. This 
option applies the aforementioned binary code and medium for technology. However, 
no operating entities, such as organisations, emerge. Given the established existence 
of associations and interest groups in AI,5 I dismiss this option. This is because active 
entities exist within the AI system, which proves its lack of suitability. 

Third, in this publication the adoption is proposed of “technology as an autopoi-
etic system distinct from society and the human individual” (Reichel, 2011, p. 109). 
Consequently, technology would be defined as a system different not only from 
its environment but from all existing social systems. Hence, in contrast to the 
other options, technology is not defined as a social system any longer; instead, 
it requires an entirely new definition. This sets a precedent case for this book, 
which considers conceptualising AI as a new system in Relational Economics. Apart 
from evidence from Luhmann’s (1996, 1998) original theory, Reichel instances that 
“society proceeds with its business only according to its rules, technology does by 
proceeding along technological rules” (2011, p. 109). Therefore, it requires its own 
definition and cannot be developed based on existing definitions for another system. 
Nonetheless, both systems shape each other: technology is created by society, while 
society is shaped by its use of technology. Hence, they are deeply intertwined, even 
though they apply different system logics. 

While Reichel does not discuss AI conceptually, he states that the continuity of 
an autopoietic system “clearly does not involve any form of artificial intelligence; 
intelligence is not a feature of autopoiesis and not necessary for it” (2011, p. 112). 
Thus, even if only focused on machine learning, instead of more advanced technolo-
gies, I could apply the approach chosen by Reichel. This is because intelligence is 
not a requirement for the reproduction of communication—which again is the basic 
requirement for an autopoietic system. Therefore, both options, classifying AI as a 
social system and as an entirely new system, will be evaluated in the next section 
when integrating these findings into Relational Economics. 

To derive the extent to which the adoption of Reichel’s (2011) approach can be 
realised, the level of integration of Luhmann’s theoretical foundation within Rela-
tional Economics has to be delimited and examined. By doing so, I avoid construing 
errors in transferring the Luhmann-based review findings onto Relational Economics. 
Given Reichel’s technology focus on research, the direct adoption or further devel-
opment of his theory will not be possible, since I seek to develop a conceptualisation 
suitable for the depiction of AI. Thus, adaptation and sorting of transferable and

5 The Association for the Advancement of Artificial Intelligence, or the European Association for 
Artificial Intelligence are examples of associations of this kind. 
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non-transferable elements are required. Consequently, Reichel’s (2011) proposition 
will serve as a reference point to draw on. 

In contrast, Esposito’s and Baecker’s positions will not be directly integrated into 
Relational AI Governance as they do not opt to develop AI in the form of a system. 
However, Baecker’s criteria for defining AI do seem highly relevant to research in this 
field, as they substantiate the importance of the phenomenon and, more specifically, 
conceptualise the constantly more autonomous nature of technological advancements 
in AI. The same holds true for Esposito’s research: while there are a few commonal-
ities between her research and this book, such as that both views AI not as an agent 
with human-like intelligence but defined by its systematic relevance, Esposito’s view 
on AI will not be applied here. 

2.3 Classification and Conceptualisation of Artificial 
Intelligence as an Autopoietic System 

Based on the outlined argumentation, AI is introduced here to Wieland’s (2018, 2020) 
Relational Economics in the form of a new system logic. This decision not only 
stems from existing systems-theoretical literature but is confirmed by the following 
considerations: 

First, the overarching and game-changing nature of AI is depicted and confirmed 
by its association with general-purpose technologies across disciplines (Brynjolf-
sson & McAfee, 2017; Dafoe, 2018; Goldfarb et al., 2019; Klinger et al., 2018; 
Nepelski & Sobolewski, 2020; Razzkazov, 2020; Trajtenberg, 2018). This is exem-
plified by Dafoe (2018), who shows that AI’s classification as a general-purpose 
technology is already applied across disciplines and that scholars from various disci-
plines ascribe great societal and economic impact to it. Due to the all-encompassing 
nature of the effects of a general-purpose technology, a suitable classification is 
required within a theoretical conceptualisation of the current economic system, as 
attempted by Relational Economics. 

Second, leading scholars in sociology, who apply Luhmann’s theory (Luhmann, 
1995, 1996, 1997; Luhmann & Kieserling, 2000), concur that AI is pushing the 
boundaries of Luhmann’s theory and requires either an adaptation or expansion of 
the theory (Baecker, 2015; Donick, 2019; Reichel, 2011) or a new systems-theoretical 
approach altogether (Fuchs, 2020; Vogt, 2020a, 2020b). Hence, the undertaking of 
developing a new conceptualisation of AI is substantiated by several researchers and 
was potentially even foreseen by the original author, Luhmann, himself (1995, 1996, 
1997), when wondering whether his theory would be sufficiently thought through to 
successfully accommodate complex new phenomena, such as computers were then, 
and AI is now. 

Third, Wieland’s (2018, 2020) Relational Economics inherently portray a progres-
sion and reinterpretation of Luhmann’s theoretical foundation. Being rooted at the 
intersection of more than one discipline, the theory gives more interpretational room
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for adaptation in developing a new category for AI. This is because the theory is not 
subjected to the restricted views of monodisciplinary approaches and, in this way, 
allows an integral, interdisciplinary approach with references from both disciplines. 
Therefore, the further expansion of this modern and dynamic theoretical approach 
is sufficient and does not require the development of an entirely new sociological or 
economic concept—the two disciplines combined in Relational Economics. 

Fourth, the idea of denominating and classifying technology as not just a singular 
element or side effect of another action but as an equally important separate system 
logic seems of great significance, as Reichel (2011) already made a case. Addi-
tionally, Reichel builds his argument on Luhmann (1995, 1996, 1997), making it 
applicable to Relational Economics and, thereby, to this book. Reichel claims that 

the argument taken here is that technology is neither physical nor social; it is above all tech-
nological. Its material artefacts are not technology itself just as the human bodies observable 
all around are not identical with the human beings they belong to. [...] Constructing a theory 
that observes technology as inherently technological [...], just as constructing a theory that 
observes society as inherently social, demands a precise definition of a non-physical, non-
social basal operation of technology, of its non-physical, non-social medium of internal 
evolution, its general code, and the way it actually evolves and, connected to that issue, how 
it couples with its environment, especially with society and the human individual. (2011, 
p. 110) 

Based on this argument, Reichel establishes technology as a new system within soci-
eties. Together with Scheiber and Roth, Reichel even contextualises AI as commu-
nication “made by programmed computers (artificial intelligence, simulation, multi 
agents)” (Scheiber et al., 2011, p. 102). 

For this book, the close couplings between technology and social systems are— 
albeit aligned closely to Luhmann’s (1995, 1997) traditional understanding of struc-
tural couplings—applicable to AI. However, not all aspects of Reichel’s concept are 
applicable, such as his position as “parting with the view of technology as being 
socially constructed. Quite on the contrary, technology as [a] system is constructing 
social reality” (Reichel, 2011, p. 117). In this book, I view AI development as a recip-
rocal process between various systems, where technology shapes society but society 
also shapes technology. Nevertheless, the intended classification of technology as 
a system and the nature of its structural couplings with social systems are of great 
relevance. 

Wieland (2020) describes the nature of systems by elaborating that “modern soci-
eties are functionally differentiated and that functional systems like the economy, 
law and politics are mutually autonomous” (2020, p. 18). Consequently, a system is 
defined as 

operatively closed and [performing] their functions by assessing events using binary codes 
and guiding differences. Further, they apply different decision logics, which are determined 
by these codes and differences. However, the systems are also communicatively open and, 
consequently, capable of structural coupling and therefore being in relations with other 
systems. At its core, this system theory is based on a distinction between the system and its 
environment, autonomy and relationality. (Wieland, 2020, p. 11)



2.3 Classification and Conceptualisation of Artificial Intelligence … 57

Thus, for the sound conceptualisation of a new system logic in Relational Economics, 
the following elements need to be defined for Artificial Intelligence: 

1. Title of the system 
2. Categorisation of the system 
3. Medium applied in the system 
4. Binary coding of the system 
5. Guiding difference of the system 
6. Structural couplings with other systems. 

2.3.1 Title of the System 

The system aiming to depict AI can either remain titled ‘technology’, following 
Reichel’s (2011) suggestions, or be further specified as ‘Artificial Intelligence’ or 
‘AI’. Given its integration into Relational Economics and the aggregatory level and 
detail of the other system denominations in the theory, the title ‘Artificial Intelligence 
System’ seems most suitable. 

2.3.2 Categorisation of the System 

For the categorisation of the system type applicable to AI, a brief reconstruction of the 
previously presented research positions is necessary to make an informed decision 
regarding its conceptualisation: 

A. Luhmann (1995, 1996, 1997) stated that there are organic, psychic, and social 
systems. Based on the system definitions, as presented, only the form of social 
systems can be applied to AI. This is because I established that AI technologies 
neither have an organic element nor do they—in their current form—possess 
agency or consciousness. Further, Luhmann argued that for the successful repro-
duction of communication within a system, no understanding of the true meaning 
that is transmitted by the communicative operations is required. It is merely the 
ability to reproduce communication that is required. 

B. According to Esposito (2001, 2017a, 2017b), AI should only be viewed as a 
form of communication; thus, neither as a communicating agent nor a system in 
its own right. For one, it lacks the necessary consciousness to be defined as an 
agent and, second, it does not fulfil the criteria to be defined as an autonomous 
system, as it cannot reproduce itself autonomously. 

C. Reichel (2011) offers three positions: The first definition identifies technology 
as a social system, reproducing itself via communication. Therefore, the first 
definition does not involve the hard elements of a technology. The second defi-
nition presents technology as a possible subsystem of existing systems, such
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as science. However, this option would only be suitable if there were no repre-
sentations of technology in society, such as the formation of interest groups of 
associations—which can be denied for both technology in general and AI in 
particular. As a third definition, Reichel presents technology as an entirely new 
autopoietic system, which requires an additional definition to Luhmann’s theo-
retical construct. Reichel, too, states that no form of technological or artificial 
intelligence is required for the reproduction of the technological system. Again, 
it is not understanding the message conveyed via the communicative chain but 
the mere ability to reproduce communicative operations that is required of a 
system. 

Given the theoretical proximity of Luhmann’s (1995, 1996, 1997) original theory and 
the previously presented research positions of Esposito and Reichel with Wieland’s 
(2020) theory, all of the presented arguments are applicable and transferable to the 
context of Relational Economics. In particular, the previously presented system defi-
nition Wieland applies is identical to Luhmann’s original definition, which further 
substantiated this claim. The same holds true for the definitions applied by Esposito 
(2001, 2017a, 2017b) and Reichel (2011). Consequently, I can base my concep-
tualisation of AI on established research without any theoretical adaptation being 
required. 

2.3.2.1 Element 1: Artificial Consciousness and Intelligence 

The first fundamental decision I make regards the positioning of technological 
advancements in AI. As for research focusing on the possible existence of artificial 
consciousness and AI’s possession of agency, I specifically exclude these research 
streams from the scope of this book. 

This is because my aim is to provide a practice-oriented approach, where machine 
and deep learning technologies currently predominate (Awad & Khanna, 2015; Beau-
douin et al., 2020; Doshi-Velez et al., 2017). Further, these technologies represent 
the technological advancements with the highest level of current market penetra-
tion, and they share significant overlaps with regard to their particular governance 
requirements (Nilsson, 2009). Thus, the system logic developed is applicable to 
both and holds true for the governance of machine as well as deep learning. By 
applying the technologically lower standard of machine learning to its governance 
model, I ensure the broad applicability of my governance approach. At the same 
time, due to commonalities between the two technologies, this approach includes 
the deep learning logic and can be applied to create governance arrangements in 
both contexts. 

By doing so, this approach is aligned with an objective of Wieland’s (2018, 
2020) Relational Economics, which is, among others, to develop a theory that truth-
fully depicts reality; more specifically, the current economy. To this end, it applies 
an inherent logic applied in Wieland’s (2018, 2020) research, namely identifying
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the least common denominator that elements share, in this case the technolog-
ical advancements, to allow for inclusive and holistic governance mechanisms. By 
depicting the common core of the chosen AI technologies, the applicability of the 
governance approach is accepted for machine learning, deep learning, and eventually 
for future advancements in the field. 

According to Luhmann (1995, 1996, 1997) and Reichel (2011), consciousness and 
intelligence are neither required for successful communication nor are they known to 
hinder the successful reproduction of communication. This allows the conclusion that 
both more traditional and more advanced AI technologies can be depicted in the form 
of the ‘Artificial Intelligence System’, independently of the level of consciousness or 
intelligence they possess. To conclude, in this book both machine and deep learning 
are defined as autonomously learning and self-referential technologies (Alpaydin, 
2020; Chen et al., 2020; Noh et al., 2018), but neither of them is attributed with the 
possession of an intelligence or consciousness of their own. 

2.3.2.2 Element 2: Existence of Autopoiesis in the AI System 

The epistemology of autopoietic systems originally stems from empirical biology 
(Maturana & Varela, 1984; Rodriguez & Torres, 2007). However, the theory of 
autopoietic systems constitutes a meta-theoretical theory, rather than a strictly biolog-
ical view. Luhmann (1996, 1998) identified this concept to be of cross-disciplinary 
relevance and integrated the concept of autopoiesis, according to Maturana and Varela 
(1984), into the discipline of sociology. While, originally, the latter developed this 
concept to explain organisation among living beings, Luhmann recontextualised it in 
order to illustrate the functioning of societies (cf., Baraldi & Corsi, 2017; Koskinen & 
Breite, 2020; Maturana & Varela, 1984; Rodriguez & Torres, 2007). 

Maturana and Varela discovered autopoiesis, the self-creation of a new element, 
by analysing molecular reaction chains. They discovered that, at a certain point, 
the emergence of a new, specific form of reaction chains led to the existence of 
autonomous, self-recreational systems. By reproducing themselves, these reaction 
chains self-organise in a way that allows them to differentiate between their own 
system structure and its environment. In detail, they defined autopoiesis by five char-
acteristics: autonomy, emergence, operative closeness, and the independent devel-
opment of structures that result in autopoietic reproduction itself (cf., Maturana & 
Varela, 1984; Rodriguez & Torres, 2007). While stemming directly from Matu-
rana and Varela (1984), these characteristics are commonly agreed upon by scholars 
from systems-theoretical schools until today (Baraldi & Corsi, 2017; Hoche, 2020; 
Koskinen & Breite, 2020; Luhmann, 1995, 1996, 1997; Reichel, 2011; Wieland, 
2020). 

The first element, the ‘autonomy’ of an entity, is constituted as its unique exis-
tence, a combination of various elements. The new entity is worth more than the 
elements on their own, and its mere existence is proof of its ability to overcome its 
own environment. Thus, a growing distance to its environment is an integral part of 
forming a new autopoietic combination of elements—a new entity (cf., Baraldi &
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Corsi, 2017; Hoche, 2020; Luhmann, 1997; Maturana & Varela, 1984; Rodriguez & 
Torres, 2007). 

The second element, the ‘emergence’ of a new order, can only come into place 
and be defined when the new order has been successfully constituted. Only then can 
the cells—the entities Maturana and Varela used to explain this aspect—take up their 
activities. In doing so, they depend on the form they are organised in and the manner 
in this organisation was initiated with (cf., Hoche, 2020; Maturana & Varela, 1984; 
Rodriguez & Torres, 2007). 

The third element, the characteristic of the ‘operative closeness’, is constituted 
as follows (Maturana & Varela, 1984): the closeness of the system is defined as 
the prerequisite for the interaction among systems. Only by having control over the 
operations happening within the respective system lines can it engage in cooperation 
with other systems in a controlled manner. The process of reproduction within a 
system is restricted to elements from within the system and follows certain system-
specific patterns (cf., Baraldi & Corsi, 2017; Luhmann, 1997; Maturana & Varela, 
1984; Rodriguez & Torres, 2007). Further, no elements alien to the system and no 
alien processes exist within a system’s lines. Thereby, the “interior of the system is 
a realm of reduced complexity” (Hoche, 2020, p. 1).  

The ‘independent development’ of system structures is the fourth element, which 
constitutes autopoiesis: given that reproductive processes happen within the smallest 
entity, no structure can be applied externally. Thus, the connection among entities 
needs to emerge due to the alignment of reproductive processes. The environment 
cannot interfere, as all reaction to the environment, be it adaptive or defensive, can 
only be initiated by the system itself (cf., Koskinen & Breite, 2020; Maturana & 
Varela, 1984; Rodriguez & Torres, 2007). 

Maturana and Varela (1984) explain the organisation of all living beings by 
applying the four elements outlined above. These four characteristics contribute to 
the actual reproduction of the autopoiesis of a system. Luhmann adopts this view, by 
defining societies as close, self-referential nets (cf., Baraldi & Corsi, 2017; Luhmann, 
1995, 1996, 1997; Maturana & Varela, 1984; Rodriguez & Torres, 2007). When 
confronted with the allegation of having presented a merely socio-biological theory, 
Luhmann stated that Maturana and Varela’s theory should be viewed as a meta-theory 
describing the very concept of life. Thus, integrating it into the discipline of sociology 
should not be perceived as a diminishing of sociological research tradition but its 
progression to a meta-theoretical discipline (cf., Baraldi & Corsi, 2017; Koskinen & 
Breite, 2020; Maturana & Varela, 1984; Rodriguez & Torres, 2007). 

Apart from a general theoretical introduction, in the context of AI, it is precisely the 
functioning of input and the connection of information in autopoietic epistemology 
that is of importance (Hall, 2005; Koskinen & Breite, 2020). Koskinen and Breite 
(2020) state that “information does not equal knowledge, but it is a process that 
enables knowledge creation and sharing to take place” (2020, p. 28). They further 
specify that 

the autopoietic system is self-referential rather than having an input-output relationship with 
the environment. This means that its knowledge structure is made up of closed components 
of interactions that make reference only to them; that is, in this sense, the autopoietic system
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is autonomous. However, although the autopoietic system is autonomous, it will be perturbed 
by changes in its environment. (Koskinen & Breite, 2020, p. 28) 

Hoche argues that the information included in the reproductive process is filtered 
according to what “is considered meaningful and what is not. If a system fails to 
maintain that identity, it ceases to exist as a system and dissolves back into the 
environment it emerged from” (2020, p. 4). However, Hoche defines autopoiesis 
more freely and states that “autopoiesis, the filtering and processing of information 
from the environment, enables logical distinctions” (2020, p. 4). He further specifies 
that 

autopoietic systems continually construct themselves and their perspective of reality through 
processing the distinction between system and environment, and re-invent themselves as the 
product of their own elements. (Hoche, 2020, p. 4)  

In conclusion, it is four elements that characterise autopoiesis; namely, 
autonomy, emergence, operative closeness, and independent development of struc-
tures (Baraldi & Corsi, 2017; Hoche, 2020; Koskinen & Breite, 2020; Maturana & 
Varela, 1984; Reichel, 2011; Rodriguez & Torres, 2007; Wieland, 2020). After this 
introduction to autopoiesis, the eventuation of these characteristics in the AI context 
should be discussed in the next section to determine whether the AI system can be 
defined as an autopoietic system. 

2.3.2.3 Element 3: Definition of the System Type for ‘Artificial 
Intelligence’ 

As for the third element, the system type of AI, there are three system type options 
as identified by Reichel (2011): 

1. Subsystem to another system 
2. Social system 
3. Autoreferential new system form. 

In Option 1, Reichel (2011) argues that technology cannot be defined as a subsystem 
of science, for example, as it entails active entities, such as representations or associ-
ations. The same holds true for AI, as many interest groups are known that represent 
the need for AI development and research in AI. Furthermore, psychic systems can 
categorically be excluded, as AI, as presented in this book, is not granted the exis-
tence of its own conscious, human-like intelligence or agency. Neither does it possess 
an organic entity, such as the human body, so it cannot, therefore, be categorised as 
an organic system, either. This leaves options 2 and 3 for the definition of a new 
system for AI. In Wieland’s (2018, 2020) Relational Economics, social systems are 
the norm, and no precedent case exists for creating a new system that follows new 
autopoietic rules. 

Option 2, the creation of a social system, is aligned with Wieland’s definition 
of a social system, as both authors, Wieland (2020) and Reichel (2011), define this 
system type as being based on communication as its mode of operation and being



62 2 ATheoreticalApproximation toArtificial Intelligence as anAutopoietic…

operatively closed. Hence, this approach taken by Reichel could be applied to Rela-
tional Economics. Further, Reichel’s notion that a social system could not entail the 
physical elements of AI technologies and “would act as a social proxy for physical 
aspect of technology” (Reichel, 2011, p. 109) does not seem to hinder its application 
to AI. However, it is the dualism of AI that comes as a challenge: On the one hand, 
AI is influenced by societal preferences, and it is the society that decides upon the 
adoption and implementation of certain AI technologies by granting or negating their 
legitimacy. On the other hand, the dilemma is established in this book of a certain 
power shift that comes with AI and leads to society being confronted with lower 
levels of freedom of choice. To present an example, by delimiting search results 
according to a user’s search history, an algorithm can restrict access to information, 
and, thereby, the user’s freedom of choice. 

Option 3, the creation of an entirely new system logic, should define the given 
“technology as an autopoietic system distinct from society and the human individual” 
(Reichel, 2011, p. 109). Reichel further specifies that “society proceeds with its busi-
ness only according to its rules, technology does by proceeding along technological 
rules” (2011, p. 109). Given the rising power coming with AI technologies, estimated 
to change societies and economies in an unknown manner (Golić, 2019; Makridakis, 
2017; Paschek et al., 2019; Pathak et al., 2019), I agree with this statement. Addition-
ally, the autopoiesis of the technology system “clearly does not involve any form of 
artificial intelligence; intelligence is not a feature of autopoiesis and not necessary 
for it” (Reichel, 2011, p. 112). Hence, even technology, a system that does not possess 
any form of intelligence, was defined as an autopoietic system. This is because it 
is not necessary for the system to understand the message it is conveying via the 
reproduction of its communicative patterns. With this, Reichel sets the precedent for 
a new autopoietic system in society. 

2.3.2.4 Synthesis of the Autopoietic ‘Artificial Intelligence System’ 
in Relational Economics 

The sweeping and highly disruptive nature of AI was established numerous times in 
the course of this book, as was its technological foundation and the base and logic 
of its decision-making processes. Given the significantly different nature of decision 
logics of AI and other social systems, its independent logic needs to be acknowledged 
by a new governance approach for it to be effective. 

As for the question of whether the approach taken in this book grants AI the 
possession of human-like intelligence or an own consciousness, the answer is “No”. 
However, this approach acknowledges that recent advances in the field of deep 
learning enable non-explainable actions taken by the technology, which account 
for its self-referentiality. Still, for the scope of this book, the aforementioned char-
acteristics of consciousness, intelligence, and agency cannot be attested (Awad & 
Khanna, 2015; Gilpin et al., 2019; Nilsson, 2009; Wani et al., 2020). AI technologies 
have emerged as a new technological element, which can communicate distinctively 
from former system logics and deliver data-based information. However, AI cannot
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communicate directly with other technologies or other actors. To do so, commu-
nicative elements which are alien to the AI technology need to be translated into 
AI-understandable code or instructions. Since its emergence, AI has, therefore, 
developed into an independent set of structures, which communicates in a closed 
manner. 

In this respect, it is essential to note that ‘communication’ in Luhmann’s (1996, 
1998) tradition does not mean direct communication between one AI agent and 
another. The objects of this definition are explicitly not cases of direct interaction, 
such as the talking heads experiment.6 Rather, it is the theoretical interconnectivity, 
conformity, and shared, all-inherent system logic that all AI technologies share, 
which is the base for the system definition of AI. 

Once developed and implemented, an AI technology makes decisions to support 
its own continued existence. Like an economic organisation, the initial phase of its 
existence requires external support by other actors and its development according 
to the respective underlying system logic. In AI, this applies to its training phase. 
After this phase, theoretically, the AI technology can run autonomously unless its 
supervisor or user wants to change its decision path or the specific task it was entrusted 
with. Hence, AI technologies follow their own logic and apply that logic to the tasks 
and processes where they are employed (Nilsson, 2009). Thereby, AI technologies 
act in operative closeness, as they neither communicate directly with other elements 
nor integrate external triggers automatically into their model, algorithm, or code. 

From a technological perspective, AI in its current state has been granted the status 
of learning and advancing itself in an autonomous and self-referential manner (Chen 
et al., 2020; Davenport & Kirby, 2016; Faraj et al., 2018; Noh et al., 2018). From a 
sociological perspective, initially, Baecker (2011), as well as Harth and Lorenz (2017) 
and Vogd (2020a, 2020b), concur that deep learning fulfils the requirements to be 
denominated as a self-referential entity. Albeit only recent technologies fall under 
this definition, the overall group of AI technologies in their current state entails the 
ability for self-referential, communicative reproduction. 

Derived from these findings, I acknowledge the self-referential ability of AI, 
which allows for the creation of an autonomously functioning system within Rela-
tional Economics. Therefore, out of the three system-types identified—sub-systems 
to existing systems, social systems, and autopoietic systems—that are based on 
Luhmann (1995, 1996, 1997) and Reichel (2011), the third option is chosen for this 
book. Thus, an entirely new system type will be developed, inspired by Reichel’s 
conceptualisation, who also decided to theorise technology as an autopoietic system. 
Nonetheless, I apply the fundamentals of system functionality as presented by 
Wieland (2018, 2020), such as defining a binary coding, a medium, and guiding 
differences for the new system. By doing so, the AI system can be integrated into 
Relational Economics and can apply an existing governance mechanism as developed 
by Wieland (2018, 2020).

6 The talking heads experiment entails AI technologies playing language games with each other 
(Steels, 2015). 
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This is because AI development and implementation are viewed as a dual process, 
where AI is shaped by society and shapes society—both directly and indirectly. These 
aspects are on the same eye level, as there is no direct dependency among the AI 
technologies system and other systems. Rather, high levels of interconnectivity and 
interrelatedness can be identified on various levels. Also, by defining AI as a new, 
independent system form, the existence, and nature of the hybrid space between 
AI and humans, a research focus identified in the system-theoretical review, can be 
examined. 

It can be argued that this decision is in line with Luhmann’s own assumption 
that the computer of the future might require an entirely new categorisation within 
systems theory (Dickel, 2019; Esposito, 2017a, 2017b; Luhmann, 1997). In a posthu-
mous publication, Luhmann (Luhmann & Kieserling, 2000) reportedly describes the 
true merit of communication as the ability to synthesise information, message, and 
understanding. The communicative construction within the system gains this ability, 
that allows for binary ‘yes – no’ answers to all possibly insecure situations emerging 
in the respective system. Given the vigorous effect of AI in sorting and analysing 
valuable information, and its self-referential learning ability which allows for inde-
pendent sorting of external irritations, AI can indeed be defined as an autonomously 
acting and autopoietic system. 

Lastly, this depiction of AI allows for the structural analysis of the interaction 
between civil society, economy, and AI in the form of structural coupling. Further, by 
focusing on the private sector, possible gains for organisations in a knowledge-based 
economy can be structurally depicted by displaying how separate systems based on 
data and communication come together and create new information. Consequently, 
AI will be depicted as a new system form, functioning independently of other systems, 
communicating autonomously as well as self-referentially, and following its own 
rules—which will be presented in the following sections. 

2.3.3 Medium of the System ‘Artificial Intelligence’ 

To define the medium for this new system type, I draw on Luhmann’s (1995, 1996, 
1997) original definition, which was adopted as such by Wieland (2018, 2020), 
and combines it with functional requirements stemming from the nature of AI 
technologies. As the conceptualisation of the AI system was developed indepen-
dently of the authors identified in the research process, those authors do not neces-
sarily need to be considered at this stage of the conceptualisation process. Hence, 
the medium is defined based on AI’s technological requirements and Wieland’s 
theoretical foundation.
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2.3.3.1 Luhmann’s Definition of a Medium 

Tracing back to Luhmann’s (1995, 1996, 1997) original theory, the medium is defined 
as the abstract entity which the system-specific code is transmitted on. Thereby, 
the definition of the medium in a given system is the requirement for realising 
communication according to a system-specific binary code. 

For Luhmann, the emergence and reproduction of communication is a process 
which is unlikely to happen in the first place; it is the system-specific media that 
enable communication by dissolving exceptionally high levels of complexity. With 
this, Luhmann differentiates between interaction media, such as speech, and symbolic 
communication media types, such as the truth in science or art. The definition further 
includes the notion that a medium which is inherent to a system only exists in connec-
tion to the respective system it stems from. Money, for example, is only a valid 
medium of symbolic importance as long as the economic system it originated in 
exists. 

Regarding the nature of a system-specific medium, there are various types of 
media: a medium can be of either loosely or closely linked nature. Speech is a loosely 
linked medium, which can be transmitted into a specific form by displaying it, for 
example, as a body of text. This is important, as the medium itself cannot convey 
information. Only when brought into form can a message be passed on; for example, 
words only form meaning when presented as a phrase. Communication takes place in 
a combination of communicative media and a specific symbolism, presenting itself, 
for example, as money, power, or truth. However, it is the medium that allows for 
the connection between systems. To present an example: speech is the medium to 
transmit thoughts from psychic to social systems, and an order, for example, given to 
a subordinate, is the respective form for the medium of power. These representations 
show that it is the system-specific medium making a system connectable to other 
systems. After this view on the theoretical demands of the medium of choice, the 
following section is dedicated to deriving the technology-specific requirements which 
complement this section’s findings. 

2.3.3.2 AI-Specific Requirements for the Choice of Medium 

To define the medium for AI, it is crucial to understand the ‘currency’ AI is based 
upon. Hence, in the following, I display and discuss various options. 

AI is commonly understood to be a digital, data-based technology (Nilsson, 2009). 
Further, AI possesses certain abilities of the human mind, such as reasoning and 
learning (Rai et al., 2019). Machine learning, a sub-discipline of AI, which is one of 
the technologies this book focuses on (see Chapter 1), already includes such learning 
techniques (Alpaydin, 2020; Bishop, 2006). Machine learning applies the abilities 
mentioned above, e.g., to recognise recurring patterns as well as to develop and learn 
new rules (Awad & Khanna, 2015; Nilsson, 2009). To conclude, AI in its current state 
has the “ability to interpret external data correctly, to learn from such data, and to 
use those learnings to achieve specific goals and tasks through flexible adaptation”
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(Kaplan & Haenlein, 2019, p. 3). By applying this definition to the development 
of the ‘Artificial Intelligence System’ in Relational Economics, AI is considered a 
self-learning technology that can autonomously generate learning processes and the 
resulting creation of information (Davenport & Faraj et al., 2018; Kirby,  2016). To 
determine the medium with which such a system operates, the elements included in 
the chosen concept require definition. 

At this stage, the requirements for an autopoietic system that functions based on 
data, and the demand on AI technologies trained on data, coincide. However, the 
question remains whether AI runs on data or if it functions based on processed forms 
of data, such as information or even knowledge. Therefore, the concepts of data, 
information, knowledge, and their interrelation are delimited briefly to decide on the 
medium for AI. 

According to Ackoff (1989), data is defined as symbols that “represent the prop-
erties of objects and events” (1989, p. 3) and have no further meaning (cf., Bellinger 
et al., 2004). Liew (2007) agrees with that definition. However, he adds that data can 
either exist in the form of symbols, and signals (cf., Haun, 2002), such as light and 
smell, or in the form of syntax (Rehäuser & Krcmar, 1996). Liew continues that, 
by being of representative nature, all data is, per se, a depiction of past events (cf., 
Haun, 2002). Numerous authors have shared this definition (Ackoff, 1989; Bellinger 
et al., 2004; Haun, 2002; Hislop, 2005; Hislop et al., 2018; Koskinen & Breite, 2020; 
Liew, 2007), which is why it is applied in this book. 

Information is created by processing and contextualising this data. By providing 
higher informative content to the recipient, information is to be granted a higher order 
in relevance than data (Haun, 2002; Liew,  2007). Ackoff (1989) concludes that data is 
of structural nature. In contrast, information presents functional, comprised insight. 
Information contains a “meaningful pattern” (Hislop, 2005, p. 15), as additional 
elements were added to the raw data (Hislop, 2005). Thereby, information can explain 
questions, such as why, what, or how (Bellinger et al., 2004; Koskinen & Breite, 
2020). Furthermore, according to Liew, information 

contains relevant meaning, implication, or input for decision and/or action. Information 
comes from both current (communication) and historical sources. In essence, the purpose of 
information is to aid in making decisions and/or solving problems or realizing an opportunity. 
(2007, p. 5)  

Thus, only when data is processed into information can it become of future 
relevance; for example, by offering future prognostics (Haun, 2002; Liew,  2007). 

In his conceptual paper, Reichel (2011) applies the following definition to the 
concept of ‘information’: 

Information shall be understood here as a pattern that influences the formation and transfor-
mation of other patterns. A pattern shall be understood as an order of any sort. The carrier 
of the pattern is of no importance, it “has an integrity independent of the medium by virtue 
of which you have received the information that it exists. (Fuller, 1982, 505.201) 

At this point, the difference between Reichel’s (2011) contribution and this book 
becomes fully apparent: Reichel focuses on technology, consisting of physical and 
non-physical elements, such as hardware and software. However, he does not focus
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on the content itself or the process with which the technology creates information. 
In contrast, AI—as the field of application in this book—is a fully digitalised entity 
whose main attribute is the creation of information and solving of content-related 
tasks. Contrary to Reichel’s position, in AI, data, as the ‘carrier of the pattern’, is of 
great importance for identifying the pattern itself. While information is created when 
the medium serves as a connector between AI entities, or the ‘Artificial Intelligence 
System’ and other systems, the existence of information is strongly connected and 
intertwined with the medium as such. Therefore, the definition of information and 
the resulting identification of the medium, as Reichel deployed the terms, cannot 
serve this book for further reference. 

Knowledge, the highest-order element in this triad, is traditionally defined as 
created by the processing of information through the human mind (Haun, 2002). 
At the same time, knowledge is understood to be the final outcome of the human 
mind’s information-based learning process (Haun, 2002). Hislop (2005) offers amore  
general definition, stating that “knowledge can be understood to emerge from the 
application, analysis, and productive use of data and/or information” (2005, p. 15). 
Hislop argues that, by the interpretation of information and via its contextualisation 
within the reference system of the user, an additional “layer of intellectual analysis” 
(2005, p. 15), or simply put, a meaning, is added (Bellinger et al., 2004). Liew 
(2007) consequently summarises knowledge as a threefold process, consisting of the 
cognition of information, the ability to act on this insight, and understanding the 
message conveyed by the information. In the context of business, it is on the level of 
knowledge building that organisational value is created. 

The relation among data, information, and knowledge is of triad-like nature. 
However, the fundamental interconnections of this triad can be summoned to function 
mainly in a unidirectional manner. Only after the basic connection is founded do those 
iterative processes of complementing the initial data take place: Fundamentally, data 
serves as a base to identify patterns which lead to insight and information, which 
again forms the foundation for knowledge creation. Nevertheless, knowledge can 
help identify and analyse new sets of data and new information, making the connec-
tion partly circular. Thus, the fundamental connection is the linear connection that 
begins with data, as depicted in Fig. 2.3: 

When this connection is established, the knowledge gained is then applied to 
recontextualise the data and information analysed previously. 

After having viewed said elements in a theoretical manner, in the context of AI, it is 
essential to contextualise them with digital technologies: Data and information have

Data Information Knowledge 

Fig. 2.3 Own depiction of interrelation among data, information, and knowledge 
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already become a part of connected systems through the development and imple-
mentation of the internet. The internet allows for a network of individual nets, all of 
which possess their own data. To present an example: Organisations that use telecom-
munication infrastructure and e-mail communication via the internet each represent 
a net—an effective measure due to the use of the internet and, often, cloud solutions 
(Haun, 2002; Singh et al., 2015). Thus, even without applying AI, dataflows exist 
across departments, organisations, and national borders (Aaronson, 2019; Abraham 
et al., 2019; Alhassan et al., 2018). 

With the application of AI, these data flows, and company-specific data can be 
used to gain information relevant to the respective task, position, or organisation 
(Hartmann & Henkel, 2020; Tarafdar et al., 2019). As a result of this, the algorithms 
can substitute the role of the human mind and step in at the process of creating 
information. In this process, the human-like abilities recent AI technologies already 
possess are applied to solve tasks and create information (Alpaydin, 2020; Bishop, 
2006; Hartmann & Henkel, 2020; Tarafdar et al., 2019). 

Finally, the information created by the AI technologies based on dataflows can 
be formed into knowledge through human-AI interaction. It is in this hybrid space 
where the potential for new knowledge creation lies. According to Ackoff (1989) 
and Bellinger et al. (2004), wisdom is the highest form of knowledge creation, as it 
is “an extrapolative and non-deterministic, non-probabilistic process” (2004, p. 2).  
Furthermore, Bellinger et al. state that it “beckons to give us understanding about 
which there has previously been no understanding, and in doing so, goes far beyond 
understanding itself. It is the essence of philosophical probing” (Bellinger et al., 2004, 
p. 2). Thus, it can be concluded that AI runs on data and can create information, which 
in turn can be developed into knowledge in the form of human-machine interaction. 
Wisdom creation, however, will remain a human ability (Ackoff, 1989; Bellinger 
et al., 2004; Liew,  2013). 

2.3.3.3 Choice of Medium 

Regarding AI, the conceptualisation of the system-specific medium for the newly 
developed system has particularly far-reaching consequences. This is because AI, as 
a general-purpose technology, will influence each system in society (Brynjolfsson & 
McAfee, 2017; Dafoe, 2018; Goldfarb et al., 2019; Klinger et al., 2018; Nepelski & 
Sobolewski, 2020; Razzkazov, 2020; Trajtenberg, 2018). Due to the particular impor-
tance of this system and the expected interaction with all other systems, it is crucial 
that the medium for AI truly depicts the nature of the system. Only by doing so will 
it enable the visualisation of connections between all systems of society and allow 
their successful governance. Thus, data is not only the essential requirement and 
element of AI but also of modern economy and society: 

Data can only be transformed into information patterns, and consequently, into 
knowledge by the informed and enabled consumer or user (Hartmann & Henkel, 
2020; Liew,  2007; Tarafdar et al., 2019). Furthermore, differentiation and free choice 
among all existing options are only possible when the systems involved allow that
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choice and portray those options. To draw on an example presented by Wieland 
(2002): for a social revolution to begin, the dependent party needs to have access to 
data and to be able to convert the data into information, in order to be able to use 
this information in their favour. With this, the dependents can identify and under-
stand their situation, and in consequence, use the information available to change 
their circumstances (Wieland, 2002). While this may seem to portray an extreme 
example, similar tendencies have been identified by research in the field of AI ethics. 
In this field, scientific and popular publications claim that the dense competition and 
concentration of power among very few companies leading in AI present the risk 
of high levels of resulting social dependency (Floridi et al., 2020; Whittaker et al., 
2018). 

Finally, Wieland (2002) states that information forms the base for knowledge, 
which, however, can only ever be reached through a process of human interaction and 
shared experience. According to Wieland (2002), in an information- and knowledge-
based economy, which is no longer led by access to production sites and force of 
labour, access to information and knowledge creation become the decisive factor in 
competition. To build his argument, Wieland draws on Nonaka (1991), who describes 
the functioning of the knowledge-based economy as follows: 

In an economy where the only certainty is uncertainty, the one sure source of lasting compet-
itive advantage is knowledge. Where markets shift, technologies proliferate, competitors 
multiply, and products become obsolete almost overnight, successful companies are those 
that consistently create a new knowledge. (1991, p. 22) 

Thus, in a knowledge economy, the demand rises for collaboration to create knowl-
edge among actors of all kinds, especially of economic actors. Again, this hints at 
the need for effective trans-sectoral governance in the pursuit of lasting competitive 
advantages. 

In conclusion, data is identified as the medium the ‘Artificial Intelligence System’ 
is set upon. Following the above definitions of data, information, and knowledge 
creation, data is the basic requirement for the successful training of an algorithm 
and lasting gains in information. Thus, it is through the combination of data and 
the trained algorithm that data becomes information. Proceeding from this base, the 
structural interaction of the AI system with society and economy then allows for the 
creation of knowledge, enabling the parties involved to gain lasting advantages. 

2.3.4 Binary Coding of the System ‘Artificial Intelligence’ 

Having identified ‘data’ as the communicative foundation for the binary coding of 
AI, the next requirement is to define the binary code itself. According to Wieland, 
“systems are operatively closed and perform their functions by assessing events using 
binary codes and guiding differences. Further, they apply different decision logics, 
which are determined by these codes and differences” (2020, p. 11). Following this 
line of thought, the new system’s binary coding will determine all the following
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elements; namely, the guiding difference, structural coupling, and the governance 
process among the various systems themselves. Thus, the binary code needs to depict 
the system’s true nature, as it is the one element whose reproduction will ensure the 
continuity of the system. 

The following Table 2.1 by Wieland (2020) portrays standardised systems, which 
occur in any given society. Further, it summarises the system-specific binary codes 
as well as respective guiding differences. Therefore, as depicted in Table 2.1, it will 
serve as a base for the definition of this binary code: 

If AI was viewed in terms of the code-based nature of the technologies, all 
events would be assessed on whether or not their interaction with other techno-
logical elements functions or whether the technology itself is able to process the

Table 2.1 Overview of binary codes and guiding differences, as presented by Wieland (2020, p. 58) 
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task in question. Following Reichel’s (2011) proposition, the binary coding for such 
a technological system should be defined as ‘work − fail’. Thus, if technological 
interaction and application functions, it is ascribed the term ‘work’, whereas in the 
opposite case, it has failed. 

In this book I view AI as a code-based model, which belongs to the software, 
rather than hardware, category. For Reichel (2011), the technology system explicitly 
includes both. However, the binary code is inherent to the code-level of the ‘Artificial 
Intelligence System’: For one thing, code languages apply the very nature of binary 
coding. Thereby, code-based technologies, such as AI, can be contextualised within 
Luhmann’s (1995, 1996, 1997) and Wieland’s (2020) conceptual model without any 
adaptation. Furthermore, due to more recent advancements in AI, specifically in 
deep learning, newer technologies learn by and are based on their own algorithmic 
experience (Harth & Lorenz, 2017; Vogt, 2020a, 2020b). Thus, AI realises new 
forms of self-referencing and learning that result from iterative learning processes. 
In these processes, the binary code ‘work − fail’, as presented by Reichel (2011) 
for the system technology, is applied by the algorithm as part of the learning process 
(Awad & Khanna, 2015; Beaudouin et al., 2020; Doshi-Velez et al., 2017; Nilsson, 
2009). The following statement from Reichel partially holds true for the learning 
process of the algorithm and any AI technology: 

The evolution of technology as system is then driven by information about the working or 
failing of technology, with working as the preferred side and with failing as useful information 
into which directions not to go. (2011, p. 111) 

Nonetheless, the binary code ‘work − fail’ does not entail the information-based 
operations of an AI technology. Again, Reichel’s focus is on the operational func-
tionality of a technology. In contrast, I take on the perspective of the respective, 
active entity: like the firm, the ‘Artificial Intelligence System’ observes its environ-
ment from the perspective of its own operations. The market structures transactions 
according to ‘payment – non-payment’. Likewise, the ‘Artificial Intelligence System’ 
analyses the content it is applied to and its environment according to system-specific 
preferences, which are presented in the following. Hence, for this system level, in 
this book, I suggest the following binary code (Table 2.2):

Based on the collected information, the binary coding of the system ‘Artificial 
Intelligence’ as ‘matching− non-matching’ seems most suitable. This code describes 
the AI system’s active decision when confronted with new information for the solu-
tion of its task. Compared to the binary code ‘work – fail’, which rather describes 
the learning process of AI, this code entails and describes both its decision-making 
and filtering process. Further, it entails the operative decision logic of the system, 
which ensures its continued existence. This is since, to solve its task, the AI needs 
to filter relevant data and information, as is presented in detail in the following. 

A fitting example to describe this binary code stems from the field of AI ethics. 
Frequently, the concern is raised that AI serves as a channel or filter, which pre-sorts 
search findings and aggregates as well as filtering information before offering it to 
the consumer (Danaher, 2018; Floridi et al., 2018; Hagendorff, 2020; Milano et al.,
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Table 2.2 Own depiction of binary code for ‘artificial intelligence, based on Wieland (2020)

2020). The general idea of technologies shaping social interaction and decision-
making was also raised by Reichel (2011), who stated that “technology as [a] system 
is constructing social reality” (2011, p. 117). While I understand this evaluation to 
be correct, the ethical concern is mainly about the lack of transparency regarding this 
algorithm-controlled sorting of information. 

On a technological level, the algorithm’s actual operation does indeed classify 
information as relevant or irrelevant to the algorithmic objective. More specifically, 
the algorithm analyses the encountered information regarding its value for the task 
or question that it was given. With this, the algorithm categorises information as 
‘matching − non-matching’ to achieve the respective task. At this stage, it is impor-
tant to note that biases within the AI system often happen due to biassed data sets or 
systems, but not necessarily because of externally biassed evaluation of data (Dastin, 
2018; Roselli et al., 2019; Silberg & Manyika, 2019). Consequently, the binary code 
as suggested in this book truly depicts the operative action conducted by an AI tech-
nology, rather than depicting its internal decision-making process. This binary code 
further inheres to two aspects of AI operations: for one, it represents the algorithm-
led or algorithm-controlled filtering process. Moreover, it illustrates the algorithmic 
mode of action, that is, the lenses with which the algorithm operates, when fed 
new data (Awad & Khanna, 2015; Beaudouin et al., 2020; Doshi-Velez et al., 2017; 
Nilsson, 2009). 

Furthermore, via the medium of data, a given algorithm, and ultimately the ‘Arti-
ficial Intelligence System’, is provided with the necessary base for its operations. 
To draw a comparison, in the economic system, money is the medium for economic 
actors, and they filter information conveyed via this medium according to ‘payment 
− non-payment’. The same holds true for AI technologies, and, consequently, the 
‘Artificial Intelligence System’: as organisations operate based on the medium of 
money, data is the currency AI technologies are run on. If the data received by the AI 
technology fits its task and scope, it will be tagged as ‘matching’. Thus, it leads to a
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positive, because desired, reaction chain. If the data does not match the scope of the 
AI technology, it is denominated as ‘non-matching’—much as withholding money 
leads to the economically undesired reaction, ‘non-payment’ (Wieland, 2018, 2020). 

To conclude, the ‘Artificial Intelligence System’ is operatively closed and carries 
out its operations by assessing upcoming events, as well as applying its binary code 
(Luhmann, 1995, 1996; Wieland, 2018, 2020). It functions as a never-ending chain of 
events within the algorithm, which leads to constant decision-making processes. The 
outcome of this decision-making process becomes tangible in the form of information 
presented to the AI technology’s environment, e.g., the consumer, or another machine, 
which works based on those findings. 

2.3.5 Guiding Difference of the ‘Artificial Intelligence 
System’ 

Guiding differences serve as the “operationalisation of the system’s binary coding” 
(Wieland, 2020, p. 62). To draw on Wieland’s example of the market, 

the binary market code ‘payment − non-payment’ and the firm’s guiding code ‘earnings − 
costs’ are in a relationship of mutual causality. Successfully combining the two is the life’s 
blood of the economy. (2020, p. 24) 

Hence, he further states that system-native actors operate 

based on the positive, value-creating aspects of this guiding difference. In a given timeframe, 
for every rational actor, the earnings or revenues from his or her resources must be greater 
than the costs associated with them. (2020, p. 22) 

To conclude: while a system is based on binary coding, it reveals itself to other 
actors via its guiding difference, which determines the system-native actors’ decision-
making. 
Within the system ‘Artificial Intelligence’, the individual AI technologies (consisting 
of data, algorithms, and a model, such as a neural network) form a separate entity, 
as organisations do within the economy. Thus, the overarching system ‘Artificial 
Intelligence’ comprises numerous separate operating entities of ‘AI Technology’,7 

which all apply the same basic decision logic. Consequently, the individual entity 
applies a guiding difference, such as the organisation and AI technologies. In the case 
of AI, internal processes, especially regarding deep learning technologies, remain 
non-transparent to the environment. Thereby, it is merely the output of the ‘AI Tech-
nology’ that can be evaluated by applying the guiding difference. The guiding differ-
ence applied by an ‘AI Technology’ will not display why an ‘AI Technology’ chose 
specific options but focus on the value created for and within the model. Thus, as 
Wieland presents for the economic actor, the focus will be on the “value-creating 
aspects of this guiding difference” (2020, p. 22).

7 AI Technology is spelled in upper-case letters when referring to the theoretical concept. If AI is 
referred to as a practical example, the spelling will remain in lower-case letters. 
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Three possible variations for such a guiding difference in the ‘Artificial Intelli-
gence System’ seem to depict the nature of an AI technology, as all three options 
portray a critical facet of the operating mode of AI technologies. However, it is essen-
tial to choose the one option which continues the line of thought applied to system 
logics, as established by Maturana and Varela (1984), continued by Luhmann (1995, 
1996, 1997), and further developed by Wieland (2020). 

Option 1 focuses on whether or not the data received by the AI technology is 
informative for the completion of the task it was entrusted with (Table 2.3). Thereby, 
this first approach focuses on the outcome of the algorithmic decision and the question 
if the data carries information within the scope of the task. 

Option 2 shifts the perspective towards the algorithm and the quality of the tech-
nological model itself (Table 2.4). By asking whether the quality of the data received 
will allow for the enhancement of the algorithmic model, the AI technology cate-
gorises encountered information according to AI- ‘enhancing − non-enhancing’. 
Consequently, this option’s focus lies on the learning processes performed by the 
algorithm. With this, the question posed in this scenario is whether the data quality 
encountered is sufficient to allow for the further development of the AI technology 
applying the algorithm. 

Option 3 offers a slightly different view on the algorithmic model, as it focuses on 
whether the data set received by the model will enrich the existing data set (Table 2.5).

Table 2.2 Own depiction for AI guiding difference, option 1—focus on scope of AI technology 

Table 2.4 Own depiction for AI guiding difference, option 2—focus on technological enhancement 
of AI Technology 
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Table 2.5 Own depiction for AI guiding difference, option 3—focus on data enrichment of AI 
technology 

More concretely, it centres around the question of whether the new data can enrich the 
information already received by the AI technology during its training phase. Here, 
the focus is on the further development of the algorithm’s decision ability. 

All three options presented have advantages regarding their conceptualisation 
within Relational Economics. The first option allows for a stronger outcome orien-
tation. In contrast, the second and third facilitate a process-focused inspection of 
the AI technology. However, Option 2, ‘enhancing − non-enhancing’, and Option 
3, ‘enriching − non-enriching’, could be synthesised under Option 2, given their 
shared focus on the betterment of the respective AI technology. As the data serves as 
a base for enhancing algorithmic elements within the model, I argue that Option 2, 
‘enhancing − non-enhancing’, is the more practical variation of the two aligning 
options. Furthermore, much as for the entity of the ‘firm’, ‘enhancing − non-
enhancing’ focuses on the continued existence of the technology, which is in line 
with existing system logics in Relational Economics. Hence, it is the more suitable 
option. 

Consequently, the decision regarding the guiding difference of the system remains 
between Option 1 and Option 2. For the final step of the conceptualisation of this 
system element, two factors need to be taken into account: For one, the continuity 
of the system logic, as set with the binary coding of the system, needs to be factored 
into the choice of a fitting guiding difference. Second, the self-interested element 
of the actor applying the algorithm needs to be part of the decision process, too. 
To present an example: within the system of the ‘Market’, the organisation, as an 
active entity, decides in its own best interest, which in turn ensures its continued 
existence. In detail, the organisation evaluates events according to cost and earnings, 
with earnings being the economically preferred decision outcome (Wieland, 2020). 
In the guiding difference for AI, the same striving for continuity in system logic and 
operative success needs to be reflected. 

The ‘Artificial Intelligence System’ works based on the binary decision code of 
‘matching − non-matching’. Thereby, the decision process regarding information 
that an AI system encounters is depicted in a general manner. For the guiding differ-
ence to continue this line of thought, the AI’s successful reproduction and continuity,
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that is, the algorithms own enhancement, need to be constantly fostered. The informa-
tive aspect of data encountered by an AI technology is an important factor regarding 
an ethical evaluation of AI adoption and implementation. However, for the success 
of the AI technology, the quality of its technological ‘foundation’, namely of the 
algorithm and model, is most relevant. Thus, within the system logic of ‘Artificial 
Intelligence’, Option 2 seems the most suitable alternative for the guiding difference. 

2.3.6 Outlook on Structural Couplings with ‘Artificial 
Intelligence System’ 

As the final step of introducing AI to Relational Economics (Wieland, 2018, 2020), 
I subsume its interconnection with other systems. 

2.3.6.1 Theoretical Background on the Structural Coupling 
among Systems 

The potential for structural couplings among systems is given due to their respective 
communicative openness (Luhmann, 1995, 1996; Wieland, 2018, 2020). Specif-
ically, Wieland states that “systems are also communicatively open and, conse-
quently, capable of structural coupling and therefore being in relations with other 
systems” (2020, p. 11). Further, Wieland (2020) defines contexts, decision logics, 
and system-specific languages as being interconnected. Consequently, he presents a 
three-levelled concept to define points of interconnection. 

First, polycontextuality depicts the difference between the system and environ-
ment and is distinguished by higher levels of complexity outside than inside the 
system. This level directly stems from Maturana and Varela’s (1984), as well as 
Luhmann’s (1995, 1996, 1997) definition of autopoietic systems but adds the notion 
of a system being embedded in various contexts. Thereby, Wieland (2020) hints at 
the diversity of environmental contexts, instead of merely differentiating between 
system and environment. According to Wieland, 

polycontextuality […] describe[s] the fact that modern societies consist of multiple systems 
that serve as environments, existential and operational conditions for one another […]; 
however, there is no relation of ‘embeddedness’ or hierarchy. (2020, p. 11) 

As Wieland negates the firm’s traditional economic view as a monolingual economic 
actor, polycontextuality depicts the interconnectedness of a firm by confirming the 
“constitutive need for and ability of economic actors to connect and act in various 
social contexts” (2020, p. 11). Hence, polycontextualism allows the definition of the 
functionality of a given system as well as the operational implementation and actual 
management of the demand directed towards a company by its stakeholders. 

Second, successful interaction with other systems requires a reduction of both 
system-internal levels of complexity and the complexity of the environment. This
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constitutes the second level of Wieland’s (2018, 2020) concept: polycontexturality 
focuses on the structural coupling of different decision logics as “the unity of differ-
ence of system and environment” (Wieland, 2020, p. 12). In the process of this 
alignment, not only the decision logic and the binary code but also the system-
specific languages are aligned, the latter being defined as polylingualism. Hence, 
polylingualism is the third and final level of Wieland’s concept. 

Achieving a reduction in complexity associated with these interconnections 
requires structural couplings − an alignment of system logics. The process of 
coupling is at the core of polycontextural governance and “involves the categor-
ical relationalisation of various logics (binary codes, guiding differences) and their 
corresponding language modes (polylingualism)” (Wieland, 2020, p. 12). This quote 
depicts how the three levels of governing interconnections in a complex, multi-
system environment are interdependent elements within the Relational Governance 
approach. Thus, before developing this governance approach for AI on a poly-
contextural level, possible couplings need to be understood from a polycontextual 
perspective. 

The actual governance action is based on the smallest entity of structural 
couplings, which is the event itself. The diverse resources needed to perform a given 
task lead to events inherently consisting of relations between various other events. 
Through a Relational Governance approach, the relations between said events are 
activated (Wieland, 2018, 2020). Drawing on Luhmann’s differentiation (1995, 1996, 
1997), these particular relations among events depict the actual structural coupling. 
More specifically, the realisation of structural couplings happens on the micro-level 
of events, rather than on the macro-level of systems. 

To present an example: consumers purchasing socially responsibly produced 
goods combine various system logics, which in return present a multidimensional, 
hence, relational value (Wieland, 2020). By aligning the system demand through its 
governance structure, the firm creates a formerly non-existent relational value in the 
form of a socially and ethically responsible, yet economically profitable product. 
Purchasing such a good allows consumers to raise and produce economic value, but 
also social and ethical value, as the price is no longer the only decision criterion. 
Wieland connects this view to research on collaborative forms of value creation 
(Arnould & Thompson, 2005; Grönroos & Voima, 2013; Wieland, 2020), a decision 
which is in line with the inherent aim of this book: presenting a Relational Gover-
nance approach that allows for collaborative value creation through AI and turns 
negative externalities into relational value. Traditionally, 

events are portrayed as negative external effects because they cannot be quantified or reflected 
in the pricing language used by the market. Accordingly, each must be transformed into a 
polycontextually compatible term, which in turn shapes the course of development for the 
process of internalising externalities. (Wieland, 2020, p. 91) 

Wieland even outlines a precedent case for this objective by stating that, regarding 
social systems: 

the societal discourse must first of all succeed in translating the negative external effects 
of economic transactions (human rights violations, failing to comply with social standards,
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lack of sustainability) into a variety of language games, which are compatible with multiple 
systems. (2020, p. 91) 

According to Wieland (2020), the title “permits this structural coupling, as it holds 
economic, organisational, legal and societal connotations that allow the subject 
matter involved to be cooperatively addressed” (2020, p. 91). The realisation and 
success of such a relational form of value creation be enabled through the gover-
nance structure of the firm and can include every system in society. Thus, consumer 
awareness and demand can serve as a push factor as well as, for example, the intro-
duction of new laws,8 be it hard or soft law9 (Wieland, 2020). Hence, for a company, 
one widespread form of relational value creation happens via the introduction of 
“innovative products or policies with a societal welfare component” (Wieland, 2020, 
p. 91). As for AI, to achieve this inclusion, all systems involved, as well as their 
interdependencies, need to be analysed and aligned. 

2.3.6.2 Scope of Structural Couplings with the ‘Artificial Intelligence 
System’ 

As initially suggested by Baecker (2016), from a sociological perspective, the inter-
action and interrelation of systems are best analysed in the context of structural 
couplings, which allow for the inclusion of non-human communicators (Harth & 
Lorenz, 2017). 

Due to the all-encompassing nature of the AI phenomenon, which is best resumed 
with being a ‘general-purpose technology’ (Brynjolfsson & McAfee, 2017; Dafoe, 
2018; Goldfarb et al., 2019; Klinger et al., 2018; Nepelski & Sobolewski, 2020; 
Razzkazov, 2020; Trajtenberg, 2018), structural couplings are to be expected with 
all other social systems –sooner rather than later. Figure 2.4 gives an overview of 
the societal systems identified by Wieland (2020) and the new system, ‘Artificial 
Intelligence’:

As marked in Fig. 2.4, the focus of Relational AI Governance is on two structural 
couplings of the ‘Artificial Intelligence System’, namely with the ‘Market’ and with 
‘Ethics’ (Wieland, 2020). 

I choose to focus on the ‘Market’ and its coupling with the ‘Artificial Intelligence 
System’ due to their many interconnections. For one, I apply a private sector perspec-
tive to AI governance. Again, this is since the consequences of economic competition 
make this sector one of the main drivers for AI development and adoption (Dafoe, 
2018; Makridakis, 2017; Polyakova & Boyer, 2018; PwC,  2019). Thereby, the effect 
of AI on society is accelerated through the economy. Furthermore, AI has a direct

8 An example for this is the German supply chain law against exploitation in global supply chains, 
passed in spring 2021 (cf., von Westphalen, 2020). 
9 Hard law is defined as legally binding, whereas soft law is not legally binding (Abbott & Snidal, 
2000), e.g., the IEEE Global Initiative on Ethics of Autonomous and Intelligent System (Marchant, 
2019). 
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Fig. 2.4 Own depiction of expected structural couplings with ‘artificial intelligence system’

effect on the economy, e.g., on its growth (Bresnahan & Trajtenberg, 1995; Klinger 
et al., 2018; Nepelski & Sobolewski, 2020; Petralia, 2020). 

Further, management practices, such as CSR, show that it is indeed possible 
to create relational value through a governance process including various system 
logics. To do so, system logics are aligned via the Relational Governance approach, 
which ensures the continuity of a firm in the market, as well as the simultaneous 
creation of societal welfare (Wieland, 2018, 2020). It is through the governance 
form of the firm, that the relations among systems are materialised, that the resources 
are combined, and relational value is created. Hence, by applying this governance 
approach, firms can secure sustainable competitive advantages, e.g., in the form of 
reputational gains for ethically responsible AI development. With this, they avoid 
negative costs like reputational losses for not having implemented a suitable AI ethics 
strategy (Hagendorff, 2020; Mittelstadt, 2019). Thereby, the private sector is able to 
implement AI governance and ensure its social compatibility (Brundage et al., 2018; 
Bryson, 2018; Cihon, 2019; Schwab & Davis, 2018). 

Due to the chosen definition of the firm as a nexus of stakeholders, the economic 
system is inherently connected to other systems in society (Wieland, 2018, 2020). 
Therefore, the second structural coupling this book focuses on is that of ‘Artifi-
cial Intelligence’ and ‘Ethics’. Structurally, this coupling follows the same logic 
as the coupling of the ‘Market’, in the form of ‘Business’ and, again, ‘Ethics’, as 
presented by Wieland (2018, 2020). While the latter systematically addresses “moral-
economic events” (Wieland, 2020, p. 12), AI ethics subsumes moral-technological 
events, which originate in the Artificial Intelligence and Ethics systems. Hence, 
academic advancements in the field of AI ethics are systematically depicted within 
the model through a structural coupling. 

As the ethical evaluation of AI mostly stems from its effect on societies, a soci-
etal perspective is inherent to the ethical evaluation of AI. Hence, the system ‘Civil
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Society’ is marked with a dashed line—depicting its indirect integration into Rela-
tional AI Governance. Furthermore, I adopt Reichel’s (2011) hypothesis that an 
autopoietic, technological system, in this case, the ‘Artificial Intelligence System’, 
shapes society and vice versa. Therefore, there is another indirect connection between 
AI and society: not only does AI have an effect on society and shape its development, 
but society also shapes the development and training of an AI technology. Regarding 
the impact and role of the technology system, Reichel (2011) concludes: 

Technology has progressed through establishing multiple couplings with its environment: 
with the human designers and users of technology, but even more with society and its function 
systems. Clearly this progress is co-evolutionary and technology appears to have managed 
to infuse its code and internal conduct into society as well as the mind of the engineer. […] 
Through this coupling society constructs reality through the lens of technology and there 
appears to be no way out of a technological trajectory for social evolution. This clearly is 
parting with the view of technology as being socially constructed. Quite on the contrary, 
technology as system is constructing social reality. Not only is the future of technology 
solely decided within and through technology, but the future of society is also decided 
technologically. (2011, pp. 116–117) 

I agree that the connection between AI and society is reciprocal in nature. 
In conclusion, this book addresses the aforementioned structural couplings of the 

‘Artificial Intelligence System’ with the ‘Market’ and ‘Ethics’. Nonetheless, other 
structural couplings are of great relevance for the successful adoption of AI by society, 
such as couplings with ‘Law’ and ‘Politics’, but are outside its scope. 

2.3.7 Contributions and Critical Reflection 

The conceptualisation presented in this chapter makes two academic contributions: 
For one, there is a research gap in sociology, particularly for research originating in 

Luhmann’s theory. Until today, no scholar has examined the option of conceptualising 
AI as a new, autopoietic system in society. Leading researchers mostly refer to AI as 
a form of communication (Esposito, 2017a, 2017b) or discuss its characterisation as 
an agent (Baecker, 2011, 2015). Despite recognising the growing importance of AI 
for sociology (Bammé, 2017; Dickel, 2017; Donick, 2019; Harth & Lorenz, 2017) 
and the call for new sociological concepts to define AI (Dickel, 2019; Fuchs, 2020; 
Vogt, 2020a, 2020b), no other paths have been explored. However, one publication 
entertains the idea of conceptualising the broader definition of ‘technology’ as an 
autopoietic system in society (Reichel, 2011). In this book, I have combined this 
impulse with the theoretical foundation of Luhmann’s theory, as adopted by Wieland 
(2014, 2018, 2020), and developed a new definition of AI as an autopoietic system 
in Luhmann’s tradition for Relational Economics. 

Moreover, this book connects Relational Economics to the general-purpose tech-
nology, AI, which has and will continue to have a tremendous effect on the global 
economy. Therefore, any modern economic theory should be able to address this
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phenomenon theoretically. Since no precedent case exists for the conceptualisa-
tion of AI as an autopoietic system, it was established entirely conceptually, and I 
acknowledge that extensive research and empirical testing are required to formalise 
her conceptual proposition. 
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Chapter 3 
Conceptualisation of the Relational 
Governance of Artificial Intelligence 

Having established AI as an element of Relational Economics, this chapter proceeds 
to conceptualise the Relational Governance of AI. To this end, it is divided into three 
sections: 

First, it delimits Wieland’s (2018, 2020) concept of Relational Governance from 
existing research about ‘Relational Governance’. Thereafter, critical elements of 
Wieland’s (2018, 2020) theory of Relational Governance are summarised and 
interpreted for the AI context. 
Second, it addresses the identified theoretical need for additions and adaptations 
of Wieland’s (2018, 2020) governance approach for the AI context. Hence, it 
begins with a depiction of the relational transaction underlying AI governance by 
presenting each element of the transaction and the interlinkages among them. 
Third, it proceeds to present its conceptualisation of Relational AI Governance 
by introducing the governance formula depicting this underlying transaction for 
AI governance.1 The formula depicts the overall governance structure and the 
governance parameters existing in the AI context. The governance parameters, in 
particular, subsume important content-related themes, e.g., AI ethics, providing 
the base for the operationalisation of Relational AI Governance in organisations. 

Based on the conceptualisation of the individual parameters, the third section 
presents suitable governance mechanisms for the governance parameters and 
discusses their adaptivity. The adaptivity of both the formula and the governance 
parameters is exemplified in two scenarios. Scenario one addresses the current status 
quo of AI governance, with no official regulation for AI research and adoption being

1 The book does not claim to present a complete function at this stage. It was developed to the 
author’s best knowledge and according to the current state of knowledge in academia and practice. 
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passed anywhere around the globe. However, since the E.U. has presented a propo-
sition for possible regulation of AI, scenario two briefly discusses the implications 
of a partially regulated market—with the E.U. being the only regulated region in the 
global economy. The chapter closes with a critical discussion of the model and its 
relation-building mechanisms. 

3.1 Theoretical Foundation for Relational AI Governance 

According to Wieland (2018, 2020), the failure of public-sector regulation “is the 
systematic point of departure for governance economics, which links it to […] private 
ordering on the part of NGOs like civil society organisations or by firms, based on 
contracts” (2020, p. 39). 

While Wieland directed this quote to the lack of regulation in the globalised 
economy, the same holds true for the current lack of regulation regarding AI develop-
ment and AI adoption as faced by companies (Balfanz, 2017; Cave & ÓhÉigeartaigh, 
2019). This is because corporations are the main driver for the AI revolution (Mittel-
stadt, 2019a), and public-sector regulation currently fails to address issues of AI 
governance (Cave & ÓhÉigeartaigh, 2019; Geist,  2016; Scharre, 2019; Tomasik, 
2013). Furthermore, numerous scholars point to the unsuitability of mere hard laws 
and standardised regulatory measures to address AI issues (Dafoe, 2018; Gasser & 
Almeida, 2017; Weng & Izumo, 2019). Thus, it is the lack of public-sector regulation 
that is the precise reason for the need to connect economic and system-theoretical 
theory, as their linkage allows us to explain the phenomenon of private ordering 
holistically and depict possible challenges or dilemma structures in-depth. On the 
operational level, this book applies Wieland’s (2018, 2020) definition of the firm as 
a nexus of stakeholders, an entity woven into society, and an instrument of private 
sector governance. Thereby, it aims to facilitate companies with a suitable governance 
approach, able to address the complexity coming with this endeavour. 

3.1.1 Delimitation of Wieland’s Relational Governance 

From a theoretical viewpoint, Wieland’s (2018, 2020) governance concept is closely 
linked to contract theory. This makes Relational AI Governance a part of contract 
theory, too, which is why it is crucial to understand how it is to be positioned in 
existing research. 

Stemming from Williamson’s (1979) tradition of transaction cost economics, 
Wieland (2014, 2018, 2020) also applies its continuation in the form of governing 
transactions via contracts in Relational Economics. Williamson (1979) specified his 
transaction cost economics approach as the governance of contractual relations and 
as “an interdisciplinary undertaking that joins economics with aspects of organiza-
tion theory and overlaps extensively with contract law” (1979, p. 261). Hence, an
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analysis on the meta-level helps understand the system-specific characteristics of 
each societal system and indicates dilemma situations arising due to the collision 
of system logic. Based on an extensive examination, the governance challenge is 
subsequently solved on the transaction level. This allows dilemma situations to be 
solved structurally, which is highly relevant to the AI context since wicked problems 
continue to exist from a societal meta-level to the micro-level. 

To realise the identified dilemma solution, the governance structure within the firm 
is operationalised in the form of formal and informal social contracts among its stake-
holders (Wieland, 2020). Wieland specifies Relational Governance as an informal 
governance structure, acting as an informal contract, which is based on shared 
values and trust among the parties involved. In detail, informal and formal contracts 
can interact, complement, or substitute each other or be eligible for combination 
(Wieland, 2018, 2020). Thus, a governance structure consists of formal and informal 
contracts, as well as enforcement mechanisms. With this approach, Wieland’s theory 
shows significant interrelations with existing research, as will be highlighted in the 
following. 

The first identified research stream focuses on the objectives and foundations of 
relational governance, such as shared values. Colombelli et al. (2017) describe rela-
tional governance as being “rooted in implicit understandings, shared cooperative 
norms, and informal routines that are mutually defined and adjusted by the parties” 
(2017, p. 4), whereas Wacker et al. (2016) and Abraham et al. (2019) view it as  
fostering and enabling collaboration among all stakeholders in a given situation. 

This second research stream focuses on the interplay of contractual and rela-
tional governance (Benítez-Ávila et al., 2019; Cao & Lumineau, 2015; Claro et al., 
2003; Ferguson et al., 2005a; Wacker et al., 2016), and is extensively mentioned by 
Wieland in his publications. In detail, Poppo and Zenger (2002) examined whether 
formal contracts and relational governance function as complements. Uhlaner et al. 
(2007) add that relational governance seems complementary to formal contracts. 
Poppo et al. (2008) found that as “relational governance safeguards parties from the 
risk inherent in many market transactions […], it can complement the use of formal 
contracts” (2008, p. 1195). Ferguson et al. (2005a) show that informal structures need 
to complement formal ones for relational governance to be put in place successfully. 
As stated, Wieland (2018, 2020) subsumes all these findings by defining formal and 
informal contracts to interact in four forms: substitution, combination, complemen-
tation, and interaction, and focusing on their theoretical derivation, as well as their 
operationalisation. 

Third, Grandori (2006) and Ndubisi et al. (2016) focus on the favourable environ-
ment needed to complement incomplete contracts. Ndubisi et al. specifically define 
“contracts as elements of relationships, and instruments of collaborating parties to 
take on opportunities through collaboration” (2016, p. 127). 

The fourth research stream examines relational governance from a relationship 
management view (Chu et al., 2020; Ju & Gao, 2017; Sjödin et al., 2019; Zheng 
et al., 2008) and specifically intra- (Liu et al., 2017) as well as interfirm relations 
(Chatterji et al., 2019; Zaheer & Venkatraman, 1995).
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Albeit Relationship Governance is a known term in academia, this book does not 
represent any of the presented schools of thought. Instead, the relational character of 
this book’s approach is displayed in the relationing mechanisms serving to connect 
the different system logics apparent in AI governance. Although various publica-
tions stem from Williamson’s (1979) transaction theory or integrate the concept of 
relational contracts, like Wieland (2018, 2020), existing research mainly focuses on 
the connection between relational and contractual governance (Benítez-Ávila et al., 
2019; Cao & Lumineau, 2015; Claro et al., 2003; Ferguson et al., 2005a; Poppo & 
Zenger, 2002; Poppo et al., 2008; Uhlaner et al., 2007; Wacker et al., 2016). While 
there is an overlap in the theoretical origins of these publications and this book, the 
research foci of both Wieland’s Relational Economics and this book differ strongly 
from the identified publications. Despite agreeing with the mentioned researchers 
and their findings, Wieland’s (2018, 2020) definition exceeds their positions and 
goes one step further, namely towards applying formal and informal governance 
structures to practise in order to successfully align differing system logics. 

3.1.2 Essential Concepts of Wieland’s Relational Governance 

According to Wieland (2014, 2018, 2020), the economy is defined as a global 
network, consisting of transactions through which individual and collective actors 
interact. With this, he differentiates between a global economy and national political 
or administrative spaces, such as national economies. Globalisation in this context is 
not defined as homogenous; rather, it is understood as a tension field between glob-
alised economic value creation and consumer preferences, while at the same time 
being bound to national political legislation and nationally oriented cultural belief 
systems (Wieland, 2020). 

The key challenge for such a global network consists in the effective governance 
of interaction dynamics among regional, national, transnational, and international 
transactions of all stakeholders involved. Further, the actors involved can include both 
individual and collective actors from all systems presented in the previous chapter, 
but “especially from the economy, politics, and civil society. Though these actors 
are in competition with one another, they are nonetheless potentially also cooper-
ating economic, political and civil-society actors” (Wieland, 2020, p. 2). Following 
Wieland’s (2018, 2020) logic, economic transactions consequently attract societal 
interaction, such as from the system ‘Politics’ or ‘Civil Society’. Therefore, the 
required governance structure will organise these interactions to generate reciprocal 
value creation. It is the continuity of these cooperative relations that determines the 
performance level of a relational economy and its actors. 

Consequently, the basic unit of analysis in Relational Economics, specifically 
in Relational Governance, is the relational transaction (Wieland, 2018, 2020). The 
single transaction attracts various decision logics and sources of value creation, 
thereby serving as “the focal point in a complex system” (Wieland, 2020, p. 21). 
Given the complexity of such networks, Wieland decided to substitute the traditional
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economic exchange transaction with a relational transaction, which can genuinely 
depict the complexity of modern realities—instead of the merely binary mechanism 
an exchange transaction functions on. In the light of relational transactions, the global 
economy no longer consists of the simple addition of exchange transactions but the 
identification and shaping of transactional relations (Wieland, 2020). Consequently, 
the performance of such a network is built on the foundation of its transactions’ 
functionality and connections. 

The term ‘relation’ is defined as “the successful integration of multiple rational-
ities in an adaptive governance structure for the dynamic processing and develop-
ment of specific economic transactions” (Wieland, 2020, p. 9). Hence, transforming 
a potential relation into an actual one requires the existence of a governance struc-
ture (Wieland, 2018, 2020). Operatively, the chosen governance structure needs to 
function in a closed manner, at least temporarily, to allow for the realisation of a 
particular transaction. Nonetheless, it always remains communicatively open to its 
environment (Wieland, 2018). 

The context for the firm as a governance structure is the system ‘Market’. This 
system is binarily coded and cannot integrate other decision logic within itself, 
despite being communicatively open to other systems. This is because “the poly-
valent processing of economic transactions, can work efficiently and effectively at 
the organisational level, but not at the level of the market” (Wieland, 2020, p. 9).  
In consequence, the governance of relational transactions requires the firm to be the 
governance form and process for relational transactions. This is because, compared 
to the ‘Market’, the firm exists independently of its stakeholders with the infinite 
aim of ensuring the continued existence of its own collective action form (Wieland, 
2018, 2020). In short, the firm is “a form of governance for stakeholder relations and 
[…] a process of relationalising stakeholder resources” (Wieland, 2020, p. 71). The 
cooperation rent measures the outcome of such a process, specifically the outcome 
of a relational transaction in Relational Economics, by what rent it achieves on the 
market. Again, this value can only be created through the governance forms inte-
grated into the relational transaction. The outcome portrays the value achieved for 
all actors involved; hence, a shared value (Wieland, 2020). 

3.1.2.1 The Operationalisation of Shared Value Creation Through 
Relational Governance 

When it comes to the application of Relation Governance in practice, it is not only 
the identification of the firm as a governance form that is of relevance: Williamson 
(2002) originally stated that “contract/private ordering/governance leads naturally 
into the reconceptualization of the firm not as a production function in the science of 
choice tradition, but instead as a governance structure” (2002, p. 191). This indicates 
that by opting for private sector ordering, corporations move from the economic 
system and engage as actors of civil society or politics. Thereby, the firm becomes 
a multi-stakeholder entity, responsible for aligning all its stakeholders’ interests and 
the effective collaborative management of their invested resources (Wieland, 2014,
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2018, 2020). In doing so, managing the interests directed towards a company ensures 
its continued existence and provides shared value to society (Wieland, 2008, 2014, 
2018, 2020). 

To give an example that substantiates this theoretical derivation: An economic 
actor, an organisation whose original affiliation is in the economic system, needs 
to account for the binary code of the economy, which is ‘payment - non-payment’. 
Within the organisation, this translates into the specific guiding difference of ‘earn-
ings - costs’ (Wieland, 2018). Thus, when an organisation moves into the realm of 
ethics, for example, it is confronted with the binary code of ‘right - wrong’ and the 
guiding difference ‘conformity - non-conformity’. This requires a governance form 
to align these diverging system logics and create a ‘win–win’ situation; a higher 
cooperation rent for actors from both societal systems. Such an alignment can be 
acquired through a structural coupling in the form of polycontextual management, 
with which relational value is created. 

The value of a new transaction exceeds the mere connection and integration of two 
systems’ logics, as, by adapting morality and creating new relational transactions, 
the firm creates a new value for both parameters—a new moral element and new 
economic value. In the case of human rights protection in a corporate environment, 
a new relational transaction can change the daily routine and actual level of personal 
safety for a worker, who formerly might have been employed under inadequate 
conditions that involved risk. For the corporation, economic gains can be traced to 
a positive reputation due to these actions and, therefore, approval by consumers, 
which can again translate into higher sales figures. Thus, the relational value of the 
transaction exceeds abstract morality and direct cost or earnings. It may not only 
have a ripple effect on other stakeholders but also create indirect benefits for, as 
suggested, the workers who benefit from new measures, their families, and even 
their community (Wieland, 2020). 

Consequently, a governance task, as defined in relational economics, 

consists in interlinking economic competitiveness […] and societal normativity (law, ethical 
standards) in such a way as to create a new business model […]. In other words, business 
ethics is not business plus ethics, but rather a new entity of its own, a new relational transaction 
in which the previous transactions continue to exist but are modified by new events that 
become coupled with them. (Wieland, 2020, p. 59) 

The company does not change its original affiliation to its economic system but 
integrates the guiding difference of other systems into specific processes by creating 
relational transactions. Still, by focusing on the ‘earnings – costs’ guiding difference, 
the economic actor ensures its own competitiveness and continued existence in its 
original system, namely the market. While no system logic is privileged or handled 
advantageously, the focus on the corporation’s guiding difference does justice to the 
formerly mentioned overall objective inherent to all governance measures: ensuring 
the continuity of existence for the entity realising them. Through the governance 
process, the firm fosters and facilitates cooperation among its stakeholders and, 
thereby, plays an important role in its own social legitimisation (Wieland, 2020). 
If confronting and integrating stakeholder demand is not deemed desirable, the
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only alternative for the company is to leave this particular market and enter a less 
demanding one with a different set of stakeholders (Wieland, 2020). 

Consequently, governance structures are necessary to create a new unity from 
these differences, and a new value, which allows for value creation amidst the two 
systems and across sectors (Wieland, 2020). To achieve this goal, companies need to 
be able to translate this external demand into processes and measures that are compat-
ible with their original guiding difference. In the case of coupling the market and 
ethics—translating to business logic and morality on the company level—measures 
of corporate ethical behaviour need to be translated into the costs and the possible 
contributions they can bring to the corporation (Wieland, 2014, 2020). Given the 
firm’s embeddedness into society, any given company’s strategic management and 
governance need to address the demand arising from its stakeholders’ needs and 
rights if it aims to ensure the continuity of its business. However, a company does 
not have to use these measures and engage in polycontextual management processes 
because it prioritises societal welfare (Wieland, 2018, 2020). Rather, the arguments 
for such decisions can be grounded in a cost analysis of all options available or 
an evaluation of potential economic gains stemming from applying more ethical 
procedures, such as economic gains due to a rise in reputational value. Hence, 

managing normativity is a form of risk management and can only succeed if a given firm 
is truly capable of accurately interpreting society’s preferences, both for the present and for 
the foreseeable future. (Wieland, 2020, p. 90) 

This includes the “ability to create governance structures for relational […] trans-
actions, which require adaptive structures in order to efficiently and effectively cope 
with the diversity of contexts” (Wieland, 2020, p. 90). 

3.1.2.2 The Governance Mechanisms of Wieland’s Relational 
Governance 

In economic theory, a governance structure for transactions can include their coordi-
nation as well as the fostering of cooperation among them. Its effectiveness in doing 
so determines its performance. 

However, Relational Economics differentiates between the two concepts. Wieland 
(2018, 2020) defines coordination as a thing-to-thing relation that requires the ex-post 
securing of existing rules. By contrast, cooperation fosters the ex-ante agreement 
of a particular number of parties and, thereby, is constituted as an actor-to-actor 
relation. Unlike in other governance forms, Wieland (2020) points out that, for the 
firm, individual characteristics of actors and parties involved play an important role 
in the governance structure’s effectiveness. Hence, within a firm, formal modes of 
coordination, such as monitoring, need to be combined with information modes of 
cooperation in the form of values—such as “moral or cultural standards” (2020, 
p. 28).
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Further, given that no relational transaction is the same, each one requires 
a tailored governance structure—developed according to the specific situational 
context. Therefore, 

relational governance is understood as an informal governance structure, as an implicit 
contract based on shared norms and, as such, on mutual trust, on interpersonal relationships 
and on the actors’ respective reputations. (2020, p. 43) 

Wieland (2018, 2020) adds that, within the firm, social norms do not exist in a 
self-enforced manner but are enforced by control mechanisms and negative incen-
tives, such as social criticism. He specifies the relation between formal and informal 
governance structures in a fourfold manner: they can complement or substitute each 
other, interact with each other, or be combined. However, the complementarity and 
combinability of both formal and informal governance measures is viewed as the 
dominant mode of interaction. Wieland (2020) displays this shared view with other 
scholars, such as Cao and Lumineau (2015), in the following function that depicts the 
co-existence of formal and informal measures for any given relational transaction: 

RT = f {I, O, SII, SFI} 

This formula summons the Individual (I), the Organisation (O), and the informal 
(SII) and formal institutions of society (SFI). Actual interaction and equivalence 
between these four parameters can only exist when they are equally accessible within 
a governance structure. 

Thus, within the governance form, the implementation of formal contracts can be 
a sign of investment and commitment, rather than control, and can even increase trust 
within the network or organisation they are applied to (Wieland, 2020). To further 
clarify the relations among the specific parameters, Fig. 3.1 displays an overview of 
their interconnections within a given governance structure.

As Fig. 3.1 portrays, there are two forms each for informal and formal gover-
nance measures. Further, there are interrelations between ‘O’ and ‘SII’ as well as 
‘SFI’ and ‘I’. The parameters ‘O’ and ‘SII’ can either complement each other or be 
combined. The relation between ‘SFI’ and ‘I’ can either be of substitutive or interac-
tive nature. However, in ideal form, all parameters are activated and managed within 
the governance structure (Wieland, 2018, 2020). 

To exemplify this rather abstract depiction, a practical example is taken. In a firm, 
the mere enforcement of compliance management measures via formal contracts is 
often ineffective. It is in combination with 

the parameters I (leadership integrity) and O (the compliance system) with informal 
SIIs (societal informal institutions/the corporate culture) and formal SFIs (societal formal 
institutions/organisational liability, due diligence specifications) (Wieland, 2020, p. 44) 

that they become most successful. Consequently, the underlying aim of rela-
tional governance and the realisation of relational transactions lies in the joint 
problem-solving of the parties involved by developing trust and shared values—and 
complementing them with formal governance measures.
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Fig. 3.1 Own depiction of governance parameters, according to Wieland (2020)

The quality of a relational transaction within the governance form of the firm 
is ensured through its informal structure, which is mostly determined by implicit 
contracts and the pro-social behaviour of its actors in their relations (Wieland, 2018, 
2020). In this context, the task of governance is the appropriate proportioning of 
multiple governance forms and mechanisms for the particular transaction. Thereby, 
it realises the continuity of cooperative relations, allowing for the relationalisa-
tion process to create value (Wieland, 2018). The result of this governance process 
becomes tangible in the form of cooperation rents, as well as material and immaterial 
value for all stakeholders involved in the cooperation process (Wieland, 2018, 2020). 

The actual process of relationalisation of resources within a governance form 
is marked by three main characteristics: recursivity, simultaneity, and productivity 
(Wieland, 2020). These characteristics determine the level of private and social value 
creation realised through a particular relational transaction: 

Recursivity determines how the outcome of a relational transaction affects the 
events involved and their relations with one another. 
Simultaneity describes all processes and parameters in the relational transaction 
functioning simultaneously and being of equal validity. Neither one can be elimi-
nated through governance; they can, however, be combined, compensated for, or 
substituted each other if they are functionally equivalent. 
Productivity of a relational transaction is based on the constraining or enabling 
effects the parameters involved have on one another, as they can either block or 
foster each other’s productivity. 

These three characteristics can serve as indicators for the quality and applicability 
of a given governance structure to a practical case.
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3.1.2.3 The Operationalisation of Governance Structures 
via Governance Parameters 

The requirements, in other words the content, for the previously presented governance 
measures, are polycontextural in nature. Thus, they can stem, for example, from the 
fields of law, the economy, or ethics, and require a transformation into polylingual 
actions, such as incentives, to be implementable and realisable within the firm’s 
governance structure (Wieland, 2020). To integrate these objectives of Relational 
Governance effectively and include the requirements of all system logics involved, 
the firm operationalises its governance structure on two main levels: 

– First Level: The Internalisation and Governance of Social Normativity in 
Companies 

This phase portrays the overall process of aggregating social normativity in the 
entire societal system and positions the firm within this context. Through societal 
discourse, the expectations regarding a current dilemma situation need to be declared 
(Wieland, 2018, 2020). Such dilemmas, in the context of companies, are also defined 
as negative externalities—events outside the economic logic, needing to be integrated 
through a governance form as “they cannot be quantified or reflected in the pricing 
language used by the market” (Wieland, 2020, p. 91). Based on such a formulation, 
regarding, for example, society’s viewpoint on corporate decision-making and its 
negative externalities, the firm can engage in polycontextual management and begin 
the process of aligning diverging demands. Therefore, society’s demand “must be 
transformed into a polycontextually compatible term, which in turn shapes the course 
of development for the process of internalizing externalities” (Wieland, 2020, p. 91). 
The translation of system-specific demands into a corporate structure is portrayed in 
Fig. 3.2.

While the ‘Market’ remains a binary-coded system, which only allows for 
exchange transactions based on prices, the firm and the government can engage in 
relational transactions and combine various system logics. Within the firm, certain 
governance parameters come into play to realise the governance objectives identified 
via the social formulation. Thus, a company can contribute, for example, to the goal 
of corporate social responsibility, which portrays society’s demand for companies 
to internalise the negative externalities of their actions. The company can do so, as 
depicted in Fig. 3.2, through, for example, management corrections, the development 
of new, socially desirable innovations and, most importantly, the creation of shared 
value. 

– Second Level: Translating System Requirements into Corporate Governance 
Measures 

After having identified the requirements stemming from each system involved in the 
relational transaction on a meta-level, the internalisation process within the firm is 
initiated. As depicted in Fig. 3.3, each societal system involved in the transaction 
leads to system-specific requirements for the internalisation process.
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Fig. 3.2 Own depiction of polycontextural governance, according to Wieland (2020)

Fig. 3.3 Own depiction of company-internal governance measures, according to Wieland (2020) 

This process is operationalised through an individualised governance structure in 
the form of a management program within the firm. In reaching the society’s expected 
form of internalisation, the firm can benefit, for example, from suitable regulations. 
This is because the firm can combine them with appropriate corporate measures that 
serve its internalisation strategy, depending on which combination “yields optimal 
efficiency and effectiveness” (Wieland, 2020, p. 91). Further, Fig. 3.3 presents exem-
plary corporate policies resulting from the management program, which will help 
solidify the governance of transactions and the alignment of objectives the firm 
realises as a governance form. To achieve the realisation of such a governance 
structure through correlating governance processes, the firm can apply formal and
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informal contracts, which in turn are reinforced through, for example, legislation, 
shared values, and trust. 

In conclusion, the overarching aim of Relational Governance is to provide a struc-
ture within which to pursue the relationalisation of events. Thereby, unity in diversity, 
and an alignment is created of differing decision logics coming with the realisation 
process. In this way, the efficiency and effectiveness of the governance structure 
determine its success. Apart from diverse decision logics, the governance structure 
needs to adapt flexibly to the social norms it encounters, which, as presented, can 
diverge across cultures, nations, and even regions. This is because values 

aren’t stable entities that actors can use as ultimate points of orientation for their decisions; 
rather, they are dynamic events […] which must be made more concrete [through] adaptive 
micro-mechanisms of governance. (Wieland, 2020, p. 10) 

Particularly for unregulated dilemma situations, such as AI governance, the integra-
tion of social norms and values through a governance parameter becomes particularly 
important, as no hard law regulation is in place to govern economic decision-making. 

3.2 Governance Parameters of the Relational AI 
Governance 

The following conceptualisation of Relational Governance for AI begins with the 
definition of the relational transaction of private sector-led AI development, since, 
according to Wieland (2020), “adopting the category of transaction as an attractor 
for multiple actors and polyvalent events is intended to restore access to the analysis 
of economic interactions” (2020, p. 9). Further, he adds that “these relational trans-
actions necessarily take the form of relational contracts and the respective forms 
of governance used for them must be tailored accordingly” (2020, p. 9).  Thus, to  
be able to develop such a tailor-made governance approach for AI, a focus on the 
underlying relational transaction is the necessary requirement. 

While systems theory proved to be suitable on the meta-level, for the actual 
governance of the demand stemming from these societal systems, transaction cost 
economics comes into play. This is because neither Luhmann’s original theory (1995, 
1996, 1997) nor Wieland’s Relational Economics (2018, 2020) establishes societal 
systems as relational elements. Instead, the operationalisation process of developing 
governance measures requires a move from system-level to transactional level. 

This step is required to make “complexity manageable” (Wieland, 2018, p. 23) 
via relational governance challenges, as only a governance form on operational 
level is able to the realise the “integration of various rationalities” (Wieland, 2018, 
p. 86). Hence, the single transaction, more specifically the “relational transaction” 
(Wieland, 2020, p. 46), serves as a basic unit for analysis.



3.2 Governance Parameters of the Relational AI Governance 103

3.2.1 The Relational Transaction of Corporate AI 
Development & Adoption 

Essentially, one transaction always connects one element or actor to another. In the 
case of the economy, it connects the necessary resources for economic exchange. 
Wieland (2018, 2020) differentiates between the traditional economic exchange 
transaction, which aims to maximise the respective advantage of each party involved, 
and the objectives of a relational transaction, which are to plan and solve problems 
cooperatively (Wieland, 2020). 

As soon as resources are connected to others through a specific transaction, their 
characteristics and their mode of action change (Wieland, 2018). Thus, the resources 
forming part of a transaction are transformed through the productivity-generating 
net of relations they share. It is important to note that it is only through their inter-
linkage—their relation—that they can gain their specific productivity. This makes 
the relationship a productive resource in its own right, as it creates a transaction from 
the resources available and, thereby, a new union and shared value. In doing so, it 
sets the foundation for any collaborative governance forms (Roberts, 2000; Wieland, 
2020). 

Within each system and across systems, a multitude of transactions are taking 
place. Apart from monolingual transactions, such as the economic exchange trans-
action, there are also relational transactions—hubs consisting of interlinked system 
logics. As depicted in Fig. 3.4, within the form of the ‘Market’, numerous exchange 
transactions take place (Wieland, 2018, 2020). To build a suitable governance struc-
ture and address all logic included in the relational transactions underlying AI gover-
nance, an analysis of all relevant systems is necessary. Therefore, the relational 
transaction ‘Rt’ is marked with dashed lines. 

Fig. 3.4 Own depiction the relational transaction of AI adoption
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Figure 3.4 exemplifies the emergence of a relational transaction for the AI context: 
as soon as a transaction attracts more than one other system logic, and thus consists 
of various interlinked dimensions, it is defined as a relational transaction (Wieland, 
2018, 2020). As established in the previous chapter, the connection between the 
systems of ‘Artificial Intelligence’, the ‘Market’, ‘Civil Society’, and ‘Ethics’ must 
be analysed on the transactional level. After having understood the connection among 
those systems, the applicability of Wieland’s Relational Governance for the AI 
context can be tested. 

As for the system ‘Artificial Intelligence’, the higher availability of big data 
and computational power allowed new technologies to emerge, especially in 
machine learning and deep learning (Moore, 2006; Nilsson, 2009). Further, its all-
encompassing disruptive power led to AI mostly being portrayed as a general-purpose 
technology (Brynjolfsson & McAfee, 2017; Dafoe, 2018; Goldfarb et al., 2019; 
Klinger et al., 2018; Nepelski & Sobolewski, 2020; Razzkazov, 2020; Trajtenberg, 
2018). 

When the broad opportunities for the application of AI became apparent to the 
economy, companies began to invest heavily into its development—a process contin-
uing to this day (Bughin & Hazan, 2017; Bughin et al., 2017; Nilsson, 2009). From 
the transactional lenses of Relational Economics, this means that ‘Artificial Intel-
ligence’—to be precise, the monolingual AI transaction—attracted another system 
logic, namely, the ‘Market’. Hence, the market logic and AI formed a structural 
coupling. This results in the linking of the formerly singular AI transaction to an 
economic transaction, spawning a relational AI-economic transaction. The relation-
ship between ‘Artificial Intelligence’ and the ‘Market’ is reciprocal in nature, as 
AI transforms and elevates the economy (Bresnahan & Traijtenberg, 1995; Klinger 
et al., 2018; Nepelski & Sobolewski, 2020; Petralia, 2020). In turn, the economy— 
by investing heavily—promotes the progress made in AI research and broadens the 
impact of AI through rapid corporate adoption of AI (Bughin & Hazan, 2017; Bughin 
et al., 2017; Nilsson, 2009) (Fig. 3.5). 

In detail, the private sector is affected by AI in two possible ways: for one, AI 
has a direct effect on economic growth (Bresnahan & Traijtenberg, 1995; Klinger 
et al., 2018; Nepelski & Sobolewski, 2020; Petralia, 2020), and, by adopting AI in 
its products and processes, the identity of an organisation changes, as it is exposed 
to the transformational power of AI (Bryson, 2018; Cihon, 2019; Cihon et al., 2020; 
Kaplan & Haenlein, 2019; Makridakis, 2017).

Fig. 3.5 Own depiction of 
reciprocal relation between 
systems ‘AI’ and ‘Market’ Artificial 

Intelligence 
Market 
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Additionally, all companies, whether they apply AI or not, are affected by the rising 
competitive pressure in the market. This is because the effectiveness of companies 
applying AI rises, bringing them ahead of a competitor’s cost structure. Moreover, 
oligarchic structures have already been established in the market for AI development, 
a development putting further pressure on companies to develop AI solutions quickly 
to gain market shares (Cave & ÓhÉigeartaigh, 2019; Dafoe, 2018; Horowitz, 2018). 
In particular, competition to access sufficiently big, high-quality data sets, which are 
the foundation for the development of new AI solutions, and the overall pressure 
to cover niches in the market, are often compared to an ‘arms race’ in AI (Cave & 
ÓhÉigeartaigh, 2019; Horowitz, 2018; Taddeo & Floridi, 2018b; Tomasik, 2013). 
This pace of development comes at a price, since corporate decision-making on AI 
adoption has direct effects on civil society, as previously established (Dafoe, 2018; 
Makridakis, 2017; Polyakova & Boyer, 2018; PwC,  2019). 

Therefore, while being chased by competition and faced with time pressure, a 
firm needs to integrate various dimensions into its corporate decision-making. This 
is because, with the interlinkage of AI and the market, another indirect relation is 
created: the disruptive processes unleashed by AI are carried forward to another 
system via the close link between the economy and civil society. From a Rela-
tional Economics viewpoint, the progression of AI’s impact on civil society can be 
explained as follows: Wieland (2014) defines the firm as a “nexus of stakeholders” 
(2014, p. 106). In detail, the firm entails “a cooperative process between stakeholders 
[…] [aiming] to achieve success and growth for all of the stakeholders involved and 
to satisfy them by creating added value” (Wieland, 2014, p. 110). Consequently, a 
firm—the operational entity of the system ‘Market’—is inherently intertwined with 
civil society, as portrayed in the following Fig. 3.6. 

Since the broadening impact of AI on civil society is mainly due to AI development 
performed by the private sector (Mittelstadt, 2019a) and the adoption of AI in firms, 
the system ‘Market’ acts as a channel for the transformative power of AI. Thus, in AI 
also, the firm is confronted with the negative externalities of its actions. As with CSR, 
the firm needs to become “an actor in the world of politics and civil society, without 
becoming an organisation in political or civil society” (Wieland, 2020, p. 60). With 
the private sector being the driver of this progress and the beneficiary of integrating 
AI into its processes, it is also confronted with the expectations of society. This is 
because, with the implementation of AI into the processes of companies and their 
integration into products, AI is introduced to civil society, in the form of users and

Artificial 
Intelligence 

Market Civil  
Society 

Fig. 3.6 Own depiction of reciprocal relation between systems ‘AI’ and ‘Market’ 
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Artificial 
Intelligence 

Market Civil  
Society 

Ethics 

Fig. 3.7 Own depiction of relations between systems ‘AI’, ‘Market’, ‘Ethics’, and ‘Civil Society’ 

consumers, at a rapid pace (Dafoe, 2018; Makridakis, 2017; Polyakova & Boyer, 
2018; PwC,  2019). 

Due to AI’s disruptive and overarching nature, the effect of AI on society encom-
passes operational and philosophical challenges, as well as dilemma situations 
(Dafoe, 2018; Daly et al., 2019; Hagendorff, 2020; Jobin et al., 2019). Hence, as 
with CSR and business ethics, the system ‘Ethics’ adds to the initial attractor ‘Arti-
ficial Intelligence’. Since it is the firm that instrumentalises AI for its particular 
interest, the need for ethical evaluation is again linked tightly to the system of the 
‘Market’ (Fig. 3.7). 

However, as for the characteristics of the systems ‘Ethics’ and ‘Artificial 
Intelligence’, two specifications need mentioning:

First, both systems function self-referentially and do not require linkage with 
other systems to ensure their existence. For ‘Artificial Intelligence’, as apparent 
in the first decades since its invention, AI was a phenomenon of merely informatic 
interest (Kaplan & Haenlein, 2019; Makridakis, 2017; Nilsson, 2009). It was only 
when its use for the fulfilment of corporate objectives became apparent that it 
attracted the ‘Market’ system. Thus, while it existed before in a self-referential 
manner, it is particularly when linked to other system logics that its transformative 
power is maximised, and its impact broadens. The same holds for ‘Ethics’: while 
it exists as an individual system, its impact is, again, maximised by linking it to 
a field of application; in this case to the ‘Market’ and ‘Artificial Intelligence’. 
Second, coming back to the notion of AI being a general-purpose technology: 
while the scope of this book focuses on the private sector, the system ‘Artificial 
Intelligence’ not only attracted the ‘Market’. Instead, it has already and will even-
tually attract (all) other systems in a given society that apply AI to improve their 
performance or interact with it. Nowadays, the public sector is already engaging 
in AI adoption, as partly portrayed when discussing algorithmic governance in 
the previous chapter (Dunleavy, 2016; Gillespie, 2014; Gritsenko & Wood, 2020; 
König, 2019; Williamson, 2014). From this book’s perspective, the public sector 
is in a similar role to the private sector, as it channels AI’s transformative power 
and fosters its interaction with users and consumers. Hence, much like the private 
sector, the public sector is, and will be more so, confronted with consumer pressure
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Artificial 
Intelligence 

AI-
Adopting 
System 

Civil  
Society 

Fig. 3.8 Own depiction of relations between system ‘AI’, an exemplary system, and ‘Civil Society’ 

regarding the responsible adoption of AI. Specifically, the demand for respon-
sible AI implementation will rise with a constantly growing number of use cases 
(Danaher et al., 2017; Gamito & Ebers, 2021; Hassan & De Filippi, 2017; König, 
2019) and, thus, greater exposure to civil society.

Hence, as portrayed in Fig. 3.8, a similar dynamic to that identified for the 
private sector is suspected to hold true for other societal systems interacting with 
AI. To take an example: the ethical concerns linked to algorithmic governance—the 
application of algorithmic control and regulation mechanisms by and to the public 
sector (Dunleavy, 2016; Gillespie, 2014; Gritsenko & Wood, 2020; König, 2019; 
Williamson, 2014)—show similarities with those in the context of private-sector 
AI adoption and the reaction of civil society to it. Therefore, this book’s analysis 
encourages further research to focus on this intersection, since the conceptualisation 
of trans-sectoral AI governance is outside its current scope. 

To conclude, from a private-sector perspective, AI adoption, and more so its 
governance, is based on a relational transaction including various system logics. 
Specifically, companies partially employ the binary coding of ‘Artificial Intelligence’ 
to enhance the effectiveness of company-internal processes (Wieland, 2020). Hence, 
the challenge for companies adopting AI 

consists in programming the changed contexts and logics that now apply to its transactions in 
a way that allows it to continue to conduct its former Exchange Transactions on the market, 
now in the form of Relational Transactions. (Wieland, 2020, p. 60) 

However, due to the newness of the phenomenon, its competitive dynamics, and 
the market being currently unregulated, strategies in AI governance differ from the 
governance of previously existing issues, such as CSR. 

3.2.1.1 The Role of the Firm in the Polycontextual Governance 
of Artificial Intelligence 

The polycontextual governance of AI is developed based on its relational trans-
action and aims to address and integrate the social normativity coming with the 
phenomenon. Consequently, Fig. 3.9 depicts the societal context of AI governance 
and serves as a structure for this section.
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Fig. 3.9 Own depiction of polycontextural AI governance, according to Wieland (2020) 

Negative Externalities 

Beginning with the communicative level, this book has extensively established the 
economic consequences and negative externalities of AI development and AI adop-
tion by the private sector in previous chapters (Cihon et al., 2020; Dafoe, 2018; 
Mittelstadt, 2019a; Polyakova & Boyer, 2018; Polyakova & Meserole, 2019). 

Societal Formulation 

Society has already formulated its expectation (Wieland, 2018) towards companies 
to internalise these negative externalities by expressing rising concerns (Cath, 2018; 
Floridi, 2016, 2018; Harari, 2018; Perc et al., 2019; Rosa, 2016), also referred to 
as the AI control problem (Bostrom, 2014; Yampolskiy, 2015). This entails worries 
about the mid-to-long-term consequences of AI adoption, e.g., loss of jobs, or rather 
overarching challenges, such as a possible power shift in society and the restric-
tion of freedom of choice (Balfanz, 2017; Dafoe, 2018; Hassan & de Filippi, 2017; 
Helbing et al., 2019; Lessig, 1999; Rosenblatt et al., 2002). Further, the expectation 
for private-sector regulation to be implemented is reflected in the growing number 
of scholars dealing with the topic, and the significant emergence in academic publi-
cations subsuming the types of externalities coming with AI adoption and possible 
approaches to solutions (Balfanz, 2017; Berendt, 2019; Cath, 2018; Cihon, 2019; 
Cihon et al., 2020; Dafoe, 2018; Floridi,  2018; Future of Life, 2015; Hagendorff, 
2020; Mittelstadt, 2019a; Perc et al., 2019).



3.2 Governance Parameters of the Relational AI Governance 109

AI Ethics 

Research disciplines such as AI ethics play a big part in verbalising, systematising, 
and visualising societal concerns and society’s expectations towards companies. They 
do so by focusing on the development of a shared understanding of protection-worthy 
values regarding AI, such as transparency or privacy. This is of high importance, as 
Wieland (2020) points out that “social norms and relational governance are not self-
enforced; rather, they are enforced by means of other punitive mechanisms like social 
criticism and loss of status or reputation” (2020, p. 43). Thus, the aggregation and 
systematisation of such criticisms help point out cases of misconduct on the part of 
the companies, which in turn threatens their reputation, and gives bargaining power 
to society (Dafoe, 2018; Wieland, 2018, 2020). 

Government 

Compared to other phenomena, polycontextual management in AI Governance 
is confronted with a specific challenge: while various nations and companies do 
support the development of regulations for AI research, the development of AI-
based production, and specific regulations for its implementation, so far, according 
to the United Nations Interregional Crime and Justice Research Institute (UNICRI), 
no all-encompassing law, regulation or bill has been passed to regulate AI, anywhere 
around the globe (UNICRI, 2021). 

However, various countries, e.g., China and the U.S., passed national strategies 
and policy plans, as early as 2016 (UNICRI, 2021), which the U.S. renewed in 
2019 under the title ‘Guidance for Regulation of Artificial Intelligence Applications’ 
(Vought, 2020). Also in 2019, the United Nations Educational, Scientific and Cultural 
Organization (UNESCO) communicated its intention to develop a global standard-
setting instrument for AI by the end of 2021 (UNESCO, 2019). In the European 
Union (E.U.), the member states mostly follow national AI strategies, but these 
national plans are mostly convergent and are further guided by the E.U.’s Strategy 
on AI, which a high-level expert group leads. In 2019, this European Commission 
presented its guidelines for Trustworthy AI, aiming for European AI to be lawful, 
ethical, and robust (AIHLEG, 2019). In 2020, it published a White Paper on the 
European Approach to Excellence and Trust in AI (European Commission, 2020a), 
which presents its suggestions for an ecosystem of excellence and an ecosystem of 
trust. As part of the second aspect, trust, the White Paper differentiates applications in 
AI according to their risk level for society and introduces the categories ‘high-risk’ 
and ‘non-high-risk’. The category ‘high-risk’ is again determined by two factors; 
namely the criticality of its use and its application sector (European Commission, 
2020a). In April 2021, the European Commission presented the first global proposal 
for an AI regulatory framework (European Commission, 2021a). With this risk-
based framework, the E.U. presents a first effort to level the ground for companies
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to engage in regulatory action in AI development as, depending on the risk level of 
the application, it demands adaptation in data training, data keeping, and high levels 
of robustness, as well as human oversight in development. 

Market 

Translated to the Relational Governance of Artificial Intelligence, this means that, 
for now, the (global) system ‘Market’—even with European regulation on AI safety 
in preparation—remains vastly unregulated. Consequently, it is probable that advan-
tages will be gained over competitors at the expense of ethical considerations and 
societal concerns such as AI safety, because the actors involved face the pressure to 
prioritise pace over caution (Dafoe, 2018). This is because a regulatory gap opens 
the door for strong competition in innovation-driven markets: as with all types of 
innovation, the market is influenced by the advancements and state of the art in 
corresponding research (Rothwell, 1994). With AI, it is precisely the pace of its 
development and advancements that pushes its adoption in organisations. The risks 
can range from a high concentration of power in society to an accelerated pace of 
development due to possible economic or military benefits stemming from a first-
mover advantage. Technological arms races are particularly characterised by high 
economic gains from such advantages, which is why reaching market dominance 
serves as a strong incentive for companies (Dafoe, 2018). This development would 
come with so-called ‘collateral damage’, meaning that the prioritisation of pace over 
caution will lead to acquiescence to negative consequences, which can then only 
be dealt with ex-post—possibly after damage has been done or irreversible conse-
quences have taken place (Allen & Chan, 2017; Armstrong et al., 2016; Nakashima, 
2012; Polyakova & Boyer, 2018; Scharre, 2019). 

Firm 

Since no definite internalisation or alignment process of societal interest has been 
established as the governance form for AI, alignment efforts remain with the firm. 
Although the E.U. proposed a regulatory framework, societal expectations regarding 
AI governance are currently still directed towards the private sector, and thus, the firm. 
In addition, while AI development might soon be regulated in the E.U., it is unlikely 
that this will stop the dynamics companies that find themselves in, since this global 
phenomenon mainly revolves around the U.S. and China (Cave & ÓhÉigeartaigh, 
2019;Geist,  2016; Scharre, 2019; Tomasik, 2013). As for the creation of shared value, 
these settings favour competitive approaches to dissolving wicked problems—which 
result in a win-lose-constellation (Roberts, 2000). Winning in this context means the 
successful dominance of one technology in the market ends the arms race, as it 
exceeds other technological developments by far and, thereby, ends all competition.
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As described in the first chapter, reaching such dominance requires higher amounts 
of resources than other strategies—a cost that some players in the market, such as 
China, might be willing to pay (Dafoe, 2018; Girasa, 2020). The race-like character 
of this endeavour ensures the dispersion of power, as more than one player in the 
market aims for this advantageous leading position (Roberts, 2000). Hence, referring 
to Fig. 3.9 depicting polycontextual governance, the market exists in the monolingual 
form portrayed, driven by companies aiming for market dominance, which in turn 
results in widening their pricing options—the language of the market (Wieland, 2018, 
2020). 

3.2.1.2 The Scope of Polycontextual AI Governance 

From a theoretical viewpoint, a collaborative approach is favourable, since it aims to 
include and align the complex stakeholder interests (Holtel, 2016; Rittel & Webber, 
1973; Roberts, 2000; Wieland, 2018). In this context, that can include various collab-
orative multi-stakeholder or interfirm efforts, e.g., the joint development of AI stan-
dards, or collective self-regulation among a group of companies (Cihon, 2019; Dafoe, 
2018), or norms and treaties, diplomatic agreements, and the initiation of a specialised 
institution (Dafoe, 2018). Such an approach would lower the risks and costs for all 
parties involved in the race for dominance through a joint elevation of standards 
(Dafoe, 2018; Roberts, 2000; Wieland, 2018, 2020). In doing so, the risk involved 
for the single company is lowered significantly compared to choosing to self-regulate 
in an otherwise competitive market setting. With this approach, collective progress 
and mutual advantages are created for all actors involved (Elia & Margherita, 2018; 
Roberts, 2000; Schoder et al., 2014), or in other words—a shared value (Wieland, 
2018, 2020). 

However, while a collaborative approach seems most favourable for society, Dafoe 
(2018) and Roberts (2000) agree that the realisation of collaborative approaches 
is particularly challenging and only seldom crowned with success. Dafoe presents 
elemental factors for such a form of cooperation: 

(1) the parties mutually perceive a strong interest in reaching a successful agreement (great 
risks from non-cooperation or gains from cooperation, low returns on unilateral steps); (2) 
when the parties otherwise have a trusting relationship; (3) when there is sufficient consensus 
about what an agreement should look like […]; (4) when compliance is easily, publicly, and 
rapidly verifiable; (5) when the risks from being defected on are low […]; (6) the incentives 
to defect are otherwise low. 

Compared to other domains, AI appears in some ways less amenable to international 
cooperation conditions (3), (4), (5), (6) – but in other ways could be more amenable, namely 
(1) if the parties come to perceive existential risks from unrestricted racing and tremendous 
benefits from cooperating, (2) because China and the West currently have a relatively coop-
erative relationship compared to other international arms races, and there may be creative 
technical possibilities for enhancing (4) and (5).” (2018, p. 46)
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Particularly in the AI context, various factors seem to oppose the probability of 
national or global collaboration, such as incomparably higher incentives to defect— 
namely, the chance of winning the race for a particular use case or technological 
development—than to collaborate and share the gains of dominance in that specific 
market (Cihon, 2019; Dafoe, 2018). Based on the many variables influencing and 
disincentivising the potential interfirm collaboration, the scope of this book is set on 
collaborative strategies for the single company and on involving its stakeholders. With 
this, it presents a replicable governance approach for the single company, allowing for 
a rather bottom-up creation of shared value across industries and nations. Thereby, it 
fosters and enables the continued existence of a firm in the AI market, its economic 
success, and its social legitimisation (Wieland, 2018, 2020). 

In this way, it covers three out of four dimensions of collaborative governance, 
as presented by Roberts (2000): shared value creation, stakeholder involvement and 
self-regulation, resulting in responsible AI adoption. Moreover, it provides a starting 
point for research and a practicable instrument, which raises the likeliness of its 
application in practice—and, thereby, of an actual impact on society. 

3.2.2 Societal Informal Institutions of the Relational AI 
Governance 

To apply Relational AI Governance to a company setting, the four governance 
parameters and their interplay need to be analysed. 

Generally, economically driven innovation often requires a re-balancing of stake-
holders’ demands, since new relational transactions emerge. Hence, the governance 
of such new transactions demands the interaction of individual and collective actors 
with the relevant formal and informal societal institutions. It is only by stabilising 
the relations among these parameters, by creating a temporarily stable equilibrium, 
that the creation of shared value is possible (Wieland, 2020). Hence, effective gover-
nance requires an interplay of formal and informal governance measures, such as 
hard law and soft law, with standards or values (Cao & Lumineau, 2015; Wieland, 
2018, 2020). 

As presented, such relations between formal and informal measures within the 
firm can be constituted in four ways: interaction, substitution, complementation, and 
combination (Wieland, 2018, 2020). An ideal relational governance approach aims 
at including all four governance parameters but requires the interplay of at least one 
formal and one informal parameter to be effective. To achieve this objective, the 
minimum relation of either ‘SII’ and ‘O’ or ‘SFI’ and ‘I’ needs to be given. 

For the case of AI, the conceptual focus is on ‘SII’. This is because the role of 
the individual and the organisation remains the same compared to Wieland’s original 
theory. Hence, their characteristics can be applied to the AI context without much 
adaptation. As for ‘SFI’, I will address both the situation of an entirely unregulated
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market, as is the case at present, and of a partially regulated market, which will arise 
once the E.U. regulation is passed. 

In conclusion, the parameter ‘SII’ is naturally the most situationally adaptive, since 
it displays society’s perception of the particular phenomenon requiring governance. 
Especially when lacking the fourth governance parameter, ‘SFI’, the role of ‘SII’ 
becomes crucial in the governance process. Hence, ‘SII’ is conceptualised in detail 
in this section. 

3.2.2.1 Conceptualising ‘Societal Informal Institutions’ for Relational 
AI Governance 

Generally, societal informal institutions are part of informal governance measures, 
as is the Individual’s role. Moreover, ‘SII’ are constituted as a structural element in 
the model, which promotes the non-normative nature of the Relational Governance 
approach (Wieland, 2020). Thus, they can be understood as a placeholder for societal 
values within the model, rather than a specific ethical position the theory promotes. 
This allows for its application across nations and makes it possible to address the 
urgent need of global importance (Balfanz, 2017; Cave & ÓhÉigeartaigh, 2019; 
Feldstein, 2019; Hagerty & Rubinov, 2019). 

‘SII’ “evaluate every economic act using the guiding difference ‘conformity – 
non-conformity’” (Wieland, 2020, p. 23). If an economic action and, consequently, 
a firm, violates these social norms, an explicit event can arise, such as costs in 
the form of reputational losses (Wieland, 2018, 2020). However, it is important to 
note that Wieland (2020) indicates the ex-post enforcement mechanism of ‘SII’ by 
stating that, even though “the costs involved in adhering to this guiding difference 
for individuals and organisations are certainly not meaningless, yet they do not 
determine the decision made at t1” (2020, p. 23). Still, Wieland continues: “no one 
can, based on cost considerations, systematically choose not to comply with legal and 
moral norms without facing any costly consequences” (2020, p. 23). Thus, he ascribes 
an enforcing power to ‘SII’—however, not necessarily for the initial transaction of an 
individual or collective actor, since ‘SII’ often serves as an enforcement mechanism 
for formal measures and contracts among parties involved (Wieland, 2020) and as the 
normative ground based on which formal measures are developed, such as guidelines. 

The conceptualisation of ‘SII’ is based on existing research in the field of AI ethics. 
The following section structures and clusters the content of numerous publications 
and reviews them with the aim of deriving governance strategies for the firm. To 
ensure the objectivity of the categories and clusters identified, I applied the following 
methodological approach. 

Methodological Approach to Conceptualise the Parameter ‘SII’ 

Mayring’s (2000, 2008, 2010, 2015) approach to qualitative content analysis was 
applied due to its similarity to verified international methods. Qualitative content
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analysis can be utilised for both deductive and inductive research (Elo & Kyngäs, 
2008; Elo et al., 2014; Graneheim et al., 2017; Mayring, 2015). Despite often being 
interpretative and subjective, qualitative research is suitable for developing new theo-
ries or concepts and identifying essential themes in raw data (Mayring, 2000, 2008, 
2010, 2015). Further, the strength of qualitative inductive research is in identifying 
and describing categories and patterns, while structuring larger data sets for the 
first time (Mayring, 2015; Spöhring, 1989; Thomas, 2006). By applying Mayring’s 
(2010, 2015) systematic and scientific approach to inductive research, the results and 
categories developed by the book are valid and replicable (Thomas, 2006). 

Each category can exist with or without connections to other categories. Connec-
tions among categories—if they exist—can be of causal, hierarchical, or network-like 
nature (Mayring, 2015). Usually, as is the case for this book, the categories identi-
fied are subsequently integrated or used as the foundation for developing a model or 
framework (Mayring, 2008, 2010, 2015; Thomas, 2006). 

This methodological approach involves a comparatively high level of researcher’s 
subjectivity (Krippendorff, 1980, 2013; Mayring, 2002, 2010, 2015; Steinke, 2000). 
Despite this limitation, this approach offers relevant options for this conceptual book, 
as it allows for the accurate depiction of requirements for AI governance and the 
consequential need-based development of the model. Further, its findings will be 
contextualised within the original Relational Governance Theory and complemented 
by the findings from the systematic literature review of private-sector AI governance. 
Given the multifaceted approach used to develop the model, I applied no additional 
verification methods. 

3.2.2.2 Defining the Scope and Objectives of Reviewing AI Ethics 
for ‘SII’ 

To begin with, a delimitation of the term AI ethics is required. Siau and Wang (2020) 
state that 

to address AI ethics, one needs to consider the ethics of AI and how to build ethical AI. 
Ethics of AI studies the ethical principles, rules, guidelines, policies, and regulations that are 
related to AI. Ethical AI is an AI that performs and behaves ethically. One must recognize 
and understand the potential ethical and moral issues that may be caused by AI to formulate 
the necessary ethical principles, rules, guidelines, policies, and regulations for AI. (2020, 
p. 74) 

Mittelstadt adds that AI ethics focuses on identifying “universal high-level values 
or principles to guide ethical development and deployment of AI” (2019a, p. 1).  
The European Commission’s High-Level Expert Group on Artificial Intelligence 
(AIHLEG) further specifies its purpose as being concerned with “the good life of 
individuals, whether in terms of quality of life, or human autonomy and freedom 
necessary for a democratic society” (2019, p. 5).  

Apart from the stream of AI ethics, related research streams focus on ethical 
dealing with machines or machines’ ethical behaviour. Computer ethics examines the
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developer’s behaviour when interacting with and designing computers or machines 
and their use by humans (Boyles, 2018; Bynum, 2000; Johnson, 1985). Machine 
ethics, on the other hand, focuses on the ethical conduct of the machines themselves 
(Boyles, 2018; Cervantes et al., 2016; Mayer et al., 2021; Yu et al., 2018). Finally, 
robot ethics explores the ethical topics arising from the development and implemen-
tation of robots and societal interaction with them (Asaro, 2006; Lin et al., 2012; 
Wallach & Asaro, 2020). 

Thus, current research evolves around AI and the ethical implications of the inter-
action between humans and machines, particularly machines adopting AI. Further, 
it addresses decisive factors for ethical behaviour of and between humans and 
machines. While these research streams appear to be highly interlinked, due to their 
limited scope, this book will solely focus on AI ethics, since the parameter ‘SII’ 
allows for the later integration of numerous additional content-based categories. 

However, this book combines the definitions presented for AI ethics by combining 
two prevalent views: it will differentiate between the ethics of AI, such as philo-
sophical concepts, and ethical AI, which includes technological or social considera-
tions serving as a base to integrate ethics into AI development. Moreover, it clusters 
existing research on specific values in AI ethics, examining the potential outcome 
scenarios for AI implementation and its role in society. Consequently, the book 
adapts and complements existing review structures (Hagendorff, 2020; Kazim & 
Koshiyama, 2020a) with additional thematic patterns identified in AI ethics litera-
ture, using inductive categories. In doing so, it not only clusters existing research 
but derives dependencies and connections between the streams. This further reduces 
complexity levels for practice, while promoting the development of a solution-based 
approach in AI governance. Regarding Relational Economics, it contributes to under-
standing relevant topics of social normativity and its formalisation in the form of’SII’ 
in AI. 

3.2.2.3 Underlying Philosophical Patterns in AI Ethics 

Social normativity displays the desirable behaviour of individual and collective actors 
within a given society (Wieland, 2018, 2020), and it is the discipline of ethics 
that examines how and based on which considerations actors should act (Burton 
et al., 2017). From a philosophical perspective, AI ethics and resulting recommen-
dations on solving ethical dilemmas mostly refer to an actor’s character or conduct 
(Bilal et al., 2020). Further, ethical dilemmas are defined as situations requiring new 
behavioural decisions since predefined behavioural choices lead to infringement of 
ethical principles (Kirkpatrick, 2015; Yu et al., 2018). 

In AI ethics, the phenomenon of dealing with such emerging dilemmas is 
commonly viewed from three different philosophical perspectives (Bilal et al., 2020; 
Burton et al., 2017; Yu et al., 2018) as the inductive analysis of this book revealed: 
they either examine an individual’s personal traits and integrity, his desirable actions 
to solve a dilemma, or his specific behavioural rules to solve such a situation. In 
philosophy, the first perspective is known as virtue ethics; the second portrays a
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deontological and the third a utilitarian or consequentialist view (Burton et al., 2017). 
Thus, these three perspectives present research streams and resulting instruments with 
which ethical dilemmas in AI can be examined: 

1. Stemming from Greek philosophy, specifically Aristotle’s ethics, in virtue ethics 
the actor is understood to act ethically if his actions are in line with particular 
values, such as, e.g., justice, honesty, and integrity (Wieland, 2018, 2020; Yu  
et al., 2018). This ethical approach is goal- and character-oriented, as it focuses 
on sets of abilities leading the actor to reach his goals and flourish (Burton et al., 
2017). Apart from an ethical motivation, this kind of behaviour can be driven 
by a desire to be perceived positively by other members of society (Boddington, 
2017; Wieland, 2018, 2020; Yu et al., 2018). 

2. In deontological ethics, an actor needs to comply with a specific set of obliga-
tory duties or moral laws (Burton et al., 2017) for his actions to be considered 
ethical (Boddington, 2017; Yu et al., 2018). Hence, an actor must act according 
to existing social norms (Yu et al., 2018). This perspective is based on the funda-
mental idea that universally true regulations can be applied. Thus, much like AI 
itself, it is a rule-based approach (Burton et al., 2017). 

3. Consequentialist ethics require the actor to weigh up the consequences of his 
actions and choose the option that offers the highest moral output. This school 
of thought is also referred to as utilitarian ethics, since the actor must identify 
the option with the best set of aggregated consequences, resulting in welfare for 
the largest number of individuals (Boddington, 2017; Burton et al., 2017; Yu  
et al., 2018). In academia, utilitarian ethics are known for being the theoretical 
foundation of game theory, which is an approach for modelling different decision 
scenarios for an actor to maximise his preferences (Burton et al., 2017). 

Applied to the AI context, deontology resembles a rule-based approach, whereas 
consequentialism leads to a cost- and outcome-oriented decision frame (Thornton 
et al., 2016). Due to their routine-based logic, it is particularly the deontological 
stream that is in line with AI’s rule-based nature (Burton et al., 2017). However, 
the highly adaptable nature of AI poses challenges to the identification of univer-
sally applicable rules, e.g., regarding the value ‘justice’, as its interpretation depends 
heavily on the objectives and ethical views of the use case it is applied to or the partic-
ular society reviewing it (Burton et al., 2017). Current research shows that scholars 
in AI ethics tend to combine these philosophical approaches since one philosophical 
view is often not enough to guide systems working entirely autonomously, as does 
AI. 

Hence, a combined framework can address both constraints for AI and its costs 
(Thornton et al., 2016), while Bilal et al.’s (2020) research suggests that virtue ethics 
is an underrepresented approach in AI ethics—and a stream that scholars consider 
highly relevant for AI governance. This is because scholars claim that “Utilitarianism 
and Kantianism pay more attention to conscious decision-making while virtue ethics 
pays more attention to unconscious decision-making” (Bilal et al., 2020, p. 226). To 
exemplify their claim, they present evidence that AI requires particularly high levels 
of self-awareness to remain conscious of the changes AI induces in society (Bilal
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et al., 2020). I agree with the need for combined approaches, and, thus, integrated 
advances in AI ethics from all three philosophical perspectives to allow for a holistic 
development of AI measures. 

3.2.2.4 Academic and Public-Sector Value Formulations Relevant 
for the Parameter ‘SII’ 

Researchers are already critically observing the influence of the private sector on 
AI ethics, highlighting its influence on both topics and ongoing academic debates 
(Hagendorff, 2020, 2022). Expecting more objectivity from publications and formu-
lations stemming from academia, I will abstain in this book from integrating practical 
advancements initiated by the private sector into this section. In this way, it avoids 
private sector bias in its depiction of social normativity. 

Refraining from commenting on private-sector initiatives, the book will focus on 
advancements made in the public sector and academia. Stemming from the public 
sector, it presents advancements made by the European Commission (AIHLEG, 
2019) and the OECD (2019), as their intergovernmental structure is expected to give 
an insight into transnationally valid ethical positions on AI ethics and governance. 
As for academia, it covers AI ethics research from all schools of thought identified, 
so as to ensure a neutral representation of academic progress in the field. 

In this section, the depiction of AI ethics in the form of public guidelines, by 
public-sector institutions, for example, is understood to be a procedural step towards 
the formalisation and aggregation of societal values. Moreover, it serves as the 
process of defining and creating an agreement on social norms (Wieland, 2018, 
2020). At a later stage, I address private-sector, company-internal guidelines as an 
instrument for the firm’s relational AI governance management program. While 
these company-internal guidelines can be inspired by public-sector advancements 
or academic publications on guidelines, they can entail further elements. Generally, 
company-internal guidelines can consist of a combination of various elements, such 
as corporate culture, official compliance restrictions, and societal values—depending 
on the relational transaction they aim to address (Wieland, 2020). When focusing 
on the operationalisation of AI governance within the firm, company-internal guide-
lines serve as a governance instrument within the governance structure. Therefore, the 
company-internal guidelines suggested for Relational AI Governance will include 
the demands of a complex set of stakeholders—parts of them being represented by 
the public-sector guidelines examined in this following section. 

3.2.2.5 Contextualising the Public-Sector and Academic Formalisation 
of AI Ethics 

In 2019, both the E.U., or more specifically the AIHLEG, and the OECD presented 
their non-binding approach to AI ethics in the form of guidelines:
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The main focus of the E.U. guidelines is to establish trust among producers, devel-
opers, and consumers of AI applications. Therefore, it presents three components, 
each consisting of four ethical principles that are operationalised in seven require-
ment steps. The expert group further adds that the components for trustworthy AI 
shall be implemented throughout the AI lifecycle and, thereby, include the processes 
and staff involved, instead of only focusing on the AI system itself (AIHLEG, 2019; 
Gasparotti, 2019; OECD, 2019). 

The approach consists of three components—lawful, ethical, and robust AI – 
which are connected to the four ethical principles of ‘respect for human autonomy’, 
‘prevention of harm’, ‘fairness’, and ‘explicability’ (AIHLEG, 2019). Since these 
broad terms are harder to implement, the AIHLEG (2019) suggests the following 
seven operational steps to achieve trustworthy AI systems: 

– Human Agency and Oversight 
– Technical Robustness and Safety 
– Privacy and Data Governance 
– Transparency 
– Diversity, Non-Discrimination and Fairness 
– Societal and Environmental Well-Being 
– Accountability 

The OECD adopted the vast majority of these seven principles, e.g., the demand 
for AI to be robust, safe, transparent, and accountable. However, the OECD added 
two specifications; namely, the objective that AI shall not only aim for fairness 
but human-centred values and that it shall support inclusive growth and sustainable 
development (Gasparotti, 2019; OECD, 2019). 

In academia, researchers oftentimes analyse existing guidelines from practice to 
derive common principles (Hagendorff, 2020, 2022; Jobin et al., 2019). While other 
scholars also reviewed advances in AI ethics, Jobin et al. (2019) presented the most 
extensive study to date. Hence, their review will serve as an exemplary overview 
of the field. In particular, Jobin et al. (2019) analysed more than 80 guidelines to 
examine the most prominent topics in AI research. They identified the following 11 
clustered principles: 

– Transparency 
– Justice and Fairness 
– Non-Maleficence 
– Responsibility 
– Privacy 
– Beneficence 
– Freedom and Autonomy 
– Trust 
– Sustainability 
– Dignity 
– Solidarity
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The complementarity and interconnectedness of the value sets stemming from the 
public sector and academia will be exemplified for the value explicability: the explica-
bility of AI is understood to foster trust in AI technologies (Pieters, 2011; Shin, 2021; 
Thiebes et al., 2020). This is because the explainability of an AI system’s actions 
leads to a higher acceptance by all parties involved in its adoption (Hagras, 2018; 
Rai, 2020). Further, researchers link transparency closely to raised levels of account-
ability and trust, as technological transparency gives a better understanding of 
machine-made decisions. Thereby, it fosters the ability to explain machine actions 
and the willingness to trust in AI (Boddington, 2017; Ehsan et al., 2021; Hois et al., 
2019). Again, once the steps an AI system takes are explainable, the accountability of 
its actions, which is highly significant in the ethical context, can be addressed respon-
sibly by the organisation or actor dealing with the AI solution. Thereby, research on 
accountability helps to ensure the desired justice and fairness (Floridi & Cowls, 
2019; Kazim & Koshiyama, 2020a, 2020b; Thiebes et al., 2020). By being able to 
ensure justice and fairness, the demand for human well-being and safety (Dafoe, 
2018; Kazim & Koshiyama, 2020a) can be fulfilled. 

Another important standard was published in 2021, namely by the Institute of Elec-
trical and Electronics Engineers, or IEEE. This association is one of the largest profes-
sional organisations, with almost 500,000 members across the globe. According to 
its mission statement, the IEEE is dedicated to ensuring that technologies benefit 
society. To do so, it particularly focuses on the development of standards and raising 
awareness among its professional group. To date, the IEEE has successfully published 
over 1000 standards (IEEE, 2021). 

The standard relevant to AI ethics is named “IEEE 7000™-2021 Standard Model 
Process for Addressing Ethical Concerns during System Design” and aims to inte-
grate ethical requirements into the AI engineering and product design process to lower 
risks associated with its deployment. To this end, it presents its value-based engi-
neering approach, which will help to conceptualise, prioritise and respect consumer 
values in the AI design and development process (IEEE, 2021). This process enables 
developers to translate and integrate stakeholder values and ethical considerations 
into their design practices, allowing for transparent and traceable outcomes. With 
the standard in place, companies are able to include ethical criteria based on an elab-
orate set of processes for the exploration and development stages of AI innovation 
cycles. However, the standard does not provide guidance regarding a particular design 
approach that supports the application of ethical values to the algorithm. Instead, it 
integrates ethical risk-based design and, thereby, lowers risks in the phase of building 
AI-based products, as well as allowing a stakeholder-oriented value proposition. In 
this way, the standard aims to foster trust on the side of end-users and stakeholders, 
as well as raising the overall acceptance of AI in society. As for its relation to the 
presented approaches by the OECD and academia, the IEEE again chooses principled 
AI ethics, particularly values such as, among others, transparency, privacy, fairness, 
and accountability. In addition, it complements these values with the technological 
values it aims for, such as effectiveness. 

Hence, the interdependency of values identified by both sectors solidifies the 
proceedings of this book, which will allocate the three presented value sets to the
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previously presented philosophical schools of thought. This step is taken for two 
reasons: First, all three value sets are combined to ensure coverage of the most 
prevalent ethical demand companies are currently confronted with. Second, by allo-
cating them to the philosophical perspectives, which determine the form of a given 
relational governance measure, the book offers a two-dimensional foundation for the 
subsequent operationalisation of ‘SII’: Specifically, it combines content-related and 
form-related insights. While the value sets offer content-related understanding, the 
form of the suggested ‘SII’-based governance measures will stem from the specific 
philosophical perspective on AI. Consequently, it restructures the presented existing 
research inductively to present a more manageable decision frame for companies 
and, thereby, promote the integration of ‘SII’ into the firm’s governance structure. 

3.2.2.6 New Inductive ‘SII’-Categories for AI Ethics in Relational 
Governance 

The new, self-developed categories stem from a combination of thematic codes and 
philosophical characteristics and provide an integration of prevalent values from AI 
ethics guidelines and philosophy-based categories. 

Research on Individual Values and Virtues in AI 

Prevalent research in this stream includes some scholars’ direct demand for 
virtue ethics in AI, as well as research on correlating values, such as justice or 
honesty. Further, it subsumes research addressing the individual’s character and the 
development of virtues, often referred to as a change in an individual’s mindset. 

Yu et al. (2018) and Hagendorff (2020, 2022), especially, expressed the strong 
need for more virtue ethics-based measures in AI ethics and AI governance. They 
base their claim on the lack of success of the principle-based guidelines that are 
primarily in current use, since, according to Yu et al. and Hagendorff, these fail to 
sufficiently address the individual’s character. According to scholars, by focusing on 
virtue ethics, the psychological component of AI-ethically compliant behaviour is 
brought to the centre of attention, instead of merely focusing on the identification of 
dilemma situations—as is the primary goal of principle-based AI ethics. 

Thereby, virtue ethics serve as a value-based orientation for behaviour (Yu et al., 
2018) but also sheds light on psychological limitations of the mind, such as uncon-
scious biases of the individual, which require consciously chosen countermeasures 
(Hagendorff, 2022). Table 3.1 presents an overview of the three subcategories 
identified in virtue ethics research.

The first subcategory of research on virtue ethics focuses on the specific values 
promoted by this research stream, which include, among others, honesty, justice, 
courage and empathy (Hagendorff, 2020; Neubert & Montañez, 2020; Vallor, 2016). 
In his contribution from 2022, Hagendorff specifically added honesty, responsibility, 
and care to the list of virtues. It should be noted that he derived these values from an
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Table 3.1 Own depiction, inductive analysis of AI virtue ethics literature

extensive meta-level analysis of existing AI ethics guidelines from various sectors 
of society, e.g., the public sector and academia. Hence, the identification of virtues 
in this case can be deemed as demand-driven, whereas traditional virtue ethics stem 
from Greek philosophy and consist of moral and intellectual elements (Wieland, 
2018, 2020). This is significant since virtues imply universal truth and “represent the 
ability to implement values in practice” (Wieland, 2020, p. 141). Nonetheless, the 
moral virtues identified by Hagendorff (2022) are deemed relevant to relational AI 
governance. This remark merely highlights the nature of the analysis, to differentiate 
between virtues stemming from philosophy and the virtues presented in AI ethics, 
stemming from society’s current need. Furthermore, due to the analysis process 
chosen, so-called ‘modern’ AI virtue ethics are in line with values promoted by all 
three, the E.U., the IEEE, and the OECD; namely, with justice, honesty, and fairness 
(AIHLEG, 2019; OECD, 2019), which allows for interrelated governance measures 
in ‘SII’. 

The second subcategory of virtue ethics research deals with the operationalisation 
of virtue ethics and focuses on changing the mindset, norms and attitudes of stake-
holders in the AI context (Floridi, 2016; Yu et al., 2018). Apart from developers, 
who represent the main target group, researchers state that it is also an organisa-
tion’s management and society as a whole, who need to be educated regarding AI 
(Floridi, 2016; Hagendorff, 2020, 2022; Kazim & Koshiyama, 2020a). By training 
the individual’s intrinsic motivation to follow virtuous values, this approach repre-
sents personalised, situational ethics measures. Further, it aims to raise levels of 
self-identification with AI ethics values—a challenge other approaches in the field 
are currently facing (Hagendorff, 2022; Mittelstadt, 2019a). 

The third thematical subcategory of virtue ethics addresses the challenges of 
implementing virtue ethics in the AI context. To date, this topic only covers a niche 
in AI ethics research and has little to no support from or exposure to practice (Hagen-
dorff, 2020, 2022; Yu et al., 2018). Much research is still needed on the psychological 
part of virtue ethics, more specifically on what is consciously accessible by the human 
mind (Hagendorff, 2022). Therefore, this book suggests that a virtue ethics approach
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requires the extensive use of awareness-building measures that will allow the indi-
vidual to identify their subconscious biases. Only by integrating measures of that kind 
will the individual be able to fully apply virtue ethics approaches in the AI context. 
Additionally, virtue ethics deal with a certain apprehension from practice, as they are 
perceived as focusing merely on the character-building of the individual rather than 
on their actual actions (Hagendorff, 2022). Since companies might apprehend a lack 
of measurable positive actions after implementing virtue ethics measures, there is 
currently little exposure to practice. Nonetheless, virtue ethics come with numerous 
advantages, such as the promotion of trust among stakeholders, both within the 
company and from external parties. This is because intrinsically motivated ethics 
approaches are generally perceived as more trustworthy efforts to act responsibly 
than the mere adoption of ethical checklists, aiming to ensure minimum compliant 
behaviour (Hagendorff, 2022; Yu et al., 2018). 

Research on Principle-Based AI Ethics 

For this category, research and public sector documents promoting the application 
of ethical guiding principles were analysed so as to form thematic subcategories. 

Generally speaking, principled guidelines follow a rather action-oriented 
approach, as they present the addressee of the guidelines with generalised forms of 
behaviour considered desirable in the AI context. Currently, most AI ethics initiatives 
and researchers apply a principled approach (Hagendorff, 2020, 2022; Jobin et al., 
2019; Mittelstadt, 2019a; Morley et al., 2020; Yu et al., 2018), providing a particular 
set of rules or values an actor should follow to act responsibly in the context of AI 
adoption (AIHLEG, 2019; OECD, 2019). Hence, the majority of the values identi-
fied in the previous section stem from or represent a deontological, principle-based 
form of AI ethics. This is because principled ethics come with numerous advantages 
(Hagendorff, 2022), such as drastically lowering the complexity of AI governance, 
as established by this book. Thereby, they offer the much-needed broad frame for 
decision-making in this otherwise unregulated context, as the principles cover, for 
example, moral issues and organisational specifications of responsible AI adoption. 

The following values portray a principled AI ethics approach, as they aim 
to provide overarching guiding principles, which frame corporate and individual 
decision-making from a meta-level. To structure the inductive analysis findings, 
Table 3.2 presents a brief overview of the subcategories identified in principle-based 
AI ethics literature, before presenting each subcategory in detail.

To ensure the neutrality of the process, they are grouped based on inductively 
examined similarities: 

The first subcategory presents value sets dealing with the nature of the AI system 
itself, demanding its beneficence (or non-maleficence) and transparency towards 
users regarding the decisions it makes (AIHLEG, 2019; Gasparotti, 2019; Jobin 
et al., 2019; OECD, 2019). The second group focuses on the behaviour of the AI 
system, asking for non-discrimination and diversity, justice, and fairness (AIHLEG, 
2019; Gasparotti, 2019; IEEE, 2021; Jobin et al., 2019; OECD, 2019). The third
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Table 3.2 Own depiction, inductive analysis of principle-based AI ethics literature

group aims to ensure the general rights of the actors using AI or being affected by 
AI, namely protecting rights to privacy, dignity, freedom, and continued autonomy, 
as well as accountability on the side of the organisation deploying AI, for when 
the users’ rights are being harmed (AIHLEG, 2019; Gasparotti, 2019; IEEE, 2021; 
Jobin et al., 2019; OECD, 2019). Finally, the last group represents principles aiming 
to ensure society’s welfare by emphasising the importance of solidarity (Jobin et al., 
2019; OECD, 2019) and the AI deployer’s contribution to sustainability (AIHLEG, 
2019; IEEE, 2021; Jobin et al., 2019; OECD, 2019). 

However, this research stream has faced extensive criticism. Hence, the second 
subcategory subsumes research criticising principle-based AI ethics. For one, 
scholars have claimed that the principles are too broad and generalised (Mittel-
stadt, 2019a, 2019b). Another point of criticism addresses the lack of reinforcement 
mechanisms principled ethics are associated with. In addition, currently existing 
ethical principles are not considered to be easily adoptable in either different social 
or cultural contexts (Boddington, 2017; Wieland, 2018, 2020; Yu et al., 2018). This 
is due to so-called moral relativism (Boddington, 2017), raising the issue that only 
very few values are considered to be of universal truth, and even if they are agreed 
upon on a global scale, they are likely to be interpreted differently across the globe 
(Boddington, 2017; Wieland, 2018, 2020; Yu et al., 2018). Guidelines and recom-
mendations developed in, for example, Europe, in accordance with European value 
sets, might not be applicable as such in, for example, the United States. Conse-
quently, one of the greatest criticisms principled ethics faces, at the same time, is 
perceived by other scholars to be its greatest advantage: While their abstractedness 
helps lower complexity, it also complicates their applicability to different levels of 
technical development, making them impractical (Hagendorff, 2020; Morley et al., 
2020; Yu et al., 2018). 

The third subcategory aggregates more recent research, which has put a stronger 
focus on the operationalisation of deontological principles (Morley et al., 2020) to  
address the lack of applicability of this research. Hagendorff (2020) still criticises
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even the operationalisation of principles on the grounds that it still mostly resem-
bles codes of ethics detailing these principles, instead of presenting actual gover-
nance measures helping with the process of implementing ethics-fostering measures. 
Nonetheless, the transitioning of this research stream led to further differentiation 
in the forms of application for the development of AI systems. Hagendorff (2022) 
identifies three main categories of operationalised principles: 

1. Ethics by design, which addresses the integration of ethicality into the decision-
making of the AI system itself (Hagendorff, 2020; Jobin et al., 2019) 

2. Ethics in design, which presents research that helps evaluate the implications 
stemming from the usage of AI systems (Floridi et al., 2018; Jobin et al., 2019) 

3. Ethics for design, which aims to raise behavioural integrity within the stake-
holder group of developers, and, for example, human oversight (AIHLEG, 2019; 
Johnson, 2017) 

An additional, more recent, research stream deals with the differentiation of principles 
for the specific stages of algorithmic development (Morley et al., 2020). Hence, 
scholars focusing on principled ethics addressed the criticism of challenges regarding 
the adoptability of principles in the actual development process. By doing so, the 
transition of research is already closing gaps and addressing criticism. Some critical 
aspects remain since they are rooted in the philosophical nature underlying this 
approach: 

Moral relativism will continue to challenge principled ethics, as will the tension 
field between abstraction and operationalisation of principles. This book further 
suggests a new research focus for principled ethics; namely, addressing desirable 
futures instead of merely focusing on desirable living conditions for present societies. 
For instance, the research could focus on capabilities2 or commons3 that are worthy 
of protection, in addition to individual human rights. In doing so, it could ensure safe 
spaces for future generations, such as protecting autonomy in decision-making and 
personal freedom in surveillance-guided societies (Dafoe, 2018; WEF & Deloitte, 
2020). Pursuing this path, the notion of how to protect future commons4 could help 
develop tangible scenarios, whereas future visions might lead to scenarios too abstract 
to serve as guidance for today’s corporate decision-making.

2 Capabilities describe an individual’s ability to achieve his own well-being, instead of having it 
granted in the form of rights. Further, human rights and individual capabilities are particularly 
empowering when combined (Sen, 2005). 
3 Commons are defined as commonly shared resources or common land belonging to society as a 
whole, exploited by a few; often discussed in the context of over-exploitation of shared resources 
(Hardin, 2009). 
4 The notion of commons could serve as a vessel to plan and achieve self-determined futures— 
future commons (Helfrich, 2014), such as Cyber Commons were thought to help design the future 
of democracy (Gunitsky, 2015). 
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Table 3.3 Own depiction, inductive analysis of consequentialist AI ethics literature 

Research on Consequentialist AI Ethics 

The last philosophical concept and correlating research area focus on the conse-
quences of AI adoption; hence, called consequentialist ethics. This approach, along-
side principled ethics, is the most commonly applied form of AI ethics today (Hagen-
dorff, 2020, 2022). Guidelines based on this philosophical perspective are often used 
when a dilemma situation requires the weighing up of advantages and disadvantages 
of an action or the decision between two or more guiding principles (Whittlestone 
et al., 2019). In practice, guidelines focusing on possible consequences of AI adop-
tion are much needed, since cases of misuse of AI technologies are increasing (Dafoe, 
2018; Kazim & Koshiyama, 2020a; Yu et al., 2018). Again, Table 3.3, provides an 
overview of identified themes in this subcategory. 

To apply a consequentialist approach, a prior risk assessment is needed to gain 
insight into the decision context and to be able to weigh up the possible advantages 
and disadvantages coming with the decision. Consequences can range from short-
term to long-term, and from low- to high-level risks (Dafoe, 2018; Jobin et al., 2019). 
The previously presented, clustered value sets identified by Jobin et al. (2019) and by 
the AIHLEG (2019), OECD (2019), and IEEE (2021) correlate with the assessment 
of risks and consequences. 

The first subcategory in consequentialist AI ethics summarises time-oriented risk 
patterns. Short-term consequences in this context can include diminishing jobs, as 
well as matters of data privacy (Dafoe, 2018). Here, research from data governance 
can give helpful insight into ways to address data-related challenges (Aaronson, 2019; 
Abraham et al., 2019; Alhassan et al., 2018). According to the WEF and Deloitte 
(2020), short-term governance-related risks include bias, fairness, transparency, and 
lack of explicability. In the long run, risk patterns include, among others, the security 
of society and the protection of its continued autonomy (Dafoe, 2018). Hence, some 
of the presented value sets identified by scholars, as well as the E.U. (AIHLEG, 
2019) and OECD (2019), are already of great significance in the present and require 
immediate action on the part of companies. To adhere to the risks associated with a
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certain timeframe, the WEF and Deloitte (2020) sorted consequences based on the 
expected timeframe of their urgency. This timeline allocates to the near future the 
use of autonomous lethal weapons, potentially escalating capabilities coming with 
such weapons, cyberattacks, and geopolitical technological competition. Both the 
WEF and Deloitte (2020) urge both the private and public sector to address these 
risk patterns. 

However, risks do not only occur in a certain timeframe. Since they can also be 
analysed regionally, nationally, or on the supranational level, e.g., regarding the pace 
of geopolitical competition in AI, also referred to as the AI arms race (Cave & 
ÓhÉigeartaigh, 2019; Dafoe, 2018; Scharre, 2019; UNICRI, 2021), the second 
subcategory for consequential AI ethics deals with geopolitical risks. The WEF 
and Deloitte (2020) rank the level of risk and impact of such geopolitically driven 
competitive structures as high to very high, which confirms the relevance of this book 
and its approach to addressing AI governance from a wicked problem perspective— 
a view that enables collaborative approaches to solve dilemma situations (Roberts, 
2000). Further, it highlights the importance of interlinking research fields, such as 
AI governance and algorithmic governance by the public sector, since the case of 
geopolitical competition and governmental interests have significant influence on 
both fields (König, 2019; Mittelstadt & Floridi, 2016; Pentland, 2013; Wachter et al., 
2017). 

Despite its accurate depiction of risks, this philosophical approach faces criti-
cism, as subsumed in the third subcategory of consequentialist AI ethics. While the 
approach offers valuable decision frames for the balancing of consequences and for 
responsible behaviour, it does not include ethical guidance in the form of context-
specific principles or values. Since they leave much room for interpretation, conse-
quentialist ethics can be prone to misguidance: for one thing, by guiding according 
to the maxim of reaching the best possible outcome for the biggest possible group 
of recipients, it allows collateral damage (Yu et al., 2018). Further, consequentialist 
ethics do not offer guidance as to evaluating the so-called best possible outcome. 
Thus, the outcome can be measured by economic, social, or technological indicators, 
as well as by different ethical value sets; for example, when interpreting according to 
different cultural backgrounds. While this makes consequential ethics tools globally 
applicable, it comes with risks inherent to the nature of the approach, as its outcome 
is often highly arguable. 

Therefore, I suggest the use of a consequentialist approach only in combination 
with measures from either virtue ethics or deontological perspective (Hagendorff, 
2020, 2022;Yu et al.,  2018). By doing so, the main deficiency of the approach, namely 
its lack of ethical guidance, is diminished, which helps secure societally desirable 
decision outcomes. Additionally, it counterbalances the criticism associated with 
deontological approaches; namely, their lack of transcultural applicability. Finally, 
this also complements the missing action orientation of virtue ethics’.
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Conclusion on AI Ethics Categories as ‘SII’ 

Many scholars highlight the lack of success of operationalised AI ethics through the 
currently existing AI governance measures (Hagendorff, 2020, 2022; Jobin et al., 
2019; Mittelstadt, 2019a; Yu et al., 2018). As for the characteristics of the existing 
measures, Yu et al. (2018) found that most of them only applied rule-based and 
example-based instruments to help solve dilemma situations. This again points to 
the dominance of deontological, generalised ethical positions, and consequentialist 
approaches. 

Regarding non-compliant behaviour despite applying these guidelines, Yu et al. 
(2018) highlight that AI developers and researchers are trained in a consequence-
oriented way, making them less aware of other views. This view seems reasonable 
since common AI development approaches train AI systems based on consequen-
tial “if… then” situations (Funke, 2003), making developers more familiar with 
consequentialist approaches than deontological or virtue ethics measures. 

To overcome such behavioural gaps, several scholars (Floridi, 2016; Hagendorff, 
2020, 2022; Mittelstadt, 2019a; Yu et al., 2018) demand a more holistic integration 
of AI ethics into practice. Consequently, they ask for the inclusion of at least two, if 
not all three philosophical approaches. With this, the scholars expect all stakeholders 
involved, especially developers, to get a broader understanding of AI ethics and the 
impact of their actions on society. This, in turn, will raise their motivation to comply 
with AI governance measures—an objective equally perceived and promoted through 
a governance approach that includes all three approaches. 

3.3 AI-Specific Adaptivity of the Governance Parameters 

This section presents an in-depth analysis of the parameters and their adaptivity for 
two AI Governance scenarios: an unregulated and a partially regulated market. To 
develop these two scenarios, Relational Governance is realised in two steps: 

In the first step, a company’s options to implement AI governance measures are 
evaluated and the adaptivity of the governance parameters analysed. Thereafter, the 
results of this theoretical evaluation are complemented with context-related infor-
mation from AI ethics. In this way, the book aims to identify strategies to implement 
AI governance measures in the firm from a theoretical perspective. Finally, strategies 
for combining the parameters and choosing an adequate content-related orientation 
are turned into a practical model for corporate management programs. 

3.3.1 Governance Adaptivity in an Unregulated AI Market 

The first scenario is developed based on the assumption of an unregulated market: 
while recognising the advances made in the E.U. regarding the regulation of AI, its
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actual realisation within the member states will still take time. Further, the currently 
existing proposal might change drastically before being passed and, even when passed 
for the E.U., the regulatory body will not apply to companies outside the E.U. Hence, 
this book proceeds to develop governance measures on the basic assumption of an 
unregulated market as the first scenario. Thereby, the results of the first scenario are 
applicable on a global scale and offer new insights into the adaptivity of an incomplete 
governance structure for a global market. 

3.3.1.1 Existing Governance Parameters in Relational AI Governance 

The current lack of formal institutions of society (SFI) changes the dynamic among 
the four governance parameters in AI. 

Still, various countries have passed national AI strategies, such as Canada, the 
U.S., Mexico, China, Japan, Russia, the U.K., Germany, France, Spain, Portugal, 
and Italy (OECD, 2021). These strategies, as identified by the OECD (2021), focus 
on varying yet related topics, such as responsibility (e.g., Belgium, Canada, Czech 
Republic) and safety (e.g., Colombia, U.K.). Moreover, they aim at future objectives, 
such as providing an ecosystem for AI development (e.g., Finland, U.K.), specifi-
cally securing talent (e.g., Korea) and further training and skill development for 
their workforce (e.g., Brazil, Italy, UAE, U.K., U.S.) (OECD, 2019, 2021). Again, 
these strategies are not legally binding (OECD, 2021) and do not directly influence 
the governance adaptivity among the governance parameters. The World Economic 
Forum (WEF) addresses this regulatory gap in its Global Technology Governance 
Report 2021, when stating that “we should begin to move beyond frameworks and 
guidelines and into more formal practice and policy” (WEF & Deloitte, 2020, p. 22). 
In a second report on AI regulation, the WEF examined challenges and opportunities 
in AI, stating that 

approaches to regulating AI diverge sharply across regions. In some jurisdictions, a lack 
of consensus on a path forward and the risk of stifling innovation may deter any action. 
Emerging controversies surrounding AI can also force governments to implement hastily 
constructed and suboptimal regulatory policies. (2020, p. 3)  

Since, at this moment, the AI market can only be defined as unregulated (OECD, 
2019, 2021), this book proceeds under the hypothesis of non-existent ‘SFI’s and the 
statements made by the WEF do not indicate the implementation of regulation on a 
global scale in the near future (WEF, 2020; WEF & Deloitte, 2020). However, espe-
cially guidelines presented by institutions, such as, for example, the OECD (2019), 
contribute to forming socially accepted norms and provide a base for the emergence 
of formal governance institutions. Therefore, such supranational, overarching guide-
lines and recommendations will have an influence on the depiction of the parameter 
‘SII’. 

A common threat identified in these strategies is the competitive nature of the 
national approaches, with many countries specifically aiming to put themselves ahead 
of global competition (OECD, 2021). This became apparent for Finland, aiming to
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“make Finland a front runner in the age of AI” (Ministry of Economic Affairs & 
Employment Helsinki, 2019), or the U.S.’ aim of “protecting our technological 
advantage in AI” (The White House Office of Science and Technology Policy, 2020, 
p. iv, para. 5). This observation is in line with the observation made beforehand, that in 
a wicked problem structure, competitive behaviour prevails (Roberts, 2000). Global 
governance cooperation becomes rather unlikely in such a competitive dynamic, 
making the governance structure of the individual company all the more important 
to ensure its responsible, yet economically compatible, behaviour (Wieland, 2018, 
2020). 

To conclude, the following figure, Fig. 3.10, and formula summarise the existing 
governance parameters in an unregulated market; namely the individual, the organ-
isation, and societal informal institutions. Thereby, the scenario portrays an actual 
depiction of the current global regulatory gap regarding AI development and AI 
adoption. 

Coming back to Wieland’s (2018, 2020) original depiction, ‘SFI’s can either 
interact with the parameter Individual ‘I’ or be substituted by it in the form of a 
functional equivalence. This fact has significant consequences for the development 
of an AI governance structure within the firm, as the ‘SFI’s cannot serve as an 
enforcement mechanism or formal measure in this case. To confirm this claim, I 
present an example from traditional compliance management: 

One can switch from a criminal law approach (SFI) to appealing to individual virtue (I) or 
compensate for the weaknesses of formal compliance management (O) through the corporate 
culture (SII). Or one could also consider the interplay of the crowding out of individual 
virtue (I) by legal compliance (SFI); lastly, combining compliance management (O) and the 
corporate culture (SII) can open new avenues. (Wieland, 2020, p. 45)

Fig. 3.10 Own depiction of AI governance parameters, according to Wieland (2020) 
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Since the formal parameter ‘SFI’ does not currently exist in the context of AI, the 
role of the individual as its correlating parameter in the model diminishes, too. This 
is because the two parameters are closely linked, and, consequently, the individual 
cannot substitute the second informal parameter, ‘SII’, in the model. 

Applied to practice, this means that, while individuals might be concerned about 
the consequences of AI implementation and about consumers voicing their concerns, 
without official regulation, they cannot change the dynamics of global AI develop-
ment (Cave & ÓhÉigeartaigh, 2019; Geist,  2016; Scharre, 2019; Tomasik, 2013). 
Furthermore, consumers and users often lack information about AI activities, since 
interactions with AI systems are not always marked as such (Ehsan et al., 2021; 
Hois et al., 2019; Mozafari et al., 2020; Skjuve et al., 2019). Therefore, given the 
missing transparency in direct interactions and the strong market-driven dynamics 
putting pressure on companies, the individual cannot serve as a functional equivalent 
or substitute for ‘SFI’ in this case. 

According to Wieland (2018, 2020), developing an effective governance approach 
requires the combination of formal and informal measures, which, in the case of AI, 
only seems possible through a combination of the parameters ‘O’ and ‘SII’. Hence, 
the following in-depth examination focuses on the relation between the Organisation 
(O) and Societal Informal Institutions (SII) and the dilemma situations that must 
be addressed in AI governance via the interplay of the two selected governance 
parameters. 

3.3.1.2 Conceptualising the Role of the ‘Individual’ in an Unregulated 
Market 

While the original conceptualisation in Relational Economics suggests that the role 
of the individual is rather diminished in the AI governance context, there are options 
to strengthen its role among the governance parameters. 

From a theoretical perspective, ‘I’s limited role stems from the individual’s 
primary interaction with the parameter ‘SFI’ (Wieland, 2018, 2020), for example, 
with individual virtue, which potentially substitutes a legal approach or interacts 
with it. Hagendorff (2020) also confirms the perception of the individual’s currently 
subordinate role in AI governance. However, several scholars present distinctive 
reasoning to explain that circumstance: According to Hagendorff (2020), Mittel-
stadt (2019a), and Yu et al. (2018), existing, rather traditional research in AI ethics 
primarily examines the role of the individual from a deontological perspective— 
leaving a research gap regarding individualistic ethics approaches. Further, existing 
deontologically oriented ethics guidelines resemble a list of set principles, rather than 
situation-specific evaluations (Ananny, 2016; Hagendorff, 2020; Leonelli, 2016; Yu  
et al., 2018). However, a virtue-oriented approach would focus on the moral intuition, 
motivation for ethical behaviour and personality traits of, for example, employees 
or developers (Hagendorff, 2020; Leonelli, 2016; Vallor, 2016; Wieland, 2020; Yu  
et al., 2018), which, according to academia, makes it a desirable option for practice.
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In this way, a virtue ethics approach does not focus on the technology itself 
but on the role and responsibility of the individuals entrusted with its development, 
adoption, and management (Ananny, 2016; Hagendorff, 2020; Neubert & Montañez, 
2020). Ideally, this should involve every individual in society for educational purposes 
(Hagendorff, 2020), or at least each person responsible for AI-related impact or 
consequences for society (Floridi, 2016). Further, a virtue ethics approach supports 
working against the diffusion of responsibility and helps raise levels of accountability 
(Floridi, 2016; Hagendorff, 2020; Leonelli, 2016). 

As established, the virtue ethics approach serves as an individual ethics decision 
framework (Yu et al., 2018) and focuses on developing an understanding of values 
such as honesty, justice, courage, or empathy (Neubert & Montañez, 2020; Vallor, 
2016; Wieland, 2020) to raise an individual’s ethical decision-making. 

The Relational Governance approach supports this demand raised by Hagendorff 
(2020), since Wieland (2020) also focuses on the individual’s intrinsic motivation to 
act and characterises the individual’s virtue as an 

actors’ readiness (motivation) and ability to understand the ideals of a given social group 
and, through suitable actions on the part of individual and collective actors, to grasp said 
ideals in their proportionality. (2020, p. 33) 

Hence, this definition is in line with Vallor’s (2016) and Neubert and Montañez’s 
(2020) definition, as well as Hagendorff’s (2020) demand for virtue-based gover-
nance. Like Vallor (2016) and Neubert and Montañez (2020), Wieland specifies the 
individual’s motivation to act virtuously to be ethical, based, for example, on striving 
for justice or honesty. Alternatively, it can be led by the reasoning of the individual, 
stemming from Aristotle’s definition of virtues and the individual’s wish to be useful 
or strive in competition (Wieland, 2020). 

Given this theoretical overlap, the need for higher individual accountability in AI 
(Floridi, 2016; Hagendorff, 2020; Vallor, 2016), and Wieland’s recommendation to 
ideally involve all parameters in a governance structure, so as to ensure its effective-
ness, promoting the individual’s role in AI governance seems a promising path to 
follow when applying Relational AI Governance to an unregulated market. This is 
especially significant regarding the weakened structure of the governance parameters 
in this context, as Wieland (2018, 2020) highlights that the self-enforcement of an 
effective governance structure might be best supported by focusing on individual 
virtues. 

Another advantage of focusing on virtue-based governance measures to comple-
ment existing measures stems from its broader, more innovation-friendly approach, 
which addresses the common perception that ethical guidelines hinder change and 
innovation (Boddington, 2017; Hagendorff, 2020). Instead, ethical guidelines should 
promote self-responsibility and the employee’s or developer’s freedom in their 
decision-making (Hagendorff, 2020). Hence, this book supports the demand that 
existing AI ethics guidelines should be complemented with a more virtues-oriented 
stream of ethical research and resulting guidelines. In particular, it agrees with 
Hagendorff’s demand to move from
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a more deontologically oriented, action-restricting ethic based on universal abidance of 
principles and rules, to a situation-sensitive ethical approach based on virtues and personality 
dispositions, knowledge expansions, responsible autonomy and freedom of action. (2020, 
p. 114) 

Hence, given the highly adaptable general-purpose nature of AI solutions, this 
book supports virtue-based approaches, which will complement the breadth of the 
prevailing principle-based ethics guidelines and strengthen the role of the individual 
in this endeavour. Further, such a combination is expected both to raise awareness of 
AI ethics within all stakeholder groups and to help raise the company-internal level 
of accountability. 

3.3.1.3 Conceptualising the Role of the ‘Organisation’ 
in an Unregulated Market 

Since, in the unregulated AI market, neither the parameter ‘SFI’ nor ‘I’ play a 
dominant role, it is primarily the interaction of ‘O’ and ‘SII’ that can help realise 
the relational AI transaction. This is because both parameters can be combined or 
complement each other within a governance structure (Wieland, 2018, 2020). Given 
the challenges ‘SII’ face in the AI context, such as the lack of reinforcement in 
the formulation and use of guidelines (Hagendorff, 2020; Mayer et al., 2021), the 
implementation of the parameter ‘SII’ requires extensive complementary measures 
on the part of the organisation (‘O’). Its operationalisation can best be achieved by 
precisely building measures based on the philosophical schools of thought discussed 
previously and their complementary functions within the company. 

Generally, the execution of a relational transaction is facilitated by ‘O’s interac-
tion with the other three governance parameters. This interaction aims to form a new 
equilibrium, balancing the system-specific needs allocated in the particular relational 
transaction (Wieland, 2020). The definition of a collective actor is essential in this 
context in so far as Wieland states that “the chief effective parameters of a governance 
form consist in the interests, perceptions, rationales and convictions of individuals as 
persons or agents (I) and their resulting actions and behaviour” (2020, p. 50). This 
statement hints at the strong interrelation of ‘SII’ and ‘O’, as both the individual, as 
well as the collective actor, are understood to be driven primarily by their ‘convic-
tions’—the belief systems and the norms they ascribe to themselves. In this context, 
organisations offer the necessary mechanisms for coordination and cooperation. This 
is because it is the individual and collective actors that assess economic transactions 
and manage them according to the expected value-creation potential, which can be 
gained through their specific guiding difference (Wieland, 2020). 

In the unregulated AI market, various stakeholder groups in society engage in 
developing non-legislative advances, also referred to as soft law (Jobin et al., 2019). 
This includes, for example, academia, standard-setting agents and especially compa-
nies (Whittlestone et al., 2019). However, it is primarily the organisation as a gover-
nance structure that is able to and needs to realise the actual alignment of stakeholder 
interests, their potential for successful cooperation, and especially the demands of
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civil society (Wieland, 2018, 2020). This view is shared by Hagendorff (2020), stating 
that it is companies that need to implement AI responsibly and in accordance with 
society’s views (Hagendorff, 2020). Particularly when confronted with the lack of 
hard law regulation in AI, the demand to integrate stakeholder interests and control 
possible risks of AI adoption is mainly directed towards the firm (Hagendorff, 2020; 
Jobin et al., 2019; Morley et al., 2020). Therefore, the company requires a collective 
decision-making framework, helping to adopt and manage AI responsibly (Yu et al., 
2018). 

So far, companies mostly do this by implementing company-internal, formal 
governance measures, which can best be subsumed under the term corporate self-
regulation (Benkler, 2019; Jobin et al., 2019; Whittlestone et al., 2019; Wieland, 
2018, 2020). Currently, these measures are mostly realised in the form of ‘AI ethics 
guidelines’ or ‘AI ethics principles’ (Hagendorff, 2020; Jobin et al., 2019; Whittle-
stone et al., 2019). This trend continued to grow exponentially, with the number of 
AI ethics guidelines doubling from 2019 to the middle of 2020 (AlgorithmWatch, 
2020; Mayer et al., 2021). 

However, the mere formulation and implementation of guidelines do not have the 
necessary power to enforce AI ethics in companies (Hagendorff, 2020), confirming 
Wieland’s (2018, 2020) demand that formal and informal governance parameters 
should be combined to develop effective governance structure. Much like the chal-
lenges that formal regulation and AI ethics face, AI ethics guidelines need to deal 
with the ever-changing progress made in AI research, its sophistication, and the 
sheer endless and constantly increasing a number of possible applications for AI 
(Mayer et al., 2021; Mittelstadt, 2019a; Wallach & Marchand, 2019; Yu et al., 2018). 
Therefore, the guidelines can often only be developed in a very generalised manner, 
which on the downside, makes them too theoretical, generalised, and abstract to 
guide corporate actions effectively (Hagendorff, 2020; Mittelstadt, 2019a, 2019b; 
Whittlestone et al., 2019). Moreover, these guidelines per se are not always effec-
tive (McNamara et al., 2018) and can be interpreted as raising transaction costs for 
companies without reaping any benefits from their implementation (Wieland, 2020). 

3.3.1.4 Strengthening the Governance Parameters Through 
a Threefold ‘SII’ Approach 

Hence, further formal governance measures within the firm are required. To do so, a 
meta-level examination of suitable measures based on ‘SII’, specifically the AI ethics 
research streams, is conducted from a formal governance perspective. Based on the 
three main ethical categories covering the value sets presented by both public-sector 
AI initiatives and research, this book presents aggregated superordinate strategies to 
combine ‘SII’ with formal measures of the organisation (‘O’). In theory, the firm can 
develop formal measures based on each of the approaches separately (Hagendorff, 
2020, 2022; Yu et al., 2018). 

To begin with, the company can choose to apply only one philosophical school 
of thought as a theoretical foundation to develop its AI governance measures; for
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example, it can select the principled ethics approach and introduce guiding principles 
of AI ethics to the firm. The same logic applies to both consequentialist ethics and 
virtue ethics, which can also serve as singular ethical foundations for the development 
of measures. 

The following scenarios provide strategies on how to integrate all three 
approaches. Initially, the company can focus on, for example, operationalised deon-
tological ethics. As established, companies can decide to implement an ‘ethics in 
design’ (Floridi et al., 2018; Hagendorff, 2020; Jobin et al., 2019) or an ‘ethics by 
design’ approach (Hagendorff, 2020; Jobin et al., 2019). The first aims to facilitate 
the evaluation of results stemming from AI usage, whereas the latter focuses on 
building ethicality into the AI system itself. 

As a part of the firm’s formal governance structure, the ‘ethics by design’ approach 
can be defined as an input-oriented strategy. This is because the company’s focus 
primarily lies on the values it aims to integrate into its AI system. Regarding the 
operationalisation of this approach, I suggest the integration of ethics alongside the 
development process of AI, ranging from its design phase to its deployment (Cath 
et al., 2018; Mayer et al., 2021; Morley et al., 2020; Wu et al., 2020). By doing so, 
the company provides an ex-ante governance frame for the potential outcomes of its 
actions. Such an approach is likely to provide good coverage of ethical dilemmas 
since, for one, it addresses possible challenges before they materialise as conse-
quences for society. Second, since it stems from deontological ethics and provides 
substantial ethical guidance, it answers societal concerns with more than merely 
technical adaptations (Jobin et al., 2019). This is of great significance since these 
newer developments in deontological ethics to operationalise AI ethics are still very 
recent (Wu et al., 2020) and require oversight and the participation of stakeholders 
in the process (Jobin et al., 2019). 

The ‘ethics in design’ approach, on the other hand, provides an outcome-
oriented strategy, which, nonetheless, provides ex-ante governance. In this case, the 
company puts a stronger focus on evaluating possible outcomes of its AI adoption, 
combining the traditional deontological ‘ethics by design’ approach and subsequent 
consequentialist decision-making measures. 

This approach is quite common, as research reveals that most organisations tend 
to combine two approaches, usually principled and consequentialist ethics (Thornton 
et al., 2016). In this scenario, the organisation can develop a code of ethics based on the 
principles it decides to apply and complement these with consequentialist measures to 
support decision-making processes in dilemma situations. This is particularly useful 
for dilemmas that suggest the adoption of more than one principle. In such cases, 
consequentialist measures can help examine the impact of each decision scenario 
to identify the best possible outcome (Boddington, 2017; Burton et al., 2017; Yu  
et al., 2018). Moreover, a company can also decide to combine deontological and 
virtue ethics, e.g., in the form of an ‘ethics for design’ strategy (Johnson, 2017), 
which aims at raising the integrity of behaviour among developers and deployers 
of AI. Hence, virtue ethics can be operationalised as individualised psychological 
and moral character-building (Hagendorff, 2022), whereas deontological ethics can 
serve to derive the resulting guidelines.
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Finally, a company can opt to apply a combination of all three ethics approaches— 
a strategy that rather resembles traditional integrity management programs (Kaptein, 
1999; Wieland, 2005, 2014). In this scenario, principled and consequentialist ethics 
can be applied in the same way as described for the previous case. However, they 
are complemented by virtue ethics, which close the gap between awareness-building 
and individual ethical training measures (Hagendorff, 2022). By applying all three 
approaches, the company educates the individual regarding the ethical consequences 
of AI development and adoption, according to his specific role within the company 
(Floridi, 2016; Hagendorff, 2020, 2022; Kazim & Koshiyama, 2020a). Moreover, it 
provides guiding principles as the general decision frame which guides its corporate 
decision-making. It can round off its AI ethics strategy by supplying its employees 
with consequentialist ethics, which, in dilemma situations, help solidify and support 
the decisions the ethically trained individual takes. Thereby, the individual enters a 
situation with already higher awareness of his actions’ consequences (Hagendorff, 
2022). With this, there is no need to raise the questions of whether to act ethi-
cally and to what degree, since such debates have already been discussed in the 
individual training formats. Thus, in the acute dilemma situation, consequentialist 
ethics measures instead support the individual’s decision-making process insofar as 
they offer procedural instruments to evaluate and further examine their decisions 
(Thornton et al., 2016). 

To apply a threefold approach, traditional integrity management programs 
(Wieland, 2005, 2014) suggest that the company begins with conducting an exten-
sive risk assessment, as recommended by the WEF for AI governance (Madzou & 
MacDonald, 2020). The results from such a risk analysis help in choosing company-
relevant principles for AI governance, each addressing the previously identified risks. 
This selection is needed since no company will be able to address the entirety of 
all value sets presented in the previous section. Hence, a selection based on the 
company’s AI-related risk patterns and risk-management preferences is required, so 
that the company can introduce a formal code of ethics based on applied principled 
ethics and the chosen value sets. In the next step, the principle-based measures can 
be combined with consequentialist ones. This can include scenario-building tech-
niques, as well as analysis tools to identify various degrees of direct and indirect 
consequences of corporate decision-making. Finally, case-study-based training and 
psychological awareness-building measures stemming from virtue ethics are intro-
duced. Among other effects, they allow unconscious biases to be addressed (Hagen-
dorff, 2022), their avoidance being of great significance in the AI context. This is 
because AI systems can only be as good in quality as the ability of the developer 
team that created them. Thus, these measures might also help avoid the so-called 
designer bias of an AI system (Brundage & Bryson, 2016; Caliskan et al., 2017; 
König, 2019). Hence, the better trained the human mind is to identify and address 
subconscious biases, the higher the quality of the AI system (Brundage & Bryson, 
2016; Caliskan et al., 2017; Hagendorff, 2022; König, 2019).
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Fig. 3.11 Own depiction of operationalised Relational AI Governance, based on Wieland (2020) 

3.3.1.5 The Relational AI Governance Program for Unregulated 
Environments 

In an unregulated market, ‘SII’ and ‘O’ can only be supported by integrating the 
individual actor, ‘I’, into the governance structure of the firm. Therefore, the mere 
introduction of ‘SII’ in the form of guidelines requires additional measures to change 
corporate decision-making (Hagendorff, 2020; McNamara et al., 2018). Based on the 
presented elaboration and in line with Wieland (2018, 2020), this book advocates the 
operationalisation of ‘SII’, ‘I’, and ‘O’ based on all three AI ethics streams through 
formal and informal governance measures. 

Such an approach enables a company to innovate more freely, while at the same 
time strengthening AI ethical considerations and ethical values within the firm. By 
applying an operational governance approach, which resembles integrity manage-
ment5 measures, I opt for a stronger values orientation. Thereby, it allows for more 
situationally adaptable measures on the formal side, which, in consequence, gives 
the company a stronger value set and more freedom in its operational processes. 
Figure 3.11 presents the operationalisation of the formal parameter ‘O’ and further 
integration of both ‘SII’ and ‘I’ on the informal side of the structure. 

Figure 3.11 consists of various levels:

5 Integrity Management is a values-oriented approach, which can be combined with formal compli-
ance measures. It allows the individual to reflect on their own value sets and the moral demand they 
are confronted with (Wieland, 2014). 
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In accordance with Wieland (2018, 2020), on the top level, the figure portrays 
examples of system-specific requirements a company is confronted with when devel-
oping a Relational AI Governance program. On the middle and lower level, it 
presents examples of formal and informal management measures suitable for the 
operationalisation of ‘SII’ and ‘O’ via the AI Governance management program. 

The middle level focuses on the three philosophical streams in AI ethics and 
suggests the integration of measures stemming from each ethical stream; thus, it is 
a three-dimensional operationalisation. The operationalised suggestions are based 
on contextualised information stemming from both Hagendorff (2020, 2022) and 
Wieland (2014, 2018, 2020). Case-based ethics training and psychological aware-
ness training are viewed as necessary forms of operationalising virtue ethics (Hagen-
dorff, 2020, 2022). Further, case-based training represents a useful tool in compli-
ance management, as do the additionally suggested consequence evaluation tools 
(Wieland, 2014; Wieland et al., 2020). The fourth measure, principle-based guide-
lines, integrates deontological ethics into the structure and suggests their use, as is 
common practice, in the form of guidelines (Hagendorff, 2020; Jobin et al., 2019). 

The lowest level of Fig. 3.11 focuses on the structural requirements of imple-
menting an effective governance structure. Again, the development of these measures 
stems from Wieland’s (2020) original depiction and insights from AI ethics 
(AIHLEG, 2019; Brundage & Bryson, 2016; Caliskan et al., 2017; Hagendorff, 2020, 
2022; Jobin et al., 2019; König, 2019; Mayer et al., 2021). Structurally, the imple-
mentation of multi-stakeholder dialogues will, first of all, help to further formalise 
‘SII’ in AI, since so far, there is still no consensus on the presented value sets 
(Hagendorff, 2020; Jobin et al., 2019; Mittelstadt, 2019a)—especially among society 
and developers (Mayer et al., 2021). Moreover, their implementation contributes to 
the fundamental need for collaborative governance forms addressing the underlying 
wicked problem of AI governance. Hence, an essential role is attributed in this book 
to multi-stakeholder dialogues in transculturally developing a shared understanding 
of the company’s AI governance strategy and its AI ethical position. 

Further, Wieland (2020) advises introducing new departments and boards within 
the organisation in accordance with the relational transaction the company seeks 
to realise. This means, for example, that the structural coupling of AI and ethics 
cannot be enforced by a CSR office or by supervision boards established to oversee 
compliance measures regarding the company’s value chain. 

Rather, the introduction of a new structural entity at the intersection of ‘Artificial 
Intelligence’ and ‘Ethics’ is required. Hence, for the structural operationalisation of 
Relational AI Governance in a company, I suggest implementing various new entities. 
These can consist of an AI ethics office and, to ensure its compliant decision-making, 
a supervisory board, and an AI ethics committee. In detail, the positions in the super-
visory board, as well as the AI ethics committee recommended here, should be filled 
diversely to counterbalance potential biases in both the AI strategy and system of the 
company (Brundage & Bryson, 2016; Caliskan et al., 2017; Hagendorff, 2020, 2022; 
König, 2019). Integrating an AI ethics committee is advised due to the extensively 
discussed priorities that companies need to set when dealing with the consequences 
and risks of their actions: first, to avoid diffusion of responsibility (Floridi, 2016;
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Hagendorff, 2020; Leonelli, 2016), and second, to ensure the proportionality and 
neutrality of decisions, my approach strongly advises companies to implement an 
AI ethics committee. 

Further, the enforcement of such deontological, principle-based guidelines 
requires the implementation of additional formal elements, such as an AI ethics 
office and its official positioning in the organisational structure of the firm. Addi-
tionally, the authority of the office should be backed by assigning a supervisory 
board to ensure its effectiveness. Thereby, the guidelines representing ‘SII’ receive 
structural, formal support via the parameter ‘O’. 

In addition, I suggest publicly held multi-stakeholder dialogues (Wieland, 2020) to  
further strengthen the ‘SII’s for AI (Hagendorff, 2020; Jobin et al., 2019; Mittelstadt, 
2019a), which are not yet sharply defined and do not yet have full acceptance in 
society as a whole, particularly among all internal stakeholders of the company, 
e.g., developers (Hagendorff, 2020; Mayer et al., 2021). By allowing for dialogue 
formats, the participation of all stakeholders is promoted—a measure aiming to raise 
acceptance of newly developed guidelines and foster the employee’s identification 
with the guidelines (Wieland, 2018, 2020). 

The virtue ethics-based instrument can support moral character-building among 
employees. This provides the parameter ‘I’ with a strengthened position, since the 
employees act with an inner compass, allowing them to manoeuvrer the constantly 
evolving dilemma situations that come with technologies developed at such a high 
pace, particularly since guidelines are restricted to already existing situations (Hagen-
dorff, 2020; Mittelstadt, 2019a), and can easily be adapted to newly occurring 
dilemma situations on the technical level (Hagendorff, 2020; Morley et al., 2020; Yu  
et al., 2018). 

In this way, Relational AI Governance covers both the formal side of providing 
guidelines as well as the situational expertise needed to responsibly adopt AI in 
practice. Like traditional integrity management approaches, the developed approach 
offers principle-based guidance and ethical character-building. Moreover, develop-
ment and agreement on ‘SII’ is still comparatively weak, which weakens their overall 
power to enforce the governance measures built upon them (Mayer et al., 2021; 
Mittelstadt, 2019a, 2019b; Whittlestone et al., 2019). Strengthening the role of the 
individual with a virtue ethics approach will result in more informed decisions. 
Additionally, value-based training leads to a higher motivation to act with integrity 
in critical situations (Hagendorff, 2020, 2022; Leonelli, 2016; Vallor, 2016; Yu et al., 
2018). 

3.3.1.6 Interpretation of Combining AI’s ‘SII’ and ‘O’ 
on the Organisational Level 

Both the AIHLEG and academia promote the opportunity for companies to create 
shared value (Wieland, 2018, 2020) by responsibly adopting AI (AIHLEG, 2019; 
Floridi et al., 2018; Mayer et al., 2021), as it allows companies to generate more 
income while, at the same time, managing the societal risks associated with AI
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implementation. However, the discipline of AI ethics is still developing and faces 
criticism, for example, as most AI conferences are financed by the private sector, 
which again shows the strong influence companies have on AI development and its 
ethical evaluation (Hagendorff, 2020). Furthermore, AI ethics mainly serve to raise 
awareness and highlight potential risks associated with AI adoption in a structured 
manner (Morley et al., 2020) and research indicates that there are specific reasons 
for AI ethics’ limited effectiveness. 

First, ethical evaluations regarding AI are not yet fully negotiated among soci-
etal stakeholders, and not all stakeholders share the same view or understanding 
(Hagendorff, 2020; Mayer et al., 2021). Whereas in CSR management, for example, 
society has a clear understanding of the operationalisation of human rights through 
CSR measures (Wieland, 2018, 2020), in the AI context, the formulation of desirable 
values and their ideal operationalisation remains vague (Hagendorff, 2020; Mittel-
stadt, 2019a). This especially holds true since AI governance is a topic of global 
relevance, with views on what are ethically desirable options in AI development 
diverging significantly around the globe (Hagerty & Rubinov, 2019; Jobin et al., 
2019; Schiff et al., 2020; Wu et al., 2020). This circumstance affects the firm, not 
only because vague value sets do not have high enforcement power, but also since 
companies engaging in global markets have stakeholders from more than one nation 
or continent and, hence, need to align divergent views (Cave & ÓhÉigeartaigh, 2019; 
Geist, 2016; Scharre, 2019; Tomasik, 2013; UNICRI, 2021). 

Second, a virtue ethics approach might be able to counterbalance this challenge, 
since its promoted values are understood to be inherently universal and foster the 
actor’s own efforts when applied (Neubert & Montañez, 2020). Further, research indi-
cates that measures from this philosophical school of thought led to higher attraction 
and retention of employees and raised the company’s reputation among AI users 
due to its individualistic and sustainable in-depth approach to AI ethics (Neubert & 
Montañez, 2020). However, this approach is rarely applied in practice. 

Third, the current vagueness of ‘SII’ leads to an additional challenge: Apart from 
their general broadness, currently existing guidelines also lack technically applicable 
recommendations and explanations. Therefore, Hagendorff (2020) and Morley et al. 
(2020) demand further operationalisation of AI ethics, as they deem current research 
too abstract and remote from practical needs. Yu et al. (2018) particularly highlight 
the need to offer technological solutions to implement ethics into AI systems. Hagen-
dorff (2020) expands his claim, stating that developers, in practice, often perceive 
AI ethics guidelines as an externally imposed instrument, leading him to elaborate 
on the importance of more practical ethics approaches to avoid diffusion of respon-
sibility in an organisation and allow developers to adopt ethical guidelines for their 
actual work routine. While my approach supports these demands, I approve of Mittel-
stadt’s (2019a, 2019b) warning that AI governance is a very complex endeavour, and 
organisations must not oversimplify solutions by restricting their measures merely 
to technological changes. 

The fourth challenge ‘SII’s face regarding AI, lies in their lack of reinforcement 
mechanisms, as, thus far, “deviations from the various codes of ethics have no conse-
quences” (Hagendorff, 2020, p. 113). This quote is in line with Wieland’s (2020)
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observation that social norms require “punitive mechanisms like social criticism and 
loss of status or reputation” (2020, p. 43). This challenge might be linked to the previ-
ously presented concern over the lack of access to information and transparency on 
the part of the user, making it difficult for end-consumers to make informed deci-
sions about corporate behaviour in AI and formulate substantial criticism (Ehsan 
et al., 2021; Hois et al., 2019; Mozafari et al., 2020; Skjuve et al., 2019). 

Consequently, the fact that ‘SII’s are not fully formulated and lack reinforcement 
makes high levels of defection from collaborative behaviour or attempts at ethical 
greenwashing likely (Dafoe, 2018; Roberts, 2000; Wieland, 2020). This is in line 
with the behaviour of actors involved in wicked problems, having a higher likeli-
hood of defecting and falling into competitive structures. Hagendorff confirms this 
assumption when stating that “especially economic incentives are easily overriding 
commitment to ethical principles and values” (2020, p. 114), hinting at organisa-
tions disregarding social values, such as the demand for benevolent AI (Hagendorff, 
2020; Taddeo & Floridi, 2018a). Thus, this diffusion of responsibility might lead to 
a lacking sense of accountability (Hagendorff, 2020), requiring significant comple-
mentation and extensive substantiation of ‘SII’ in the form of additional informal 
and formal measures. 

3.3.1.7 Challenges and Opportunities for Corporate AI Governance 
in an Unregulated Market 

The decision to self-regulate by applying AI ethics to its processes comes with various 
challenges but also opportunities for the company and its environment. Apart from the 
growing pressure from society on companies to adopt responsible practices, compet-
itive pressure in the field is higher than in other markets (Cave & ÓhÉigeartaigh, 
2019; Scharre, 2019; Schiff et al., 2020). Hence, a combined approach can help 
companies self-regulate by granting more freedom to innovate (Hagendorff, 2020; 
Yu et al., 2018), instead of imposing extensive, generalised principles. Rather, a 
company should choose to develop deontological guidelines for previously identi-
fied red flags6 and combine these principles with virtue ethics-based training for 
the remaining dilemma situations encountered in AI adoption. In consequence, this 
freedom can give the company the decision space to move ahead of competition 
responsibly, as it is not as restricted in its decisions in a standardised manner. Hence, 
when a company is willing to self-regulate, aiming to gain competitive advantages 
over its competitors, it needs to ensure the effectiveness of its measures—espe-
cially since the likelihood of defection is estimated as very high in the AI market 
(Dafoe, 2018). If a company cannot ensure the lasting success of its AI governance 
structure and, thereby, loses credibility with its clients, its self-regulation becomes a 
liability, since self-regulation raises transaction costs to new levels—unmatched by

6 The term ‘Red Flags’ is commonly used in compliance management to describe high-risk 
indicators for potential fraud (Braithwaite et al., 2003; Grabosky & Duffield, 2001). 
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its competitors—without providing financial benefits in return (Schiff et al., 2020; 
Wieland, 2020). 

Apart from potential financial gains resulting from holistic AI governance, a good 
reputation for ethical behaviour could lead to another competitive advantage: For 
one, according to research on public trust (Pirson et al., 2019), consumers validate 
a company’s effort to act responsibly. Further, scholars highlight that investment in 
public trust is especially needed in times of social and technological disruption to 
ensure a company’s continued existence (Paine, 2003; Pirson, 2007; Pirson et al., 
2019). Given the long-standing tradition of the research streams, their findings are 
expected to hold for the AI context, too (Zhu et al., 2021)—especially since existing 
research in AI ethics supports this view (Hagendorff, 2020; Neubert & Montañez, 
2020; Schiff et al., 2020). Moreover, given the war for talent in the tech industry 
(Miller & Coldicott, 2019), further research indicates that reputational gains could 
attract new employees and stop current employees from potentially leaving the 
company if they consider the impact of their projects to hurt society (Miller & 
Coldicott, 2019; Neubert & Montañez, 2020). However, developers, especially in 
the private sector are not always in line with societal concerns regarding AI (Mittel-
stadt, 2019a). Consequently, again with respect to recruitment benefits, companies 
need to engage in multi-stakeholder dialogues to ensure the effectiveness of their 
governance measures and balance out potentially differing ethical value sets among 
their stakeholders (Wieland, 2018, 2020). 

However, society has questioned the motivation of companies to self-regulate 
(Benkler, 2019). Thus, if stakeholders do not believe in a company’s efforts to act 
responsibly, the expected reputational gains will not show. Therefore, an effective 
AI governance approach in an unregulated market requires more holistic measures 
than the mere implementation of AI ethics guidelines (Hagendorff, 2020; Wieland, 
2018, 2020). While, so far, there is no legal foundation for these measures, for the 
company to reap the benefits of its efforts to act responsibly, consumers—hence, 
society—need to be convinced of the seriousness of the measures. Only then will the 
reputational gains have a positive effect on a company, since the mere implemen-
tation of guidelines is not a unique selling point anymore (AlgorithmWatch, 2020; 
Hagendorff, 2020; Jobin et al., 2019; Whittlestone et al., 2019). 

Given the competitive pressure in an unregulated AI market (Cave & 
ÓhÉigeartaigh, 2019; Geist,  2016; Scharre, 2019; Tomasik, 2013; Wieland, 2020), 
companies can only afford to raise their transaction costs compared to their competi-
tors if they can ensure benefits as a result. Otherwise, the likelihood of defection from 
responsible behaviour, which is high in any case, is further intensified (Dafoe, 2018; 
Hagendorff, 2020; Mittelstadt, 2019a; Roberts, 2000). Hence, reaping the benefits 
requires a multi-level approach within the firm, ranging from leadership integrity to 
introducing new departments, processes, and procedures to complement and substan-
tiate the release of AI ethics measures aligning with its corporate culture (Wieland, 
2018, 2020).
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3.3.2 Governance Adaptivity in a Partially Regulated AI 
Market 

This section examines possible implications resulting from the currently pending 
regulation for AI research and AI adoption in the E.U. This is because the global 
AI market can no longer be defined as being entirely unregulated once the regula-
tion proposal passes. Instead, it will shift to being partially regulated, as regulating 
one region will result in companies having to meet new competitive conditions. 
While this might not affect economic actors around the globe directly, it will change 
the dynamic of the market and have indirect effects on the competitors’ market 
positioning strategies. 

Thus, this section analyses the European regulatory proposal from a Relational 
Governance perspective and discusses the possibility of its current adoption by prac-
tice. This is because, as soon as the regulation passes, Wieland’s (2018, 2020) original 
governance, including all four governance parameters, applies to European compa-
nies and gives guidance for the roll-out of tailored measures within the governance 
structure of the firm. Therefore, in the case of AI governance, an examination of the 
advantages and disadvantages a company faces is at the centre of attention (Wieland, 
2018, 2020). This section closes with an evaluation of possible consequences for the 
global AI market and companies in the E.U., as well as a concise contextualisation 
of Relational AI Governance under these pending circumstances. 

3.3.2.1 Regulatory Context in the Global AI Market 

The formal regulation of the global AI market, in general, is a complex endeavour. For 
one thing, the numbers of adopted AI systems rise constantly, and their continuous 
progression requires high flexibility on the side of the regulatory bodies (Mayer et al., 
2021; Mittelstadt, 2019a; Wallach & Marchand, 2019). In particular, it is the uncer-
tainty of consequences coming with AI’s adoption (Wallach & Marchand, 2019) and 
the adaptability of AI solutions (Goldfarb et al., 2019; Klinger et al., 2018; Nepelski & 
Sobolewski, 2020; Razzkazov, 2020; Trajtenberg, 2018) that further complicate its 
regulation. Moreover, scholars ascribe an exceptionally high pace of development to 
AI technologies (Wallach & Marchand, 2019), impeding the traditional processes of 
ex-post legislation, but especially ex-ante governance and legislation. Additionally, 
official regulatory institutions still face high information asymmetries regarding new 
developments in AI (WEF & Deloitte, 2020), partly due to a lack of experts recruited 
to work in legislation (Calo, 2017). 

Nonetheless, in 2021, the E.U. was the first actor worldwide to present a regulation 
proposal for AI. If the E.U. succeeds in passing this first regional regulation, it will 
change the status of the currently unregulated market to being partially regulated. 
Partial regulation is commonly defined as the imposition of different competitive 
conditions on a specific group of players in the market, which will be the case for
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European companies and companies planning to provide for or enter the European 
market (European Commission, 2021a). 

Strategic Positioning of Main Players in the Global Market 

Taking this path, the E.U. opts for a contrary position to other actors in the market. 
While the E.U. chooses a risk-based regulation of AI, which will raise AI’s ethicality 
and trustworthiness, other nations focus on capitalising technological first-mover 
advantages or seeking dominance in particular fields of technological application. 

As of now, the AI market is mainly dominated by the U.S. and China (Cave & 
ÓhÉigeartaigh, 2019; Dafoe, 2018; Geist,  2016; Rabesandratana, 2018). However, 
the E.U., Russia, and Israel are making significant efforts to secure their market 
share (Cyman et al., 2021; Rabesandratana, 2018). Currently, these nations seek 
to improve their positions in the market with heavy investments into AI research, 
specific strategic positioning, as well as fast-paced development efforts to gain market 
power. It is particularly the dynamics of this global competition that has led to 
the notion of a constantly intensifying race for technological superiority (Cave & 
ÓhÉigeartaigh, 2019; Geist,  2016). 

This is because a first-mover position is associated with, for example, economic, 
academic, or political advantages. In particular, technological superiority is 
frequently linked to military superiority, a correlation that could translate to absolute 
political power for the dominant party. Apart from inherent technological superiority, 
a dominant position in the market is also believed to lead to a higher attraction rate 
for talent—which, in turn, would further secure the nation’s position in the market. 
Hence, it is suspected that this dynamic will further intensify over time (Cave & 
ÓhÉigeartaigh, 2019; Dafoe, 2018; Geist,  2016). 

Due to the dominance of the U.S. and China in the market and the consequent 
influence of their technological applications on consumers around the globe (Dafoe, 
2018; Lilkov, 2020), the E.U. focused on a clear differentiation of its approach to AI 
research from its competitors (European Commission, 2021a). 

Over recent years, the U.S.’s AI strategy has been characterised by decentralised 
regulation and the aim of not hindering innovation—especially in its early stages 
(Cath et al., 2018). Further, the U.S. publicly promotes its objective of developing AI 
for the common good and to solve the world’s greatest challenges (Cath et al., 2018). 
As part of this approach, it also engages intensively in research on a superintelligence 
and entirely autonomous forms of AI (Bostrom, 2014). China’s AI strategy, on the 
other hand, is strongly associated with the term ‘digital authoritarianism’ (Lilkov, 
2020; Polyakova & Meserole, 2019; Sherman, 2021)—a trend also noted by the 
U.S., which identified it as a possible threat to its democracy and to human rights in 
general (Sherman, 2021). 

Polyakova and Meserole define the term ‘digital authoritarianism’ as “the use 
of digital information technology by authoritarian regimes to surveil, repress, and 
manipulate domestic and foreign populations” (2019, p. 1). Further, apart from asso-
ciating China with this term (Lilkov, 2020; Polyakova & Meserole, 2019; Sherman,
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2021), Polyakova and Meserole (2019) include Russia as an actor contributing to 
this phenomenon. Lilkov describes this development as a part of China’s “techno-
nationalism which aims to move the country closer to technological self-sufficiency 
and to maximise the penetration of its technological giants on the global stage” (ibid., 
p. 110). Further, in his research, he examines “the unique features of the Chinese 
model of digital authoritarianism and its international spill-overs” (ibid., p. 110). 
According to Lilkov, “as a new decade begins, the EU must make sure that its citi-
zens have the necessary institutional and legal protection from abuses of modern 
technology such as facial-recognition software” (2020, p. 110), since Chinese AI 
technologies and their applications are exported and introduced to various foreign 
markets already. 

In fact, the European regulation proposal addresses the U.S.’s aim to develop 
strong AI with little regulatory measures and China’s export of AI applications 
serving surveillance objectives and the related risks stemming from their influence 
on the European market. For both, the E.U. seeks to regulate by restricting use cases 
for foreign AI applications and demanding a high standard for transparency and 
explicability (European Commission, 2021a). 

Context in the European Union 

For the past few years, the E.U. has been active regarding its regulatory approach 
towards AI. As early as 2018, it published the European Strategy on AI and a coordi-
nated plan on how to proceed as a result of joint efforts with its member states (Euro-
pean Commission, 2021b). In preparing the field for the recent proposal, in 2019, 
the European Expert Group AIHLEG published its guidelines for trustworthy AI 
(AIHLEG, 2019). The proposal for AI regulation was preceded by the General Data 
Protection Regulation7 (GDPR) (European Commission, 2018), the Digital Services 
Act8 (DSA) (European Commission, 2020c), and the Digital Market Act9 (DMA) 
(European Commission, 2020b), which all form part of the European Digital Strategy 
(Dempsey et al., 2021). Hence, the current proposal for AI regulation neither includes 
nor addresses market structures or the platform economy, since other regulatory 
measures within the overall digital strategy cover these topics.

7 The General Data Protection Act (GDPR) “lays down rules relating to the protection of natural 
persons with regard to the processing of personal data and rules relating to the free movement of 
personal data” (European Commission, 2018, GDPR, Article 1). 
8 The Digital Services Act (DSA) proposed in December 2020, aims at enhancing content moder-
ation and, thereby, avoiding harassment and illegal content on social media platforms (European 
Commission, 2020c). 
9 The Digital Markets Act (DMA) proposed in December 2020, provides new ex-ante obligations 
for platform companies. The obligations range in relation to the size of the platform, which is 
examined based on, e.g., its user numbers or market power (European Commission, 2020b). 
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3.3.2.2 The European Approach to AI Regulation 

In April 2021, the European Commission published the “Regulation Laying Down 
Harmonised Rules on Artificial Intelligence” (European Commission, 2021a). With 
this proposal, the E.U. suggests a human-centric AI approach, intending to provide 
safe and trustworthy AI applications for its societies. In particular, the regulation 
proposal seeks to minimise the risks of AI adoption to ensure that it abides by 
fundamental human rights (European Commission, 2021a). 

With this advance, the E.U. presented the first legal framework around the globe, 
which was developed specifically for AI, preceded by the DMA (European Commis-
sion, 2020b) and the DSA (European Commission, 2020c). However, the proposed 
AI regulation has significant similarities with the E.U.’s GDPR (European Commis-
sion, 2018), passed a few years earlier. This is because both regulations are part 
of the E.U.’s data strategy, aiming to emphatically position the E.U.’s data and AI 
approach in global competition (Dempsey et al., 2021). If adopted, the E.U. regulation 
would apply to all European companies developing, selling or using AI, with sanc-
tions ranging from legal obligations to monitoring and penalties for non-compliant 
business conduct (European Commission, 2021a)—with penalties, for example, for 
violations of data requirements suggested to be as high as 30 million Euros. While the 
European Commission suggests establishing a ‘European AI Board’, the enforcement 
of the regulation proposal remains with each member state of the E.U. (European 
Commission, 2021a). 

Risk-Based Framework as Main Part of the Regulation Proposal 

In its proposal, the E.U. defines AI as a combination of two elements: a technological 
dimension, in the form of a list of technologies subsumed under the term AI, and a 
goal-oriented dimension, in the form of intended outcomes, such as predictions and 
recommendations influencing decision-making in the environment they are applied 
to. On this basis, the regulation proposal is structured alongside a risk identification 
framework addressing both dimensions, which is the core element of the document. 
Companies can apply the risk framework to their use case to identify whether their 
AI-based business model or service is considered to be of specific risk, high risk, 
or if the E.U. won’t even allow its deployment or selling in the European Market 
(European Commission 2021a). Depending on the individual degree of risk, the 
company is obliged to adopt a set of governance measures to minimise the risks and 
consequences of its actions. In detail, the regulation introduces a four-step frame-
work, which addresses prohibited AI, high-risk AI, and specific-risk AI (European 
Commission, 2021a), as subsumed in the following: 

1. Prohibited AI of Unacceptable Risk 

The AI regulation bans AI applications belonging to this first group since they are under-
stood to violate existing E.U. legislation and its citizens’ fundamental rights directly. This 
includes techniques of social scoring executed by the public sector; large-scale biometric
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identification as a part of public surveillance; discriminatory use against vulnerable parts 
of societies or minorities; and applications manipulating the individual’s consciousness and 
subconsciousness (European Commission, 2021a). 

2. High-Risk AI 

Applications are considered to be of high risk if they could pose threats to a human being’s 
health, safety, or fundamental rights. Again, this includes surveillance applications, social 
scoring, such as the ability to obtain credit, and the application of AI for recruitment or 
promotion processes in the working environment. While the use and application of AI 
systems assigned to this risk group is allowed in the E.U., it is highly regulated. If deploying 
a high-risk AI application, organisations need to provide an ex-ante assessment of their 
application, and they are required to present and implement governance measures, e.g., 
specific documentation, data governance, transparent user manuals, and human oversight in 
the deployment of the AI system (European Commission, 2021a). Additionally, companies 
must commit, among other factors, to submit their applications to an assessment procedure 
before deployment, to the immediate implementation of corrective measures in the case of 
non-compliance with the regulation, and to inform national authorities within 15 days in the 
case of a malfunctioning of their AI system or the emergence of serious incidents linked to it. 
Finally, the organisation must give access to national authorities, if requested, to confirm the 
regulation-conforming deployment of its AI systems. Apart from directly addressing organ-
isations deploying AI, most obligations also apply to their distributors, importers, users, and 
third parties (European Commission, 2021a). 

3. Low-Risk or Specific-Risk AI 

Adopting limited-risk AI applications mainly requires organisations to mark AI in user 
interactions, as in the interaction of humans with chatbots. Hence, whenever AI systems 
recognise human characteristics and interact with users in a non-transparent manner, the 
organisation is required to bring the interaction with AI to the user’s attention. Moreover, 
this explicitly includes artificially generated or manipulated content, such as deep fakes. 
According to the proposed regulation, content creators would have to mark its artificiality. 
(European Commission, 2021a) 

In this way, the E.U. aims to implement a flexible, future-oriented framework, a 
goal it seeks to reach by basing the risk framework on an up-to-date list of AI tech-
nologies in the market and possible use cases. These lists are continually adaptable 
to allow for the inclusion of future technologies. Likewise, the list of high-risk and 
banned AI use cases can be revised at any point (European Commission, 2021a). 

3.3.2.3 Expected Timeline of Adoption 

By applying this regulation, the E.U. aims to “ensure a level playing field” (Euro-
pean Commission, 2021a, p. 6) for all European organisations in either the public or 
private sector, engaging in AI development, sale, and use. Further, it offers the first 
risk-based legal classification of AI systems, which will support the ongoing struc-
tured governance of the market and ensure comparability of use cases (European 
Commission, 2021a). Once passed, it does not require a country-specific adoption 
process but is of immediate effect in all member states. As for the expected timeframe
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of its adoption, the E.U. suggests a two-year application phase following the final 
proposal and its passing (European Commission, 2021a). Thus, as early as 2024, with 
the end of the current E.U. presidency, the regulation could be implemented—even 
though in an adjusted form (European Commission, 2021a). 

3.3.2.4 Global Implications of the E.U. Regulation 

The proposal directly addresses companies deploying or selling AI systems in the 
E.U.—irrespective of their own location—and users located in the E.U. Further, 
it includes users and companies analysing data, e.g., about E.U. citizens or based 
on European data sets, which will be used again in the E.U. after being processed 
(European Commission, 2021a; MacCarthy & Propp, 2021; Sussmann et al., 2021). 
Thereby, the proposal is not only directed to European companies and the output or 
consequences they create when deploying or selling AI, but it controls incoming AI-
based products and data-based input the E.U. is provided with from external sources 
and companies. Hence, it will also impact organisations outside the European Union. 

Moreover, by presenting such a centralised approach to AI regulation, the E.U. 
counterbalances existing decentralised governance approaches delegating duties to 
various agencies, as currently in place in the U.S. As of now, the U.S. still abide by 
their mission not to overregulate the market (The White House Office of Science 
and Technology Policy, 2020; MacCarthy & Propp, 2021; OECD, 2021). However, 
the Biden administration is expected to be more open than previous administrations 
to putting additional regulatory measures into place (MacCarthy & Propp, 2021; 
White House, 2020). While the U.S. will not implement similar regulations, it can be 
assumed that both the E.U. and the U.S. will work on options to continue their polit-
ical and economic cooperation, e.g., in the form of U.S.-controlled self-certification 
of high-risk AI systems (MacCarthy & Propp, 2021). Further, as initiated between 
the U.S. and the U.K., both regions could form government-led public–private 
partnerships for AI research and development (MacCarthy & Propp, 2021). 

As exemplified by cooperation between the E.U. and the U.S., the proposal 
presented is likely to have a significant impact, even outside its geographical borders. 
Nonetheless, based on these first indications, other nations or regions are not expected 
to adopt this regulation or regulation of similar magnitude. This is because other 
regions in the AI market follow diverging strategies in dealing with AI, such as 
the U.S.’s decentralised, innovation-fostering approach, and there is no indication 
of these nations changing their current approach. Still, they will have to abide by 
European Law in the future when seeking to continue economic cooperation.
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3.3.2.5 Interpretation and Potential Gaps 

Overall, the analysis presented in this book suggests the adoption rate and impact of 
the proposal made by the E.U. will be high.10 Given the fact that previous, similarly 
structured E.U. regulations, such as the GDPR, affect other regions and are exported 
to firms outside the E.U., the same success can be expected for the E.U.’s AI regulation 
(Peukert et al., 2020). Among other factors, this success stems from the fact that 
providers save costs by offering the same GDPR-compliant product to all customers, 
instead of offering different versions for different target groups (Peukert et al., 2020). 

Regarding the E.U.’s AI regulation, its adoptability can, for one reason, be 
expected due to its highly flexible and constantly augmentable nature. Its framework 
character allows for its adoption by various stakeholder groups, e.g., an organisation 
from the public or private sector, as well as providers and sellers of AI systems. More-
over, its risk-based assessment can be continuously adapted to advances in research 
by adding new technologies to the list of AI-defining technologies. Additionally, it 
can be updated by complementing the list of use cases determining the risk level of 
a particular AI application (European Commission, 2021a). 

As for the governance approach it presents, the proposal offers a non-traditional 
form of European legislation by introducing various ex-ante regulatory measures. 
Instead of the traditional European ex-post approaches, especially for high-risk appli-
cations, the proposal demands an ex-ante assessment to ensure the lawfulness of an 
AI system before its introduction to the market (Puddu et al., 2021). It complements 
this new measure with an additional ex-post monitoring system, aiming to detect 
possible complications in its usage (European Commission, 2021a; MacCarthy & 
Propp, 2021). This combination of measures stemming from two complementary 
governance mechanisms will “facilitate the respect of fundamental rights by ensuring 
transparency and traceability of the AI system’s functioning throughout its lifecycle” 
(Puddu et al., 2021, section 3, para. 8). 

Despite its flexible and human-centred perspective, this book’s analysis has iden-
tified a few gaps and irregularities in the proposal presented by the E.U. To begin 
with, most demands posed by the regulation only address organisations, without 
including operating individuals. For example, providers must report violations of 
personal data rights, but there is no obligation for individuals to abide by this rule 
(Sussmann et al., 2021). Hence, an adapted version of the regulation should include 
users in this respect to ensure protection of the individual’s data from all operating 
parties. 

Further, American observers criticise the extensive ex-ante regulatory approach 
for high-risk AI applications (MacCarthy & Propp, 2021), comparing the E.U.’s 
standards to a so-called ‘cradle-to-grave approach’ (Tielemans, 2021), hinting at its 
perceived innovation-constraining nature (Ponce, 2021). This evaluation stems from 
the E.U.’s complex demand for governance measures addressing the entire AI life

10 Due to the recentness of the proposal’s publication and the resulting lack of academic publications 
covering it, this section needs to draw from both academic publications and public commentaries 
made by scholars and professionals to evaluate the quality of the regulation. 
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cycle, ranging from data security to technical documentation and incident manage-
ment. In comparison, the efforts to foster innovation in AI and support companies 
in their endeavour to develop and deploy AI are less elaborate and fall under the 
member states’ responsibility (Tielemans, 2021). 

Moreover, the E.U. decided to heavily regulate both live identification and surveil-
lance systems as well as social scoring applications, only allowing for narrowly 
defined use cases, such as terrorist threats or child safety (European Commission, 
2021a). However, evaluating when and under which conditions AI systems are a 
threat to society will depend on future regulations, since such definitions are not 
yet finalised (MacCarthy & Propp, 2021). Hence, while this passage protects the 
fundamental human rights of its citizens in their entirety, it complicates the use of 
surveillance measures or identification applications in cases of high risk which do 
not pose an immediate threat—unlike, for example, the case of a terrorist attack. 
Thereby, the regulation might overrule the possible safety-augmenting potential of 
AI systems for a more significant number of cases to protect its constitutional rights. 

Lastly, the topic of human and algorithmic bias remains vaguely defined by the 
regulation. While it demands the strict protection of all European citizens’ personal 
data, providers can still access certain categories of personal data, such as health-
related information, ethnicity, or political beliefs. They can access this data if used to 
detect and correct potential bias in the providers’ own AI system (European Commis-
sion, 2021a; MacCarthy & Propp, 2021; Puddu et al., 2021). However, the providers 
still must adhere to requirements of privacy protection, which in turn might interfere 
with the data’s intended use for which it was requested in the first place (Puddu 
et al., 2021). Further, MacCarthy and Propp (2021) highlight that AI providers are 
not obliged to present documentation on the potential bias to the public and must 
only disclose their findings to regulators upon request. Thus, this particular aspect of 
the regulation, the collection, re-use, and anonymisation of data to detect and correct 
biases in AI, might require adaptation to avoid existing possible legal loopholes. 
This example depicts a general weakness of the proposal; namely, not addressing 
questions of actual legal liability (Ponce, 2021). 

To conclude, the E.U. offers an opportunity for individuals and organisations 
alike to benefit from the potential of AI research and adoption, while at the same 
time carefully addressing the associated risks. Although the platform economy and 
leading organisations in the field are not the target group of this regulation, the regu-
lation should recognise that they are the ones driving major advances in AI research 
(Cihon, 2019; Rowsell-Jones & Howard, 2019; Hagendorff, 2020; Makridakis, 2017; 
PwC, 2019). Hence, a strong interlinkage is required between the DMA, the DSA, 
and this presented proposal. Nevertheless, the proposal in its current form provides 
organisations developing, deploying, or using AI with a well-structured risk frame-
work. To be effective and successful on an international level, the E.U. will need to 
strengthen its role in AI research and form cooperations with other players in the 
market. By forming additional cooperative partnerships in AI research or regarding 
AI’s commercialisation, it promotes the consequential acceptance of its proposed 
regulation (European Commission, 2021a, 2021b). If it succeeds in preserving its
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share in the market, the E.U. will concurrently enforce a rise in worldwide stan-
dards for AI and secure for itself a leading role in the development of human-centric, 
secure, and trustworthy AI—as it did with the GDPR (Peukert et al., 2020). 

3.3.2.6 Implications for the Relational AI Governance Approach 

The proposed E.U. regulation leads to new competitive conditions for companies 
in this region or those supplying the European market. The suggested regulation 
presents a new level playing field for self-regulation and governance regarding 
competition for these companies in the market. 

Having ‘SFI’ in place, the reinforcement discussed previously challenges that ‘SII’ 
face in the AI context are outbalanced. Also, the role of the individual is strengthened, 
since it is inherently connected to the parameter ‘SFI’, which is in place in this second 
scenario. Further, the elaboration of governance measures within the firm combining 
‘SII’ and formal measures on the side of ‘O’, as presented in the previous subchapter, 
is still valid. This is because it is merely the interaction among the governance 
parameters and, thereby, the adaptivity of the governance structure that changes, 
while the characteristics and findings per parameter remain valid. In particular, this 
is because the regulation does not interfere with the suggested measures presented 
in this book but proposes rules, which add the formerly lacking parameter ‘SFI’. 

Thus, the proposed regulation leads to a partially regulated market, which requires 
an adaptation of the Relational AI Governance approach, yet not its revision—as 
presented in Fig. 3.12. 

Fig. 3.12 Own depiction of dynamics among AI governance parameters in regulated E.U., 
according to Wieland (2020)



3.3 AI-Specific Adaptivity of the Governance Parameters 151

The initially presented governance parameters, according to Wieland (2018, 
2020), can be applied in their original form. Due to the acquired completeness of all 
four governance parameters, this can serve as the base for developing and adjusting 
corporate AI governance. With the adoption of the E.U.’s regulation, the relational 
transaction for AI governance changes, requiring the integration of the system ‘law’ 
and its system-specific demand into the governance structure. Hence, once approved, 
companies affected by the E.U.’s regulation can consult Wieland’s (2018, 2020) Rela-
tional Governance model for insight into governance parameter adaptivity, since the 
parameter ‘SFI’ is required to apply the original model. Still, I advise companies 
to consult the AI-specific model for recommendations regarding the elaboration of 
parameters ‘SII’, ‘I’, and ‘O’. 

Altogether, this book’s Relational AI Governance approach and the E.U.’s 
proposal for AI regulation are understood to be complementary in nature. Essentially, 
the E.U. regulation presents one governance parameter within this book’s governance 
approach. Hence, its passing does not change the overall structure and mechanisms 
within the Relational Governance of AI but influences the characteristics of the 
parameters and their interaction with each other. Still, synergies exist, e.g., regarding 
the principled ethics approach applied in both advances: for one instance, the ethical 
principles identified in the regulation proposal and the book align, and second, both 
suggest a risk-based assessment of the consequences of corporate decision-making. 
Also, further measures presented do not seem to interfere, such as virtue ethics-
based training suggested by this book or the post-implementation monitoring of 
the E.U.’s regulation demands (European Commission, 2021a). Since they address 
different phases of the AI lifecycle or are implemented as preliminary measures, as 
virtue-based training could be, they seem complementary in nature. Hence, the core 
governance measures suggested by the regulation and Relational AI Governance 
overlap and can easily be integrated. 

3.3.2.7 Synthesis on the Relational AI Governance Approach 

Based on its conceptual contribution, I provided an in-depth examination of the 
dynamics a single company faces in both an unregulated and a partially regulated 
AI market. While exponential levels of disruption in an unregulated market bring 
about the necessity for new governance processes, many of the risks involved and 
the competitive pressure on companies to engage in a technological race for market 
dominion in AI cannot be prised out by a single company (Cave & ÓhÉigeartaigh, 
2019; Geist,  2016). 

Regarding the competitive dynamics companies face, the E.U. proposal’s passing 
will change these by addressing the competitive conditions for European companies. 
As stated in the regulation proposal, the E.U. aims at levelling the field for companies 
to engage in sustainable, trustworthy forms of AI research and deployment. By 
raising the governance requirements for all E.U. companies, the regulation increases 
transaction costs for responsible AI adoption equally for all companies. In turn, it
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lowers the individual company’s transaction costs and risks associated with self-
regulatory measures. 

Nonetheless, due to the complexity of the measures demanded by the E.U., the 
resulting costs for E.U. companies will be comparatively high. This is because compa-
nies can selectively choose the specific measures they seek to implement in an unreg-
ulated market, whereas this proposal obliges companies with risk-prone AI applica-
tions to adopt a wide range of measures (European Commission, 2021a). Still, due 
to the extensive nature of the regulation proposal and the resultingly broad levelling 
effect, this book’s analysis estimates the reduction of individual transaction costs 
for companies to be greater than the costs associated with fulfilling the regulation’s 
requirements. 

In addition, the regulation provides all European companies with potential repu-
tational gains for developing and deploying trustworthy and robust AI systems. 
While, within the E.U., self-regulatory measures are no longer expected to yield 
reputational gains after the proposal’s passing, in the global market, the regulation 
does indeed lead to a unique selling point11 (USP) for European companies. This 
is because other players and nations in the market are applying distinct strategies 
(Cave & ÓhÉigeartaigh, 2019; Dafoe, 2018; Geist,  2016), instead of also focusing 
on human-centric AI development (European Commission, 2021a). Due to the signif-
icant demand from societies around the globe for companies to develop and deploy 
responsible AI, European companies seem to have the opportunity to gain significant 
reputational advantages on the part of consumers. Furthermore, societal perception 
aligns with the E.U.’s position, as, for example, the critical contestation by Western 
research against the Chinese approach to AI confirms (Lilkov, 2020; Polyakova & 
Meserole, 2019; Sherman, 2021). 

As for companies outside the E.U., to lower the transaction costs of self-regulation 
for companies on a larger scale, collective action in the form of interfirm networks, 
multi-stakeholder-boards, or open innovation platforms are potential options. This is 
because hybrid, collaborative forms of governance seem to be most suitable for the 
tech industry (Ferguson et al., 2005a, 2005b; Powell, 1998; Wieland, 2018, 2020; 
Williamson, 1979). 

To conclude, companies located outside the E.U. can apply Relational AI Gover-
nance when wanting to develop and implement self-regulatory measures, as this 
governance model and the governance parameters serve as a foundation for corporate 
governance and risk-diminishing decision-making in companies that are deploying 
or selling AI. For European companies, the elaborations on the specific governance 
parameters provide important contextual information, which can be applied directly 
to Wieland’s (2020) original model once the proposal passes.

11 According to Forte (2002), the term ‘Unique Selling Point’ is used to define a specific product 
or service that can only be offered by that particular provider and his product. Hence, competitors 
cannot easily replicate this benefit. Thus, it allows the company to secure its position in the market. 
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Mayring, P. (2002). Einfu ḧ rung in die qualitative Sozialforschung. Eine Anleitung zu qualitativem 
Denken. Weinheim: Beltz Verlag. 

Mayring, P. (2008). Qualitative inhaltsanalyse. Grundlagen und Techniken. Beltz Verlag. 
Mayring, P. (2010). Qualitative Inhaltsanalyse (11th ed.). Beltz Verlag. 
Mayring, P. (2015). Qualitative Inhaltsanalyse Grundlagen und Techniken (12th ed.). Beltz Verlag. 
McNamara, A., Smith, J., & Murphy-Hill, E. (2018). Does ACM’s code of ethics change ethical 
decision making in software development? In Proceedings of the 2018 26th ACM joint meeting 
on European software engineering conference and symposium on the foundations of software 
engineering (pp. 729–733). https://doi.org/10.1145/3236024.3264833 

Miller, C., & Coldicott, R. (2019). People, power and technology: The tech workers’ view. Dot 
Everyone. https://doteveryone.org.uk/report/workersview 

Ministry of Economic Affairs and Employment Helsinki. (2019). Leading the way into the age 
of artificial intelligence Final report of Finland’s Artificial Intelligence Programme 2019.

https://doi.org/10.1145/2788477
https://arxiv.org/abs/1808.06355
https://arxiv.org/abs/1808.06355
https://doi.org/10.1007/s13347-019-00363-w
https://doi.org/10.1007/s13347-019-00363-w
https://doi.org/10.1098/rsta.2016.0122
https://doi.org/10.1177/1781685820920121
https://doi.org/10.1016/J.JBUSRES.2016.12.024
https://doi.org/10.1177/026858096011001003
https://www.brookings.edu/blog/techtank/2021/05/04/machines-learn-that-brussels-writes-the-rules-the-eus-new-ai-regulation/
https://www.brookings.edu/blog/techtank/2021/05/04/machines-learn-that-brussels-writes-the-rules-the-eus-new-ai-regulation/
https://www.weforum.org/agenda/2020/09/how-to-put-ai-ethics-into-practice-in-12-steps/
https://www.weforum.org/agenda/2020/09/how-to-put-ai-ethics-into-practice-in-12-steps/
https://doi.org/10.1016/j.futures.2017.03.006
https://aisel.aisnet.org/ecis2021_rp/27
https://aisel.aisnet.org/ecis2021_rp/27
https://doi.org/10.17169/fqs-1.2.1089
https://doi.org/10.1145/3236024.3264833
https://doteveryone.org.uk/report/workersview


References 159

Publications of the Ministry of Economic Affairs and Employment. https://julkaisut.valtio 
neuvosto.fi/bitstream/handle/10024/161688/41_19_Leading%20the%20way%20into%20the% 
20age%20of%20artificial%20intelligence.pdf 

Mittelstadt, B. D., & Floridi, L. (2016). The ethics of big data: Current and foreseeable issues in 
biomedical contexts. Science and Engineering Ethics, 22(2), 303–341. https://doi.org/10.1007/ 
s11948-015-9652-2 

Mittelstadt, B. (2019a). Ai ethics–too principled to fail? arXiv preprint . arXiv:1906.06668 
Mittelstadt, B. (2019b). Principles alone cannot guarantee ethical AI. Nature Machine Intelligence, 
1(11), 501–507. https://doi.org/10.1038/s42256-019-0114-4 

Morley, J., Floridi, L., Kinsey, L., & Elhalal, A. (2020). From what to how: An initial review of 
publicly available AI ethics tools, methods and research to translate principles into practices. 
Science and Engineering Ethics, 26(4), 2141–2168. https://doi.org/10.1007/s11948-019-00165 

Moore, G. (2006). Moore’s law at 40. In D. Brock (Ed.), Understanding Moore’s law: Four decades 
of innovation (pp. 67–84). Chemical Heritage Foundation. 

Mozafari, N., Weiger, W. H., & Hammerschmidt, M. (2020). The Chatbot disclosure dilemma: 
Desirable and undesirable effects of disclosing the non-human identity of Chatbots. Proceedings 
of the 54th Hawaii International Conference on System Sciences | 2021. https://doi.org/10.24251/ 
HICSS.2021.355 

Nakashima, E. (2012). Stuxnet was work of U.S. and Israeli experts, officials say. The Washington-
Post. https://www.washingtonpost.com/gdprconsent/?next_url=https%3a%2f%2fwww.washin 
gtonpost.com%2fworld%2fnational-security%2fstuxnet-was-work-of-us-and-israeli-experts-off 
icials-say%2f2012%2f06%2f01%2fgJQAlnEy6U_story.html 

Ndubisi, N. O., Ehret, M., & Wirtz, J. (2016). Relational governance mechanisms and uncertainties 
in nonownership services. Psychology & Marketing, 33(4), 250–266. https://doi.org/10.1002/ 
mar.20873 

Nepelski, D., & Sobolewski, M. (2020). Estimating investments in General Purpose Technologies. 
The case of AI Investments in Europe. In Publications Office of the European Union, Luxembourg. 
https://doi.org/10.2760/506947 

Neubert, M. J., & Montañez, G. D. (2020). Virtue as a framework for the design and use of artificial 
intelligence. Business Horizons, 63(2), 195–204. https://doi.org/10.1016/j.bushor.2019.11.001 

Nilsson, N. J. (2009). The quest for artificial intelligence. Cambridge University Press. 
Organisation for Economic Co-operation and Development (OECD). (2019). Recommendation 
of the Council on Artificial Intelligence. OECD/LEGAL/0449. https://oecd.ai/assets/files/OECD-
LEGAL-0449-en.pdf 

Organisation for Economic Co-operation and Development. OECD.AI Policy Observatory. (2021). 
Database of National AI Policies. https://oecd.ai 

Paine, L. S. (2003). Value shift. McGraw-Hill Professional. 
Pentland, A. (2013). The data-driven society. Scientific American, 309(4), 78–83. https://doi.org/ 
10.1038/scientificamerican1013-78 

Perc, M., Ozer, M., & Hojnik, J. (2019). Social and juristic challenges of artificial intelli-
gence. Palgrave Communication, 5(61). https://doi.org/10.1057/s41599-019-0278-x 

Petralia, S. (2020). Mapping general purpose technologies with patent data. Research Policy, 49(7), 
104013. https://doi.org/10.1016/j.respol.2020.104013 

Peukert, C., Bechtold, S., Batikas, M., & Kretschmer, T. (2020). Regulatory export and Spillovers: 
How GDPR affects global markets for data. VoxEU. https://voxeu.org/article/how-gdpr-affects-
global-markets-data 

Pieters, W. (2011). Explanation and trust: What to tell the user in security and AI? Ethics and 
Information Technology, 13(1), 53–64. https://doi.org/10.1007/s10676-010-9253-3 

Pirson, M. (2007). Facing the trust gap: How organizations can measure and manage stakeholder 
trust. University of St. Gallen. 

Pirson, M., Martin, K., & Parmar, B. (2019). Public trust in business and its determinants. Business & 
Society, 58(1), 132–166. https://doi.org/10.1177/0007650316647950

https://julkaisut.valtioneuvosto.fi/bitstream/handle/10024/161688/41_19_Leading%20the%20way%20into%20the%20age%20of%20artificial%20intelligence.pdf
https://julkaisut.valtioneuvosto.fi/bitstream/handle/10024/161688/41_19_Leading%20the%20way%20into%20the%20age%20of%20artificial%20intelligence.pdf
https://julkaisut.valtioneuvosto.fi/bitstream/handle/10024/161688/41_19_Leading%20the%20way%20into%20the%20age%20of%20artificial%20intelligence.pdf
https://doi.org/10.1007/s11948-015-9652-2
https://doi.org/10.1007/s11948-015-9652-2
https://doi.org/10.1038/s42256-019-0114-4
https://doi.org/10.1007/s11948-019-00165
https://doi.org/10.24251/HICSS.2021.355
https://doi.org/10.24251/HICSS.2021.355
https://www.washingtonpost.com/gdprconsent/?next_url=https%3a%2f%2fwww.washingtonpost.com%2fworld%2fnational-security%2fstuxnet-was-work-of-us-and-israeli-experts-officials-say%2f2012%2f06%2f01%2fgJQAlnEy6U_story.html
https://www.washingtonpost.com/gdprconsent/?next_url=https%3a%2f%2fwww.washingtonpost.com%2fworld%2fnational-security%2fstuxnet-was-work-of-us-and-israeli-experts-officials-say%2f2012%2f06%2f01%2fgJQAlnEy6U_story.html
https://www.washingtonpost.com/gdprconsent/?next_url=https%3a%2f%2fwww.washingtonpost.com%2fworld%2fnational-security%2fstuxnet-was-work-of-us-and-israeli-experts-officials-say%2f2012%2f06%2f01%2fgJQAlnEy6U_story.html
https://doi.org/10.1002/mar.20873
https://doi.org/10.1002/mar.20873
https://doi.org/10.2760/506947
https://doi.org/10.1016/j.bushor.2019.11.001
https://oecd.ai/assets/files/OECD-LEGAL-0449-en.pdf
https://oecd.ai/assets/files/OECD-LEGAL-0449-en.pdf
https://oecd.ai
https://doi.org/10.1038/scientificamerican1013-78
https://doi.org/10.1038/scientificamerican1013-78
https://doi.org/10.1057/s41599-019-0278-x
https://doi.org/10.1016/j.respol.2020.104013
https://voxeu.org/article/how-gdpr-affects-global-markets-data
https://voxeu.org/article/how-gdpr-affects-global-markets-data
https://doi.org/10.1007/s10676-010-9253-3
https://doi.org/10.1177/0007650316647950


160 3 Conceptualisation of the Relational Governance of Artificial Intelligence

Polyakova, A., & Meserole, C. (2019). Exporting digital authoritarianism: The Russian and 
Chinese models. Policy Brief, Democracy and Disorder Series (Washington, DC: Brookings, 
2019), 1–22. https://www.brookings.edu/wp-content/uploads/2019/08/FP_20190827_digital_a 
uthoritarianism_polyakova_meserole.pdf 

Polyakova, A., & Boyer, S. P. (2018). The future of political warfare: Russia, the West and the 
coming age of global digital competition. Brookings Institution. https://www.brookings.edu/wp-
content/uploads/2018/03/fp_20180316_future_political_warfare.pdf 

Ponce, A. (2021). The AI Regulation: entering an AI regulatory winter? Why an ad hoc directive on 
AI in employment is required. Why an ad hoc directive on AI in employment is required (June 25, 
2021). ETUI Research Paper-Policy Brief . SSRN digital. https://doi.org/10.2139/ssrn.3873786 

Poppo, L., & Zenger, T. (2002). Do formal contracts and relational governance function as substitutes 
or complements? Journal of Strategic Management, 23(8), 707–725. https://doi.org/10.1002/ 
smj.249 

Poppo, L., Zhou, K. Z., & Zenger, T.R. (2008). Examining the conditional limits of relational gover-
nance: specialized assets, performance ambiguity, and longstanding ties. Journal of Management 
Studies, 45(7), 1195–1216. https://doi.org/10.1111/j.1467-6486.2008.00779.x 

Powell, W. W. (1998). Learning from collaboration: Knowledge and networks in the biotechnology 
and pharmaceutical industries. California Management Review, 40(3), 228–40. https://doi.org/ 
10.2307/41165952 

PriceWaterhouseCoopers. (2019). Sizing the prize What’s the real value of AI for your business and 
how can you capitalise? PriceWaterhouseCoopers. https://www.pwc.com/gx/en/issues/analytics/ 
assets/pwc-ai-analysis-sizing-the-prize-report.pdf 

Puddu, S., Rollán Galindo, A. I., & Firth-Butterfield, K. (2021). What the EU is doing to foster 
human-centric AI. World Economic Forum. https://www.weforum.org/agenda/2021/05/ai-and-
ethical-concerns-what-the-eu-is-doing-to-mitigate-the-risk-of-discrimination/ 

Rabesandratana, T. (2018). Europe moves to compete in global AI arms race. Science, 360(6388), 
474–474. https://doi.org/10.1126/science.360.6388.474-a 

Rai, A. (2020). Explainable AI: From black box to glass box. Journal of the Academy of Marketing 
Science, 48(1), 137–141. https://doi.org/10.1007/s11747-019-00710-5 

Razzkazov, V. E. (2020). Financial and economic consequences of distribution of artificial intelli-
gence as a general-purpose technology. Finance: Theory and Practice, Scientific and Practical 
Journal, 24(2), 120–132. https://doi.org/10.26794/2587-5671-2020-24-2-120-132 

Rittel, H. W. J., & Webber, M. M. (1973). Dilemmas in a general theory of planning. Policy Sciences, 
4, 155–169. https://doi.org/10.1007/BF01405730 

Roberts, N.C. (2000). Wicked Problems and Network Approaches to Resolution. The International 
Public Management Review, 1(1), 1–19. http://www.economy4humanity.org/commons/library/ 
175-349-1-SM.pdf 

Rosa, H. (2016). Resonanz. Eine Soziologie der Weltbeziehung. Suhrkamp. 
Rosenblatt, B., Trippe, B., & Mooney, S. (2002). Digital rights management business and 
technology. M&T Books. 

Rothwell, R. (1994). Towards the fifth-generation innovation process. International Marketing 
Review, 11(1), 7–31. 

Rowsell-Jones, A., & Howard, C. (2019). 2019 CIO Survey: CIOs Have Awoken to the Importance 
of AI. Gartner Research. https://www.gartner.com/en/documents/3897266/2019-cio-survey-cios-
have-awoken-to-the-importance-of-ai 

Scharre, P. (2019). Killer apps: The Real Dangers of an AI Arms Race. Foreign Affairs. https:// 
www.foreignaffairs.com/articles/2019-04-16/killer-apps 

Schiff, D., Biddle, J., Borenstein, J., & Laas, K. (2020). What’s next for AI ethics, policy, and 
governance? A global overview. In Proceedings of the AAAI/ACM Conference on AI, Ethics, and 
Society (pp. 153–158).https://doi.org/10.1145/3375627.3375804 

Schoder, D., Putzke, J., Metaxas, P. T., Gloor, P., & Fischbach, K. (2014). Information Systems for 
“Wicked Problems.” Business & Information Systems Engineering, 6, 3–10. https://doi.org/10. 
1007/s12599-013-0303-3

https://www.brookings.edu/wp-content/uploads/2019/08/FP_20190827_digital_authoritarianism_polyakova_meserole.pdf
https://www.brookings.edu/wp-content/uploads/2019/08/FP_20190827_digital_authoritarianism_polyakova_meserole.pdf
https://www.brookings.edu/wp-content/uploads/2018/03/fp_20180316_future_political_warfare.pdf
https://www.brookings.edu/wp-content/uploads/2018/03/fp_20180316_future_political_warfare.pdf
https://doi.org/10.2139/ssrn.3873786
https://doi.org/10.1002/smj.249
https://doi.org/10.1002/smj.249
https://doi.org/10.1111/j.1467-6486.2008.00779.x
https://doi.org/10.2307/41165952
https://doi.org/10.2307/41165952
https://www.pwc.com/gx/en/issues/analytics/assets/pwc-ai-analysis-sizing-the-prize-report.pdf
https://www.pwc.com/gx/en/issues/analytics/assets/pwc-ai-analysis-sizing-the-prize-report.pdf
https://www.weforum.org/agenda/2021/05/ai-and-ethical-concerns-what-the-eu-is-doing-to-mitigate-the-risk-of-discrimination/
https://www.weforum.org/agenda/2021/05/ai-and-ethical-concerns-what-the-eu-is-doing-to-mitigate-the-risk-of-discrimination/
https://doi.org/10.1126/science.360.6388.474-a
https://doi.org/10.1007/s11747-019-00710-5
https://doi.org/10.26794/2587-5671-2020-24-2-120-132
https://doi.org/10.1007/BF01405730
http://www.economy4humanity.org/commons/library/175-349-1-SM.pdf
http://www.economy4humanity.org/commons/library/175-349-1-SM.pdf
https://www.gartner.com/en/documents/3897266/2019-cio-survey-cios-have-awoken-to-the-importance-of-ai
https://www.gartner.com/en/documents/3897266/2019-cio-survey-cios-have-awoken-to-the-importance-of-ai
https://www.foreignaffairs.com/articles/2019-04-16/killer-apps
https://www.foreignaffairs.com/articles/2019-04-16/killer-apps
https://doi.org/10.1145/3375627.3375804
https://doi.org/10.1007/s12599-013-0303-3
https://doi.org/10.1007/s12599-013-0303-3


References 161

Sen, A. (2005). Human rights and capabilities. Journal of Human Development, 6(2), 151–166. 
https://doi.org/10.1080/14649880500120491 

Sherman, J. (2021). Digital authoritarianism and implications for US national security. The Cyber 
Defense Review, 6(1), 107–118. https://cyberdefensereview.army.mil/Portals/6/Documents/ 
2021_winter_cdr/06_CDR_V6N1_Sherman.pdf?ver=_8pKxD7hOFkcsIANHQZKDw%3d%3d 

Shin, D. (2021). The effects of explainability and causability on perception, trust, and acceptance: 
Implications for explainable AI. International Journal of Human-Computer Studies, 146, 102551. 
https://doi.org/10.1016/j.ijhcs.2020.102551 

Siau, K., & Wang, W. (2020). Artificial Intelligence (AI) ethics: Ethics of AI and ethical AI. Journal 
of Database Management, 31(2), 74–87. https://doi.org/10.4018/JDM.2020040105 

Sjödin, D. R., Parida, V., & Kohtamäki, M. (2019). Relational governance strategies for advanced 
service provision: Multiple paths to superior financial performance in servitization. Journal of 
Business Research, 101, 906–915. https://doi.org/10.1016/j.jbusres.2019.02.042 

Skjuve, M., Haugstveit, I. M., Følstad, A., & Brandtzaeg, P. B. (2019). Help! Is my Chatbot falling 
into the uncanny valley? An empirical study of user experience in human-chatbot interaction. 
Human Technology, 15(1). https://doi.org/10.17011/ht/urn.201902201607 

Spöhring, W. (1989). Qualitative Sozialforschung. Springer Verlag. 
Steinke, I. (2000). Gütekriterien qualitativer Forschung. In U. Flick, E. V. Kardorff, & I. Steinke 
(Eds.), Qualitative Forschung. Ein Handbuch (pp. 319–331). Rowohlt Taschenbuch. 

Sussmann, H., Blair, K., Schröder, C., Yavorsky, S., & Hall, J. (2021). The new EU approach to the 
regulation of artificial intelligence. https://www.orrick.com/en/Insights/2021/05/The-New-EU-
Approach-to-the-Regulation-of-Artificial-Intelligence 

Taddeo, M., & Floridi, L. (2018a). How AI can be a force for good. Science, 24, 751–752. https:// 
doi.org/10.1126/science.aat5991 

Taddeo, M., & Floridi, L. (2018b). Regulate artificial intelligence to avert cyber arms race. Nature, 
556(7701), 296–298. https://doi.org/10.1038/d41586-018-04602-6 

The White House Office of Science and Technology Policy. (2020). American intelligence initiative: 
Year one annual report. https://www.nitrd.gov/nitrdgroups/images/c/c1/American-AI-Initiative-
One-Year-Annual-Report.pdf 

Thiebes, S., Lins, S., & Sunyaev, A. (2020). Trustworthy artificial intelligence. Electronic Markets, 
31, 447–464.https://doi.org/10.1007/s12525-020-00441-4 

Thomas, D. R. (2006). A general inductive approach for analyzing qualitative evaluation data. 
American Journal of Evaluation, 27, 237–246. https://doi.org/10.1177/1098214005283748 

Thornton, S. M., Pan, S., Erlien, S. M., & Gerdes, J. C. (2016). Incorporating ethical considerations 
into automated vehicle control. IEEE Transactions on Intelligent Transportation Systems, 18(6), 
1429–1439. https://doi.org/10.1109/TITS.2016.2609339 

Tielemans, J. (2021). A look at what’s in the EU’s newly proposed regulation on AI. https://iapp. 
org/news/a/a-look-at-whats-in-the-eus-newly-proposed-regulation-on-ai/ 

Tomasik, B. (2013). International cooperation vs. AI arms race. Foundational Research Institute, 
Center on Long-term Risk, 5. https://longtermrisk.org/files/international-cooperation-ai-arms-
race.pdf 

Trajtenberg, M. (2018). AI as the next GPT: A Political-Economy Perspective (No. w24245). 
National Bureau of Economic Research. https://doi.org/10.3386/w24245 

Uhlaner, L. M., Floren, R. H., & Geerlings, J. R. (2007). Owner commitment and relational gover-
nance in the privately held firm: An empirical study. Small Business Economics, 29, 275–293. 
https://doi.org/10.1007/s11187-006-9009-y 

United Nations Educational, Scientific and Cultural Organization (UNESCO). (2019). Elaboration 
of a Recommendation on the ethics of artificial intelligence. https://en.unesco.org/artificial-intell 
igence/ethics 

United Nations Interregional Crime and Justice Research Institute (UNICRI). (2021). Artificial 
intelligence and robotics. http://www.unicri.it/topics/ai_robotics 

Vallor, S. (2016). Technology and the virtues: A philosophical guide to a future worth wanting. 
Oxford University Press.

https://doi.org/10.1080/14649880500120491
https://cyberdefensereview.army.mil/Portals/6/Documents/2021_winter_cdr/06_CDR_V6N1_Sherman.pdf?ver=_8pKxD7hOFkcsIANHQZKDw%3d%3d
https://cyberdefensereview.army.mil/Portals/6/Documents/2021_winter_cdr/06_CDR_V6N1_Sherman.pdf?ver=_8pKxD7hOFkcsIANHQZKDw%3d%3d
https://doi.org/10.1016/j.ijhcs.2020.102551
https://doi.org/10.4018/JDM.2020040105
https://doi.org/10.1016/j.jbusres.2019.02.042
https://doi.org/10.17011/ht/urn.201902201607
https://www.orrick.com/en/Insights/2021/05/The-New-EU-Approach-to-the-Regulation-of-Artificial-Intelligence
https://www.orrick.com/en/Insights/2021/05/The-New-EU-Approach-to-the-Regulation-of-Artificial-Intelligence
https://doi.org/10.1126/science.aat5991
https://doi.org/10.1126/science.aat5991
https://doi.org/10.1038/d41586-018-04602-6
https://www.nitrd.gov/nitrdgroups/images/c/c1/American-AI-Initiative-One-Year-Annual-Report.pdf
https://www.nitrd.gov/nitrdgroups/images/c/c1/American-AI-Initiative-One-Year-Annual-Report.pdf
https://doi.org/10.1007/s12525-020-00441-4
https://doi.org/10.1177/1098214005283748
https://doi.org/10.1109/TITS.2016.2609339
https://iapp.org/news/a/a-look-at-whats-in-the-eus-newly-proposed-regulation-on-ai/
https://iapp.org/news/a/a-look-at-whats-in-the-eus-newly-proposed-regulation-on-ai/
https://longtermrisk.org/files/international-cooperation-ai-arms-race.pdf
https://longtermrisk.org/files/international-cooperation-ai-arms-race.pdf
https://doi.org/10.3386/w24245
https://doi.org/10.1007/s11187-006-9009-y
https://en.unesco.org/artificial-intelligence/ethics
https://en.unesco.org/artificial-intelligence/ethics
http://www.unicri.it/topics/ai_robotics


162 3 Conceptualisation of the Relational Governance of Artificial Intelligence

Vought, R. T. (2020). Guidance for regulation of artificial intelligence applications. 
Memorandum for the Heads of Executive Departments and Agencies. The White 
House Office. https://www.whitehouse.gov/wp-content/uploads/2020/01/Draft-OMB-Memo-on-
Regulation-of-AI-1-7-19.pdf?utm_source=morning_brew 

Wachter, S., Mittelstadt, B., & Floridi, L. (2017). Why a right to explanation of automated decision-
making does not exist in the general data protection regulation. International Data Privacy Law, 
7(2), 76–99. https://doi.org/10.1093/idpl/ipx005 

Wacker, J. G., Yang, C., & Sheu, C. (2016). A transaction cost economics model for estimating 
performance effectiveness of relational and contractual governance: Theory and statistical results. 
International Journal of Operations & Production Management, 36(11), 1551–1575. https://doi. 
org/10.1108/IJOPM-10-2013-0470 

Wallach, W., & Marchant, G. (2019). Toward the agile and comprehensive international governance 
of AI and robotics. Proceedings of the IEEE, 107(3), 505–508. [8662741]. https://doi.org/10. 
1109/JPROC.2019.2899422 

Wallach, W., & Asaro, P. (Eds.). (2020). Machine ethics and robot ethics. Routledge. 
World Economic Forum (WEF). (2020). Reimagining regulation for the age of AI: New Zealand pilot 
project. http://www3.weforum.org/docs/WEF_Reimagining_Regulation_Age_AI_2020.pdf 

World Economic Forum (WEF) & Deloitte. (2020). Global technology governance report 2021: 
Harnessing fourth industrial revolution technologies in a COVID-19 world. https://www.wef 
orum.org/reports/global-technology-governance-report-2021 

Weng, Y., & Izumo, T. (2019). Natural law and its implications for AI Governance. Delphi— 
Interdisciplinary Review of Emerging Technologies, 2(3), 122–128. https://doi.org/10.21552/del 
phi/2019/3/5 

Whittlestone, J., Nyrup, R., Alexandrova, A., & Cave, S. (2019). The role and limits of principles 
in AI ethics: Towards a focus on tensions. Proceedings of the 2019 AAAI/ACM Conference on 
AI, Ethics, and Society (195–200). https://doi.org/10.1145/3306618.3314289 

Wieland, J. (2005). Corporate governance, values management, and standards: A European 
perspective. Business & Society, 44(1), 74–93. https://doi.org/10.1177/0007650305274852 

Wieland, J. (2008). Governanceökonomik: Die Firma als Nexus von Stakeholdern Eine Diskus-
sionsanregung. In J. Wieland (Ed.), Die Stakeholder-Gesellschaft und ihre Governance, Studien 
zur Governanceethik (6th ed., pp. 15–38). Metropolis Verlag. 

Wieland, J. (2014). Governance ethics: Global value creation, economic organization and 
normativity. Springer International Publishing. 

Wieland, J. (2018). Relational economics. Ökonomische Theorie der Governance wirtschaftlicher 
Transaktionen. Metropolis. 

Wieland, J. (2020). Relational economics: A Political economy. Springer. 
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Chapter 4 
Contextualisation of Relational AI 
Governance in Existing Research 

This chapter reports a systematic literature review on private-sector AI governance to 
position the conceptual contribution of this book in existing research and highlight its 
potential connectivity to further advances in the research discipline. Thereafter, Rela-
tional AI Governance is discussed according to the literature review’s findings. To 
do so, I proceed to present the methodology applied, describing the research design 
and the formulation of the review process, as well as keywords used in the review 
process and selection criteria for the data retrieval. Subsequently, the review find-
ings are analysed descriptively and examined according to the research stream they 
stem from. Lastly, publications correlating with this book’s scope are selected for 
an in-depth analysis, with its findings being interpreted in the light of its conceptual 
contribution. With this, I aim to complement my conceptual contribution with empir-
ical findings and, thereby, strengthen the validity of the Relational AI Governance 
model. 

4.1 Research Design: Systematic Literature Review 

While reviews do exist on the progress of responsible AI research (Morley et al., 2020; 
Mueller et al., 2019) and the status quo of the development of AI ethics guidelines 
(Hagendorff, 2020), a review of AI governance from a private-sector perspective has 
not yet been at the centre of scholarly attention (Hagendorff, 2020). Thus, this niche 
is still not sufficiently developed and can be described as under-researched. Since the 
corporate sector is argued to be the main driver for change and progress in AI research 
and adoption, it is a vital force in the implementation of AI governance measures and
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has already been called on to take action (Brundage et al., 2018; Bryson, 2018; Cihon 
et al., 2020a; Schwab & Davis, 2018). Thus, a comprehensive review of private-sector 
governance is needed that includes research on AI standards and norms in its research 
scope. Thereby, a holistic view of the progress can be given, and scholars provided 
with a solid base for their future contributions. The comprehensive review of such 
advancements will allow this book to derive implications for both theory and practice. 

4.1.1 Description of Selected Methodology 

In academia, especially when new research fields are evolving, significant amounts of 
content are produced in a short amount of time. However, the findings or approaches 
taken by scholars often differ strongly or are based on conflicting positions (Jesson 
et al., 2011). Thus, the overall aim of conducting a literature review is to give a 
comprehensive review that structures and contextualises existing literature, which 
is important for a particular research question, a specific topic, or phenomenon 
(Kitchenham & Charters, 2007)—as is the case for the topic at hand. 

4.1.1.1 Choice of Method 

According to Cooper (1988), the minimal requirement for any literature review is 
for it to be solely based on publications of primary origin, rather than claiming to be 
a primary source itself. The publications presented can be of different methodolog-
ical natures. Both the searching process and the specifications of the data selection 
and analysis processes need to be well-documented and reproducible, without errors 
or scholarly bias (Crossan & Apaydin, 2010; Denyer & Tranfield, 2009; Tranfield 
et al., 2003). Moreover, a systematic review is argued to be “the heart of ‘pragmatic’ 
management research” (Tranfield et al., 2003, p. 220), as, through its descriptive and 
accessible format, it provides insights and information for both academia and practi-
tioners (Webster & Watson, 2002). A review not only structures its findings according 
to other scholars’ conceptual work but also demonstrates controversy, accord, and 
gaps for further research (Crossan & Apaydin, 2010; Ginsberg & Venkatraman, 1985; 
Knopf, 2006; Webster & Watson, 2002). 

4.1.1.2 Standardised Review Process 

To ensure the quality of the review, I applied a standardised process based on the work 
of various renowned authors (Baumeister & Leary, 1997; Bem,  1995; Conn et al., 
2003; Crossan & Apaydin, 2010). First, all publications published within the defined 
time period are included in the study. Second, the review depicts existing relations 
and commonalities among emerging streams of research, as well as contradictions, 
inconsistencies, and gaps. Third, the findings are clustered based on the researcher’s
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theoretical background and the publication’s conceptual basis. Thereby, rather than 
merely summarising existing positions, this book’s position is integrated (Bem, 1995; 
Sternberg, 1991). Fourth, I evaluate existing theories, commenting on or extending 
them, to ensure that the review’s findings are transparent. In the fifth step, implications 
are given for practice (Tranfield et al., 2003). 

4.1.1.3 Detailed Review Conduction 

To generate a systematic literature review of high quality, the review process follows 
a strict order. For the data selection, various variables, such as the research interest, 
a definition of sources, and the identification of keywords must be defined upfront. 
Moreover, the selection criteria, as well as the process of executing the search and, 
especially, the filtration of relevant papers must be made transparent (Jesson et al., 
2011; Siebels & Knyphausen-Aufseß, 2012; Tranfield et al., 2003). These steps are 
crucial to ensure the author’s neutrality to previously conducted research in the field. 

When focusing on an emerging field, as is the case for this book, the review of 
existing literature can be shorter due to the existence of fewer academic publications. 
Here, a review can contribute by proposing a newly developed conceptual model or 
overview advancing the efforts thus far made by other scholars (Webster & Watson, 
2002). Hence, the review’s findings will be structured by inductively developed 
categories, either adding to or complementing the Relational AI Governance model. 
This approach ensures that the presentation of the review results follows a specific, 
content-related structure, rather than merely listing them chronologically or based 
on their methodological nature. 

4.1.2 Execution of Systematic Literature Review for AI 
Governance 

According to Jesson et al. (2011), a scoping process consists of two steps: first, 
defining precise research questions, and second, ensuring that either no review has 
yet been conducted in this field, or if so, that a specific amount of time has passed 
since its conduction. 

As established, no comprehensive review has yet been conducted for AI gover-
nance stemming from or related to the private sector. Hence, this review screens all 
publications found for AI governance, the development of AI (governance) stan-
dards, and norms for AI development. Thus, the keywords ‘AI governance’, ‘AI 
standards’, and ‘AI norms’ provide the fundamental basis for data retrieval. All 
publications including these keywords in their title are presented descriptively and 
their content-related focus is analysed. The choice of keywords will ensure an imple-
mentation focus for AI governance measures and close the identified gap in research 
(Hagendorff, 2020).
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4.1.2.1 Data Selection Process 

To ensure the objectivity of the review sample, strict steps have been applied so that 
the search process might be replicated by scholars in the future (Crossan & Apaydin, 
2010; Jesson et al.,  2011; Tranfield et al., 2003). Therefore, before conducting the 
actual review process, I developed preliminary inclusion and exclusion criteria, and 
conducted a pilot review (in June 2020). While a full-text search for keywords seemed 
suitable for this research question, I had to depart from this first approach, as it led 
to more than 56,000 results (as of June 2020), which went beyond the scope of this 
book. Hence, the search was limited to keyword mentions in the title only. 

Definition of Review Sources 

For the search process for academic literature, the review included two databases, 
considered to be the essential sources for peer-reviewed publications (Asher et al., 
2012; Crossan & Apaydin, 2010; Vieira & Gomes, 2009): Business Source Premier 
(Ebsco) and Scopus, formerly known as ISI Web of Knowledge—Social Sciences 
Citation Index (SSCI). To ensure the review’s quality, the choice of databases was 
made in accordance with mainstream literature on the selected review design (Asher 
et al., 2012; Crossan & Apaydin, 2010; Vieira & Gomes, 2009). 

Moreover, the review aims to avoid a type of bias called ‘publication bias’ 
(Coburn & Vevea, 2015; Sutton, 2009), meaning academic work that is only published 
if the piece’s results are significant (Conn et al., 2003; Lipsey & Wilson, 2001; 
Vevea & Woods, 2005). This is because, especially in an emerging field, such a bias 
can lead to a strong misconception of the status quo in research. Although this effect 
seems more common in quantitative research (Cumming, 2014; Lipsey & Wilson, 
2001), it can also occur in the early stages of research, when not much theory or data 
is available. For those reasons, according to Conn et al. (2003) and Lipsey and Wilson 
(2001), including both published and unpublished sources in a systematic literature 
review is an accepted and important method, which is why the review also includes 
so-called ‘grey literature’ (Jesson et al., 2011). This term defines publications not 
controlled by any commercial publisher and can include technical reports, working 
papers, conference proceedings, or official publications (Jesson et al., 2011). As 
leading institutions in the field, such as the Future of Humanity Institute in Oxford, 
publish articles of this exact type, such as Cihon’s (2019) technical report on AI 
Governance, their inclusion seems imperative. Therefore, I decided to use Google 
Scholar as a third source to access data and, since non-peer-reviewed publications 
form part of the organic and ongoing professionalisation of research in this emerging 
field, a natural process in academia. Hence, by using two databases and one search 
engine, highly validated sources from journals, as well as rather practice-oriented 
literature, are examined, expanding the scope of the data collection (Jesson et al., 
2011).
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Table 4.1 Inclusion criteria for initial data sample 

Inclusion criteria: Academic Literature IC01: Articles published between 01 January 2015 and 
25 July 2021 
IC02: Articles matching the search string mentioned 
below and within the scope of analysis 
IC03: Articles must involve the term ‘Artificial 
Intelligence’ or ‘AI’ 
IC04: Articles must involve the term ‘Governance’, or 
‘Standard’ or ‘Norm’ in their title 

Identification of Keywords 

Given the recency of academic work in the field and the broad positioning of research, 
the search included the terms ‘AI norms’ and ‘AI standards’ in addition to ‘AI gover-
nance’. In the search process, the keywords were checked for in the title of the publi-
cations only. The following Boolean search strings1 were applied in the research 
process, as the algorithms are known to improve the effectiveness of a literature 
retrieval process (Jesson et al., 2011; Kitchenham & Charters, 2007). To build search 
strings, the keywords are connected by Boolean connectors: 

– (artif* AND intel*) AND X OR (AI) AND governance* 
– (artif* AND intel*) AND X OR (AI) AND standards* 
– (artif* AND intel*) AND X OR (AI) AND norms* 

They were also applied in written form, leading the book to retrieve six data sets per 
database, two for each search term. 

Selection Criteria for the Data Sample 

Apart from keywords, inclusion and exclusion criteria are needed to ensure the liter-
ature sample’s quality before accessing the literature databases (Duff, 1996) and to 
minimise the risk of biases in selecting relevant literature. As a substantial rise of 
publications in this young research field can be observed, the scope of the review 
process is set on a six-year period, beginning with 01 January 2015, ending with 25 
July 2021. Table 4.1 provides an overview of the inclusion criteria adopted in the 
review. 

Since English was established as the common language for research in the field, 
the entire sample consists of English publications, to allow the analysis of global 
proceedings in AI governance. Table 4.2 presents the exclusion criteria applied.

1 Boolean search string: sophisticated search strings for data retrieval in electronic databases 
(Kitchenham & Charters, 2007). 
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Table 4.2 Exclusion criteria for initial data sample 

Exclusion criteria: Academic Literature EC01: Articles not written in English 
EC02: Articles not belonging to the included 
categories 
EC03: Articles purely focusing on the technical 
advancement of AI without including, e.g., social or 
economic perspectives 

Execution of the Review’s Search Process 

The execution of the search began on 20 July 2021 and was concluded on 25 July 
2021. The search process included the two databases presented above and the use 
of Google Scholar as a search engine, which resulted in an initial sample of 899 
publications. All documents were retrieved in PDF. 

4.1.2.2 Filtering of Sample for Relevant Publications 

The filtering process is crucial for narrowing down the sample of retrieved literature 
(Jesson et al., 2011; Tranfield et al., 2003). Due to the size of the sample and its 
heterogeneity, I narrowed down the findings per database before merging the findings 
across databases. Figure 4.1 visualises the filtering process in detail and displays the 
resulting sample sizes for each step. All filtering steps and the correlating sample 
lists are documented in an aggregated worksheet (cf., Appendix D).

As presented in Fig. 4.1, I screened the subsamples for duplicates per database 
in the first filtering step. This step reduced the initial sample of 899 publications to 
790. The initial sample, as well as the list of 790 remaining publications, are added 
to the appendix (cf., Appendix D). 

In the second phase, the relevancy of the remaining sample was scanned per 
database in title and abstract. After this filtering step, a total of 481 publications 
remained. At this stage, I excluded publications incompatible with its research 
scope, if their focus, for example, merely included AI supporting governance, public 
governance, IT governance, or medical AI governance topics, or if only the abstract 
existed in English, whereas the publication itself was written in another language (cf., 
Appendix D). If obtainable, the publications considered relevant after this screening 
were saved as PDF for lasting documentation. 

In the third filtering phase, I combined the reduced number of publications 
retrieved across databases according to each keyword, as, in preparation for the 
thematic analysis, further examination per keyword was required. Thereafter, I 
filtered the keyword-merged publications for duplicates, leading to a reduced interim 
sample of 378 relevant publications. 

In the fourth phase of the filtering process, I examined the full text of the remaining 
378 publications to derive the final sample for the in-depth thematic analysis. While 
the review did not exclusively refer to peer-reviewed articles or articles published
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Fig. 4.1 Own depiction of sample filtering process
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in an academic journal, a certain academic standard had to be ensured. Thus, only 
articles that complied with common academic requirements, such as correct refer-
encing of sources and a neutral tone, were further analysed. After having evaluated 
the full text of these publications, a final sample of 229 publications remained. Here, 
the documentation includes both lists, listing the sample before and after the full-text 
evaluation (cf., Appendix D, Appendix A.1). 

The fifth and last filtering step focuses on selecting publications of relevance 
for the Relational AI Governance. In this phase, I screened for publications either 
confirming or complementing it, leaving a remaining sample of 124 publications (cf., 
Appendix B.1), which were then analysed thematically, e.g., regarding their focus 
on ‘SII’, the role of ‘SFI’ for AI governance, the implications for the individual, ‘I’, 
or interrelations between the governance parameters. Thereafter, the findings were 
integrated into the Relational AI Governance. 

4.2 Results and Interpretation 

The review sample was analysed both descriptively and thematically: the descriptive 
analysis provides an aggregated depiction of the review results, whereas the thematic 
analysis summarises and interprets the review results according to their content. 
Both parts of the analysis were conducted separately. The thematic analysis and data 
synthesis aim to understand which measures work in the specific AI context. Hence, 
an explanatory and interpretative approach to analysis seems a promising avenue for 
this endeavour (Denyer et al., 2008; Rousseau et al., 2008). With this, the research 
design can give implications for and inform political and corporate knowledgeability 
and decision-making (Cook et al., 1997; Denyer & Tranfield, 2009; Tranfield et al., 
2003). Also, it will foster the interconnection of research, economy, and policymaking 
(Nutley & Davies, 2002) relevant for the dynamic process of AI governance requiring 
constant dialogue and adaptation. 

4.2.1 Descriptive Data Analysis 

Since the descriptive analysis aims to present an aggregated depiction of the sample’s 
characteristics, it presents a quantifiable overview, sorting the publications, for 
example, according to the database, the keyword they address, or their publication 
date. 

4.2.1.1 Descriptive Analysis of Initial Review Sample 

As presented in Fig. 4.2, seven percent of the publications were retrieved from the 
database Ebsco, 24% from Scopus, and 69% stemmed from the keyword search
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in Google Scholar. In detail, 60 publications were identified using Ebsco, 188 
publications using Scopus, and 542 via Google Scholar. 

Further analysis allowed an insight into the distribution of publications according 
to the keyword they addressed. Thus, Fig. 4.3 again depicts the initial sample, sorted 
according to search terms: 

Fig. 4.2 Own depiction of 
initial sample sorted by 
database of retrieval 

Fig. 4.3 Own depiction of 
initial sample sorted by 
keywords
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Fig. 4.4 Own depiction of increase in publications over search period 

Figure 4.3 shows a significant trend for publications focusing on the specific 
search term ‘AI Governance’, with 590 publications identified for the keywords ‘AI 
governance’ and ‘Artificial Intelligence Governance’. The second-largest number of 
publications, 166, was retrieved for ‘AI standards’, resulting from searches including 
both the terms ‘AI Standards’ and ‘Artificial Intelligence Standards’. Finally, 34 
publications from an overall total of 790 publications focus on ‘AI Norms’. 

As mentioned previously, over recent years, the number of publications for the 
search term AI governance increased significantly. Since the retrieved publications 
stem from a wide range of fields, the book can confirm this trend across disci-
plines, e.g., informatics, AI-aided medical sciences, AI ethics, and management 
studies. Especially between 2018 and 2021, the number of publications rose notice-
ably compared to the previous years. Hence, Fig. 4.4 sorts 790 publications by their 
publication date. 

While, in 2015 and 2016, the number of publications was quite low, from 2017 
onwards a strong increase can be observed. Particularly between the years 2019 and 
2020, the incremental trend of publications addressing all three search terms rose by 
40%. The publications retrieved for the first seven months of 2021 confirmed this 
rising trend. 

I completed the findings with an estimated number of publications for 2021, by 
assuming both the overall number of publications in total and the specific number of 
publications focusing on AI governance. The estimation is based on a continuation of 
the average publication numbers published in the first seven months of 2021. Based 
on this information, the trends hold for the sample of all publications retrieved and, 
in particular, for the publications focusing ‘AI governance’.
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Fig. 4.5 Own depiction of 
thematic review sample 

4.2.1.2 Descriptive Analysis of Thematic Review Sample 

The sample of publications was significantly reduced during the full-text filtering 
phase. This is because I reduced the interim sample of 378 to 149 publications based 
on the presented exclusion criteria, leaving 229 publications for the thematic analysis. 

Figure 4.5 gives an overview of the excluded publications, with 22 publications 
not being obtainable or not written in English while including an English abstract. 54 
publications did not meet the level of professionalism expected in a scientific book, 
and 73 publications resulted in either having a predominantly public-sector focus, or, 
for example, addressing the specific national AI governance strategy of a particular 
country. Since they are not relevant to this book’s scope, they were excluded from 
the sample. 

However, the sample shows an increase in peer-reviewed publications over the 
last three years, hinting at the beginning of formalisation of the research discipline 
and the entrance of AI governance research into formal academia (cf., Appendix 
A.1). 

4.2.1.3 Descriptive Analysis of Relational AI Governance Review 
Sample 

Finally, I selected publications for the thematic review sample that allowed for the 
enhancement of Relational AI Governance. This includes publications addressing 
its governance parameters, e.g., the role of board members in the AI context, or 
that present new insights into, for example, the global context of AI governance. 
Further, this sample includes publications focusing on additional measures the AI 
context requires, which are not explicitly mentioned in the original Relational Gover-
nance Model by Wieland (2018, 2020), e.g., inclusivity and agility (cf., Appendix 
B.1, Appendix B.7), and the selected publications serve as base for the subsequent 
thematic analysis.
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4.2.2 Thematic Data Analysis 

The thematic analysis applies both deductive and inductive categories to structure the 
data retrieved from the review process systematically. 229 publications remained for 
the thematic analysis of the research field, with 124 publications serving to comple-
ment the Relational AI Governance model. At this stage, the theoretical perspectives 
taken are analysed in depth before contextualising them regarding the scope of this 
book. 

4.2.2.1 Formal Specifications of the Thematic Review 

As established, the remaining publications either address the private sector directly or 
allow for transferable insights. Thus, publications only addressing the public sector, 
or, for example, the medical field were excluded from this analysis as it is restricted 
to the scope of this book. All publications of generalisable nature, allowing for 
knowledge transfer across disciplines, were integrated into the thematic analysis since 
they are understood to influence developments in the private sector. The publications 
are referenced only if their content was cited directly or indirectly in the following 
section. 

4.2.2.2 Structure of This Section 

The first part of the thematic analysis structures the research about and regarding ‘AI 
Governance Implications for the Private Sector’ by sorting the publications according 
to their research focus. For each research focus, I developed a corresponding cate-
gory. The categories used can either be deductive in nature or developed inductively. 
For the deductive sorting, I applied established categories, such as those previously 
developed to depict research streams in AI ethics. Finally, an overview of all research 
foci and a synthesis are presented, as well as implications for the research field. 

The second part of the thematic analysis aims to revise this book’s conceptually 
developed Relational AI governance. To do so, publications with a complemen-
tary research focus or position are selected to enhance the existing model. This 
subsample includes, for example, publications presenting a theoretical AI gover-
nance model, practical tools, or specific insights into or required characteristics of 
specific governance parameters. Further, contextual insights regarding the impor-
tance of the context and societal mechanisms influencing the governance model are 
highlighted, since the nature of Relational AI governance is inherently embedded in 
social structures. Thus, mechanisms such as public trust and the inclusion of social 
normativity are crucial to its success. This section also closes with theoretical impli-
cations for the research field and a contextualisation of findings regarding Relational 
AI governance.
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First Level of Thematic Analysis: Structuring the Research Field 

The remaining 229 publications were analysed for the thematic analysis according to 
the categories presented in the previous chapter and their specific research focus. All 
229 publications were assigned to at least one category. If addressing an intersection 
of topics, both research foci were depicted by allocating the publication to two 
categories. 

To this end, I applied the established categories, e.g., AI ethics and its subcate-
gories, and examined the publications to highlight congruences. Further, I inductively 
developed additional categories—based on a given topic’s frequency of occurrence. 
In total, sixteen categories were identified inductively and sorted according to the 
number of publications they included. The two publications not depicted in the map 
addressed, first, the need to avoid publication bias in AI research (Gupta et al., 2020) 
and second, a basic definition of AI Governance (Lewis, 2018). 

4.2.2.3 Visualisation of Review Findings 

For the depiction of the review findings, I apply a grouping and clustering approach 
(Popay et al., 2006). This approach makes the sample more manageable and allows 
for the highlighting of similar patterns and research foci in and across cluster cate-
gories. Thus, Fig. 4.6 presents the self-developed mapping approach summarising 
all research interests in the field. In this way, I ensure that all publications are part of 
at least one category and present an aggregated overview of all categories developed.

As for the structure of Fig. 4.6 I adopted a common and fundamental research 
theme, which summarises one of its core questions in the field—namely, whether to 
address AI in a centralised or polycentric manner (Cihon, 2019; Cihon et al., 2020a, 
2020b; Kemp et al., 2019). A centralised approach is commonly understood as either 
nationally centralised regulatory strategies guiding AI development and deployment, 
or a form of transnational governance executed by a central governing institution. 
I counterbalance the centralistic pole with polycentricity, the opposite approach, 
defined as a fragmented, individualistic form of AI governance, e.g., in the form of 
industry- and country-specific standards for AI development and deployment. 

Due to the recentness of the establishment of this research field, many publica-
tions have not been peer-reviewed or do not present practical instruments, without, 
however, linking them to a theoretical school of thought. Hence, the second axis of 
Fig. 4.6 allocates publications according to their level of abstraction—ranging from 
theoretical to practical. This structuring approach was required due to the heteroge-
neous nature of the publications and to depict the existing fragmentation of research 
interests in the field. Having chosen this broad and inclusive structuring form, the 
overview allows for the allocation of a wide range of research streams and facili-
tates the positioning of the book’s contribution in the field. Moreover, other scholars 
can apply the overview of research advances made in the field to allocate their own 
research.
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Fig. 4.6 Own depiction of thematically mapped review findings

4.2.2.4 Categorised Research Advances in Private-Sector AI 
Governance 

Hence, the overview presented in Fig. 4.6 includes 16 inductively developed cate-
gories. As depicted in the key, the size of the illustrated categories correlates with 
the number of publications they include. The content analysis of the publications 
resulted in two categories with more than 30 publications, five categories with 20 to 
30 publications per category, four categories including 10 to 20 publications each, 
and five categories with 1 to 10 publications allocated to them. All categories were 
sorted according to the level of abstraction the publications represent. Moreover, the 
category’s position in the figure indicates whether the assigned publications serve 
a further centralisation of AI governance or if they contribute to the polycentric 
governance of AI. 

Categories Consisting of More Than 30 Publications 

– AI Ethics and Principles 

This category, consisting of 36 publications, includes various research interests:
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First, I allocated publications further formalising AI ethics and principles to 
this category. As established, such an aggregated depiction of existing principles 
contributes to the consolidation of the field (cf., Appendix A.2). Thus, it included 
publications presenting overviews and contextualising AI ethics in, for example, 
industries (cf., Béranger, 2021; Dupont et al., 2020; Winfield, 2019), or regarding 
existing regulation (cf., Ngai, 2020). Second, publications adding to established 
research on principled AI ethics were also allocated to this category. This encom-
passes publications on country-specific values (cf., Besaw & Filitz, 2019) or profes-
sional norms (Gasser & Schmitt, 2020). Third, the category entails theoretical assess-
ments of the challenges AI ethics faces, the lack of existing reinforcement mecha-
nisms (cf., Bostrom, 2017; Wong, 2020; Zhang et al., 2021), and structural solutions 
for ethical challenges associated with AI research and adoption (cf., Dencik, 2021). 

– Risk Awareness and Assessment 

33 publications focus on the risks coming with AI development or deployment. For 
one, this category includes research discussing the overall existence and detection 
(cf., Cremer & Whittlestone, 2021), of risk types ascribed to AI Governance, such as 
short- and long-term risks. Thus, these publications contribute to a higher awareness 
of associated risks accompanying AI adoption. Moreover, this category includes 
research examining either theoretical or practical approaches to mitigate those risks 
(cf., Appendix A.3). These mitigation approaches can address, for example, specific 
risk cases outside the general scope of governance (cf., Maas, 2018a, 2018b), risks 
coming with autonomous AI systems and weapons (cf., Garcia, 2019), or specific 
industries, such as finance (cf., Torrie & Payette, 2020). 

Categories Consisting of 20–30 Publications 

– Principle-Based AI Governance 

As established in the previous chapter, most of the AI governance approaches that 
exist so far in practice are based on principled AI ethics. The analysis confirms 
this trend, since 27 publications, across sectors, applied a principle-based AI gover-
nance approach, whereas neither consequentialist ethics measures nor virtue-based 
measures were explicitly represented (cf., Appendix A.4). This category includes 
findings from various sectors to present a holistic view of the dominance of this 
approach in the field. Further, it includes overviews on the operationalisation of 
ethics in general (cf., Newman, 2020) and specific forms of application (cf., Agbese, 
2021; Alqudah & Muradkhanli, 2021). 

– Soft Law and Guidelines 

25 publications are allocated to this category, given that they contribute either to stan-
dards or the development and further formalisation of guidelines in AI governance 
(cf., Appendix A.5). Further, the scope of the publications ranges from national (cf.,



180 4 Contextualisation of Relational AI Governance in Existing Research

Kazim & Koshiyama, 2020) to international (cf., Gutierrez & Marchant, 2021), and 
from theoretical contributions (Cihon et al., 2020a, 2020b) to practical instruments 
(cf., Juntura, 2021; Larsson, 2021). 

– Multilateral AI Governance 

25 publications highlight the importance of a governance approach combining 
measures from both the public and private sector (cf., Appendix A.6). On the one 
hand, scholars stress the importance of soft law and hard law to grasp the phenomenon 
of AI governance successfully and address the correlating risks holistically (cf., 
Gasser et al., 2018). On the other hand, research demands international cooperation 
to enhance the effectiveness of the still fragmented and uncoordinated governance 
endeavour (cf., Cihon et al., 2020a, 2020b; Thelisson, 2019). 

– Applied AI Governance 

23 publications examined frameworks, models, or measures to realise AI governance 
on an organisational level. In this category, publications stem from all disciplines 
identified in the review process (cf., Appendix A.7). They were included if their 
findings allowed for trans-sectoral and transdisciplinary adoption—ranging from 
the corporate sphere (cf., Lobana, 2021) to the financial industry (cf., Kurshan et al., 
2020), and the health sector (cf., Reddy et al., 2020). 

– Legal Perspective and Liability 

21 publications focus on the legal implications of AI development and adoption in 
organisations. Within this category, the contributions encompass both theoretical and 
practice-oriented research (cf., Appendix A.8) in the legal sphere. Scholars present 
legal options to address the impact of AI development (cf., von Ungern-Sternberg, 
2021) and evaluate the European regulatory proposal (Dempsey et al., 2021). Further, 
it includes the specific legal aspect of liability, which, in the case of AI, seems 
challenging—due, for example, to an undetermined agency of actors (cf., Jackson, 
2018). 

Categories Consisting of 10–20 Publications 

– Global Market Dynamics 

16 publications in the sample address the dynamics in the global market. This includes 
the research topic of market dynamics, such as arms races (cf., Dafoe, 2018), and 
the examination of the role specific countries have in these dynamics. In particular, 
scholars address China’s (cf., Xia, 2020) or the E.U.’s role (cf., Berge, 2021) in the  
market (cf., Appendix A.9). Finally, it includes publications questioning whether AI 
governance needs to be centralised or if a polycentric approach is better suited for 
the endeavour (cf., Cihon et al., 2020a). 

– Theoretical Governance Models 

14 publications presented theoretical models for AI governance, which either provide 
a theoretical underpinning for the evolution of the field (cf., Fernandes et al., 2020),
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or critically examine alternatives (cf., Liu & Maas, 2021) to existing approaches (cf., 
Appendix A.10). These models are examined in detail in their subsequent comparison 
to the Relational AI governance approach. 

– Health and Public Sector 

This category includes 11 publications addressing the public or health sector in this 
in-depth analysis. This is because these publications were found to present insights 
that are transferable and applicable across sectors. The contributions in this category 
comprise frameworks, applied models (cf., Appendix A.11), and more theoretical 
suggestions, for example, for an anticipatory governance approach (cf., Cremer & 
Whittlestone, 2021; Kolliarakis & Hermann, 2020). 

– Role of Corporations 

11 publications critically assess the role of corporations and the private sector in 
the governance of AI (cf., Appendix A.12). Research positions in this category 
range from criticism on the dominant position of corporations in AI governance 
(cf., Dignam, 2020) to confirming effective enhancements in AI governance through 
corporations’ self-regulation (cf., Roski et al., 2021). Moreover, scholars highlight 
the importance of successful risk mitigation through the involvement of the private 
sector (cf., Scheltema, 2019). 

Categories Consisting of 1–10 Publications 

– Human Rights 

8 publications assessed human rights in the context of AI (cf., Appendix A.13). These 
publications either examined the applicability of human rights law to AI governance 
(cf., Yeung et al., 2019) or focused on protecting them through disruptive times 
caused by AI adoption. Scholars from various disciplines focus on this topic, leading 
to a broad range of disciplines being included in this category, such as legal studies 
(cf., Lane, 2021) and computing (cf., Scheltema, 2019). 

– Global Governance 

The need for and demand to establish a single centralised governance approach, 
aligning AI governance measures globally, was examined by 8 publications (cf., 
Appendix A.14). The nature of the publications ranges from policy briefs (cf., Jelinek 
et al., 2021) to frameworks (cf., Ala-Pietilä & Smuha, 2021) and suggestions for 
structural solutions, such as the establishment of an international committee (cf., 
Jelinek et al., 2020). 

– Role of AI 

7 publications examined AI’s current and future role in society (cf., Appendix A.15). 
The topics in this category encompass, for example, the demand for a new ratio-
nality (cf., Mhlambi, 2020) or the representation of AI as a C-suite member in an 
organisation (cf., Tokmakov, 2020).
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– Military Application 

7 publications specifically addressed the risks and governance measures required for 
the application of AI systems to autonomous weapons (cf., Appendix A.16). The 
scope of this category is mainly on risk mitigation in an international context— 
including the implementation of norms, standards, and governance structures (cf., 
Dafoe, 2018; Falconer, 2020; Maas, 2018a, 2018b). With this, scholars hope to 
control potential power shifts and scenarios of cyber-warfare. 

– Local Interpretation 

The smallest category, consisting of 5 publications, highlights the importance of 
culturally contextualising AI ethics principles (cf., Appendix A.17). On the one 
hand, these publications present cases of culturally specific interpretations of AI 
ethics principles. Despite using the same terms, the local interpretation of principles 
differs (cf., Ho, 2020a, 2020b; Wong, 2020). On the other hand, research shows 
that applying principles requires awareness for the country- and culture-specific 
values, relevant to both the development of AI systems and the implementation of 
AI governance (cf., ÓhÉigeartaigh et al., 2020). 

Positioning of Relational AI Governance in Existing Research 

The Relational AI Governance model conceptualised in the book can be allocated 
to three different categories depicted in this overview. Figure 4.7 presents the inter-
connection of Relational AI Governance with the categories presented above and 
possible allocations of the theoretical model.

First, the Relational AI governance model addresses the phenomenon from a 
theoretical, socio-economic perspective. As established, the perspective chosen in 
this book stems from both transaction cost economics and systems theory. Thus, it 
conceptualises its governance approach based on theoretical considerations and can, 
consequently, be allocated to the category ‘Theoretical Governance Models’ (cf., 
Appendix A.10). 

Second, Relational AI Governance is based on four fundamental governance 
parameters; namely, societal formal and informal institutions, the organisation, and 
the role of the individual (‘SFI’, ‘SII’, ‘O’, and ‘I’) (Wieland, 2018, 2020). By 
integrating social normativity in the form of ‘SII’ into its governance structure, the 
Relational AI Governance model inherently draws from ethical principles devel-
oped for the responsible adoption of AI. Hence, especially on the operationalised, 
application-oriented level, the model can be assigned to the category ‘Principle-Based 
AI Governance’ (cf., Appendix A.4). 

Third, the operationalisation of Relational AI Governance includes various 
elements inherent to traditional corporate governance, such as introducing new 
processes, formats, and departments as part of strategic decision-making. Given 
the apparent focus on measures for strategy adoption on an organisational level,
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Fig. 4.7 Own positioning of Relational AI Governance in research field

this book’s contribution can—in operational form—also be allocated to the category 
‘Applied AI Governance’ (cf., Appendix A.7). 

Fourth, the theoretical background of this book allows it to indirectly contribute to 
two other categories: however, it should not be allocated directly to these categories, 
since these aspects are not at the centre of this publication. With its conceptualisation 
of AI as an autopoietic system in society, this book adds to research in the category 
‘The Role of AI’, addressing its effect on societal systems. Moreover, Wieland’s 
Relational Economics (2018, 2020) inherently addresses the role of corporations in 
societies—an aspect this book contextualises for AI. Thus, it also contributes to the 
category ‘The Role of Corporations’, which focuses on the influence of corporations 
in AI governance and their AI-specific influence on society. 

4.2.2.5 Second Level of Thematic Analysis: Revisiting the Relational AI 
Governance 

The second part of the thematic analysis focuses on such publications providing 
specific conceptional contributions to the centrepiece of this book, the Relational 
AI Governance model. Thus, it only examines the direct influence of publications
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on Wieland’s (2018, 2020) Relational Governance Model. Indirect findings, such as 
the confirmation of principle-based AI governance measures being overrepresented 
in practice, are not subject to this second analysis. Instead, it focuses on factors 
confirming, negating, or complementing the conceptual approach of this book or the 
specific elements of the Relational AI Governance model. Thus, publications are 
examined as to whether they can contribute to the effectiveness and applicability of 
Relational AI Governance. 

In total, 1242 publications were selected for the second thematic analysis (cf., 
Appendix B.1). These publications were chosen from the interim sample of 378 
relevant findings, independently of the selections made for the first thematic analysis. 
This is because the objective of the first thematic analysis was to give an aggregated 
overview of the research field, whereas the second thematic analysis aims to present 
a theoretically guided, in-depth analysis of a smaller publication sample. Thus, while 
this section draws from the categories presented in the previous section, it presents 
additional, more detailed insights into the research sample. 

Description of Categories for Relational AI Governance Sample 

In total, I clustered the publications according to seven categories. The categories 
were developed inductively, based on a qualitative content analysis and a subsequent 
clustering according to a topic’s frequency of occurrence. For this examination, all 
publications were allocated to one category only. 

– Conceptual Approaches to AI Governance 

Beginning at the most abstract level of analysis, I examined 17 publications belonging 
to the category ‘Conceptual Approaches’ (cf., Appendix B.2) in detail. These publi-
cations address AI governance by presenting a conceptual, theoretical approach to 
AI governance, as does this book. Overall, this category can be divided into four 
subcategories, each focusing on AI governance from a different angle. 

In the first subcategory, two publications address AI governance from a meta-level; 
Fernandes et al. (2020) from an economic perspective, and Pagallo et al. (2019) from  
a legal perspective. 

Fernandes et al. (2020) raise the concern that AI systems are only adopted by a 
given party if the decision results in an advantageous outcome. However, its adop-
tion might lead to disadvantages for the non-adopting counterpart. Thus, the non-
adopters might demand regulation to protect their interests. On an abstract level, the 
researchers focus on balancing out individual and societal gains stemming from AI 
adoption by applying an agent-based game-theoretical model. The authors conclude 
that, by implementing humanly conscious AI systems, there is a balancing point 
where the gains for one party would not result in costs for the other.

2 Since the book presents the entirety of 124 publications and the content of each publication, the 
citations for the whole sample are documented in the appendix. Only publications whose content 
is integrated into the Relational AI Governance model are added to the reference list. 
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Pagallo et al. (2019) present a conceptual model to address AI governance called 
the middle-out approach. This approach is located between traditional top-down 
and bottom-up approaches in governance. Pagallo et al. (2019) define regulatory 
measures and legal governance as top-down, and, voluntary self-regulation, for 
example, as bottom-up approaches. The middle-out approach can be realised in the 
form of co-regulation, coordination mechanisms for good governance, or monitored 
self-regulation. Thus, it addresses an organisation’s balancing of various regulatory 
systems, the alignment of various legal standards and laws, and the coordination 
of bottom-up and top-down measures. Having done so, the authors direct scholarly 
attention towards new forms of governance to address the complexity of current 
legislation, specifically regarding legal AI governance. 

The second subcategory includes nine publications specifically developing 
approaches addressing organisations and the private sector. 

On the one hand, two publications by the Tencent Research Institute (2021) and 
Scheltema (2019) analyse the environment and dynamics within which companies are 
adopting AI. The study presented by the Tencent Research Institute (2021) includes 
an in-depth examination of the challenges AI governance faces from a conceptual, 
meta-level perspective. This includes the generally slow nature of ex-post regulation, 
the existence of significant information asymmetries, and of hidden agendas actors 
in the field pursue. Doing so, the publication presents a comprehensive overview 
allowing companies to navigate the complex topic of AI governance. Scheltema 
(2019) agrees that AI, while having the potential to enhance society’s prosperity, 
comes with significant risks and discusses the possible form and realisation of private-
sector-led standards in practice. 

On the other hand, the following publications examine potential measures 
companies could adopt in their endeavour to take on responsibility in AI adoption. 

O’Keefe et al. (2020) suggest that companies should implement a windfall clause, 
binding them to donate a given percentage of their earnings if they were to reap expo-
nentially high profits from the development of an AI system. Thus, the authors suggest 
a model making companies share their profit with society to make up for potential 
risks. Reed and Ng (2019) present a technological option to protect personal data, 
protecting the privacy and interests of the individual the data belongs to. By building 
so-called data trusts, organisations adopting AI could implement a mechanism which 
would require the data owner’s consent if seeking to analyse and use it. Thereby, the 
fundamental rights of the individual are protected through a technological solution. 
In 2017, Gasser and Almeida presented their multi-layered model for AI gover-
nance, which Gasser et al. (2018) further specified. Gasser and Almeida criticise the 
existing information asymmetries between developers, society, and the public sector, 
aiming to bridge this gap by presenting their comprehensive yet intuitive governance 
framework. The framework divided AI governance into various layers, including a 
social and legal layer, an ethical layer, and a technological layer (Gasser & Almeida, 
2017). The social layer contains regulations, norms, and legislation, the ethical layer 
represents principles and criteria, and the technological layer addresses topics such 
as accountability and data governance. Apart from providing organisations with a 
framework for ethical AI adoption, the authors suggest measures to diminish the
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existing information asymmetries, such as capacity building and recruiting external 
expertise (Gasser et al., 2018). 

Pagallo et al. (2019) offer, as well as the middle-out approach presented above, an 
operational framework. However, Pagallo et al. (2019) focus on linking the systems 
of law and ethics. This includes a bottom-up and top-down approach, as well as the 
middle-out approach mentioned previously. According to the authors, each approach 
fulfils a particular purpose, complementary to the other two: 

– the top-down approach builds on taking direct AI governance measures; 
– the bottom-up approach focuses on actions that engage the stakeholders; 
– the middle-out approach represents mechanisms of coordination. 

Hence, this second publication of the authors provides an operational guide to 
applying lawful and ethical AI governance measures in organisations, as well as 
an elaborate academic background to the model. 

Brundage (2019) aims to contribute to advancing AI governance by examining its 
classification as general-purpose technology to practices of responsible research and 
innovation. In doing so, the author presents general suggestions for the field, such 
as the need for coordination and publication norms. Further, to develop anticipatory 
and flexible AI governance, the author suggests the consultation of experts, scenario 
planning, and modelling methods. 

Four publications aim to strengthen the role and impact of civil society in AI 
governance approaches. Ulnicane et al. (2021) ask for transparent governance in 
AI, including the three main stakeholders of the public and private sector, as well 
as civil society. Further, they suggest the integration of academia. Regarding the 
responsibilities coming with such a multilateral approach to governance, the authors 
assign the tasks of risk mitigation, stakeholder management, and the facilitation of 
public participation to the public sector. Almeida et al. (2020) offer a framework 
designed to provide civil society with an instrument to evaluate whether and to what 
degree an AI technology should be regulated. Thereby, the authors aim to support 
collective decision-making in society and raise trust in policymaking. Aliman and 
Kester (2019), as well as Luo and Lu (2021), bring civil society to the forefront of 
actively shaping AI technologies. Aliman and Kester (2019) suggest a consequential 
framework within which users are responsible for quantifying their ethical concep-
tion of AI. This is because implementing quantifiable feedback-loops into the AI 
development and application process will allow for the dynamic improvement of 
ethical AI. Luo and Lu (2021) critically assess the interlinkage of AI governance and 
social governance, intending to address the increasingly diverse demands and risks in 
society more efficiently. To do so, they present measures to better social governance. 

Finally, two publications connect AI governance to the term ‘wicked problems’. 
Gurumurthy and Chami (2019) characterise AI governance as a wicked endeavour. 

However, the authors do not present a definition of the concept or a theoretical model 
to confirm their hypothesis. Instead, they focus on the long-term societal risks coming 
with AI governance, pointing out how the governance of AI is a significant challenge 
for societies, especially in a globalised world where new developments transcend 
national borders and authorities. To address these challenges, the authors call for
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human-centricity and an alignment of global efforts aiming to protect the (human) 
rights of individuals around the globe and create one overarching vision. While Liu 
and Maas (2021) also use the term ‘wicked problem’ in the context of AI gover-
nance, the authors combine the concepts differently: according to Liu and Maas, the 
emergence of numerous wicked problems is driven by AI adoption and development. 
However, current AI governance approaches focus on traditional problem-solving, 
instead of allowing for a broad initial problem-finding approach. This is deemed 
necessary by the authors, since AI comes with formerly unknown wicked problems 
requiring an open examination to allow for the subsequent derivation of effective 
AI governance strategies—solving for ‘X’, as the authors describe the traditional 
deductive approach, will not accomplish this task. Despite the causal chain of AI and 
wicked problems in this publication, the findings are still relatable to this book since 
both contributions attempt to solve the governance challenge of AI. 

– Market Dynamics and Global Governance 

This category encompasses 26 publications (cf., Appendix B.3), all focusing on the 
global, meta-level implications stemming from AI development and adoption. 

In detail, the sample depicts two research foci—the dynamics and players in the 
global AI market and the debate about implementing a centralised form of global 
governance. Regarding the first research focus, scholars particularly examine the role 
of specific players in the market. The data indicates that especially the role of the 
E.U. (Berge, 2021; Dempsey et al., 2021; Kozuka, 2019; Kuziemski & Misuraca, 
2020; Stix, 2021; Vanberghen & Vanberghen, 2021), the U.S. (Mitchell, 2018), and 
of China (Cantero Gamito, 2021; Weiguang, 2017; Xia,  2020) are at the centre of 
scholarly attention. Further, Boesl and Bode (2016) analyse the need for AI gover-
nance in this context, whereas Tan and Ding (2019) examine whether AI could be 
governed through markets. Complementarily, Wagner (2018) focuses on how AI is 
changing the global economy. Araya and Nieto-Gómez (2020) highlight the potential 
geopolitical and democratic threats coming with AI adoption, whereas Shackelford 
et al. (2021) present the other side of the coin, analysing whether AI could have a 
leading contributor’s role in building global peace. This brief depiction goes to show 
the broad debate and discordance in determining AI’s impact on societies around the 
globe, making global AI governance a complex and challenging endeavour. 

The second research stream in this category contains publications discussing 
adequate or effective forms of governing AI on a global scale: in 2020, Cihon et al. 
(2020a, 2020b) openly discussed whether AI should be governed in a centralised or 
polycentric manner. The scholars concluded that a lock-in situation created by imple-
menting an ill-suited global institution should be prevented. However, if soft law 
advances should continue being developed in such a fragmented manner around the 
globe, their impact would be significantly lowered—resulting in them also becoming 
unsuitable to fulfil the demand. 

Like Cihon et al. (2020a, 2020b), the research community seems to be divided: 
on the one hand, in 2019, Cihon still focused on soft law measures, as do Gutierrez 
and Marchant (2021), allocating them to a rather polycentric perspective. On the 
other hand, numerous scholars suggest variations of a relatively centralised form of
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global AI governance. Wallach and Marchant (2018), Jelinek et al. (2020) suggest a 
global coordinating committee, aligning global advances in AI governance, without, 
however, having the power of ultimate decision. Ala-Pietilä and Smuha (2021) 
continue this line of thought by presenting a global cooperation framework, which 
will ensure humanity is benefitting from AI adoption. Gill and Germann (2021) 
present a variation of this approach, presenting a human rights-based framework for 
global stakeholder regulation. Wang et al. (2018) even go as far as demanding the 
establishment of a global regulatory body. This suggestion is partially supported by 
Kemp et al. (2019), when laying out the alternative of a high-level UN panel that 
could provide globally aligned governance while allowing for regional interpretation. 

Independently of whether advances in AI governance will proceed on a national 
or global level, in either centralised or polycentric form, Maas’ (2018a) findings 
regarding global arms races should be considered: While society often assumes arms 
races to be unstoppable, Maas’ research, based on historical evidence, shows that 
they can indeed be impeded or fended off by applying informed measures. 

– Collaborative and Multilateral AI Governance 

16 publications (cf., Appendix B.4) examine collaborative forms of AI governance 
and the role of multilateral, public-private governance structures. Given the relative 
homogeneity of the demand raised by academia, the data indicates a relative trend 
towards collaborative approaches. 

The publications in this category point to the risks involved in AI governance 
and, consequently, focus on suitable governance forms to address these challenges. 
The category includes two research foci: publications asking for public- and private-
sector cooperation and others focusing on multi-stakeholder forms of cooperation. I 
begin by presenting ten publications that suggest the collaboration between the public 
and private sector in AI governance, also called hybrid governance, and multilateral 
governance. 

Miailhe (2018) highlights the complex dynamics that characterise AI governance, 
demonstrating why multilateral governance approaches are deemed necessary to 
level out the fragmented field of global ethical safety-related standards and soft 
law advances. He calls for intergovernmental collaboration and multi-stakeholder 
dialogues to align and advance the currently fragmented and relatively loose gover-
nance structures. Thelisson (2019) aligns himself with this view. Identifying AI 
governance as a wicked problem, the author states that, to solve this challenge, the 
cooperation of public and private stakeholders is needed. Al Zadjali (2020) and Taei-
hagh (2020) confirm the demand for hybrid AI governance, in the form of public-
and private-sector cooperation. Beduschi (2020) agrees with their view but adds that 
AI ethics is not a sufficient base for governance. Instead, he recommends the combi-
nation of human rights law and AI ethics, realised through hybrid public-private 
governance. Csernatoni and Lavallée (2020) examine current AI governance for the 
field of drones, concluding that the effective governance of technological advances 
requires a multilateral governance approach—involving both public- and private-
sector engagement. Miailhe and Lannquist (2018) agree with the demand raised.
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The authors present an overview of the risks of AI adoption, also concluding that its 
governance requires collaboration among stakeholders and multilateral cooperation. 

The following approaches present additional aspects, relevant to the success of 
cooperative AI governance forms: Abdala et al. (2020) present a policy brief, arguing 
that cooperation and AI governance should be established with the aim of func-
tioning across borders. Specifically, the authors highlight the role of the G203 in this 
scenario. By developing and enforcing AI governance through such a transnational, 
multi-stakeholder structure, the authors expect the development of global standards 
societies have trust in. Crãciunescu (2020) points to another advantage coming with 
collaboratively developed governance measures: According to the author, a multi-
stakeholder approach would allow for the transfer and expansion of knowledge in 
societies, eventually leading to the advancement of technology and progress. This 
is in line with Bostrom’s (2017) view that collaboration, be it in the development or 
governance of AI, yields significant potential for the secure development of AI, e.g., 
in the form of open innovation. However, Sharkey (2017) adds for consideration the 
tone and language used in the development of AI governance measures on the side 
of AI safety commissaries. This is because the risk-focused communication in the 
field, in the author’s view, hinders open dialogue and the objective determination of 
AI governance measures. Thus, to ensure the success of such governance processes, 
Sharkey asks for adaptation of the language used and the development of a shared 
understanding among all stakeholders involved. 

Additionally, four publications shed light on the role of specific actors in this 
endeavour: Juntura (2021) focuses on the role of intergovernmental organisations as 
entities for coordination and collaboration in global AI Governance, while Cihon et al. 
(2020a) seek to understand whether centralised AI governance is required to coun-
terbalance the power of private tech companies. However, they conclude that, due 
to the pace of technology development, for example, and high information asymme-
tries between the public and private sector, a centralised form of governance could be 
beneficial only if well-designed, while possible negative effects seem to predominate. 
Thus, they suggest monitoring current multi-stakeholder advances closely. Carpan-
elli (2020) examines private-sector self-regulation and the corporation’s role as a 
standard-setter, concluding that collective self-regulation requires collaboration, at 
least among companies, to be impactful and yield its potential. Finally, Chelvachan-
dran et al. (2020) and Ulnicane et al. (2021) demand the combination of multiple 
approaches, leading to inclusive and participatory governance strategies, including 
the public and private sector, but, more importantly, civil society. 

– Legal Perspective on AI Governance 

The analysis allocated 17 publications to this category (cf., Appendix B.5). On the 
one hand, Spiro (2020) describes AI governance on the meta-level as particularly 
challenging due to the pace, complexity, and ever-changing nature of the technolo-
gies, before proceeding to present suggestions for the U.S. market. Renda (2019), on

3 The ‘Group of Twenty’ is an intergovernmental platform and forum made up of the 20 countries 
which constitute the 20 largest economies in the world (Cooper & Thakur, 2013). 
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the other hand, focuses on the role of the E.U. in advancing the legal frame for AI 
governance—presenting the state before the announcement of the E.U.’s regulatory 
proposal. This advance answers Dignam’s (2020) demand: highlighting the prob-
lematic nature of governance approaches in AI being driven by the private sector, 
the scholar calls for more substantial public-sector involvement. 

Eight publications examine the relation between hard law and soft law from 
different angles. First, Chatila et al. (2017) focus on advancing soft law to cover 
for the current lack of regulation and to ensure human well-being. Marchant and 
Lucille (2019) share this view, highlighting soft law’s crucial role in managing AI. 
However, the authors do recognise the importance of combining both soft and hard 
law. Weng and Izumo (2019) further examine the existing gap between hard and soft 
law to allow both fields to advance effectively. Moreover, researchers understand soft 
law, in the form of standards and guidelines, to be the necessary foundation for subse-
quently following hard law measures (Kwan & Spohrer, 2021; Langlois & Régis, 
2021; Schiff et al., 2020). Nevertheless, Hill (2020) points to an additional challenge 
regulation faces: the necessity to coordinate various stakeholders in regulation, but 
also stakeholders affected by regulation. Walz and Firth-Butterfield (2018) claim that 
alternative regulatory measures, such as technical standardisation, may even be more 
effective in ensuring responsible AI adoption, since they address the technological 
root that many ethical concerns and actual AI-related risks stem from. 

On an organisational level, Baig et al. (2020) call for the combination of gover-
nance frameworks and regulatory measures—pointing out the importance of their 
claim with the example of the needs of the health sector. Zekos (2021) even presents a  
comprehensive handbook including all thus far existing managerial and legal aspects 
an organisation needs to address when adopting AI. 

Out of 17 publications, four address questions of liability in the AI context. As 
early as 2016, Nurus et al. stressed the importance of addressing liability, examining 
the topic for the case of autonomous driving. Jackson (2018) attributes troubles in 
defining legal liability to the undetermined agency in AI adoption—an issue Jackson 
finds particularly challenging to solve for general-purpose technology, such as AI. 
Both Mazzini (2019) and Béranger (2021) endorse the significance of liability in the 
AI context, with Béranger indicating that liability in AI includes both designers and 
owners. 

– Risks and Social Normativity 

This category includes 13 publications (cf., Appendix B.6), addressing the interplay 
between AI-related risks and potential socially desirable measures to delimit them. 

Buenfil et al. (2019) demonstrate the challenges of applying principle-based AI 
governance measures to the AI development process without obstructing and setting 
back advances in AI development. Additionally, scholars critically examine the 
effect of organisation-driven AI adoption in general (Dignam, 2019), regarding rising 
inequality in society (Karpenko et al., 2020), and in the context of low trust levels 
in tech companies (Zhang et al., 2021). Further risks are presented for managerial 
decision-making in the public sector (Filgueiras, 2021), privacy issues (Dilmaghani
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et al., 2019), again stemming from the insufficient interplay of hard and soft law in 
the medical field (Guan, 2019). 

Addressing the risks involved in AI adoption involves various measures: Kerr 
et al. (2020) provide a guide for linking governance structures and principles in prac-
tice, whereas Ngai (2020) suggests the constant adaptation of principles due to the 
constantly changing nature of the technologies. Gasser and Schmitt (2020) suggest 
the integration and translation of professional norms into governance measures. 

Overall, Kolliarakis and Hermann (2020) demand the combination of principles, 
regulation, and the additional support of innovation for successful AI governance— 
with academia and civil society acting as counterparts to ensure the inclusion of 
social normativity. Subirana (2020) follows this line of thought, stating that AI has 
the potential to protect society. However, it can only do so if society proactively 
defines desirable scenarios of AI adoption and clearly defines the role AI should take 
on. Corrêa (2020) points out that the role of AI ethics in this endeavour must not be 
mistaken—the role of ethics should remain to criticise the status quo and highlight 
better options, rather than serving as a soft law substitute due to a lack of regulation. 

– Local Interpretation, Diversity, and Inclusion 

Out of the 15 publications in this category (cf., Appendix B.7), 10 address the local 
adoption and interpretation of AI principles. 

Overall, this category confirms the need for local adaptation of AI ethics principles 
and measures. Further, it highlights the need to allow for participation and inclusion, 
to ensure that there is no regional bias in developing principles, guidelines, measures, 
or standards. This holds true for cultural backgrounds, as well as across professions 
and different societal sectors. Generally, the lack of universal definitions complicates 
this process even further (Biswas, 2020). 

Ten publications focus on AI governance from a cross-cultural perspective, while 
some of the publications compare the cultural differences in the adoption of principles 
and regarding the particular AI governance strategy a country implements (Bode, 
2020; Daly et al.,  2019; Ho,  2020a, 2020b; Laskai & Webster, 2019; Roski et al., 
2021; Wong, 2020). Others directly refer to the need for local adaptation of values. 

It is, in particular, the latter that is relevant to this section: Wong (2020) highlights 
the importance of an AI governance approach remaining responsive to cultural values, 
since specific normative standards might differ from region to region; a claim which 
Liu and Lin (2020) support. ÓhÉigeartaigh et al. (2020) specifically state that the 
“full benefits of AI cannot be realized across global societies without a deep level of 
cooperation — across domains, disciplines, nations, and cultures” (2020, p. 589). 
According to the authors, cultural misunderstandings might lead to further differences 
between nations and regions, particularly in a highly competitive environment. 

Following the line of thought that integrating diverse backgrounds is essential for 
responsible AI adoption, the topic of inclusion is inherently connected to its success. 
Within this sample, three publications focus on this specific topic from different 
perspectives: Corrêa (n.d.) argues that the global ethical debate in AI governance is 
significantly biased by the dominance of the E.U. and the U.S. and their interests. To 
ensure the development of a just, ethical AI governance approach that addresses the
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interests of all globally affected stakeholders, the scholar demands a more inclusive 
debate. De Gasperis (2020) focuses on the inclusion of trans-sectoral insights and 
sector- as well as stakeholder-specific needs. Larsson (2021) confirms this view by 
highlighting the importance of developing a multidisciplinary AI governance under-
standing. Continuing this line of argument, Todolí-Signes (2019) and Macrae (2021) 
demand that this insight should be put into action by implementing participatory 
measures in the development process of AI governance. 

– Applied AI Governance 

In total, 20 publications (cf., Appendix B.8) present insights into applied forms of 
AI governance and corporate AI governance. 

Benbouzid (2021) begins to state that organisations theoretically have three 
main options when engaging in AI governance: self-regulation based on principles 
and guidelines; applying soft regulation; or following hard law. However, due to 
the currently fragmented nature of AI governance, the author suggests knowledge 
mapping to operationalise and deduce measures for AI governance on the organ-
isational level. As for the operationalisation of principles and guidelines, Smuha 
(2020) warns that these guidelines show Western biases, since it was mostly Western 
countries that dominated their development and establishment. Thus, according to 
Smuha, a human rights-based approach seems a more promising path for operational 
AI governance. 

Within the firm, Thuraisingham (2020) points to the importance of reassessing 
roles and responsibilities, particularly on the board level, to ensure the successful and 
sustainable realisation of AI governance in companies. Torré et al. (2019) address the 
same niche, stating that research on corporate boards’ reactions to AI governance and 
recommendations on how to do so is limited. Thus, they suggest two competencies 
that boards need to hold, namely the capabilities to guide AI operationally and to 
supervise it. Cihon et al. (2021) confirm the need to put an in-depth focus on company-
internal stakeholders to improve the way companies govern their adoption of AI. 

Mannes (2020) accentuates the significance of risk assessment in organisational 
AI governance, not least to present comprehensive communication of risk to society 
and, thereby, ensure ongoing public trust for the company. Ozlati and Yampol-
skiy (2017) confirm this demand, presenting risk assessment approaches for prac-
tice. Cremer and Whittlestone (2021) even present an innovative approach to risk 
management, having developed a model for warning signs, allowing for anticipatory 
governance within organisations. By applying such a proactive, ex-ante governance 
measure, organisations can avoid the potential realisation of irreversible AI-related 
damage. 

As well as reporting specific advances achieved, 11 publications present general 
AI governance instruments and approaches on an operational level: Generally, Mika 
et al. (2019) suggest the development of a shared understanding, as well as the 
combination of hard and soft law measures. Tubella et al. (2019) demand the explicit 
operationalisation of the rather broad AI ethics principles to ensure the trust of the 
organisation’s stakeholders. Further, they highlight the need for a common under-
standing in the market regarding the application and meaning of these principles.
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Wallach and Marchant (2018) even offer a comparison of organisational governance 
models and measures. However, Winfield and Jirotka (2018) developed the most 
comprehensive AI governance model on the operational level, including various 
layers and extensive elaboration of potential measures. 

Papagiannidis et al. (2021) examine dimensions of AI governance within the firm 
and present resulting measures to realise it. Gulenko et al. (2020) add a technical 
perspective to AI governance, portraying AI governance at the intersection with IT 
governance, whereas Schneider et al. (2020) focus on data and IT governance in 
the AI context. Kurshan et al. (2020) further specify the relation between AI gover-
nance and technical aspects by stressing the importance of technical robustness and 
complementary compliance measures, such as monitoring and mitigation capabili-
ties within the firm. Wu et al. (2020) confirm the need for technical robustness and 
showcase Chinese approaches to ensure this aspect of AI governance. As presented 
above, risk assessment is just as necessary on the operational level: Huck et al. (2020) 
stress its importance in AI governance to derive individualised and valid governance 
measures. 

Finally, two publications originally addressing the public sector present transfer-
able frameworks for organisational-level AI governance (Personal Data Protection 
Commission Singapore, 2019; Wirtz et al., 2020), which shows that on the operational 
level the requirements for AI governance measures are similar across sectors. 

Overview of Findings Relevant for the Relational AI Governance Approach 

Stemming from the in-depth analysis of publications presented above, I derived 
three types of insights gained from the systematic literature review: insights either 
confirming, complementing, or criticising the argumentation and approach presented 
in the form of the Relational AI Governance. For one, this serves to delimit this 
book from existing concepts in the field. Second, it gives insight into potentially 
required adaptations, contributing to both the quality of this book and Wieland’s 
original theory. However, it is not within its scope to structurally adapt Wieland’s 
original model. In consequence, the review findings merely highlight optional adjust-
ments to Wieland’s Relational Governance approach and its applied Relational AI 
Governance. 

Moreover, due to the recentness of the research field’s emergence and the inse-
curities regarding future developments in AI, the recommendation of this book is 
that advances in the research fields of both AI governance and AI research should 
be closely observed. This is because the complexity of the phenomenon does not 
allow for categorical claims as to whether certain elements do or do not need to be 
covered by a theoretical approach. Hence, all observations made stem from qualita-
tive content analysis, rather than being imperative for change. Table 4.3 summarises 
the findings gained from analysing this sample that either confirm or complement the 
current scope of Relational AI Governance, or present critical arguments contrasting 
with its chosen perspective.
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4.2.2.6 Evaluation of Findings on Conceptual Level 

The assessment of publications confirms and supports the underlying argument this 
book presented as its base for conceptualising AI Governance. The central hypotheses 
were confirmed, with scholars linking AI to particularly high levels of complexity 
and wicked problem structures. Further, the data supports AI’s characterisation as a 
general-purpose technology, and the fact that companies find themselves in global 
arms race dynamics. Additionally, Wieland’s (2018, 2020) definition of the firm as 
a nexus of stakeholders proved itself in the light of publications demanding a more 
substantial involvement of civil society in AI governance. 

Nevertheless, the review revealed aspects of AI governance which neither 
Wieland’s Relational Economics nor this book had considered. One such issue is 
that Relational Governance aims to create shared value to collaboratively solve the 
wicked problem nature of AI governance. However, it does not explicitly aim to find 
the perfect equilibrium between individual and societal gains. This aspect could be 
integrated to advance the approach further in the future. Additionally, Relational AI 
Governance does not yet include a technological parameter or layer. To fully address 
and operationalise AI governance, this aspect seems of great importance and should 
also be integrated into the model. Doing this would allow for the development of 
technological solutions for governance challenges and help address risks stemming 
from technological characteristics of AI, e.g., through iterative feedback loops. Yet, 
the integration of this layer or governance parameter would require structural changes 
in Wieland’s Relational Governance. 

Little criticism of the chosen approach was identified on a conceptual level. 
However, the general suitability of companies to engage in AI governance was ques-
tioned, and scholars demand that companies’ engagement in developing standards 
should create governance instruments of lasting, trans-sectoral effect. This demand is 
in line with this book’s initial remarks on the importance of collaboration in solving 
wicked problems. Thus, based on the fundamental findings of AI governance for the 
single corporation, companies should additionally engage in interfirm networks to 
collectively raise industry standards—as suggested in this book. Thereby, they can 
further promote the responsible adoption of AI governance outside their companies’ 
boundaries and, at the same time, also contribute to solving the wicked problem 
structure of AI governance, as does this book. 

4.2.2.7 Evaluation of Findings for Governance Parameter ‘SFI’ 

Regarding societal formal institutions, most publications suggest a combined AI 
governance approach—including soft and hard law measures on both the organisa-
tional and meta-level. Additionally, the data confirms that the E.U.’s proposal for AI 
regulation is, indeed, the first global advance in this regard. Thus, the hypothesis of 
an unregulated AI market primarily being regulated in a polycentric manner holds 
true.
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Again, the review uncovered three relevant aspects that Relational AI gover-
nance does not yet cover within the parameter ‘SFI’: to further specify its gover-
nance measures, the approach could adopt the structure of top-down, bottom-up, 
and middle-out measures. Besides, it should be required to address the aspect of 
liability in the AI context, due to the technology’s significant action- and outcome-
orientation. This characteristic and the associated potential risk pattern could addi-
tionally be covered by applying anticipatory governance measures, preventing harm 
from happening. Again, governance mechanisms are a structural element in Rela-
tional Economics (Wieland, 2018, 2020). Therefore, adaptations would need to be 
made to Wieland’s original theory. 

Due to the substantial trend in data pointing to the importance of collaborative and 
multilateral governance forms in AI, this book’s lack of focus on the public sector 
could be considered a point of criticism. Nevertheless, I recognise the importance of 
addressing AI governance in a multilateral form. 

4.2.2.8 Evaluation of Findings for Governance Parameter ‘SII’ 

As for societal information institutions, the publications support the presented need 
to develop a shared understanding among all stakeholders involved in the governance 
process and allow for local adaptations of predefined AI ethics principles. By asking 
for trans-sector-applicable principles, measures, and strategies, the data indirectly 
confirms the additional need for transcultural management measures. 

Following this line of thought, many publications identify the relevance of 
including stakeholders from all parts of society, diversity, and explicit enablement 
of participation as success factors for responsible AI governance. I consider these 
three aspects as complementary to its conceptual contribution. Despite inherently 
supporting all three aspects, Relational AI Governance does not explicitly make 
them a priority in developing its strategies and measures. While it suggests control-
ling for biases and inclusion of stakeholders, it does not particularly integrate, for 
example, minorities or groups that are disadvantaged or potentially discriminated 
against. Thus, the development of inclusion- and participation-fostering measures 
should be considered. 

Lastly, the analysis highlights two general points of criticism directed to the 
research field of AI governance, which could consequently also be considered a point 
of criticism for this book. First, scholars criticise the dominance of Western countries 
in the development of AI ethics principles, stating that the currently existing guide-
lines do not represent a global perspective. Second, the scholars refute AI ethics’ 
instrumentalisation of developing soft law measures, since this leads to a failure of 
the discipline, since its overall objective should be cautiously observing and crit-
icising the status quo, rather than actively contributing to it. Hence, scholars and 
organisations should consciously examine the ethical guidelines they apply and seek 
the revitalisation of the discipline as a critical observer of the status quo. As for 
Relational AI Governance, by applying its inherent multi-stakeholder perspective to 
the development process of the principles, it defies this criticism. With this, it can
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counteract the observed Western bias—at least within a company’s boundaries and 
without requiring structural adaptations of the Relational AI Governance model. 

4.2.2.9 Evaluation of Findings for Governance Parameter ‘O’ 

As for the parameter ‘O’, the data confirmed both the significance of deploying an 
extensive risk assessment and the need to combine both formal and informal measures 
in the development of governance programs. 

Interestingly, the complementary aspects identified for this governance param-
eter match the findings for the parameter ‘SFI’: Regarding possible risk aversion and 
governance of risks, the publications suggest the implementation of warning signs 
and the consideration of developing technological solutions as a part of risk avoid-
ance. Further, an explicit assignment of responsibilities to individuals on board level 
can help ensure the governance program’s positive impact and effect. 

Thus, the missing tech layer in the Relational AI Governance approach can, 
indeed, be considered a point of criticism, since it excludes technological solutions 
from being part of the governance process. While AI remains the subject of the 
governance strategy, covering risks in the form of the adoption and process of AI 
through technological revision, can play an important role in adopting AI responsibly. 
This is because the constantly changing nature of the technologies makes deductive, 
predefined risk assessments insufficient. Hence, to bring the argument full circle, the 
risk assessment phase requires a leading role in the governance process of AI—a 
requirement which can be realised by applying Relational AI governance. However, 
the effect would be augmented significantly by integrating technological governance 
measures into Relational AI Governance, e.g., by focusing on measures stemming 
from the research stream ‘ethics in design’. 

4.2.2.10 Evaluation of Findings for Governance Parameter ‘I’ 

For the last governance parameter, ‘I’, the data supports strengthening the role of the 
individual within the governance structure. The publications specifically examine and 
give recommendations regarding the involvement of particular stakeholders, e.g., the 
board of a given company. Further, the data suggests adopting and integrating target 
group-specific professional norms into the governance program to allow for synergies 
and raise the individual’s personal motivation and levels of personal integrity. 

A general criticism in the research field concerns the individual’s lacking participa-
tion in developing the currently existing AI ethics guidelines, indicating missing iden-
tification with these principles as a result. This Relational AI Governance addresses 
this point of criticism by applying a bottom-up approach to identify AI ethics prin-
ciples for its self-regulation measures and by realising transcultural management 
measures to create a shared understanding of predefined AI ethics principles and 
integrate local values. Thereby, it can raise the individual’s level of identification 
with the AI ethics principles deployed in the organisation. Given that this book has
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already established the need for holistic AI ethics-based governance measures, these 
insights do not require structural changes in the model and must merely be added as 
a measure when operationalising an AI governance program. 

4.2.2.11 Synthesis and Discussion of Review Findings for Relational AI 
Governance 

Having analysed the review sample regarding the conceptualisation of Relational AI 
Governance, the data indicates that the approach presented by this book is among the 
most comprehensive and theoretically substantiated approaches in the field, while at 
the same time being operationalisable for adoption on the organisational level. This 
is because most publications do not present theoretical concepts as a foundation for 
their hypothesis but derive their findings from practical observations and immediate 
needs identified in practice. Thus, the review validated Relational AI Governance, 
both on a conceptual level and in operationalised form. 

However, the analysis has uncovered potential gaps: primarily, the findings point to 
the need to include an additional variable into Wieland’s original model of Relational 
Governance. To be precise, the integration of a technological layer or AI layer seems 
to be required, either in the form of an additional governance parameter or as a fixed 
element within the parameter ‘O’. This is because the technology itself can contribute 
to closing governance gaps by providing technological solutions to ethical challenges, 
and governance measures should be integrated into the AI solution itself, e.g., via an 
ethics-in-design approach. 

Since the inclusion of this element requires structural changes within the Rela-
tional Governance approach by Wieland (2018, 2020), it is not within the scope 
of this book. Nevertheless, I support the demand identified in this review sample, 
suggesting structurally allowing for a higher governance adaptivity in technological 
governance application cases, such as AI governance. Relational Economics could 
address this demand by integrating an additional, neutral variable into its governance 
structure. Thereby, publications basing their work on Wieland’s theory could adapt 
the structure to their particular field of application; in this case, AI governance. 

Moreover, I identified one other pressing aspect in the research sample, which 
has not yet been covered sufficiently in Relational AI Governance; the assump-
tion of liability in the AI context. Given that AI is characterised by its partially 
autonomous action and strong outcome orientation, it seems imperative for respon-
sible AI governance to determine questions of agency and liability for unforeseeable 
or undesirable consequences of AI adoption. Consequently, the Relational AI Gover-
nance approach should eventually be complemented by a focus on corporate assump-
tion of liability, even though the review summarised publications stating that proce-
dures and precedent cases regarding liability and agency in AI governance currently 
remain unsolved. Thus, for the case of liability assumption, I again suggest moni-
toring advances made in theory and practice before implementing measures, even 
though corporate assumption of liability is regarded as imperative when adopting 
AI.
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On a voluntary basis, additional findings, as presented in Table 4.3, can be 
included in Relational AI Governance without requiring structural changes. This 
is because they mostly concern the operational level and are covered by the gover-
nance parameters and governance structure, which allow for individual adaptation 
by the organisation applying them. 

4.2.3 Discussion and Conclusion of Review Findings 

This section presents an interpretation and discussion of the review’s main findings 
and the degree to which the review answers this book’s research questions. I proceed 
to illustrate identified limitations and potential methodological weaknesses (Piper, 
2013). The section closes with suggested directions for further research in the field. 

4.2.3.1 Discussion of Research Gaps 

Research regarding AI Governance and responsible AI is primarily driven by the 
high risk-perception associated with AI adoption. This observation was confirmed 
by theoretical and practice-oriented research and seems to hold true on the organ-
isational, national, and global levels. In contrast to the prevalent problem-solving 
orientation, only a small number of publications choose a proactive approach so as 
to shape a desirable future with AI in it. The few publications that do present such 
a proactive approach include, for example, Fernandes et al. (2020), who discuss 
a game-theoretical model suitable for helping to help create an ex-ante balance 
between individual and societal gains from AI adoption. While Aliman and Kester 
(2019) present a reactive AI governance framework, they ask civil society to actively 
evaluate their perception of AI use cases to allow for iterative feedback loops and 
the constant improvement of the technologies. Thereby, they move from a merely 
reactive to a participative and iterative approach to AI governance. 

Notwithstanding, most publications apply a deductive and, thus, reactive gover-
nance approach: the review confirmed the identified main research streams in AI 
ethics, as established in the previous chapter, when presenting a review of AI ethics 
research. As expected, deontological, principle-based AI governance approaches and 
measures were presented in most publications. Based on already existing, known risk 
patterns, they develop or apply deontological AI ethics measures. This pattern was 
identified across sectors and industries. 

Despite the relevance of principled AI ethics, as Liu and Maas (2021) rightfully 
state, AI governance requires an open, future-oriented problem examination, since 
the risks and consequences associated with AI adoption change as quickly as the 
technologies themselves. Particularly on a global level, principles are open to local 
interpretation and do not ensure ethical behaviour. While most scholars focus on the 
operationalisation of standards or the critical examination of their role or expected 
success, there are some innovative advances:
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Among others, Reed and Ng (2019) present a technological solution to one of 
the main risk patterns underlying AI adoption, i.e., data privacy. By suggesting 
the implementation of data trusts, the authors present an innovative and proactive 
approach to AI governance, complementing the adoption of guidelines, standards, 
and regulations. With this, they aim to prevent harm, instead of reacting to negative 
consequences of AI adoption ex-post. 

While the formalisation of subtopics in the field advances, such as principled AI 
ethics and the evaluation of soft law, it is of great significance to professionalise 
research regarding the implementation of AI governance. In particular, research in 
the field lacks innovative and critical voices. As proclaimed by various scholars 
(cf., Kolliarakis & Hermann, 2020; Ulnicane et al., 2021), critically examining the 
status quo and providing society with innovative, proactive approaches should be 
precisely the role of academia. Hence, I strongly suggest putting a stronger focus on 
theoretical contributions explaining the need and the dynamics behind operational 
AI governance measures, as well as the examination of new approaches for risk and 
liability assessment (Liu & Maas, 2021). 

4.2.3.2 Discussion of Findings 

The review findings confirm the fragmentation of advances made in AI governance 
for theory and practice alike. Furthermore, only 14 out of the initial 790 publica-
tions—less than two per cent of the overall sample—examine AI governance from 
an abstract, theoretical perspective. Thus, while many publications offer insights into 
operational governance measures, they lack a plausible analysis of the dynamics 
driving the need for AI governance. Content-wise, the review demonstrated the 
current research foci on principled AI ethics and risk assessment. Hence, the find-
ings support the initially established demand for both the systematic review literature 
conducted and the scope, argumentation, and objective of this book. 

Thereby, the relevance of this book’s addressing the conditions under which 
companies can successfully engage in self-regulatory measures was confirmed. 
The categories of Soft Law and Multilateral AI Governance particularly validate 
the necessity for collaboration to achieve the adoption of an effective governance 
approach. However, most publications do not present suggestions on the theoretical 
level regarding how to assess this challenge. Merely Fernandes et al. (2020) findings 
allow for game-theoretical implications for AI governance and can be connected to 
this book’s research question from an economics perspective on a conceptual level. 
Still, given that the book conceptualises its governance approach mainly from a 
systems-theoretical and economics perspective, an economics-based examination of 
the patterns underlying the wicked problem this book addresses remains outside its 
scope. 

Instead, the findings from the review contribute to the Relational AI Governance 
approach primarily on an operational level. While existing literature does not allow 
for extensive controversy on the theoretical level, it supports the critical reassess-
ment and complementation of the hypotheses per governance parameter. Further, it
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highlights the importance of combining formal and informal governance measures 
on the international, national, and organisational levels—as does this book. Thus, the 
review findings confirm the urgency of the matter at hand and contribute somewhat 
to its self-developed Relational AI Governance model. 

From a methodological view, there are limitations to this review since it only 
included two academic databases and combined them with Google Scholar. The 
inclusion of further databases might have allowed for the retrieval of additional theo-
retical publications—especially of additional peer-reviewed publications. For the 
work at hand, its conceptual argumentation and the complementary role of this review 
were at the centre of attention. Therefore, the inclusion of additional databases was 
outside its scope. Consequently, a minor form of publication bias cannot be avoided, 
as the review can only retrieve and depict publications published beforehand. Albeit 
it deliberately included non-peer-reviewed publications, research findings hindered 
from publication do not show. Hence, not even the broad review scope this book 
applied can counteract such a form of publication bias. 

Moreover, the generalisability of findings might be limited due to the lack of inter-
coder reliability. While I transparently described each step of the review’s retrieval 
and filtering process, the screening of publications to determine their inclusion or 
exclusion in the final sample was conducted only by me. Thus, despite following a 
transparently established set of exclusion criteria, the selection of publications might 
be regarded as subjectively biased by the author. 

4.2.3.3 Conclusion 

Overall, the systematic literature review presented in this book contributes to a clearer 
understanding of research advances in the field of AI governance—with a particular 
focus on the private sector. It rehashed the findings in an aggregated manner to allow 
for a meta-level perspective on the research field, enabling scholars to identify gaps 
more easily and position their contributions. 

Based on the review findings presented, I identified existing thematic gaps and 
further research requirements. First, stemming from the review’s limitations, the book 
suggests that a review with an even broader scope should be conducted—including 
all major academic databases and with a greater variety of keywords. Additionally, a 
review across sectors to identify all existing research across disciplines and directed to 
all target groups seems advisable. This is because I am convinced that an effective AI 
governance approach requires the integration of all stakeholders and sectors affected. 
Therefore, an extensive literature review should build on the presented preliminary 
findings and expand the scope of the review to advance the formalisation of the 
research field further. In doing so, it can highlight existing overlaps, synergies, and 
complementary measures. 

The structuring of the field revealed significant directions for further research. 
As established, the theoretical analysis of the phenomenon of AI governance is still 
not at the centre of scholarly attention. To dissolve the primarily reactive focus of 
current research and practical AI governance, the book stresses the importance of
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developing further theoretical models for AI governance. By doing so, academia 
could contribute significantly to the advances of AI governance approaches on the 
international, national, and organisational levels. 

As for the operationalisation of AI governance strategies in organisations, I 
continue to support the development of holistic approaches, including consequen-
tialist and virtue-based measures, as established in the course of this chapter. Thus, I 
recommend research detailing potential measures according to their ethical perspec-
tive, as well as research presenting combinatory management programs on the 
organisational level, including instruments from all perspectives. 

Moreover, research could contribute to establishing strategies for coordinating 
the roles of soft law and regulatory proposals in AI governance. Particularly in an 
international context, analysing the conditions for an effective interplay of these two 
elements is essential, as highlighted by Cihon (2019) and Cihon et al. (2020a, 2020b). 
Academia’s ability to assess complex structures objectively, as did Fernandes et al. 
(2020), could lower the complexity of current discourse on the topic while at the same 
time ensuring the neutrality and objectivity of the recommendations presented. In 
this way, suggestions might be accepted across the globe—despite diverging views, 
interests, and political agendas. 

Finally, I suggest the continuous monitoring of research advances in the form of 
systematic literature reviews for each research stream. This close monitoring could 
contribute to significant formalisation and the specialisation of research in the field, 
which I deem necessary since current research has not yet applied specific research 
terms or definitions. The review confirms this observation, given that most find-
ings were retrieved for the term ‘AI governance’. Only a few of those publications 
assigned their contributions to specialised categories, such as applied AI gover-
nance or principle-based AI governance, which would allow direct allocation of the 
contribution to a research stream. 
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Chapter 5 
Discussion and Conclusion 

The purpose of this book was to present a theoretical conceptualisation of private-
sector-driven AI governance, addressing the complex, uncertainty-driven, and 
wicked nature of the phenomenon. Ideally, this type of problem structure should be 
dealt with by high levels of collaboration—among the different stakeholders involved 
and, for example, within stakeholder groups as well as by shared value creation. Due 
to the exceptionally high interrelatedness of interests and actors, as well as having 
little existing research to draw from, I restricted the book’s scope to conceptual-
ising AI and focusing on how companies can engage in self-regulatory measures 
without facing competitive disadvantages, especially through shared value creation. 
Thereby, I set the foundation for further research on collaborative AI governance and 
can enable companies to include the interests of their societal stakeholders for their 
own benefit, instead of merely attending to the competitive pressure exerted by the 
market. 

Wieland’s (2018, 2020) Relational Economics and inherent Relational Gover-
nance approach proved to be a suitable theoretical foundation to develop a holistic 
AI governance approach for the private sector. Thus, I proceeded to apply the 
theory to the context of AI. Since Wieland’s original theory has been empirically 
tested and stems from the long-standing disciplines of systems theory and transac-
tion cost economics, at least partial generalisability can be assumed of this book’s 
conceptual contribution to theory and practice, despite presenting one of the first 
conceptualisations for Relational AI Governance. 

Additionally, the findings of the systematic literature review conducted to present 
an overview of advances in private-sector AI governance confirmed the need for theo-
retical examinations and contributions to the field. This is because most research in 
the field analyses and contributes to AI governance from a rather practical perspec-
tive. Only very few scholars present approaches that stem from a theoretical analysis 
of the phenomenon. Despite this restriction, the review supported the book’s problem 
definition and the decision to build its governance approach based on the identified

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023 
S. Wiesmüller, The Relational Governance of Artificial Intelligence, 
Relational Economics and Organization Governance, 
https://doi.org/10.1007/978-3-031-25023-1_5 

213

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-25023-1_5&domain=pdf
https://doi.org/10.1007/978-3-031-25023-1_5


214 5 Discussion and Conclusion

characteristics of AI governance’s wicked problem structure, its exceptionally high 
levels of complexity, and the inherent need for cooperation among actors. 

5.1 General Discussion 

In the light of previous research and regarding the concepts this book draws from, 
each of the following paragraphs is dedicated to examining the meaning of this book’s 
findings for the particular research stream. 

First, few scholars have yet linked the notion of wicked problems to AI. However, 
previous research had not attempted to address this intersection from a theoretical 
point of view and, thereby, present a theoretical examination of the field of AI gover-
nance. In its attempt to examine possible options for the wicked problem of AI 
governance, the book mainly drew from Roberts’s (2000) well-established paper on 
general governance strategies to address wicked problems. Having excluded author-
itative strategies as not providing the private sector and, in consequence, society with 
the requirements for responsible AI adoption, the book presented in detail the condi-
tions for and effects of competitive and collaborative approaches. With competitive 
strategies being prevalent in private-sector AI development and adoption, I sought to 
elaborate on the conditions allowing companies to move from competitive to collab-
orative forms of AI governance. Thereby, it provides a conceptual contribution to 
Roberts’s research applied to the AI context. 

Throughout the book, the aspects of multi-stakeholder governance, self-
regulation, raising the standards for all stakeholders, and collective action, e.g., in 
raising industry standards, were identified. I support and confirm Roberts’s (2000) 
evaluation that collaborative forms of governance, while being the most promising 
form of addressing wicked problems, are also the most challenging strategies to 
realise. Particularly when contextualising collaborative governance in practical eval-
uations, I presented various arguments (Dafoe, 2018) indicating the challenges for 
such strategies in AI governance. This includes the arms race dynamics (Dafoe, 
2018; Geist,  2016; Maas, 2018), related hidden agendas (Dafoe, 2018; Lilkov, 2020; 
Polyakova & Meserole, 2019), and significant involvement of the public sector and 
governments (Lilkov, 2020). 

However, according to my findings, the prevalent dynamics mainly affect forms of 
collective governance involving various companies, whereas collaborative forms of 
governance performed by the single company, in collaboration with its stakeholders, 
do not seem to be as restricted by the identified dynamics. As presented, multi-
stakeholder-formats, corporate self-regulation as well as the creation of shared value 
can be realised in the scenarios of both a partially regulated and an unregulated 
market. Thus, the book successfully focused on developing measures allowing the 
single company to integrate social normativity into its decision-making, despite being 
caught in a highly competitive environment. With that, I still addressed responsible 
AI adoption in practice, albeit for the single organisation instead of a network of 
actors.
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Moreover, the observations made in this book suggest that it is particularly the 
creation of shared value which should be understood as the starting point and neces-
sary foundation for all other forms of collaborative governance. Especially due to the 
high complexity, the interrelatedness of dimensions, and the concurrency of devel-
opments in the global AI market, I recommend an approach that is, indeed, decen-
tralised—focusing on the redirection of corporate realisation of profits in a company 
towards creating shared value. By aligning its corporate processes towards this objec-
tive, the single company is able to navigate potential negative consequences. Further, 
it can integrate social normativity and is empowered to proactively reassess its reputa-
tion in society—all of which, in turn, secure its continued existence. This fundamental 
shift in strategy builds the foundation for a company to then engage in other, more 
operational forms of collaborative governance, such as multi-stakeholder formats. 
This is because operationalised governance forms either result from a company’s 
shared value creation strategy, such as multi-stakeholder formats, or are enabled by 
it, based on the company’s secured position in the market. Having already secured its 
continued existence through shared value creation, a company might be less likely to 
defect when engaging in collective action with other companies—as is particularly 
likely in the AI context (Dafoe, 2018). Hence, by focusing on the single company 
and the fundamentals of its responsible decision-making, the book contributes and 
is connected to research on collaborative strategies for solving wicked problems, 
specifically regarding the wicked problem of AI governance. 

Second, while applying a theory that combines transaction cost economics and 
systems theory, the AI conceptualisation this book presents is relatable to existing 
research originating from Luhmann’s (1996, 1998) theory. Whether the findings of 
this book are applicable to this research stream rather depends on the chosen form 
of conceptualisation than on the shared theoretical origin. 

While Baecker (2015), Esposito (2017a, 2017b), and Harth and Lorenz (2017) 
have already contextualised or conceptualised AI in Luhmann’s tradition of systems 
theory, they are in conflict as to how to define the technologies subsumed under 
this umbrella term. While the scholars conceptualise AI as a form of communica-
tion (Esposito, 2017a, 2017b), a communicating agent (Baecker, 2015), or machine 
agent (Harth & Lorenz, 2017), I argue for the introduction of AI as an autopoietic 
system in Luhmann’s tradition. Apart from Reichel (2011), whose conceptualisation 
of technology is in line with this book’s approach, the presented contribution contra-
dicts existing research. This is because this book’s definition of AI as an autopoietic 
system rejects the above-mentioned concepts. This results in AI becoming realised 
in the form of a transaction, attracting transactions from other systems and, thereby, 
creating a relational transaction. 

In my view, conceptualising AI as a system in society corroborates and interprets 
Luhmann’s original theory in a more realistic form. This is because research indi-
cates that AI’s achievement of autonomy, human-like consciousness, or agency is a 
condition that is not yet within reach—if ever (Balfanz, 2017; Fuchs, 2020; Soto & 
Sonnenschein, 2019). In this, it departs from discussions revolving around an AI’s 
potential consciousness or agency—aspects that need to be addressed in depth and 
with urgency when defining AI as a potential agent in society, as does Baecker (2011,
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2015). Thus, according to this book’s findings, portraying AI as an agent does not 
depict the impact AI currently has in practice. Further, this decision would require 
the definition of AI in a similar form to the individual, interacting with system logics, 
but being outside the direct scope of a systems-theoretical approach. 

However, mainly due to its status as a general-purpose technology (cf., Klinger 
et al., 2018; Nepelski & Sobolewski, 2020), AI will eventually interact and create 
interactions with all systems in society. Thus, its influence and impact exist on 
a grander scale and are instead comparable to a system-wide disruption on the 
meta-level. Therefore, in their entirety, this book’s findings support the claim that 
portraying AI as a form of communication (Esposito, 2017a, 2017b) or as an agent 
(Baecker, 2011, 2015) does not seem sufficient to cover the entirety of its struc-
tural impact. Consequently, based on my findings and contribution, I aim to promote 
further debate in the field. 

Third, with the structural integration of social normativity in the form of soci-
etal concerns and AI ethics, this book enables a company’s continued existence and 
social legitimacy (Wieland, 2020). Thus, Relational AI Governance offers a structural 
solution to translating the perspective of company-external stakeholders into corpo-
rate processes (Wieland, 2020) and supports the company in bridging varying views 
on AI governance within its organisational boundaries (Hagendorff, 2020; Mayer 
et al., 2021). Research in the field suggests that company-internal stakeholders do 
not always agree upon the guidelines implemented in companies (Cihon et al., 2021; 
Hagendorff, 2020; Jobin et al., 2019; Mittelstadt, 2019a), as developers, especially, 
are not always in favour of principled AI governance (Mayer et al., 2021). Through 
management measures supporting the development of a shared understanding, the 
Relational AI Governance model supports the involvement of all stakeholder groups 
to develop commonly agreed-upon values and solutions. Thereby, it ensures their 
applicability to the actual technological development phases of the AI lifecycle, 
which is often criticised (Hagendorff, 2020; Morley et al., 2020; Yu et al., 2018). 
In the case of global value chains, the model can also be applied to integrate and 
give room to culturally specific views (ÓhÉigeartaigh et al., 2020). This is because 
it allows for local adoption and pursues a non-normative approach. As a result, it 
promotes a combinatory approach for AI ethics, including principled, consequential, 
and virtue-based AI ethics. With this, it advocates for philosophical perspectives as 
an element of comprehensive AI governance instead of pursuing a single normative 
approach, which would not be applicable across cultures. As for the realisation of 
the program, I recommend a transcultural approach, allowing for a particular level 
of cultural adaptation (Wieland, 2020). Thereby, it aims to create higher levels of 
acceptance among all stakeholders of a given company. 

Applying the combinatory, modular nature inherent to Wieland’s (2018, 2020) 
Relational Governance concept, I support the interlinkage of the elements of social 
normativity with complementary governance elements, such as formal governance 
measures, as presented above. In this, my findings corroborate the required combi-
nation of formal and informal measures in AI governance on the meta-level of AI 
regulation (Jelinek et al., 2020; Mialhe, 2018; Miailhe & Lannquist, 2018), as well as
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on the organisational level (Gasser & Almeida, 2017; Liu & Maas, 2021; Winfield & 
Jirotka, 2018). 

5.2 Theoretical Contribution and Practical Implications 

Since the field of AI governance only emerged a few years ago, it has not yet been 
researched extensively. Therefore, related disciplines, such as AI ethics (Hagendorff, 
2020, 2022; Mittelstadt, 2019), and stakeholder groups from society (Brundage et al., 
2018; Bryson, 2018; Cihon, 2019) have demanded governance for AI and urged 
scholars to contribute to establishing the field by developing such approaches. 

By presenting a conceptual AI governance approach, this book provides both 
a theoretical model and a practical contribution, supporting companies wanting 
to engage in self-regulation regarding AI or successfully implementing a gover-
nance approach in a partially regulated AI market. With this, it helps to advance and 
professionalise further the field of AI governance. 

5.2.1 Theoretical Contribution 

From a theoretical perspective, the book contributes to four streams of research: 
Relational Economics (Wieland, 2018, 2020), systems theory in Luhmann’s (1996, 
1998) tradition, the research stream of relational governance (cf., Cao & Lumineau, 
2015; Poppo et al., 2008), and the recently emerged field of AI governance. 

First, having chosen Relational Economics as the theoretical foundation for the 
AI governance approach presented, the book advances the theory and links it to one 
of the most pressing topics for governance: the general-purpose technology of AI 
(Klinger et al., 2018; Nepelski & Sobolewski, 2020; Razzkazov, 2020; Trajtenberg, 
2018). Thereby, the book confirms the applicability and adaptability of Wieland’s 
Relational Economics to yet another practical governance phenomenon. While the 
theory has already been successfully applied to the field of CSR in global value chains 
(Wieland, 2018, 2020), this book is the first to connect it to the context of digital 
technologies, more specifically to AI. Moreover, it confirms the theory’s potential to 
be adapted to constantly new contexts and governance challenges. This is because the 
theory’s modular structure allows the constant adaptation of existing parameters and 
the integration of new variables and parameters, as presented by this book. With this, I 
hope to have presented a precedent case for the further development and an extension 
of Relational Economics by new variables and parameters. While outside the scope 
of this book, future research could apply the theory to other digital technologies, 
such as the blockchain, which could be conceptualised within Relational Economics 
in a similar form. 

Second, it offers a new definition of AI in Luhmann’s systems-theoretical research 
tradition. In this, it builds on the contribution of Reichel (2011), who suggests the
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definition of technology as an autopoietic system and presents an opposing position 
to mainstream research in the field. However, Reichel did not include AI in his 
contribution and instead examined the case of the super-category, technology. Hence, 
the book closes the gap between existing research in the field and Reichel’s first 
advance, introducing technology as equivalent to other autopoietic systems in society. 
Thereby, it presents a new perspective for critical debate in this research stream 
and a conceptual starting point for other scholars to develop further. In contrast to 
existing research, it concedes that AI has a dominant role in society, mainly due to 
its general-purpose nature and the resulting impact, influence, and role it already has 
and is expected to extend in the future. Hence, the book’s advances contribute to 
further connection of the disciplines of systems theory and AI governance. 

Third, the findings of this book and the review of AI governance confirm the 
importance of applying relational governance to the AI context, specifically via the 
complementary use of formal and informal parameters. Again, to the best of my 
knowledge, it is the first publication to link this particular research stream of rela-
tional governance to AI. So far, relational governance has been linked to cultural 
studies or corporate relation-building (Chu et al., 2020; Ju & Gao, 2017; Sjödin 
et al., 2019; Zheng et al., 2008), or the general examination of dynamics between 
formal and informal governance measures (cf., Cao & Lumineau, 2015; Poppo et al., 
2008). Connecting Wieland’s (2018, 2020) relational governance concept allows for 
linking an empirically tested and theoretically established approach with the topic of 
AI governance, which provides the book with an adequate foundation for developing 
a comprehensive governance model, including formal and informal measures. With 
this, it complements and enhances literature in relational governance, while at the 
same time formalising the young field of AI governance with a traditional model. 
Given that the applied approach presented in the book is among the most substan-
tial and comprehensive in the field, it confirms the suitability and applicability of 
Relational Economics and its Relational Governance model to practice. Thus, by 
connecting these two schools of thought, the book contributes to closing the gap for 
AI governance, moving from the demand for other scholars to address the lack of 
implementation of AI ethics to actually providing an option for how AI ethics-based 
AI governance can be accomplished. 

Fourth, I presented a theoretical contribution to the field of AI governance. This is 
because the book realises an elaboration of its underlying problem structure, concep-
tualises AI as a new variable within an existing socio-economic theory and analyses 
the demand for AI governance through the lens of Relational Economics. Thereby, it 
allows for the further theoretical abstraction of the dynamics of AI governance and 
the characteristics of AI technologies. Based on this conceptualisation, scholars can 
address AI in the light of sociological and economic lenses alike. Having identified 
the situation governance needs to address, more specifically, the relational transac-
tion underlying the governance structure, the book proceeds to develop the relational 
governance model for the AI context. In addition, the operationalised Relational AI 
Governance model represents a contribution to the field of applied AI governance—a 
research stream the book identifies through its review analysis.
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Further, it contributes to the research field of AI governance by having conducted 
a systematic literature review regarding its advances. I conducted a meta-level anal-
ysis, which included the structuring of the field and clustering of the research streams 
according to the topic they address. With this, the book presents an overview of the 
current state of research in the field, while at the same time positioning its own contri-
bution. Again, since no review has yet been conducted to the best of the author’s 
knowledge, it closes another current gap. By having developed an applied AI gover-
nance model, which entails theoretical explanations, the book closes a current gap 
in the research field. This is because, to the best of my knowledge and based on 
the review findings, only very few publications present applied models originating 
from theory. While most publications derive their suggestions from practical needs 
(cf., Huck et al., 2020; Lobana, 2021; Torré et al., 2019), only this book and Gasser 
and Almeida (2017) seem to examine and address applied AI governance with a 
solid structural model. Thus, by operationalising its theoretical insights on AI, the 
book offers a practical governance model which advances the research stream by 
formalising applied forms of AI governance. 

As the review findings indicate, there are still very few theoretical examinations 
of the topic, since most publications address the currently prevalent challenges based 
on an immediate practical need and with reactive practical suggestions. Only a few 
traditional disciplines have been linked to this research field so far, with only one 
publication applying a traditional economic model (cf., Fernandes et al., 2020) and 
one other linking it to social governance (cf., Luo & Lu, 2021). Thus, from a theoret-
ical viewpoint, it is primarily the field of AI ethics—also still young—that advances 
and formalises AI governance research. 

Fifth, Relational AI Governance serves scholars stemming from other disciplines 
and targeting other societal sectors and systems with a theoretical foundation for 
further research. This is because Relational Economics is applicable for deriving 
insights for the public sector, legislation, as well as civil society. Thus, already having 
conceptualised AI within Relational Economics, I provide scholars with the theoret-
ical foundation to examine system-specific governance strategies and the role, for 
example, of the public sector and legislation, based on this book’s findings. Hence, it 
not only contributes to the disciplines and research streams it includes and addresses 
but is of intersectoral relevance and applicability. 

5.2.2 Practical Implications 

In addition to the theoretical contributions, the book provides relevant insights for 
decision-makers in practice across sectors, but especially for the private sector. Apart 
from providing a combinatory, comprehensive AI governance instrument, I identified 
various relevant aspects of the successful implementation of a governance structure 
in practice. 

First, this book offers companies a structural, comprehensive approach to imple-
menting AI governance in a private-sector organisation. To ensure the effectiveness
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and acceptance of an AI governance program within the firm, it is essential for organ-
isations to apply a combinatory approach. This book’s Relational AI Governance 
provides practice with a theoretically funded governance instrument that—stem-
ming from Wieland’s (2018, 2020) relational governance approach—combines both 
formal and informal governance parameters. With this, it integrates hard and soft law 
advances, as well as the individual’s role in the successful adoption of AI governance 
and society’s concerns. Thereafter, it examines the interaction between formal and 
informal measures on a meta-level, such as hard and soft law, a topic of significant 
practical interest, as the review revealed. By covering this aspect, it allows companies 
to navigate the currently highly fragmented regulatory environment. These insights 
are redirected into the governance approach by including specified suggestions as 
per governance parameters to promote the model’s applicability to various use cases 
in practice. Lastly, the book established the relevance of conducting an extensive 
risk assessment and answering questions of corporate liability with great urgency. 
In this way, it provides companies with strategic recommendations to ensure the 
advantageous realisation of an AI governance structure. 

Second, the findings support the strategic development and subsequent imple-
mentation of an AI governance program on an organisational level. This is because 
it provides insights for both formal and informal operational measures based on 
its theoretical governance model. The suggestions include the introduction of new 
departments, processes, and measures. By presenting such strategic guidelines, the 
book provides companies with the necessary instruments to implement an effective 
AI governance program. Furthermore, it gives insights into the conditions of effective 
self-regulation for the companies. This includes evaluating the conditions for repu-
tational gains, instead of facing competitive disadvantages due to the introduction of 
self-regulatory measures. Thus, in its operationalised form, it includes, for example, 
the formal implementation of a multidimensional integrity management program 
and informal measures, such as AI ethics-based training measures, and dialogues to 
develop and promote a shared understanding among all stakeholders. 

Third, I established the significance of including and addressing the individual in 
an organisational context, giving decision-makers insights into various aspects influ-
encing the personal integrity of employees. From the perspective of the governance 
structure, the role of the individual is relevant on an individual, operational, and 
strategic level. On the strategic level, research indicates that the board level needs to 
reconsider its roles and responsibilities (Thuraisingham, 2020), as well as a specific 
skill set, to manage and govern AI successfully (Torré et al., 2019). Still, a compre-
hensive AI governance structure should include competence training. Further, since 
the acceptance of the governance program on the part of the internal stakeholders 
is of great significance to its success (Mayer et al., 2021), I suggest virtues-based 
training (Hagendorff, 2020, 2022), the inclusion of professional norms (Gasser & 
Schmitt, 2020), and measures to create a shared understanding. While these measures 
support the realisation of the governance program, they further aim to motivate and 
involve employees (Wieland, 2020) and might attract new talent due to reputational 
gains (Miller & Coldicott, 2019; Neubert & Montañez, 2020). The latter should not
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be underestimated in times of extensive war for talents in the field (Mayer et al., 
2021; Miller & Coldicott, 2019; Neubert & Montañez, 2020). 

Second, in the light of the pending E.U. regulation for AI, the book provides 
decision-makers with an evaluation of both scenarios; the unregulated and partially 
regulated AI market. Consequently, it develops two versions of the Relational AI 
Governance model, each addressing one of the scenarios. It presents a holistic gover-
nance instrument for companies inside and outside the E.U., applicable in the present 
and following the eventual passing of the regulation. 

Fourth, having conceptualised the relational transaction underlying the AI gover-
nance structure, the book offers policymakers and the legislation alike with the 
necessary foundation to further analyse the underlying dynamics in AI governance. 
Since the insights stemming from Relational Economics are applicable across disci-
plines and sectors, actors from the public sector, legislation, and civil society can 
build on the findings of this book and develop system-specific solutions comple-
menting its scope. Further, while the operationalisation of Relational AI Governance 
primarily addresses companies, its core structure and mechanisms are applicable 
to organisations from all sectors. Due to its modular nature, it can be adapted to 
organisation-specific needs. 

To conclude, the book contributes to promoting self-regulation by private-sector 
organisations in the AI context—presenting them with a holistic approach that 
supports companies in advantageously engaging in self-regulatory AI governance. 

5.3 Limitations and Future Research 

To view the findings of this book in a contextualised manner, a few limitations need 
to be mentioned. For one, the generalisability of the review findings is limited by a 
potential bias. Generally, qualitative content analysis is more prone to bias, albeit I 
incorporated measures to counterbalance this risk, such as using transparent selection 
criteria. Nevertheless, given that the selection and analysis of the data were realised 
by one researcher only, these steps can be perceived as being subjectively biased and, 
as they were not tested by another scholar, lacking intercoder reliability. Further, the 
development of inductive categories was, again, conducted by one researcher. Since 
I applied transparent criteria to the selection process, the limitation was mitigated 
but should still be considered. Due to the scope of the review, the book cannot make 
assumptions or present generalisable findings for the entire research field. This is 
because it excluded publications which only present findings of niche relevance, 
with this exclusion covering publications focusing specifically, for example, on the 
medical field or the public sector only. While the exclusion only affected a small 
group of publications, it limited the scope of the review. As the conduct of the review 
did not serve as the centrepiece of this book but to position and complement its 
theoretical approach, this does not affect the quality of this book or its conceptual 
contribution. However, I suggest that future research closely monitors advances in 
the field and repeats this review at a larger scale, including more keywords, more
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databases, and findings from all disciplines. Furthermore, I recommend that future 
reviews should involve a group of researchers to avoid subjective bias. 

Moreover, due to a lack of research studies on the topic of AI governance, espe-
cially theoretical approaches, this book had to develop an entirely new research 
typology. In particular, the theory chosen has neither dealt with AI before nor the 
governance approach it entails, and research in the emerging field of AI governance 
does not yet include publications of similar magnitude. While the decision to concep-
tualise AI based on Luhmann’s (1996, 1998) systems theory resulted from its initial 
presentation of the problem structure underlying AI governance, the chosen form of 
an autopoietic system within Relational Economics is a contribution of this book. 
This is because it presents an unprecedented advance, based on a self-developed 
conceptual argumentation, rather than a long-standing research tradition. 

As Relational Economics integrates both systems theory and transaction cost 
economics, this book’s contribution could have benefitted from a detailed exami-
nation of AI from an economics perspective. For one, such an economic exami-
nation would have complemented the findings of this book; moreover, the review 
confirms the general need for contributions from the economics discipline: so far, 
only Fernandes et al. (2020) examined AI governance from this perspective, applying 
game theory to balance individual and societal gains from AI adoption. Despite the 
significant economic relevance of AI, stemming from its classification as a general-
purpose technology by this very discipline (Dafoe, 2018; Goldfarb et al., 2019; 
Klinger et al., 2018; Nepelski & Sobolewski, 2020; Razzkazov, 2020), there is a 
clear lack of scholarly attention, and in this book I urge scholars to integrate the vari-
able AI into traditional economic models. Hence, being the first conceptualisation of 
AI governance from a socio-economic perspective, the findings of this book require 
formalisation and empirical testing. 

While the book initially set out to contribute to collective forms of collabora-
tive governance, this aim could only partially be fulfilled: among other things, the 
theory chosen to conceptualise AI governance focuses on the single firm as a gover-
nance structure, instead of putting network governance at its centre. Thus, this book 
naturally applied its scope. Furthermore, conceptualising AI governance requires 
its contextualisation in the dynamically changing environment the private sector is 
faced with. Therefore, the extensive examination of collective forms of AI gover-
nance exceeded its scope. Nonetheless, this book gives valuable insights for collab-
orative AI governance by depicting prevalent dynamics in the market and pointing 
to research gaps. By linking AI governance to wicked problems and collaborative 
strategies to solve it, it allows AI governance to be addressed structurally and in oper-
ationalised form. Again, while collective governance faces high complexity and is 
complicated by the hidden agendas related, for example, to public actors in the field 
(Dafoe, 2018; Lilkov, 2020; Polyakova & Meserole, 2019), I urge future research to 
address and examine the topic. 

My review findings confirm this necessity, since ‘collaborative governance’ was 
one of the most prominent research categories in the field, despite being mainly 
examined from a practical viewpoint and with a focus on soft law advances so 
far. Therefore, future studies should consider the complexity of collective forms of
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AI governance, such as interfirm networks, regarding the perspectives of both the 
unregulated and partially regulated global market. 

5.4 Conclusion 

This book set out to present a theoretical answer to the challenges facing AI gover-
nance. Many of them point to the need for collaboration among actors, be it multi-
lateral collaboration or cooperation in the private sector, since the challenges seem 
to overarch industries, countries, and regions around the globe. 

My fundamental research question led me to proceed to conceptualise AI within 
Relational Economics, more specifically in systems-theoretical research, according 
to Luhmann. Having established the theoretical foundation for AI governance, I 
went on to build the Relational AI governance model allowing for the application 
of my theoretical contribution to practice. Mapped in a comprehensive framework, 
the book entails relevant research from related research fields, such as AI ethics, to 
complement its own contribution and further enhance it. Additionally, Relational AI 
Governance was positioned in the research field of AI governance via the systematic 
literature review. 

Particularly by classifying existing research in AI ethics, this book allows for a 
structured overview of advances made in the field. I critically compared my own 
contribution with existing research in the field, allowing for additional insights to 
complement and compare my contribution to other publications in AI governance. 
In conclusion, the insights gained throughout this book and the review findings 
indicate that, first, self-regulation can lead to various advantages for companies—if 
implemented holistically and in a comprehensive manner. Second, due to the rising 
societal demand for regulatory measures and the pending E.U. regulation, I emphasise 
the significance of proactively applying a well-structured AI governance program, 
including both formal and informal measures. By doing so, a company can ensure 
the effectiveness of its governance program and its acceptance on the part of its 
employees. In turn, this can lower the risk of legal consequences due to unwanted 
incidents caused by AI adoption, which is of particular importance since questions 
of liability are not yet fully answered in the AI context (Béranger, 2021; Jackson, 
2018; Nurus et al., 2016). In turn, this could put organisations in the position of being 
subjected to lengthy and costly trials, as well as harmful public exposure, and lead 
to reputational losses. 

Further, the research question was examined with a particular focus on the single 
firm and its fundamental decision to create a shared value. While collaborative 
approaches of governance are the most comprehensive way of addressing wicked 
problem structures, I established the exceptional challenges such strategies face. The 
book presented various arguments when applying the chosen theoretical approach to 
practice (Dafoe, 2018), indicating the difficulties particularly for collective forms of 
collaborative AI governance—such as interfirm networks. Furthermore, the wicked
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problem structure in the AI context proved to be linked closely to public-sector inter-
ests and agendas—particularly to the interest of states around the globe in domi-
nating the market (Dafoe, 2018; Lilkov, 2020; Polyakova & Meserole, 2019). Due 
to this book’s focus on the single company, an additional, extensive elaboration 
of the dynamics of interfirm networks engaging in the development of standards, 
exceeded the scope of this book. Thus, I focused on developing measures allowing 
the single company to integrate social normativity into its decision-making, despite 
being caught in a highly competitive environment. 

Mainly due to Relational Economics’ inherent aim of creating shared value 
through the structural alignment of system-specific interests and demands, I was still 
able to develop the theoretical foundation for further collaborative AI governance 
approaches. By providing a solution for the fundamental objective of collaborative 
strategies regarding wicked problems, namely through the concurrent improvement 
of the situation of each involved stakeholder, this book contributes to collaboration’s 
core challenge. Having presented a theoretical approach able to tackle this challenge, 
this contribution supports future research on each operational form of collaborative 
governance—be it interfirm networks, multi-stakeholder governance, multilateral 
governance, or further aspects of private-sector self-regulation. 

In conclusion, my findings have confirmed the importance of examining the chal-
lenges AI governance faces from a theoretical perspective. In doing so, I uncov-
ered the high interrelatedness of sectors, players, and interests involved and reduced 
the phenomenon’s complexity by applying systems-theoretical concepts. Presenting 
a solution-oriented, adaptive AI governance approach, my contribution provides a 
theoretical foundation, able to depict such levels of complexity and to address this 
topic of great urgency and relevance for societies around the globe. Thereby, I hope, 
through this book, to provide a substantial foundation for further research and an 
applicable instrument for decision-makers in practice. 
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